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Résumé

Cette thèse a pour objet l’étude de l’interaction laser-matière dans un régime d’éclairement extrême que visent

à atteindre plusieurs installations multi-pétawatt en cours de développement (CILEX-Apollon, ELI, IZEST, etc.).

Pour un éclairement supérieur à 1022 Wcm−2, la dynamique relativiste des électrons accélérés dans l’onde laser

est modifiée par un important rayonnement Compton inverse non-linéaire. Au-delà de 1023 Wcm−2, les photons

γ ainsi produits peuvent, en interagissant à leur tour avec le champ laser, se désintégrer en paires électron-

positron via le mécanisme de Breit-Wheeler non-linéaire. Ces mécanismes d’électrodynamique quantique, dont

l’étude expérimentale était jusqu’ici l’apanage des grands accélérateurs de particles, peuvent grandement affecter

les mécanismes “usuels” d’interaction laser-plasma, notamment ceux régissant l’accélération de particules chargées

et, par conséquent, le bilan global de l’interaction. Afin de modéliser ce régime inédit d’interaction, qui combine

processus collectifs, relativistes et d’électrodynamique quantique, nous avons enrichi des mécanismes précédents le

code de simulation particle-in-cell calder développé de longue date au CEA/DIF. L’influence de ces mécanismes

est d’abord explorée dans le cas d’une impulsion laser interagissant avec une cible dense de taille micrométrique.

Un rendement de conversion de l’énergie laser en photons γ supérieur à 10% est observé au-dessus de 1023 Wcm−2,

tandis que la production d’anti-matière s’emballe, via un mécanisme de cascade, à partir de 1024 Wcm−2. Dans

un second temps, nous étudions la génération de positrons lors de la collision frontale entre un faisceau d’électrons

ultra-relativistes issu d’un accélérateur plasma et une impulsion laser ultra-intense. Dans une dernière partie, nous

considérons un scénario prospectif d’intérêt astrophysique, à savoir la collision de plasmas de paires issus de cibles

solides irradiées à 1024 Wcm−2 montrant la croissance rapide d’une instabilité de filamentation magnétique combinée

à d’intenses effets radiatifs.

Mots-clés : interaction laser-matière, plasma, électrodynamique quantique, positron, particle-in-cell, Compton

inverse non linéaire, Breit-Wheeler non linéaire, Apollon, radiation friction, Monte-Carlo, Bremsstrahlung, Bethe-

Heitler, Trident

Abstract

This PhD thesis is concerned with the regime of extreme-intensity laser-matter interaction that should be ac-

cessed on upcoming multi-petawatt facilities (e.g. CILEX-Apollon, ELI, IZEST). At intensities IL > 1022 Wcm−2,

the relativistic dynamics of the laser-driven electrons becomes significantly modified by high-energy radiation emis-

sion through nonlinear inverse Compton scattering. For IL > 1023 Wcm−2, the emitted γ-ray photons can, in turn,

interact with the laser field and decay into electron-positron pairs via the nonlinear Breit-Wheeler process. These

quantum electrodynamic processes, which until recently could only be explored on large-scale particle accelerators,

can greatly alter the “standard” mechanisms of laser-plasma interaction, and therefore its overall energy budget.

In order to model their intricate interplay with the laser-induced plasma processes, they have been implemented

within the particle-in-cell code calder developed at CEA. In a first part, we study these QED processes in the

interaction of an ultra-intense laser with a micrometric overdense target. It is found that the laser-to-γ-ray energy

conversion efficiency can by far exceed 10% for intensities IL > 1023 Wcm−2, while copious pair production (through

pair cascading) kicks in for IL > 1024 Wcm−2. In a second part, we consider positron generation in the collision

between a GeV electron bunch issued from a laser-wakefield accelerator and a counterpropagating laser pulse. In a

third part, we analyze a prospective scheme of astrophysical interest, consisting in the collision between two dense

pair plasmas produced from solid targets irradiated at 1024 Wcm−2 showing a fast-growing magnetic filamentation

instability amplified by intense synchrotron emission.

keywords: laser-matter interaction, plasma, quantum electrodynamics, positron, particle-In-cell, nonlinear in-

verse Compton, nonlinear Breit-Wheeler, Apollon, radiation friction, Monte-Carlo, Bremsstrahlung, Bethe-Heitler,

Trident
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Présentation française de la thèse

Contexte de la thèse

L’avènement des lasers ultra-intenses, rendu possible dans les années 80 grâce, no-
tamment, aux travaux de G. Mourou, a permis d’atteindre des champs électriques
du même ordre que les champs coulombiens au sein des atomes, et donc des régimes
inédits d’interaction rayonnement-matière, féconds en applications pluridisciplinaires.
Les futures installations laser multi-PW Apollon, Vulcan et ELI s’inscrivent dans ce
cadre, qui délivreront des impulsions ultra-brèves (quelques dizaines de femtosec-
ondes), de forte énergie (quelques centaines de joules) et d’intensités supérieures à
1022 Wcm−2. Elles donneront lieu à une physique nouvelle (en laboratoire à tout
le moins), combinant effets plasmas (collectifs) et d’électrodynamique quantique
(QED). Les électrons accélérés sous l’effet de l’impulsion laser atteindront en effet
des énergies très importantes (supérieures à la centaine de MeV) qu’ils réémettront
sous forme de rayonnement haute-fréquence (rayons X ou γ) par diffusion Compton
inverse non-linéaire, en interagissant avec le champ laser, ou par Bremsstrahlung,
en interagissant avec les champs atomiques. Les photons énergétiques ainsi produits
pourront, à leur tour, se convertir en paires électron-positron, sous l’effet du champ
laser (processus de Breit-Wheeler non-linéaire) ou des champs coulombiens atom-
iques (processus de Bethe-Heitler). Des paires électron-positron pourront également
être créées directement (sans photons intermédiaires) par des électrons accélérés dans
les champs laser ou atomique (processus Trident électromagnétique ou coulombien).
Les futures installations laser constitueront la base technologique d’installations plus
ambitieuses : une montée en puissance d’ELI jusqu’à 100 PW est ainsi envisagée
en combinant plusieurs faisceaux de 10 PW. Afin de dimensionner et aiguiller les
futures expériences, des études théoriques et numériques doivent être réalisées en
amont. Il s’agit de comprendre l’influence des processus QED sur la physique con-
nue de l’interaction laser-matière et, ce faisant, de concevoir de nouvelles configura-
tions expérimentales exploitant ces effets. Une fois les installations opérationnelles,
le savoir-faire acquis au cours de ces études aidera à l’interprétation des mesures.
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Étude théorique des effets QED et implémentation

numérique

Avant leurs observations en laboratoire, les effets QED peuvent d’ores et déjà être
modélisés numériquement, en particulier au moyen de codes de simulation cinétiques.
Parmi ceux-ci, les codes dits particle-in-cell (PIC) ont prouvé leur robustesse et
leur efficacité, se révélant aujourd’hui les outils les mieux adaptés à l’interaction
laser-matière à ultra haute-intensité (présenté au début du chapitre 6). Nous avons
consacré la première partie de la thèse à l’implémentation des effets QED dans le
code PIC Calder développé au CEA. Nous nous sommes restreints à la diffusion
Compton inverse non-linéaire (étudiée théoriquement dans le chapitre 2) et au pro-
cessus Breit-Wheeler non-linéaire (chapitre 4). Pour des intensités supérieures à
1022 Wcm−2, ces mécanismes sont dominants dans des gaz ou des cibles solides suff-
isamment fines et de numéro atomique peu élevé. Le rayonnement des électrons se
modélise diversement en fonction du régime d’émission considéré. Dans le régime
d’émission dit classique (à intensité laser et/ou énergie électronique modérées), les
électrons rayonnent de manière continue (les photons sont émis en grand nombre, cha-
cun emportant une très faible fraction de l’énergie électronique). Dans ce cas, le ray-
onnement peut être décrit par l’ajout d’un terme de friction dans l’équation du mou-
vement (modèles de Lorentz-Abraham-Dirac, Landau-Lifshitz ou Sokolov), propor-
tionnel à la puissance instantanée rayonnée (calculée de façon classique ou quantique
voir ci-après). Pour des champs électromagnétiques ou des énergies électroniques très
élevées (respectivement de l’ordre de 1014 Vm−1 et 100 MeV), le régime d’émission
devient quantique. Les photons sont alors émis à des énergies comparables aux
énergies électroniques. Les trajectoires électroniques sont ponctuées de brusques
ralentissements, dont le caractère stochastique est modélisé par une méthode Monte
Carlo. En pratique, la trajectoire de chaque électron est découpée en segments
(séparant deux émissions successives) de longueur variable (l’épaisseur optique), tirée
au sort à partir de la probabilité totale d’émission (fonctions des champs locaux et
de l’énergie électronique). L’énergie du photon émis est elle-même tirée au sort dans
la distribution. Les détails et validations numériques de ces implémentations font
l’objet du chapitre 6 et ont été pré-publiés dans Lobet et al. (2015). Bien qu’étudié
théoriquement, les mécanismes de Bremsstrahlung (voir Chap. 3) et de Bethe-Heitler
(voir Chap. 5) n’ont pas été intégrés dans le code Calder au cours de cette thèse.

Interaction laser-solide sur cible fine

Comme première application physique, nous nous sommes intéressés aux effets QED
dans l’irradiation laser de cibles solides micrométriques. Ces cibles sont couramment
utilisées comme sources de particules énergétiques (électrons, ions). Soumises à un
champ laser extrême, leur surface est rapidement ionisée pour former un plasma
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Figure 1: Schéma de l’interaction laser-solide sur cible fine en intensité extrême.

dense et chaud comme illustré sur la figure 1. Fortement accélérés par le champ
laser, les électrons y rayonnent une partie de leur énergie d’oscillation par diffu-
sion Compton inverse, émettant des photons d’une dizaine à une centaine de MeV
vers l’avant et vers l’arrière. Toujours au sein du champ laser, ces derniers peu-
vent se désintégrer en paires électron-positron par le processus Breit-Wheeler non-
linéaire. L’accélération des ions se produit aux interfaces cibles/vide par l’entremise
du champ de séparation de charge induit par les électrons chauds (poussés par la
pression radiative en face avant, ou s’échappant de la cible en face arrière). Les sim-
ulations montrent que les pertes radiatives réduisent l’accélération ionique en dimin-
uant l’énergie moyenne des électrons chauds. Pour une intensité de 1022 Wcm−2, les
pertes radiatives représentent près de 10% de l’énergie laser à 1023 Wcm−2 et près de
50% à 1024 Wcm−2. La génération de paires ne devient significative qu’à partir de
5× 1023 Wcm−2. Se forme alors un plasma de paires très relativiste (γ ∼ a0 pour les
électrons et γ ∼ 2a0 pour les positrons, où γ = ε/mc2 est l’énergie normalisée et a0

l’amplitude normalisée du champ laser) et de densité sur-critique (plusieurs dizaines
de fois la densité critique à 1024 Wcm−2), se détendant à l’arrière de la cible. Ces
résultats sont présentés dans le chapitre 7.

Collision d’un faisceau d’électrons ultra-relativistes

avec un laser d’intensité extrême

Nous avons ensuite étudié la collision frontale entre un faisceau d’électrons fortement
relativistes et un laser multi-PW. Cette configuration, décritre par la figure 2, semble
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Figure 2: Schéma d’une configuration efficace pour étudier les effets QED avec les
futures lasers de puissance.

l’une des plus efficaces et, par conséquent, l’une des prometteuses pour explorer les
effets QED avec les futurs lasers de puissance. Le faisceau d’électrons pourrait être
produit par accélération dans une onde de sillage induite par un premier laser PW
dans un gaz. Le faisceau laser 1 PW (qui complète celui de 5 PW) de l’installation
Apollon se prêterait idealement à un tel scenario : moyennant un profil de gaz ajusté,
nos simulations montrent la possibilité de créer un faisceau de 3 GeV avec une charge
de 2 nC et une divergence moyenne de 3 mrad. Lors de sa collision avec un laser
d’intensité 1022 − 1023 Wcm−2 et de durée 15 fs, ce faisceau peut rayonner jusqu’à
80% de son énergie cinétique. La distribution des photons γ émis s’étend jusqu’à
environ 3 GeV, avec une moyenne autour de 33 MeV. Par la suite, ces photons se con-
vertissent en paires électron-positron avec une probabilité d’autant plus importante
que leurs énergies sont élevées. Nous avons mené une étude paramétrique avec des
paramètres lasers proches des caractéristiques d’Apollon, à savoir un laser polarisé
linéairement de 75 J d’énergie, 15 fs de durée et une tache focale allant de 2 à 5µm
de diamètre (les intensités résultantes vont de 1023 Wcm−2 à 1.6 × 1022 Wcm−2).
Les simulations prédisent que la production de paires grimpe avec l’intensité (d’une
dizaine de pC à près de 0.9 nC), faisant de cette configuration l’une des meilleures
sources potentielles de positrons. Leur énergie moyenne diminue avec l’intensité mais
reste fortement relativiste (entre 100 et 400 MeV). Cette configuration est néanmoins
marquée par une forte divergence des électrons et positrons pour deux raisons princi-
pales : les déflexions intrinsèques au rayonnement quantique (jouant principalement
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dans le plan de polarisation du laser) et les effets pondéromoteurs radiaux (dus à
la forte focalisation du laser). Dans le plan de polarisation, la divergence moyenne
des positrons augmente avec l’intensité (de 30 à 300 mrad). Dans le plan perpen-
diculaire, la tendance est similaire : de l’ordre de la divergence du faisceau initial
à 1.6 × 1022 Wcm−2, la divergence atteint 200 mrad à 1023 Wcm−2. Notre étude
démontre numériquement la faisabilité du concept, et en fait donc en une expérience
de choix pour les futures installations de puissance. Selon les paramètres laser, ces
sources de positrons pourraient servir d’injecteurs pour des accélérateurs conven-
tionnels ou optiques, ainsi qu’à l’investigation de phénomènes d’astrophysique de la
laboratoire. Ce travail fait l’objet du chapitre 8 de la thèse et se trouve prépublié
dans Lobet et al. (2015).

Instabilité de Weibel dans la collision de plasmas

de paires électron-positron

En physique des plasmas, une instabilité cinétique fortement étudiées est l’instabilité
magnétique de Weibel qui se développe au sein de systèmes anisotropes en vitesses
ou lors de la collision de jets suffisamment froids. Dans ce dernier cas, elle donne lieu
à l’apparition de filaments de courant et de champs, notamment magnétiques dans
la direction transverse à la dérive moyenne des plasmas. L’évolution non-linéaire
de ces filaments conduit à l’isotropisation et à la thermalisation des jets, donnant
lieu à la formation d’un choc capable de se propager dans le milieu amont. Un tel
mécanisme pourrait avoir lieu lieu dans les restes de supernovae, où il se serait à
l’origine de la production de particules et rayonnements de très hautes énergies dans
les Gamma ray bursts. Ce mécanisme est décrit au début du chapitre 9. Les lasers
de puissance, capables de générer des plasmas électron-ion de (relativement) grande
vitesse, semblent désormais en mesure d’atteindre les conditions requises pour le
développement de l’instabilité de Weibel et, in fine, la formation d’un choc (limité
toutefois au régime non-relativiste). Des expériences sont actuellement menées en ce
sens. En revanche, l’étude en laboratoire des instabilités électron-positron parâıt hors
de portée des lasers actuels en raison de la difficulté de produire des plasmas suff-
isamment denses et de grande échelle spatio-temporelle. La production massive de
paires telle que prédite sur les futures installations laser ultra-intenses pourrait être
une solution. Afin de jauger le potentiel de ces lasers, nous avons imaginé une con-
figuration où deux cibles placées face à face (de cuivre ou aluminium, et de quelques
microns d’épaisseur) seraient irradiées par deux impulsions laser d’intensité proche
de 1024 Wcm−2, engendrant ainsi deux plasmas de paires s’entrechoquant au centre
du domaine, comme illustré par la figure 3. Nous avons simulé l’ensemble du proces-
sus, depuis la formation des plasmas jusqu’à leur collision. Celle-ci donne lieu à une
instabilité de type Weibel malgré le caractère non-Maxwellien et relativement chaud
des plasmas de paires (énergie de dérive de plusieurs centaines de MeV, divergence de
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Figure 3: Schéma illustrant la configuration présentée dans cette thése pour l’étude
du développement de l’instabilité Weibel dans la collision de plasmas de paires
d’électron-positron.

plusieurs dizaines de radians). Cette instabilité se développe extrêmement vite (sur
quelques femtosecondes) et engendre des amplitudes magnétiques considérables (de
l’ordre de 106 T) sur de très petites échelles (quelques microns). Du fait de leur rapide
isotropisation, les plasmas s’accumulent dans la région de recouvrement, jusqu’à un
taux de compression d’environ 2.7 (une valeur de 3 est attendue pour un choc fort
2D relativiste). Le temps de collision, déterminé par la durée des impulsions laser
(∼ 100 fs), s’avère toutefois trop bref pour conduire à un choc pleinement formé (et
propagatif). Fait marquant, les champs magnétiques induits par l’instabilité sont
assez forts pour causer un important rayonnement synchrotron des particules. Près
de 65% de l’énergie cinétique incidente est ainsi dissipée, alors que 5% seulement est
convertie en énergie magnétique. En comparant ces simulations avec et sans pertes
radiatives, il ressort que ces dernières accélèrent la thermalisation et l’isotropisation
du milieu.

Afin de comprendre l’effet des pertes radiatives sur la formation d’un choc électron-
positron sans contrainte sur la longueur des plasmas, une étude numérique a été
réalisée dans une configuration plus académique considérant des plasmas denses et
semi-infinis. Le refroidissement radiatif induit un ralentissement de la vitesse de
choc (∼ 0.12c à la fin de la simulation radiative, t = 800 fs, contre 0.5c dans le cas
classique) et une augmentation continue du taux de compression (atteignant ∼ 9
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à t = 800 fs, au lieu de la valeur classique de 3) dans le milieu aval. Les pertes
radiatives sont principalement actives dans la zone du précurseur (où les instabilités
se développent) où les filaments magnétiques se désagrègent et se découplent des
fluctuations électriques. Dans le milieu choqué (aval), les particules continuent de
se refroidir sous l’effet de la turbulence magnétique résiduelle, de sorte que leur den-
sité augmente pour équilibrer les pressions de part et d’autre du choc. De moins en
moins énergétiques, ces particules sont aussi de plus en plus confinées dans le milieu
comprimé : faute de pourvoir s’en échapper, elles cessent d’entretenir l’instabilité
dans le milieu amont, et le choc s’essouffle progressivement. Cette configuration
diffère des scénarios astrophysiques de par la force du rayonnement et sa localisa-
tion dans la zone de transition du choc (au lieu du milieu aval). Par conséquent,
cette étude, première du genre, pointe la difficulté de reproduire en laboratoire des
systèmes véritablement analogues aux systèmes astrophysiques. Cette difficulté est
renforcée par les paramètres laser requis pour de telles expériences : une forte inten-
sité pour une production efficace de paires, une large tache focale pour limiter les
effets de la divergence des particules, une durée suffisamment longue pour permet-
tre une croissance importance de l’instabilité, impliquant des impulsions de plus de
100 kJ, inaccessibles avant longtemps. Ces résultats ont été publiés dans Lobet et al.
(2015).

Conclusions

Alors que l’installation laser Apollon est censée délivrer ses premiers photons d’ici 1
an, de nombreuses équipes dans le monde ont déjà mis au point de nouveaux outils de
simulation, éventuellement combinés à des avancées théoriques. Succédant au travail
de thèse (effectué à l’Université de Bordeaux) de Rémi Capdessus sur les effets radi-
atifs classiques dans l’interaction laser-matière, notre travail est le premier en France
portant sur les processus proprement QED induits dans ce contexte. Il a donné
lieu à l’amélioration du code PIC Calder développé au CEA, désormais capable
de traiter des scénarios d’interaction à des intensités supérieures à 1022 Wcm−2. Les
méthodes numériques que nous avons mises au point et largement détaillées pourront
servir dans d’autres codes PIC développés en France ou à l’étranger. Par ailleurs, les
études que nous avons réalisées balayent un large spectre de conditions physiques,
et permettront de guider les futures expériences dans ce régime inédit d’interaction
laser-matière.
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d’effectuer mon stage de deuxième sur un sujet similaire. C’est ainsi que j’ai contacté
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disponible même à distance, d’une extrême gentillesse, avec les bonnes idées pour se
tirer des situations les plus angoissantes, avec les mots pour se remotiver, également
pointilleux et très pédagogue, avec une grande ouverture. J’ai beaucoup apprécié
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le LULI qui nous a accueilli de nombreuses fois et mis à dispositions ses différentes
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été cautionnée. Mes remerciements vont aussi à Brigitte Flouret pour la supervision
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collaboré, je pense à Vladimir Tikhonchuk, Xavier Ribeyre, Rachelle Nuter, Philipp
Korneev, Joao Santos, Bruno Dubroca, Stéphane Brull, Oliver Jansen. Mais aussi
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kB The Boltzmann constant
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ω The laser frequency
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Tl
The laser duration (at half maximum in the case of a Gaussian
temporal pulse shape)

I The laser intensity
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The laser focal spot diameter (at half maximum in the case
of Gaussian profile)

Rl The laser focal spot radius

ηabs Laser absorption coefficient

ηref Laser reflection coefficient

E The electric field

B The magnetic field

E0 The electric field amplitude

B0 The magnetic field amplitude

a0 The normalized laser amplitude

Matter parameters

Parameters Definitions

mα In general, the mass of the particle α

qα In general, the charge of the particle α
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ρα The density for a given element α

mA,α The atomic mass for a given element α

ωp =√
e2nα/meω

The plasma frequency

lTF The Thomas-Fermi radius

lD The Debye length

lr The reduced length for the reduced screening potential

VTF Thomas-Fermi (Wentzel-Yuakwa) atomic potential

VD Debye screening potential

Vr Reduced screening potential

Kinetic

Parameters Definitions

xα The position vector of the particle α

vα The velocity of the particle α

pα The momentum of the particle α

γα The Lorentz factor of the particle α

εα = γαmec
2 The energy of the particle α

γγ The photon normalized energy

εγ = γγmec
2 The photon energy

QED parameters

Parameters Definitions

χα In general, the quantum parameter of the particle α

χγ The photon quantum parameter
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Cross-sections and production rates
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dσ Total cross section

dσ

dγe−
, dσγe− Electron energy differential cross section

dσ

dγγ
, dσγγ Photon energy differential cross section

κγ

Probability for a photon of energy εγ and quantum pa-
rameter χγ to decay into a pair during a given period
T

dN2
Cs

dtdγ

Photon energy distribution rate of photons for the non-
linear inverse Compton scattering

section 2

σBr Bremsstrahlung total cross section section 3.3

σBH Bethe-Heitler total cross section for any energy
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5.1.1

σNR
Total cross section in a non-relativistic regime
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section
3.2.2

σUR
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section
3.2.3

σppBW
Cross section for the photon-photon Breit-Wheeler pro-
cess

section 4.2

σnBW Cross section for the nonlinear Breit-Wheeler process section 4.3

NTre

dt
Production rate of pairs via the electromagnetic Trident section 4.4

NTrm

dt
Production rate of pairs via the Trident in matter section 5.3

NTri

dt
Production rate of pairs via the Triplet process in matter section 5.2

NAn

dt
Annihilation rate of pairs to two photons section 4.5
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Chapter 1

Introduction

1.1 High-intensity lasers for science

1.1.1 Plasma physics

The science of laser-matter interaction is closely related to plasma physics. Plasma is
a state of matter globally neutral but locally constituted of charged particles (ions and
free electrons) as well as neutral particles (Rax (2005)). Plasmas appear as the most
common form of matter in the universe. However, on Earth, this state is inversely
rare in the nature, which explains why it has been discovered and understood so late,
after gases, liquid and solids. The closest form of plasma is located in the high layers
of the atmosphere. This layer has the capacity to reflect long-wavelength radiowaves
contrary to the low wavelengths which are lost in space. For this reason, international
radios usually use low frequencies, the broadcast being reflected can propagate on
very long distances. Then, a relatively close form of plasmas (just seven minutes far
from us for who can travel at the speed of light, almost nothing compared to the size
of the universe) essential to our existence and survival is the sun. Our sun, and stars
in general during the first billions year of their lives, can be seen as huge balloons of
hydrogen plasma. Under the conditions of pressure and temperature existing at the
heart of these giant bodies, protons undergo exothermic fusion reaction leading to
the production of helium, light and high-energy particles. The fusion reaction also
concerns the newly generated elements giving rise to the production of a wide range
of atoms, all the elements we can find naturally on our planet, such as carbon and
oxygen which compose the base of living organisms, as well as metals and radioactive
materials. The sun is a source of light covering a broad spectrum. Infrared, visible
and ultraviolet emission contribute to make our planet so welcoming to life. The
stars themselves form in large plasma clouds of hydrogen called nebula.
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CHAPTER 1. INTRODUCTION

1.1.2 What is laser-plasma interaction?

Laser science constitutes a wide branch of physics rich of thousands of research
thematics and applications. Lasers are closely related to plasma physics since they
constitute a unique way to create laboratory plasmas in a wide range of states,
pressure and temperatures. This branch is usually called laser-matter interaction
and aims at studying the behavior of matter under extreme conditions. This research
area has gained so much importance and attraction today that the most powerful,
most energetic and largest laser-facilities are purely and solely dedicated to this
purpose. Furthermore, it is worth noting that this field (also referred to as laser-
plasma interaction) has constituted a driving force toward the development of new
laser technologies, and as we will see, continues to motivate and bring solutions for
the next.

1.1.3 A brief history

Lasers for Light Amplification by Stimulated Emission of Radiations are optical
devices that produce spatially and temporally coherent electromagnetic radiations
via the process of stimulated emission in special medium (referred to as gain medium)
that allow them to get amplified (Paschotta (2008)). Lasers are characterized by a
given frequency ω (i.e. a given wavelength λ) which corresponds to the energy of a
single photon ~ω and a pulse duration Tl. Laser beams are focused and are therefore
also characterized by a maximal intensity I that corresponds to the photon energy
crossing a given surface per time unit (usually expressed in Wcm−2) and a focal spot
transverse profile with a given diameter dl at the focused point.

The first operational laser appeared in 1960 created by Theodore H. Maiman
(Maiman (1960)) following advanced previous works of Charles Hard Townes, Arthur
Leonard Schawlow (Schawlow and Townes (1958)) and Gordon Gould. The laser
history and technological evolutions are summarized in Fig. 1.1 taken from Mourou
et al. (2006). During the early 60’s, laser has gained a lot of attraction and the
focused intensity achieved a significant growth via different improvements such as the
Q-switching and the Mode-locking that enabled to respectively decrease the pulse
duration to the nanosecond first and then to the picosecond and few femtoseconds.
Between 1965 to 1985, the progresses toward higher intensities have undergone a
period of stagnation with a maximal value close to 1014 Wcm−2 (for a power of few
gigawatt). This limitation was due to the intensity threshold reached by the laser
before damaging the gain medium via nonlinear optical effects such as self-focusing.
During this period, the laser electric field was already comparable to interatomic
electric field (∼ 108 V/m) enabling the study of nonlinear optics including photon
and multi-photon ionization, optical parametric amplification, Raman and Brillouin
scattering.

The technological solution came in 1985 at the University of Rochester with the
works of Donna Strickland, Gérard Mourou and P. Maine (Strickland and Mourou
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1.1. HIGH-INTENSITY LASERS FOR SCIENCE

Figure 1.1: Historical evolution of the laser intensity since the creation in 1960 (from
Mourou et al. (2006) and many others reviews on the subject).

(1985); Maine et al. (1988); Maine and Mourou (1988)) under the name CPA tech-
nique for Chirped Pulse Amplification. The CPA technique consists in stretching the
initial pulse both temporally and spectrally by the use of a first grating to proceed
the amplification and then to recompress back the pulse using a second grating. The
technique has directly permitted to increase the final intensity while limiting the
signal intensity through the amplification gain medium and prevent damages. This
invention has paved the way to 30 years of continuous increasing in intensity and is
now widely used in the main laser facilities. This has also enabled to produce afford-
able and easy-to-use table-top laser systems of relatively high intensities of interest
for small institutions and universities.

The OPCPA for Optical Parametric Chirped Pulse Amplification technique is
a variant that was developed in parallel (Piskarskas et al. (1986)). It consists in
amplifying a seed pulse with a pump using parametric light amplification in non-
linear optical crystals. Compared with CPA, the parametric gain within a single
pass through a nonlinear crystal is significantly increased reducing the number of
amplification stages and complex multipass geometries.

With the possibility to exceed 1015 Wcm−2, both techniques have opened the
physical area of the laser-plasma interaction. At such an intensity, the laser field
is sufficiently strong to partially ionize solid targets or fully ionize low-Z gases and
create local plasmas. At a laser intensity of 1018 Wcm−2, one enters the relativis-
tic regime. An electron interacting in such an electromagnetic field oscillates at
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relativistic velocities within one laser period. At 1022 Wcm−2, the electromagnetic
acceleration will be so strong that the electrons will start to radiate their energy. At
1023 Wcm−2, one enters the quantum electrodynamics regime where quantum effects
such as strong emission of γ-photons and generation of electron-positron pairs are
expected to largely influence the laser-driven acceleration of charged particles and,
as a result, the overall energy balance of the laser-target interaction. The inten-
sity of 5 × 1029 Wcm−2 corresponds to the Schwinger limit. When the electric field
strength (Es = 1018 V/m) approaches this critical limit the electron-positron pair
creation from vacuum becomes possible (Sauter (1931); Schwinger (1951); Bulanov
et al. (2011)).

1.1.4 A wide range of technologies for a wide range of ap-
plications

Laser technologies

High-power lasers from few terawatt to the petawatt (PW) level are based on CPA or
OPCPA amplification technologies. For CPA, lasers are usually based on Titanium
Sapphire gain medium (sapphire crystals doped with Titanium ions Rp-photonics
(2015)) delivering pulse wavelength around 800 nm. The amplifying stage can also
be performed with neodymium-doped gain medium (Nd:glass, Rp-photonics (2015))
or ytterbium-doped gain medium (Yb:glass, Rp-photonics (2015)) with Ti:Sa pump
lasers. For OPCPA, a pre-amplifier of borate crystal can be used followed by a main
amplifier of deuterated potassium dihydrophosphate crystal (DKDP). A Ti:Sa laser
can be used as a seed pulse.

The current laser thresholds in term of energy and power are respectively of few
megajoules and 1 petawatt. The current photography of the operational world lasers
as a function of their power and energy above the terawatt level is shown in Fig.
1.2. This graph is based on the pieces of information given on the laser facility
websites and interesting reviews given in Korzhimanov et al. (2011) and Di Piazza
et al. (2012).

Lasers are usually divided into two main categories: high-power and high-energy
lasers. High-energy lasers such as the National Ignition facility (NIF) in California,
the Laser MegaJoule (LMJ) near Bordeaux, Gekko XII and Orion are huge facilities
primarily dedicated to fusion energy. These facilities are composed of several lasers
divided into sets with multiple beams like quads for NIF and LMJ. For the LMJ or
the NIF, each beam is characterized by long pulses of several nanoseconds (20 ns for
the NIF), for a power of few TW so that the final focused intensity is between 1014

and 1015 Wcm−2 (CEA-DAM (2015); NIF (2015)).

High-power lasers are in contrary less energetic but have a shorter duration.
Again, we can distinguish two kinds of high-power lasers: the short-pulse of the
order of ten femtoseconds and long-pulse lasers between 500 femtoseconds to few
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Figure 1.2: Laser facilities of power above 100 terawatts (TW) in the world as a
function of their power and energy.

picoseconds.

Short pulse lasers have duration of few tens of femtoseconds and constitute the
shortest ones with a composition of few cycles per pulses. The most powerful ones,
around 1 petawatts, have an energy of few tens of joules such as the Bella laser in
Berkeley at 1 petawatt (Bella (2015); Leemans et al. (2010)) and the 2 petawatt
laser of the Shanghai Institute of Optics and fine Mechanics (Chu et al. (2013)). The
short-pulse lasers constitute the most intense ones. The Hercules laser of the Ann
Arbor University holds the record of focused intensity at 2×1022 Wcm−2 (Yanovsky
et al. (2008)) in a tiny focal spot diameter of 1.3 µm although this intensity has
never been used in experimental conditions.

Long-pulse high-power lasers are in between the two previous classes. They usu-
ally deliver a final energy on target of hundred of joules to few kilojoules and as
shown in Fig. 1.2 mainly use Nd:glass amplifying technologies. Their durations of
500 femtoseconds to few picoseconds enable to reach intensities on target close to
1021 Wcm−2

Laser-matter interaction can be performed with undercritical (or underdense)
targets such as gas jets. In this case, the laser frequency is higher than the plasma
frequency ω > ωp and the laser can propagate in the medium. The interaction with
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solid targets, foams and clusters is said to be overcritical. The plasma frequency
which increases with the plasma electron density becomes higher than the laser fre-
quency and the plasma becomes reflective. At extreme intensity, this vision is too
simplistic because of relativistic effects.

Particle acceleration in laser-matter interaction

Short pulse lasers can be used to accelerate electrons at extreme energies above the
GeV level. Laser-based accelerators use the accelerating potential of the Langmuir
wave created in the wake of a short pulse propagating in a gas jet (Esarey et al.
(2009)). This is the so-called Laser-Wakefield Acceleration regime (LWFA). They
have the advantage to provide a significant charge of high-energy electrons in a small
acceleration distance of few millimeters to few centimeters (in capillary discharge
waveguide Leemans et al. (2014)). So far, the final energy was limited by the size
of the accelerating medium and the power of the laser pulses. In the all-optical
multistage acceleration, several laser beams will be combined to reach even higher
energies of expected values of few tens of GeV. A first laser, as in the case of a sin-
gle stage, will be used to create a high-energy electron beam. This electron beam is
hence transported and injected inside a second plasma wakefield, that constitutes the
second acceleration stage of the process, created in a dielectric capillary tube with
a second laser (Kim et al. (2013); Wang et al. (2013)). In principle, the acceleration
stages could be multiplied. Compact LWFA-based accelerators (Malka et al. (2008))
are therefore expected to compete with huge and expensive linear radio-frequency
conventional accelerators which require several hundred of meters to reach the same
final energy (acceleration of few tens of MeV/m, such as the superconducting RF
systems at the Desy laboratory in Germany, compared to several hundred of GeV/m
for PW lasers). Some challenges nonetheless remain. LWFA electron beams suffer
from a higher divergence and a broader energy spectrum in comparison with RF
accelerators. The beam properties can also vary shot to shot in addition to the
transportation and synchronization issues still under exploration. Laser-based accel-
erators could be used to design compact free-electron laser facilities. The resulting
electron beam could be sent inside undulators as for conventional facilities (as the
European XFEL, the SLAC in Stanford) to form a synchrotron source of X-rays
(McNeil and Thompson (2010)). Long-pulse high-power lasers are in contrary not
adapted to such a scheme because of their durations exceed the plasma wavelength.

High-power lasers in general (including both short and longer pulses) constitute
promising sources of fast ions (Macchi et al. (2013)). As for the electrons, fast ions
are currently produced in large linear or circular accelerators. In this domain, lasers
can not pretend to reach the same level of efficiency. The most powerful facility is
the Large Hadron Collider (LHC) at the CERN. This complex structure of multiple
circular rings where the largest is of 27 km of circumference is able to accelerate pro-
tons to 6.5 TeV and lead 208 isotopes to 2.8 TeV (CERN (2009)). The second largest
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facility is the Fermilab accelerator in the United States with a maximal proton en-
ergy of 980 GeV (Lebedev and Shiltsev (2014)). In comparison, the maximal proton
energy ever reached with a laser is of 120 MeV in the so-called Breakout Afterburner
configuration. Fast ions were first generated at modest intensity of 1018 Wcm−2 via
the Target Normal Sheath Acceleration (TNSA) in solid thin-foils. When the laser
strikes the target front side, it generates fast electrons that form expanding flows
both at the front and the rear. A charge differential appears with the immobile ions
and a charge separation field, accelerating for positively charged particles, settles.
The strength of the sheath field depends on the laser properties and the target length
scale. To simplify, the field is as strong as the laser intensity is intense but it also
depends on the laser contrast and the duration. Thin foils (between few µm to few
tens of µm) are better because of the hot electron dilution (d’Humières et al. (2005)).
Target surfaces contain impurities made of organic molecules for instance, therefore
with hydrogen, carbon or oxygen. The protons that constitute the highest charge-
to-mass ratio ions are the first to be snatched and accelerated as more efficiently as
they are located near the maximum of the field. Rear proton and ion acceleration
was evidenced experimentally in many papers (Snavely et al. (2000), Hatchett et al.
(2000), Allen et al. (2004) and Romagnani et al. (2005)). Heavier ions, and target
ions, can also be accelerated at longer time. The TNSA only benefits the target
ions if the surface is cleaned from impurities, this can be performed by pre-heating
the target surface (Hegelich et al. (2002)). TNSA acceleration constitutes an effi-
cient source for proton-imaging already used in many laser experiments to probe
electric and magnetic fields in plasmas (Borghesi et al. (2002)). TNSA was itself
observed and studied with TNSA-accelerated protons. Detecting how the protons
are scattered and deposit their energy is another used information. This has partly
motivated the building of PW lasers on Inertial Confinement Fusion facilities such
as Petal on the LMJ and Arc on the NIF.

The Radiation Pressure Acceleration (RPA) is another regime of ion acceleration
more efficient than the TNSA at ultra-high intensity. The laser radiation pressure
is so high that it pushes inward the overdense front surface of the target. In the
case of a tiny focal spot, the laser digs a hole in the target (Schlegel et al. (2009);
Robinson et al. (2009); Naumova et al. (2009); Robinson (2011)). This is commonly
named Hole Boring (HB) process. The TNSA and the RPA are further discussed in
Chapter 7.

The Light Sail regime (LS) uses an extremely thin foil of thickness below the laser
wavelength to maximize the effect of the laser radiation pressure acceleration. Using
a circularly wave, the electrons are accelerated as a whole by the ponderomotive
force, therefore inducing a uniform charge separation accelerating field with the ions.
If the ions reach relativistic energies in less than a laser period they can follow the
electron sheet and undergo a constant acceleration (Esirkepov et al. (2004); Macchi
et al. (2005); Bulanov et al. (2010)).

The Breakout Afterburner (BOA) is a regime of acceleration happening in the
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relativistic transparency regime. As the target becomes transparent, the laser pene-
trates and heats volumetrically the electrons leading to an enhanced ion acceleration
field (Yin et al. (2006)). This mechanism claims to have a record of accelerated
protons at around 120 MeV (Hegelich (2011)).

Applications

As a source of coherent X-rays, lasers have potential applications in molecular imag-
ing for biology and material science (Rousse et al. (2001); Chapman et al. (2006)).
Molecular imaging requires bright sources sufficiently short to not deteriorate the
compounds during the exposure. Using trains of electron bunches, several X-ray
flashes can be produced of interest to film ultrafast processes such as the formation
of molecules. The time scale of a molecular reaction is between the nanosecond and
the picosecond, and the flash duration of few femtoseconds for the fastest facilities
such as the SLAC. In a larger extent, as a source of high-frequency radiations in
different range of frequencies from radiowaves to γ-rays, lasers have imaging appli-
cations in medicine, material engineering and public security.

Laser-based ion accelerators have first potential application as a source for first
injector stage of larger conventional accelerators. In this case, high-repetition rates
are required with final energies of few tens of MeV. A promising and motivating
application for laser ion acceleration is medical application and in particular hadron-
therapy in oncology (Ma and Lomax (2012); Nunes (2015); Amaldi and Kraft (2005)).
Hadrontherapy is a medical use of ions to treat tumors. Cancers are conventionally
irradiated by multiple beams of X-rays focused from many angles on the ill tissues
in order to deposit the maximum of energy in this part of the body and the less
as possible in the surrounding healthy cells. Hadrontherapy offers a more accurate
way to treat tumors with weaker non-desirable effects. Ions penetrating the tissues,
they transfer energy all along their propagation with a deposition peak just before
stopping. This property is called the Bragg peak. The first patients were treated
experimentally in particle accelerators originally dedicated to particle science such as
the Gesellschaft f”ur Schwerionenforschung Institute (GSI) in Darmstadt. Clinical
ion accelerator facilities, only dedicated to cure cancers, have been built in the last
few years such as in Heidelberg in Germany. Despite a better efficiency than X-rays,
these techniques remain very expensive. This is where the lasers can eventually be
competitive but there remains a long way to go. Hadrontherapy is performed with
hydrogen ions, and preferably with carbon ions with respective required energy above
250 and 400 MeV. A high-repetition rate, stability and repetitiveness of the process
is of great importance.

As already mentioned, proton imaging can be used to probe thin objects (West
and Sherwood (1972)) and is already used in laser-plasma experiments to probe mag-
netic and electric fields allowing for spatial and temporal evolution studies. Protons
and ions, with localized energy depositions, are also interesting for medical imaging
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allowing for a better accuracy than X-rays.

With high-power lasers, high-energy density environment with conditions of pres-
sure and temperature similar to many astrophysical objects can be reproduced in
the laboratory. This branch is usually refered to as High Energy Density Physics
(HEDP) and laboratory astrophysics. In a large extent, laboratory astrophysics is
the reproduction of powerful astrophysical events at the laboratory-scale (Ryutov
and Remington (2007); Bouquet et al. (2010)). The understanding of supernovae
requires complex hydrodynamics and radiative modeling and laser experiments con-
tribute to improve the models (opacity calculation for instance). Lasers can be used
to study the formation of shocks such as accretion shocks (Falize et al. (2011)) and
collisionless shocks that may happen in active galaxy nuclei, supernovae remnants
and pulsar wind nebulae. Collision of laser-driven plasma flows will enable to study
various kind of instabilities such as the Weibel filamentation (Quinn et al. (2012)).
The Weibel/filamentation instability (further studied in Chapter 9) could be re-
sponsible for collisionless shock formation, generation of nonthermal particles and
high-frequency radiations. It is a potential candidate to explain the Gamma ray
bursts and afterglows, i.e. the observation of short-duration intense flash of radia-
tions coming from localized points in the sky (Fishman and Meegan (1995); Piran
(2005); Waxman (2006)).

1.2 The forthcoming high-power laser facilities and

related challenges

Le petawatt level will be soon overtaken by the forthcoming generation of multi-
petawatt lasers. Among the different projects, Apollon built in Saclay will be soon
operational at the first level of 2 petawatts to progressively increase in power to reach
the final level of 10 petawatts. This laser aims at reaching the maximal intensity
of 1023 Wcm−2 by focusing an energy of 150 Joules in few micrometer-scale focal
spot and a duration of 15 femtoseconds with a repetition rate of one shot per minute
(Apollon (2015)). The multi-PW beam line will be coupled with an other 1-PW
laser. Vulcan-10 PW is a similar project under construction in United Kingdom
at the Rutherford Appleton Laboratory (RAL). It will have an energy of 300 Joules
for a duration of 30 femtoseconds and will also be combined with a 1-PW laser
(Vulcan (2015)). The Extreme Light Infrastructure (ELI) project is a large-scale
facility conducted by the European Union and under-development on three different
sites in Eastern Europe (ELI (2015)). In Romania near Bucharest, a first facility
will be dedicated to nuclear physics, another will be built in Szeged in Hungary
for attosecond physics and finally a third one will be erected in Prague in Czech
Republic for high-energy particles and high-frequency radiations. All these facilities
will be equipped with several beam lines including two 10-PW lasers of 200 Joules
compressed in a duration of 20 femtoseconds. This version of ELI constitutes the
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first step of a second project of upgrade to the level of 100-PW. Such a power will be
reached by the combination of several 10-PW lasers with the aim to reach a focused
intensity of 1024 Wcm−2. We can also mention the project PEtawatt pARametric
Laser (PEARL-10) as an upgrade of the current laser to 10-PW in Nizhny Novgorod
in Russia. At the same location, the XCELS infrastructure is a 200-PW project based
on the combination of several beams of hundred of joules (Bashinov et al. (2014);
XCELS (2015)).

Long-term projects with the goal to reach the exawatt already exist. In the IZEST
project, a megajoule-laser like the NIF and the LMJ would be compressed to reach
extreme intensities of 1025 Wcm−2 (Mourou et al. (2012); Mourou and Tajima (2014);
IZEST (2013)).

As already mentioned in section 1.1.3 and Fig. 1.1, some physical processes
irrelevant so far in laser-plasma interaction will arise due to the strong field including
radiative and quantum electrodynamics effects. These effects are presented in the
next sections.

1.2.1 High-frequency radiation emission in laser-matter in-
teraction

They are many different sources of radiations in laser-matter interaction, with a
wide range of properties (frequency from the U.V. to the γ-rays, short pulses to
single-cycle waves, chirp...) governed by various physical effects and depending on
the target and the laser properties.

Source of radiations in laser-matter interaction

Emission of radiations is inherent to the laser-matter interaction from the ionization
intensity threshold close to 1014-1015 Wcm−2 (Batani et al. (2012)). At such an in-
tensity, the laser potential is of the order of the atomic one and therefore perturbs
the electron dynamics around the atoms, for instance by tunnelling and recombi-
nation after having oscillated in the laser field. Such a mechanism can be respon-
sible for radiation emissions of harmonics of the laser frequency (Winterfeldt et al.
(2008); Teubner and Gibbon (2009)), attosecond pulses (Krausz and Ivanov (2009)),
extreme-ultraviolet and soft X-rays. In the relativistic regime, from 1018 Wcm−2,
gases are completely ionized and it is almost the case for dense low-Z materials such
as carbon. The free electrons can be accelerated to relativistic energies within a laser
period. Whereas X-ray emission from the ionization is still observable, other emis-
sion processes appear. Atomic high-order harmonic generation suppressed at such
an intensity is changed for harmonics generation from the reflection of the laser on
the steep and dense oscillating surface of a foil (Debayle et al. (2013)). In a gas jet, a
laser wake wave is created with betatron emission of the oscillating injected electrons
inside the cavity (Rousse et al. (2004); Kiselev et al. (2004); Corde et al. (2013)). In
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Figure 1.3: Scheme of the nonlinear Compton Scattering (a) and the Bremsstrahlung
(b) emission processes.

dense target, the fast electrons lose energy inside the matter when they closely in-
teract with the Coulomb field of the atoms via the so-called Bremsstrahlung process
described in Fig. 1.3b. It preferably occurs in high-Z targets. With present laser
technologies, Bremsstrahlung emission is one of the brightest source of X and γ-rays
(Kmetec et al. (1992); Galy et al. (2007); Henderson et al. (2014); Schumaker et al.
(2014)). With a laser close to 1021 Wcm−2 focused on a gold target, the conversion
into γ-rays is estimated to be few % of the laser with photons generated up to few
tens of MeV and an angular divergence of 30 degrees in Henderson et al. (2014).

Sources of high-frequency radiations in extreme intensity

In extreme intensity, the radiation losses will be induced by nonlinear inverse Comp-
ton scattering effect of the electron deflected in the laser field as described in Fig.
1.3a. The Compton scattering is the collision between an electron and a photon
that results in a transfer of energy from the second to the first one. The inverse
Compton scattering is therefore the transfer of energy from an electron to the pho-
ton. The nonlinear inverse Compton scattering can be seen as the collision with
the multiple low-energy photons of the laser (e− + nω → e− + γ). An efficient
configuration to observe this mechanism in the laboratory consists in colliding a
high-energy electron beam with a counter-propagating high-intensity laser as exper-
imentally done in Sarri et al. (2014). A counter-traveling configuration maximizes
the process whereas electrons co-propagating with the laser pulse would not radiate.
Another but close configuration consists in using a laser to generate the fast electrons
via laser wakefield acceleration and a mirror to make the electron beam interacting
with the reflected pulse (Phuoc et al. (2012); Chen et al. (2013); Tsai et al. (2015)).
At intensity between 1021 Wcm−2 and 1022 Wcm−2, for GeV electrons, the emission
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will take place in the classical regime. This means that the particles will continu-
ously radiate many photons of relatively low energy in comparison with their kinetic
energy. Above 1022 Wcm−2, the emission will become quantum meaning that the
emitted photons will bring away a significant fraction of the electron kinetic energy.
Therefore, the electrons will undergo strong recoil. Other signatures of the quantum
emission is a broadening of the spectrum accompanying the cooling of the beam en-
ergy (Sokolov et al. (2010); Neitz and Di Piazza (2013)) and a significant straggled
scattering (Green and Harvey (2014)) due to the stochastic nature of the process.
Future high-power lasers will therefore constitute significant sources of hard X-rays
and γ-rays of interest for the imaging applications cited in section 1.1.4 (Mackenroth
and Di Piazza (2011); Bulanov et al. (2013); Vranic et al. (2014); Blackburn et al.
(2014); Blackburn (2015); Harvey et al. (2015)). They will enable to study the ra-
diation cooling effects from the classical to the quantum regime in order to validate
the different theories.

In laser thin-foil interaction, the high-frequency radiation emission of strongly ac-
celerated electrons will take place at the laser solid interface in the superimposition of
the incident wave and the reflected one. The radiation losses will reduce the average
energy of the electrons and therefore modify the ponderomotive scalings of the liter-
ature valid until 1021 Wcm−2. Numerical simulations have already shown that the
cooldown of the electrons affect the target normal sheath acceleration and the laser
radiation pressure acceleration. The maximal ion and proton energies are reduced in
comparison with non-radiative theoretical prediction and simulations (Zhidkov et al.
(2002); Nakamura et al. (2012); Capdessus et al. (2013); Brady et al. (2014); Ji et al.
(2014),Ji et al. (2014); Capdessus and McKenna (2015)).

The radiation losses will also affect the electron dynamics in underdense (Brady
et al. (2012)) and near-critical plasmas (Liu et al. (2013); Ji et al. (2014); Zhu et al.
(2015); d’Humières et al. (2015)).

1.2.2 Generation of electron-positron pairs in laser-matter
interaction

The positron, the anti-particle of the electron of same mass me and opposite charge,
was first predicted in Dirac (928a) and Dirac (928b) and then discovered experi-
mentally by Anderson (1932, 1933). Anti-matter can be generated in many ways.
Positrons can be naturaly produced in nuclear decays. Anti-matter can also be
produced in the collision of particles as performed in large colliders. Positrons are
also the product of the cosmic rays (extreme-energy particles emitted from powerful
events in the universe) when they interact with the earth atmosphere.

The first described process of electron pair production is the so-called photon-
photon Breit-Wheeler process in which an electron-positron pair arises from the decay
of two colliding photons (γ+γ → e−+ e+) (Dirac (1930); Breit and Wheeler (1934))
as drawn in Fig. 1.4. On Earth this mechanism is still one of the most difficult to be
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confirmed experimentally. But in the universe, the photon-photon Breit-Wheeler is of
considerable importance for the absorption of high-energy photons traveling cosmic
distances (Nikishov (1964); Gould and Schréder (1967)). Recently, new schemes have
been proposed in order to observe these mechanisms at the laboratory scale. The
first idea has been studied by Pike et al. (2014) and Thomas (2014) and consists
of colliding γ-photons produced via Bremsstrahlung in a high-temperature radiation
bath produced inside a laser-heated hohlraum. If in principle this could be achieved
with present laser technologies, some difficulties arise from different technical and
physical aspects. The first one is the detection and the distinguishing of the created
electron-positron pairs produced in very few numbers in a very noisy environment
where pairs will be also produced by the Bethe-Heitler mechanism inside the high-
Z target for the γ-photon production and probably inside the hohlraum. Another

Figure 1.4: Scheme of the photon-photon Breit-Wheeler process.

configuration has been recently proposed based on the significant emission of γ-
photon foreseen with the next generation of extreme-intensity lasers. It consists in
the collision of two counter-streaming flows of γ-photons created from irradiated
thin-foils with two focused multi-petawatt lasers (Ribeyre et al. (2015)).

In laser-matter interaction, the production of pairs with present laser technologies
is the most efficient in the collision of high-energy electrons and γ-photons with high-
Z atoms. The different mechanisms are described in the following section 1.2.2. The
quantum electrodynamics processes in strong field will be introduced in section 1.2.2.

Generation of electron-positron pairs in the matter

In the vicinity of the field of a nucleus, a γ-photon of energy above twice the rest
mass of an electron and a positron (2mec

2 ∼ 1.022 MeV) in the laboratory frame
can decay into pair by interaction with the Coulomb field (γ +Z → e−+ e+ +Z) as
schematically presented in Fig. 1.5a (Bethe and Heitler (1934)). The Bethe-Heitler
photon decay into an electron-positron pair occurs with high-probability in high-
Z targets. In relativistic laser matter-interaction, the generation of anti-matter is
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Figure 1.5: Scheme of the Bethe-Heitler process (a) and the Coulomb Trident (b).

the consequence of two successive mechanisms: the production of γ-photon via the
Bremsstrahlung and their conversion via the Bethe-Heitler process. These mecha-
nisms have a great potential in the creation of laser-based sources of positron beams
and pair plasmas. A significant pair production can be achieved by direct inter-
action of an ultra-intense laser with a thin foil. The hot electrons created at the
laser-solid interface dilute in the matter, produce Bremsstrahlung γ-photons that
decay into pairs. Experiments on recent facilities (Orion,Titan,Omega EP) have
been performed by Chen et al. (2009, 2011, 2015). The high-energy electrons can
also be generated with a laser (in a laser wakefield accelerator for instance) prior to
their collision with a high-Z converter. This configuration has proved its efficiency
by generating a highly-collimated almost-neutral relativistic pair beam (Sarri et al.
(2013),Sarri et al. (2013),Sarri et al. (2015)).

The Coulomb Trident is the direct creation of an electron-positron pair from
the collision of a high-energy electron with a nucleus (e− + Z → 2e− + e+ + Z)
and can be seen as the combination of the Bremsstralhung and the Bethe-Heitler
processes into a single one as presented in Fig. 1.5b. The Bethe-Heitler itself domi-
nates the Trident but requires a source of γ-photons. With the Bremsstrahlung, the
Bremstrahlung+Bethe-Heitler dominates the Trident in thick high-Z targets (of sev-
eral millimeters, of gold for instance) but can be comparable in thinner foils (several
tens of micrometers according to Myatt et al. (2009)).

The Triplet is the production of pairs resulting from the collision of a γ-photon
with an electron. This can happen with the bound electrons in the atoms (γ+ e− →
e− + e+ + e−). The Triplet pair production approaches the Bethe-Heitler pair yield
in low-Z targets and reveals almost equivalent for high-energy photons in hydrogen.
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Electron-positron pair production at extreme intensity

In the vacuum, the electromagnetic field becomes nonlinear from the Schwinger elec-
tric field Es = 1.3 × 1018 V/m corresponding to an intensity of 1029 Wcm−2 for
λ = 1 µm. In such a field, spontaneous apparitions of electron-positron pairs from
the nonlinear vacuum are possible. If this field is not reachable in the laboratory
frame, it will be very close in the boosted frame of highly-accelerated electrons. At
1024 Wcm−2, a Lorentz factor of γ ∼ 105 is required to reach the Schwinger limit.
This is the reason why quantum electrodynamics effects and in particular strong-
field pair generation will be accessible with the forthcoming extreme-intensity lasers
(Heinzl and Ilderton (2009); Di Piazza et al. (2012)).

The nonlinear Breit-Wheeler process is the decay of a γ-photon in interaction
with a strong field (γ + nω → e+ + e−) as drawn in Fig. 1.6a. A source of γ-photon

Figure 1.6: The nonlinear Breit-wheeler process (a) and the electromagnetic Trident
(b).

is required that can be provided by the nonlinear Compton Scattering. This process
has been observed experimentally on the SLAC facility in the collision of a 46.6 GeV
(corresponding to a Lorentz factor of γ ∼ 9 × 104) electron beam and a counter-
propagating laser of intensity close to 1019 Wcm−2 (Bula et al. (1996); Burke et al.
(1997); Bamber et al. (1999)) despite a very small number of detected positrons.
Such an experimental configuration will be accessible in an all-optical scheme with
the multi-PW lasers. A first beam could be used for the generation of a high-energy
electron beam of several GeV in a LWFA and a second beam could be focused on
it to extreme intensities to trigger quantum electrodynamics effects. The electrons
will first emit γ-photons via the nonlinear Compton scattering that will subsequently
decay into pairs (Sokolov et al. (2010); Bulanov et al. (2013), this scenario is further
studied in chapter 8)

As for pair production in the matter, the nonlinear Breit-Wheeler has a Trident
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equivalent. An electron-positron pair can arise from the direct deflection of a high-
energy electron in the laser field as illustrated in Fig. 1.6b.

In extreme-intensity laser-solid interaction, the electron-positron pair generation
occurs in the vacuum at the laser-solid interface where the high-energy photons are
created. The γ-photons emitted toward the laser can decay into pairs via the non-
linear Breit-Wheeler process which is the dominant mechanisms above 1023 Wcm−2.
Emitted toward the target, the photons can also decay into pairs via the Bethe-
Heitler. Numerical studies of interaction with thin-foils predict the production of
overdense pair plasmas from intensities of 1024 Wcm−2 (Bell and Kirk (2008), Bu-
lanov et al. (2010), Ridgers et al. (2012), Ridgers et al. (2013), Ji et al. (2014), Ji
et al. (2014), Brady et al. (2014) and Nakamura and Hayakawa (2015); Luo et al.
(2015)).

Another studied phenomenon is the pair cascading that consists in the exponential
growth of the number of pairs from a seed electron irradiated by multiple laser beams
of extreme intensities. Inside the superimposition of the multiple beam, the field is
so high that the electrons are accelerated from several hundred of MeV to GeV
energies in less than a laser period and deflected. γ-photons are generated in every
direction and rapidly decay into pairs that in turn gain energy and radiate. For
high-enough intensities, the production of overdense, neutral and extremely hot pair
plasmas is expected (Narozhny et al. (2004); Kirk et al. (2009); Elkina et al. (2011);
Nerush et al. (2011); Mironov et al. (2014); Narozhny and Fedotov (2014); Tang et al.
(2014); Gelfer et al. (2015)).

1.2.3 Application to the next generation of high-power lasers

The next generation of high-power lasers will enable to continue the current studies.
Despite the radiation losses, higher proton and ion energies are expected in laser-thin
foil interaction both in the TNSA and in the RPA regime. Higher electron energies
will also be accessible using laser wakefield accelerators with larger focal spots.

Via the radiation emission of the highly-accelerated electrons, they will consti-
tute interesting bright sources of X-rays and γ-rays. One of the most attracting
challenge is the experimental observation of the transition between the classical and
the quantum emission regime. Experimental evidence of the radiation damping on
the electron dynamics will first help to discriminate the numerous models developed
so far. Then, the transition to the quantum regime will be highlighted by observa-
tion of the stochastic effects (straggling, scattering) and is essential to validate the
theory.

Another challenge is the strong-field QED via the electron-positron pair gener-
ation. High-power lasers will constitute one of the most efficient way to generate
antimatter. These lasers could constitute a positron injector for optical accelerators
(Vieira and Mendonça (2014)), conventional accelerators and plasma-based acceler-
ators (Blue et al. (2003); Hogan et al. (2010); Yi et al. (2014)).
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The study of the massive pair generation is also highly motivated by laboratory
astrophysical purposes. The experimental study of Weibel-mediated shocks in the
collision of electron-positron pair plasmas, or between a pair plasma flow and an
inert ion plasma (fireball) unattainable so far owing to the difficulty to generate
dense-enough plasmas, is a current hot topic. Today’s most promising scenarii are
the Bethe-Heitler + Bremsstrahlung processes in high-Z thick-foil pair generation
(Chen et al. (2011)) explored via numerical simulations in Chen et al. (2015) and the
laser wakefield accelerated electron beam directed in high-Z converters also studied
numerically in the fireball configuration in Sarri et al. (2015) (these scenarii are
further described in chapter 9).

1.3 Presentation of this work

The study of the radiative and quantum electrodynamics effects requires to improve
the theoretical models and the numerical simulation codes. In laser-matter interac-
tion, parallelized simulation codes are needed for any range of intensities to capture
all the complexity of the physics in 2D or 3D including classical and relativistic
plasma physics, nonlinear optics, photo-ionization, collisions, etc. Radiative and
QED will be supplemental sources of complexity making even harder the simplifi-
cation and the modeling of the different systems and numerical simulation appears
more than ever essential. This thesis takes part in the intense efforts ongoing world-
wide to simulate and better understand these novel mechanisms in the field of the
laser-matter interaction. Numerical simulation is a key tool to explore unprecedented
regimes of interaction and novel configurations. Before the facilities are operational,
they enable to design the future experiments and to find some applications. Once
ready, the fully-prepared codes will help to understand experimental results.

The manuscript is divided into two parts. The first one is dedicated to the study
of the radiative and quantum electrodynamics effects presented in section 1.2.1 and
section 1.2.2, and is composed of five chapters. In the first four chapters, the high-
frequency radiation emission in strong field (Chapter 2), the radiation emission in
the matter (Chapter 3), electron-positron pair generation in strong field (Chapter 4)
and electron-positron pair generation in the matter (Chapter 5) will be respectively
analyzed. The cross sections of each process are described in their different regimes
of validity in order to be implemented in our simulation code. In high-intensity laser-
matter interaction in which a kinetic description is required, Particle-In-Cell (PIC)
codes became widely used in the whole community. The classical Particle-In-Cell
method is described in chapter 6. The PIC code Calder developed at the CEA,
DAM, DIF has been enriched of the classical and the quantum radiation processes
as well as the nonlinear Breit-Wheeler pair generation. The implementation choices
and algorithms are also explained, and simulation tests are presented in this chapter.

The second part is focused on the numerical applications of the code and is com-
posed of three chapters. The first one (Chapter 7) deals with the interaction between
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extreme intensity lasers (from 1022 Wcm−2 to 1024 Wcm−2) and thin-foils. Presented
simulations enable to understand this fundamental interaction and to ensure that our
results are in a good agreement with the literature. In the following chapter (Chapter
8), the configuration involving the collision between a high-energy electron beam and
a counter-propagating extreme-intensity laser pulse is explored with the forthcoming
laser parameters. An all-optical configuration is considered as it will be experimen-
tally possible with the Apollon laser. The first stage of the concept, consisting in
the high-energy electron beam generation using a laser wakefield accelerator, is simu-
lated and optimized considering different gas profiles with the long-focused petawatt
laser beam. The collision with the multi-PW beam is then studied and demonstrates
the collimated bright γ-photon emission in addition to a significant electron-positron
pair production. The variation of the beam properties with different intensities, focal
spot sizes, durations, and collision angles is parametrically analyzed.

In the last chapter (9), we will demonstrate the capability of extreme-intensity
lasers to generate relativistic overdense pair plasmas of interest for the study of
electron-positron instabilities relevant for astrophysical scenarii. We present the
first self-consistent numerical PIC study of the interaction of two counter-streaming,
relativistic pair flows driven from laser-irradiated thin-foils. Fast-growing Weibel
instabilities are found to induce ultra-fast thermalization of the pair jets through
the buildup of a ∼ 106 Teslas magnetostatic barrier. The associated gamma-ray
generation, as well as the subsequent ion-ion interaction are analyzed in detail.
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Radiative and QED effects in
laser-matter interaction:

description and implementation
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Chapter 2

High-frequency radiation emission
in a strong field

The interaction between light quanta and particles can occur in different ways. In
the case of low photon energies compared to the particle rest mass energy, the col-
liding photons are scattered without any energy transfer. This elastic interaction is
referred to as Thomson scattering. By contrast, in the case of high-energy photons,
the photon energy can be partially or totally transferred to the colliding particle.
This inelastic process is called the Compton scattering. These processes mainly
concern the interaction with electrons since the rest mass energy is accessible with
present technologies although it is theoretically possible with heavier charged par-
ticles. In the case of moving electrons, the inverse processes are possible. For a
photon colliding with an electron of higher kinetic energy, the scattered photon can
gain energy (frequency upshift). This process is the inverse Compton scattering. In
a laser field, electrons oscillating in the electric field are responsible for the scattering
of the laser photons. The electrons are therefore assimilated as dipoles radiating at
the laser frequency. When the electron motion becomes relativistic, the scattered
light is emitted with frequency up-shift due to the Doppler effect (also referred to as
the nonlinear inverse Compton scattering). In general, any traveling charge particle
under acceleration or deflection radiates its energy and the radiated energy is as
strong as the initial kinetic energy of the particle is high.

This process constitutes the base of many sources of high-frequency radiations
and can be hidden behind different names such as synchrotron, betatron, ondulator
or wriggler emission depending on the nature of the field and the resulting emission
properties (see sect. 1.2.1 in the introduction). For all these applications, the same
mathematical formalism can be applied. In this chapter, we describe in the first
section the principle of the inverse Compton scattering and the physical equations in
the classical and quantum regimes. Then, we study the inverse process, the Compton
scattering of charged particles by high-frequency photons.
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2.1 Nonlinear inverse Compton Scattering

2.1.1 Physical model

Electrons interacting with an extremely intense laser field can be strongly accelerated
so that they radiate their kinetic energy (Blumenthal and Gould, 1970). The im-
portance of the quantum electrodynamics effects on a relativistic particle of mass m
and charge q interacting with a monochromatic plane wave depends on the quantum
Lorentz-invariant parameter χ (Ritus, 1985) :

χ =
|q| ~
m3c3

|Fµνpν |, (2.1)

also referred to as the quantum nonlinearity parameter. Similarly, the quantum
effects on a photon of energy ~ω and momentum ~k are quantified by the parameter

χγ =
e~2

m3c3
|Fµνkν |. (2.2)

Here, pν is the particle four-momentum, ~kν the photon four-momentum and F µν

the electromagnetic field tensor which is defined as follows :

Fµν =


0 Ex/c Ey/c Ez/c

−Ex/c 0 −Bz By

−Ey/c Bz 0 −Bx

−Ez/c −By Bx 0

 (2.3)

Two other Lorentz-invariant parameters are important, namely the electromagnetic
field invariants, defined as

F =
|E2 −B2|

E2
s

G =
|E ·B|
E2
s

(2.4)

In an arbitrary external electromagnetic field, the model remains valid assuming
that :

1. The laser field is uniform and quasistatic during the QED interaction.

2. The laser field is much weaker than the Schwinger field Es = m2
ec

3/e~ '
1.3×1018 V/m, beyond which the electromagnetic field can no longer be treated
classically (Schwinger (1951)).

Assumption (1) requires that the time scale over which the QED processes occur
remains smaller than the variation time of the field. Another assumption is the
incoherent nature of the emission. In the case of a plane wave, the coherence time
associated with the synchrotron radiation is the period over which an electron is
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deflected by an angle θ ∼ 1/γe− . In the classical case, where B0 and E0 are the
magnetic and electric field amplitudes

tclcoh =
d

c
=

R

cγe
=

m

eB0

∼ mc

eE0

. (2.5)

where d is the crossed distance after a rotation of angle θ and radius R. A non-
coherent emission requires the coherence time to be longer than the laser period T0

which is fulfilled provided that eB/mω0 � 1. The result is similar in the quantum
regime: tcoh ∼ (Es/E0)(~/mc) ∼ c/eE0. The Lorentz-invariant strength parameter
of the laser wave, also referred to as the normalized laser amplitude, is

a0 =
eE0

mecω0

. (2.6)

Therefore, the quasi-static field approximation corresponds to a0 � 1. The electro-
magnetic field can be then considered as uniform and constant during the emission
process, making valid the radiated spectrum formula described in the next section
(Ritus, 1985). For a bunch of electrons oscillating in a laser field, the coherent
nature of the emission process depends on the distance between the emitting par-
ticles de−e− relative to the emission wave length de−e− < λ. The distance depends
on the electronic density ne− as de−e− = (1/ne−)1/3. In a ionized gas, the den-
sity is close to 10−3nc ∼ 1018 cm−3, giving de−e− ∼ 10−2 µm. In a solid target,
ne− ∼ 1000nc ∼ 1024 cm−3 so that de−e− ∼ 10−4 µm. The process of coherent
emission is therefore restricted to relatively modest photon energies (up to few keV
in solids), below the energy range (from hard X-rays to γ-rays) considered in this
thesis.

The energy-differential production rate of photons of normalized energy γγ gen-
erated by an electron of energy γe in a strong plane electromagnetic field was first
calculated by Nikishov (1964),Nikishov and Ritus (1964),Reiss (1962) and Nikishov
and Ritus (1967).

d2NCs

dtdγγ
(γe, γγ) =

Pcl
γγmc2

S (γe, γγ) , (2.7)

where Pcl is the classical radiated power, also defined as the dipole emission intensity,

Pcl =
2

3

q2

m2c3
|fl,µ · fµl |. (2.8)

For an electron, it corresponds to

Pcl =
τ0e

2 |Fµνpν |2

m3
e

(2.9)

=
τ0e

2E2
sχ

2
e

me

(2.10)

=
2

3

αfmec
2

τc
χ2
e (2.11)
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Here, αf = e2/(4πε0)~c is the fine structure constant and τc = ~/mec
2 the Compton

time. The function S ((Nikishov and Ritus, 1964; Landau and Lifshitz, 2012)) is
defined as

S(γe, γγ) = −
√

3

2π

γγ
γ2
eχ

2
e

[∫ +∞

2y

K1/3(s)ds− (2 + 3χγy)K2/3(2y)

]
. (2.12)

An alternative expression of S is given in Erber (1966) and used by Kirk et al. (2009):

S(γe, γγ) =
1

2π2

γ2
γ

γ3
eχ

3
e

3∑
i=1

mi(x)Ji(y) (2.13)

where x = γγ/γe, y = γγ/ [3χe(γe − γγ)] (provided that the emitted energy is below
the particle kinetic energy γγ ≤ γe − 1) and

m1(x) = 1 + (1− x)−2, (2.14)

m2(x) = 2(1− x)−1, (2.15)

m3(x) = x2(1− x)−2, (2.16)

J1(y) =
1

3y2

∫ ∞
y

u√
(u/y)2/3 − 1

K2
2/3(u)du, (2.17)

J2(y) =
1

3y

∫ ∞
y

(
u

y

)1/3√
(u/y)2/3 − 1K2

1/3(u)du, (2.18)

J3(y) =
1

3y2

∫ ∞
y

u√
(u/y)2/3 − 1

K2
1/3(u)du (2.19)

where Kν refers to the modified Bessel as a function of real order ν.
Under the condition a0 � 1, the accelerated electrons in an intense laser field

can become highly relativistic so that γe ∼ a0. The photons are then emitted along
the electron trajectory with an angular spread ∼ 1/γe. Furthermore, under relativis-
tic motion, the contribution of the longitudinal field in the parameter χe− can be
neglected, thus yielding:

χe− =
γe−

Es

∣∣(β · E)2 − (E + v ×B)2
∣∣1/2 (2.20)

=
γe
Es

[
E‖

2/γ2
e− + (E⊥ + v ×B)2]1/2 (2.21)

' γe
Es
|E⊥ + v ×B|, (2.22)
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where β = v/c is the normalized velocity and E⊥ the electric field orthogonal to the
propagation direction. Similarly, the photon quantum parameter can be written

χγ =
γγ
Es
|E⊥ + c×B| . (2.23)

The electron and the photon quantum parameter can be related to the electron and
the photon energies according to the formula

χe−γγ ∼ χγγe− (2.24)

assuming the photon is emitted along the electron velocity in the same direction to
the electron. This expression tends to be exact when the parallel field E‖ is null and
the particle is highly-relativistic γe− � 1.

The total photon emission rate is simply the integration of Eq. 2.7 over the
photon energy that can be computed numerically or asymptotically approached:

dNCs

dt
=

∫ γe−−1

0

d2NCs

dtdγ
dγ (2.25)

For high-χ values, an asymptotic expression has been calculated to be equal to

dNCs

dt
−→
χ→+∞

1.46
αf
τc

χ
2/3

e−

γe−
(2.26)

The energy-differential radiated power can be simply written

dPCs
dγγ

= γγme−c
2d

2NCs

dtdγγ
= PclS (γe, γγ) (2.27)

and therefore, the total radiated power corresponds to

PCs =

∫ γe−−1

0

γme−c
2d

2NCs

dtdγγ
dγγ = Pcl

∫ γe−−1

0

S (γe, γγ) dγ (2.28)

(2.29)

In Kirk et al. (2009), the radiated power is expressed in a slightly different form as
a function of the so-called synchrotron emissivity function F (χe− , χγ)

PCs =

√
3

2π

αfme−c
2

τc

∫ χe−

0

F (χe− , χγ)dχγ (2.30)

where

F (χe− , χγ) =
2χγ
3χ2

e−

(∫ +∞

2y

K1/3(s)ds− (2 + 3χγy)K2/3(2y)

)
(2.31)
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The radiated power can be calculated using the following approximation g(χe−) given
by

g(χe−) =
3
√

3

4πχ2
e−

∫ χe−

0

F (χe− , χγ)dχγ (2.32)

=
[
1 + 4.8 (1 + χe−) log(1 + 1.7χe−) + 2.44χ2

e−

]−2/3
(2.33)

This function is referred to as the quantum correction to the classical radiated power
so that

PCs = Pclg (χe−) (2.34)

For an electron interacting with a constant magnetic field, the production rate
of photons dNCs/dt as a function of the electron quantum parameter χe− and the
radiated photon energy γγ (Eq. 2.7) is shown in Fig. 2.1a for a normalized field
amplitude B/B0 = 500 (∼ 5 × 106 T). For a given quantum parameter χe− , the
production rate of photons is a decreasing function of the photon energy. The total
photon emission rate is plotted in Fig. 2.1b for a similar field amplitude B/B0 = 500
as a function of the electron quantum parameter. The total photon emission rate
is obtained from numerical integration of Eq. 2.25. The lower integration bound is
chosen so that the calculation has converged to a value equal here to 10−15 (γe− − 1).
In Fig. 2.1b is also shown the production rate of photons of energy up to 2me−c

2

and the asymptotic expression Eq. 2.26. The evolution of the photon emission rate,
integrated from 10−15 (γe− − 1) to γe− − 1 as a function of the field amplitude and
electron energy is displayed in Fig. 2.1c. These figures show two regimes of photon
emission. In the low-χ region, χe− ≤ 10−2, the total production rate of photon is
maximal (Fig. 2.1b) and the photon energy distribution (Fig. 2.1a) for a given
χ value reveals that the production rate of photons is significant for relatively low
photon energies compared to the electron kinetic energy, γγ < 10−1 (γe− − 1). This
means that photon energies of the order of the electron kinetic energy has negligible
probability to be produced. For high-χ values, χe− ≥ 1, the total number of photons
generated per time unit is a decreasing function of χe− (Fig. 2.1a). Nonetheless,
the creation of photons of energy close to the electron kinetic energy rises so that
the probability to generate such a photon is not negligible anymore (Fig. 2.1b). In
parallel, the amount of low-ratio photon energy γγ/ (γe − 1) diminishes.

The photon-energy differential radiated power is plotted in Fig. 2.2a as a func-
tion of the electron quantum parameter and the emitted photon energies for a field
amplitude B/B0 = 500. The total radiated power, after numerical integration of
Eq. 2.29 and using the fitting function (Eq. 2.33) are shown in Fig. 2.2b. The
quantum correction g(χe−) is also plotted in green. We observe that the numerical
integration and the radiated power from the quantum correction match perfectly in
the range of parameters studied here. The radiated power is a rising function of the
quantum parameter: the stronger are the field and the particle energies, the stronger
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Figure 2.1: (a) - Energy-differential photon emission rate
d2NCs

dtdγγ
(Eq. 2.7) as a

function of the electron quantum parameter χe− and the ratio of the photon energy
over the emitting electron kinetic energy. The dashed contours correspond to 10−4,
10−2, 100 and 102. (b) - Photon emission rate dNCs

dt
given by numerical integration

of Eq. 2.7 for photon of energies above 1 MeV (blue curve), above 10−15γe−mec
2

(green curve) and the asymptote limit in the high-χ region (red curve) as a function
of the quantum parameter (here, the electron energy varies whereas the field is set
at B = 5.5 × 106 T). (c) - Photon emission rate in a constant magnetic field as a
function of the magnetic field amplitude B and the electron energy εe− . The dashed
contour lines represent the electron quantum parameter parameter χe− .

the radiation losses are. For instance, if we consider an electron of energy 500 MeV
(γe ' 103) traveling in a constant electric field B/B0 = 500, one obtains χe− ' 0.5
and a radiated power (Fig. 2.2b) approximately equal to 100 MeV.fs−1. As above,
two regimes of interaction can be identified. In the low-χ region, the maximal radi-
ated power is between γγ = 10−3 (γe− − 1) and γγ = 10−2 (γe− − 1) (Fig. 2.2a). In
the high-χ region, χe− ≥ 1, the radiated power goes to the highest photon energy
close to the electron kinetic one which shows that the radiation losses will be mainly
governed by the emission of high-frequency photons.
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Figure 2.2: (a) - Photon-energy radiated-power distribution for the inverse nonlinear

Compton scattering,
dPCs
dγγ

, as a function of the electron quantum parameter χe−

and the photon energy normalized to the electron kinetic energy γγ/(γe− − 1). The
dashed contours correspond to 10−3, 10−2, 10−1 and 100. (b) - The total radiated
power PCs from the numerical integration of Eq. 2.29 (blue) and the approximate
quantum correction given by Eq. 2.33 (dashed red line). The quantum correction
g(χe−) is plotted in green.

The modeling of the radiation losses will be different in the two aforementioned
regimes. The low-χ region is usually referred to as the classical regime. Since elec-
trons radiate many photons of small energies in comparison to their kinetic one, the
deceleration can be seen as continuous. The radiation losses can thus be treated via
a friction term, depending on the radiated power, added to the equations of motion.
In the so called classical limit χe− � 1, the S function is reduced to the well-known
form (Erber, 1966; Blumenthal and Gould, 1970) :

S(ω) =
35/2

8π

ω

ωcr

∫ ∞
ω/ωcr

K5/3(t)dt (2.35)

where ω/ωcr is approximately the frequency limit of the spectrum. We have

ωcr =
3

2
γ3
e−ωr =

3γe−χe−

(2 + 3χe−)
(2.36)

where ωr = |pe− × FL|/p2
e− is the instantaneous electron rotation frequency. In the

classical limit, χe− � 1 (but γe− � 1), the limit frequency can be approximated by
ωcr ' 3/2γ−e χe− . The maximal radiated power is located at γγ,max ∼ 1/3ωcr~/mec

2 ∼
1/2γe−χe− in the classical spectrum in a good agreement with Fig. 2.2a. We can
similarly define the limit energy εcr = ~ωcr = γcrmc

2. In Fig. 2.2, we can observe
that the quantum correction tends to 1 in the classical regime, which means that the
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radiated power is close to the classical power Pcl independently of χe− . The classical
radiation regime is described in greater detail in the next section 2.1.2.

The high-χ region is the so-called quantum regime. Because the electrons are
more likely to emit photons of energy close to their kinetic energy, it means that
the continuous (soft and smooth) approach is not appropriate anymore. Electrons of
high-χ values will undergo strong recoil and therefore exhibit straggled deceleration
(Shen and White (1972); Neitz and Di Piazza (2013)). The energy losses can be seen
as series of discrete energy jumps corresponding to the emitted photon energy. In
this regime, the radiation loss is extremely fast as shown in Fig. 2.2b so that the
electrons can lose more than half of their energy in a few tens of femtoseconds. Since
in the quantum regime, electron have energies of hundreds of MeV to several GeV,
the consequent radiated spectrum is strongly energetic in the same range of energies.
In the quantum regime, the discrete emission should be modeled with a Monte-Carlo
scheme (Duclous et al. (2011)).

For intermediate values of χ close to 10−1, we are in the semi-quantum regime
where both descriptions can be applied. In this case, we can extend the continuous
description by using a quantum correction on the radiated power.

For an electron interacting with a constant magnetic field, the radiated spectra are
shown in Figs. 2.3(a,b,c) for χe− = 0.01, 0.1 and 1 (γe− =46, 152 and 485, B/B0 =
90, 270 and 850). The plots present both the classical (Eq. 2.35) and quantum
spectra (Eq. 2.27). The location of the maximal radiated power γεmax is indicated
in green for the classical curve and in orange for the quantum one. The comparison
between the classical and the quantum formulae shows that for χe− = 0.01 (Fig.
2.3a) (the limit of the classical regime), the distributions are nearly the same. In a
strict classical regime χe− ∼ 0.001, the spectra are perfectly similar. In the semi-
quantum, going to the quantum regime (χe− ∼ 0.1), Fig. 2.3b demonstrates that the
classical distribution gets wrong in the high-energy domain, allowing for the emission
of photons of energies exceeding the electron’s. This inconsistency is all the more
pronounced as χe− is high as shown by Fig. 2.3c and the use of the quantum formula
is required for a correct description of the photon spectrum. It is worth noting the
increasing steepness of the spectrum at γγ → γe− − 1 as χe− is increased, hence
leading to the emission of photons of energies larger and larger.

The photon energy maximizing the radiated power is usually estimated as γγ,εmax ∼
0.3ωcr~/mec

2 in the classical regime. This is not satisfactory for high χ values where
this approximation tends to over-estimate the photon energy, and even exceed the
upper bound of γe− − 1 as shown in Fig. 2.3. In Fig. 2.4a, the value of γεmax is
mapped as a function of the electron energy and quantum parameter. It confirms
that for high χ values, in the quantum regime, the photon energy at maximal ra-
diated power approaches the electron kinetic energy. Moreover, it shows that the
behavior of γγ,εmax/(γe− − 1) is mainly dependent on χe− , γe− only plays a role of
displacing of the emitted photon energy. We can therefore calculate a fitting function
of the average function κ(χ) = 〈γγ,εmax/(γe− − 1)〉γe− displayed in Fig. 2.4(right).
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Figure 2.3: Energy distribution of the radiated power in the quantum (Eq. 2.27, blue
curves) and the classical (Eq. 2.35, red curves) regimes for χe = 0.01 (a), χe = 0.1
(b) and χe = 1 (c). The orange and green dashed lines indicate the photon energy
at position of maximal radiated power respectively in the quantum and the classical
regime. The grey line is at the electron kinetic energy.

Here, the fit is a polynomial function of high order (20th order in this case) in order
to well describe the behavior of κ.

2.1.2 Continuous radiation loss

The models of continuous radiation are based on the notion of self-force and consists
in a modification of the momentum equations by the addition of radiation friction
terms. An accelerated charged particle creates an own electromagnetic field that will
interact with itself. In the case of strongly accelerated charged particles, this self-
generated field is sufficiently strong to decelerate them in terms of radiation. The first
expression of the self-force was calculated by Lorentz (1909) and then generalized in
the relativistic regime by Abraham and Föppl (1908) and Dirac (1938), usually cited
as the Lorentz-Abraham-Dirac (LAD) equations. The LAD suffers from unphysical
effects owing to the assumption of point-like charged particle. For instance, the
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Figure 2.4: (a) - Evolution of the normalized photon energy γγ,εmax/(γe− − 1) maxi-
mizing the radiated power spectrum as a function of the electron energy γe− and the
quantum parameter χe− . (b) - Average evolution of the photon normalized energy
γγ,εmax/(γe− − 1) as a function of χe− (blue) and the numerical polynomial fit (red).

model does not verify the principle of inertia, so that the radiation reaction term
does not vanish when the external force acting on the particle is null, leading to
a spurious force (Rohrlich (1997); Spohn (2000)). An interesting discussion on the
mathematical formalism and the limit of the LAD can be found in Rohrlich (2000)
and Rohrlich (2001).

In order to correct the LAD equations, different solutions have been proposed
by different authors (Landau and Lifshitz (1975); Mo and Papas (1971); Ford and
O’Connell (1991, 1993); Sokolov (2009)). The Landau-Lifshitz (LL) equation was
obtained from a perturbative expansion of the LAD equations (Landau and Lifshitz
(1975)). It assumes that the radiation force stays small relative to the Lorentz one.
In Rohrlich (1997), the LAD model has been also revisited considering the particle as
a charged sphere rather than a point. The LAD and the LL model are both analyzed
and compared with exact solutions of the electron motion in different scenario in
Bulanov et al. (2011). In Rivera and Villarroel (2002), it has been pointed out that
the LL approximation is not exact and, by solving the runaway solution problem of
the LAD, introduces a very small error on the correct radiation rate. An unphysical
result is also discussed in Domı́nguez et al. (2006).

In the following, we will adopt the recent model of Sokolov ((Sokolov, 2009;
Sokolov et al., 2009)). Using four-vector notation, the equations governing the motion
of a relativistic particle can be written

dpµ

dτ
= fµl + fµrad (2.37)

dxµ

dτ
=

pµ

m
+ τ0

Prad
Pcl

fµl
m

(2.38)

where fµl = qF µ
ν p

ν/m is the Lorentz force four-vector and fµrad = Ipµ/mc2 the ra-
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diation friction force. In the comoving Lorentz frame, τ is the proper time defined
by γ = dt/dτ . The emission radiated power Prad is defined as the average of the
emitted photon energy ~ω weighted by the photon rate production dNph/dτdω in
the comovoving Lorentz frame. Thus, we have

Prad =

∫ ∞
ωmin

~ω
dNph

dτdω
dω = g(χe)Pcl (2.39)

In the comoving frame, the non-relativistic radiated power, also defined as the dipole
emission intensity Pcl, has been given previously for an electron (also valid for a
positron)

Pcl =
τ0e

2 |Fµνpν |2

m3
e

=
τ0e

2E2
sχ

2
e−

me

(2.40)

where τ0 = 2re/3c and re is the electron radius. The function g(χe−) is the quantum
correction to the total power emitted by an electron of parameter χe− ,

g(χe) =
3
√

(3)

4πχ2
e

∫ ∞
0

F (χe, χγ)dχγ. (2.41)

In the classical regime corresponding to χe− � 1, the quantum correction is g(χe−) '
1 so that the emission intensity can be approximated by Pcl.

In terms of three vector formulation, Eqs 2.38 become

dp

dt
= fl + q (δv ×B)− Prad

p

γmc2
(2.42)

dx

dt
= v + δv (2.43)

where

δv =
τ0

m

fl − v (v · E)

1 + τ0(v · E)/mc2
. (2.44)

In this case, the classical Larmor radiated power can be written

Pcl = γ2 (δv · fL) . (2.45)

To illustrate this radiation model, we consider the interaction of an electron with
a counter-propagating circularly polarized electromagnetic pulse. The pulse has a
Gaussian temporal profile of duration 33 fs at half maximum. In the first case,
the electron has an initial longitudinal momentum px,0/mec

2 = 100 and the pulse
a maximum amplitude of a0 = 10. Therefore, the quantum parameter reaches a
maximum of χe− ∼ 0.005 (at ω0t ∼ 90) corresponding to a weak emission regime.
The time evolutions of the different components of Eqs. (2.42) and (2.43) are plotted
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Figure 2.5: Time evolution of the norm of the different components of Eq. (2.43),
Eq. (2.44) and Eq. (2.42) for two cases of interaction of a free electron with a
counter-propagating circular electromagnetic pulse. In (a), the electron has an initial
longitudinal momentum of px,0 = 100mec and the normalized field amplitude is
equal to a0 = 10. In (b), the electron has an initial longitudinal momentum of
px,0 = 2000mec and the normalized field amplitude is equal to a0 = 200.

in Fig 2.5. It shows that the Lorentz force dominates the radiation damping by almost
a factor 100. The classical Larmor and the quantum formulas give the same results.
In this interaction, the term (δv ×B) is null and δv negligible.

In the second case, the electron has an initial longitudinal momentum px,0/mec
2 =

2000 and the pulse a maximum amplitude of a0 = 200. Here, the quantum parameter
reaches χe− ∼ 0.4 (at ω0t ∼ 65). In such a regime, the quantum correction is
necessary as shown in Fig. 2.5. The Larmor formula in this interaction regime tends
to overestimate the radiation reaction and when χe− > 0.1, the quantum radiation
reaction is comparable to the Lorentz force. The term δv is still negligible.

A number of authors have addressed the influence of the radiation loss in laser-
plasma interaction at intensities I > 1021 W.cm−2 (χe ∼ 10−3 for a laser driven
particle) using the continuous emission description implemented in a particle-in-cell
code. Most of these studies have focused on the variation of the laser absorption and
the ion acceleration in thin foil targets and dense plasma slabs (Zhidkov et al., 2002;
Tamburini et al., 2010, 2012; Capdessus et al., 2012; Nakamura et al., 2012; Ridgers
et al., 2012; Ji et al., 2014).

2.2 Compton scattering

Photons travelling in the matter can be scattered by charged particles (especially
electrons and positrons). In the low energy limit εγ � mec

2, the photons undergo
an elastic collision (The energy is conserved during the collision). The process is
referred to as Thomson scattering. In the opposite high energy limit, an energy
transfer occurs. The particle trajectories can be strongly deflected and the re-emitted
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Figure 2.6: Number of Compton scattering events (a) and energy gain (b) per laser
period for λ = 1 µm undergone by an electron in a constant, homogeneous flow of
photons of energy εγ and density nγ = 103nc.

photon has a lower energy (Blumenthal and Gould, 1970; Madau and Thompson,
2000; Zampieri et al., 2003).

In laser-matter interaction, gamma photons generated by synchrotron radiation
have sufficient energies to deflect the electrons through Compton scattering.

Let us consider an electron moving in the direction ke− with energy εe− , colliding
with a photon of energy εγ propagating in the direction kγ so that ke− ·kγ = cos θ. Af-
ter scattering, the particle trajectories do not necessarly remain in the plane (ke− ,kγ).
The scattered energies and angles are respectively defined by εe−,s, θs and φs as shown
in Fig. Expressed in the electron’s proper frame, the probability for the photon to
be scattered with angular deflection χ′s, ϕ

′
s and photon energy ε′γ,s is given by the

Klein-Nishina differential cross section

dσKN
dχ′s

=
3

16π
σT τ

2

(
1

τ
+ τ − sin2 χs

)
, (2.46)

where τ is the ratio of the photon energies before and after scattering

τ =
ε′γ,s
ε′γ

=
1

1 +
(
ε′γ/mec2

)
(1− cosχ′s)

. (2.47)

The Klein-Nishina cross section shows that the probability to be deflected does not
depend on the azimutal deflection ϕ′s. From Lorentz transformation, the photon
energy in the laboratory frame K and the electron’s frame are related by ε′γ =
εγγe− (1− βe− cos θ) and εγ = ε′γγe (1 + βe cos θ′). Then, one obtains the angular
relations

cos θ′ =

(
cos θ − βe

1− βe cos θ

)
sin θ′ =

tan θ

γe
cos θ′. (2.48)
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The propagation unit vector of the photon after scattering in the electron’s frame is

k′γ,s =


cosχ′s sin θ′ + sinχ′s cosϕ′ cos θ′ (e1)
cosχ′s cosϕ′ − sinχ′s cosϕ′ sin θ′ (e2)
− sinχ′s sinϕ′s (e3)

(2.49)

From Lorentz transformation, one easily gets the direction of the scattered photon
in the laboratory frame.

The number of Compton scattering events per unit time dt undergone by an
electron in the laboratory in a wind of photons of density nγ and distribution fγ is
given by

dNe−

dt
=

∫
cσKN (1− βe cos θ)nγfγ(εγ) sin(χs)dpedεγdθdχ

′
sdϕ (2.50)

where pe is the electron momentum. We denote ∆ε = εγ − εγ,s the variation in the
photon energy. The evolution of the electron energy is therefore described by the
equation

dεe−

dt
=

∫
∆εcσKN (1− βe cos θ)nγfγ(εγ) sin(χs)dεγdθdχ

′
sdϕ. (2.51)

The energy transfer is maximized for a head-on collision θ = π. In this case,
the photon angular deflection χ is small. We consider the ideal case of a mono-
energetic unidirectional flow of photons of density nγ = 103nc and energy ranging
from 2 to 103 MeV (of the order of what we can get in a strong laser field, Iγ = nγεγc
between 1022Wcm−2 and 5× 1024Wcm−2) striking an electron at rest. The number
of Compton scattering event and the energy transfer to the electron per laser period
is given in Fig. 2.6. The curves have been obtained from numerical integration of
Eq. 2.50 and Eq. 2.51. We find that the higher is the photon energy, the lower is the
number of collisions (i.e. the probability for collision per time unit). A collision with
a photon of higher energy will transfer a stronger energy to the electrons (Fig. 2.6b),
but this corresponds to a decreasing fraction of the incident γ energy. Under the
considered conditions, the acceleration of an electron initially at rest to an energy of
1 MeV takes a minimum of ∼ 104 laser periods (30 ps) that is much longer than by
direct interaction with an intense laser field. As a consequence, the force acting on
an electron due to Compton scattering turns out to be negligible compared to those
of an intense laser field. The typical laser-interaction time of several picoseconds is
not sufficient to allow electrons to reach even relativistic energies by this process. If
we now consider one photon traveling in a dense thin foil (ne− ∼ 100− 1000nc), we
can similarly infer that the optical depth to one Compton scattering is well-above
the µm scale typical of the targets used in laser experiments.

35



CHAPTER 2. HIGH-FREQUENCY RADIATION EMISSION IN A STRONG
FIELD

36



Chapter 3

Radiative process in the matter

Bremsstrahlung is a mechanism of high-frequency photon emission in inelastic colli-
sions between charged particles (e−+Z → e−+Z+γ). It preferably occurs in high-Z
dense matter between ions and free electrons, or between electrons. In laser-matter
interaction, the hot electrons injected deep into the target are held responsible for
bremsstrahlung emission of X and γ-rays.

3.1 Modelling the Bremsstrahlung emission

Analytically calculated cross-sections available in the literature are derived from
approximate wave functions depending on the nature of the collision and their ap-
plicability depends on the material and the particle energies.

3.1.1 The Born-approximation

In the Born approximation, an analytic evaluation of the Bremsstrahlung cross
section can be made using free-particle wave-function (Bethe and Heitler (1934)).
A widely-used review has been done in Koch and Motz (1959) focusing on the
Bremsstrahlung cross sections in the Born approximation in several energy and
screening regimes. The Born approximation is valid when

2π
Ze2

~vi
� 1 2π

Ze2

~vf
� 1 (3.1)

where vi and vs are the particle velocity before and after the collision. For a given
material, the kinetic energy has to be large enough to satisfy these conditions. The
Born approximation suffers from a lack of accuracy for small electron energies and
in the high-energy limit, and for high-Z materials.
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3.1.2 Numerical calculations

Several references provide numerical fits for different energy ranges of the differential
and total cross-sections. In Seltzer and Berger (1985) and Seltzer and Berger (1986),
the authors have tabulated the cross section differential in photon energy for electron
energies ranging from 1 keV to 10 GeV, and for different materials (6 ≤ Z ≤ 100) in
the case of neutral atoms. For electron energies below 2 MeV, the authors have used
the results of Refs Tseng and Pratt (1971) and Pratt et al. (1977) and performed a
numerical integration of the Dirac equation in which electron wave functions have
been approached by a partial-wave series in a screened potential. For energies above
50 MeV, the analytic Born approximation calculation of Davies et al. (1954) has
been exploited. Finally, the authors have interpolated the whole data in order to
fill the gap between non-relativistic and relativistic electron energies and therefore
obtain continuous cross sections. Although the tabulation discretization is not suffi-
ciently accurate to be used in a code, they provide a suitable database to check and
compare our following results. The cross sections have been moreover calculated in
the hypothesis of an isolated atom.

3.1.3 Screening effects

In the case of an isolated atom, in neutral or weakly ionized matter, the Coulomb in-
teraction between the fast electrons and the nuclei is partially screened by the bound
electrons. The Coulomb potential has to be modified in consequence to account for
this effect.

A simple, widely used modeling of the atomic potential is given by the Wentzel-
Yukawa format,

VWY (r) =
Ze

r
exp (−r/lTF ) (3.2)

where lTF is the screening radius taken to be equal to the Thomas-Fermi radius

lTF = 0.885
~2

mee2
Z−1/3 (3.3)

A more accurate fit of the Thomas-Fermi potential has been obtained in Moliere
(1947) and is constituted of three exponential potentials:

VM(r) =
Ze

r
[0.35 exp (−0.3r/lTF ) + 0.55 exp (−1.2r/lTF ) + 0.1 exp (−6r/lTF )](3.4)

In a significantly ionized plasma, the Debye screening provided by the free elec-
trons and occurring relatively far from the ions, should also be taken into account.
Far from the partially ionized atom, we expect a potential of the form

VD(r) =
Ze

r
exp (−r/lD), lD =

√
kBTε0

nie2Z∗ (Z∗ − 1)
(3.5)
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where lD is the Debye-Huckel length approximated in a plasma where all the species
have the same temperature T and Z∗ is the ionization rate. In practice, the Debye
length is minimized by the interatomic distance lD = max (kBTε0/nie

2Z∗ (Z∗ − 1) , ri).
We call VWYD the multi-screening potential. When the matter is neutral, VWYD →
VWY , when the matter is fully ionized, VWYD → VD, when r � lTF , VWYD → VWY

and when r > lD, VWYD → VD. As a consequence, VWYD can be approximated by
(Nardi and Zinamon (1978); Nardi et al. (2007))

VWYD(r) = Ze

[(
1− Z∗

Z

)
VWY (r) +

Z∗
Z
VD(r)

]
. (3.6)

In the above formula, the close-distance Wenkel-Yukawa potential VWY can be changed
to a more sophisticated potential, as derived by Molière for instance.

Screening effects uppon Bremsstralung processes can be estimated by realizing
that the maximum impact parameter, rmax, is inversely proportional to the mini-
mum momentum transfer to the atom δp,min. The momentum transfer to the atom
corresponds to

δp = (pe,i − pe,s − pγ) · nr (3.7)

=
[
p2
e,i + p2

e,s + p2
γ − 2pe,ipγ cos θi + 2pe,spγ cos θs − 2pe,spe,s (cos θs cos θi + sin θs sin θi cosφs)

]1/2
(3.8)

nr being the direction of r, pγ = k~ the momentum transfer to the Bremsstrahlung
photon (and k the photon wave number), pe,i the incident electron momentum and
pe,s the scattered momentum. Thus, the maximum impact parameter writes

rmax =
~

δp,min
=

~
pe,i − pe,s − pγ

∼ 2~γe,iγe,s
pγ

for γe,i � 1 (3.9)

where γe,i and γe,s are respectively the Lorentz factor for the incident and the scat-
tered electron. By comparing rmax to lTF and lD, one can then determine how strong
are the Debye and atomic (Thomas-Fermi) screenings. For a screening potential of
characteristic length l, the screening effect has no influence if rmax/l� 1.

In Figure 3.2, rmax is compared with the characteristic lengths lTF (red) and lD(T )
(blue dashed curves) in a silver target (Z = 47) as a function of the temperature.
The parameter rmax is plotted for γγ = 0.1, 0.5 and 0.9(γe,i − 1), ps is calculated by
energy balance. The ionization rate is calculated from the plasma temperature using
fit obtained by More (1985). As displayed in tab 3.1, aluminium gets fully ionized for
T ≥ 10 keV. Coulomb screening is dominant for non-relativistic and ultra-relativistic
electron energies and is amplified when little energy is given to the photon. Overall,
Debye screening turns out to be weak in most of the considered electron energy range.
Its domain of influence is resticted to ultra-relativistic electrons and weak photon
energies in relatively low temperature plasmas. We can also define Γ = lTF/rmax.
When Γ ≤ 1, the Coulomb screening should be taken into account.
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T (keV) 0.001 0.01 0.1 1 10 100
Z∗ 5 5 12 35 46 47

Figure 3.1: Ionization rate Z∗ as a function of the plasma temperature in silver
according to the scaling of More (1985) .

Figure 3.2: Parameter rmax as a function of the initial electron energy γe,i for different
photon energies γγ = 0.1, 0.5 and 0.9(γe,i − 1) (black lines). The red line indicates
the Thomas-Fermi radius lTF for Z = 47. The dashed blue lines represent the Debye
lengths for plasma temperatures ranging from 1 eV to 100 keV.

3.2 Cross-sections differential in photon energy

An analytical Bremsstrahlung cross section valid for a few keV to hundreds of MeV
electron energies does not exist. Several expressions have been calculated in the dif-
ferent regimes. Here, we distinguish three regimes of interaction, the non-relativistic
(γe,i ≤ 1), the relativistic (1 < γe,i < 100) and the ultra-relativistic case (γe,i > 100).
In the following sections, the photon-energy differential cross section is written in-
terchangeably in both ways dσ

dγ
and dσγ.

3.2.1 Non-relativistic case

From quantum theory, the non-relativistic (or weakly-relativistic should we say)
electron-ion Bremsstrahlung cross section in the Born approximation can be written
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(Heitler (1954)) as

dσ

dγγ
=

64π4r2
eαf

3γγp2
e,i

∫ δp,+

δp,−

|V̄ (u)|2u3du (3.10)

where δp,± = pi ± pf are the maximum and minimum momentum transfers to the
nucleus, V̄ is the Fourier transform of the atomic potential,

V̄ (u) =
1

(2π)3

∫
Ω

V (r) exp (iur)dr. (3.11)

The screening effects can be taken into account in this formula using specific poten-
tials. Let us first consider the case of a single exponential Wentzel-Yukawa atomic
potential V (r) = (q/r) exp (−r/l).

V̄ (u) =
q

(2π)3

∫
Ω

1

r
exp (−r/l) exp (iur)dr (3.12)

=
q

(2π)3

∫ +∞

0

∫ π

0

∫ 2π

0

1

r
exp

(
−r
l

)
exp (iur cos θ)r2 sin(θ)drdθdφ(3.13)

Integrating over φ ∈ [0, 2π] and cos θ ∈ [−1, 1], it becomes

V̄ (u) =
q

(2π)2

∫ +∞

0

exp
(
−r
l

) 1

iur2
[exp (−iur)− exp (iur)] r2dr (3.14)

= − q

(2π2)

∫ +∞

0

exp
(
−r
l

)sinur

u
dr (3.15)

= − q

(2π2)

l2

u2l2 + 1
(3.16)

For a potential expression of the form V (r) =
∑

i qie
−r/li , li and qi being the i-th

respective screening radius and charge factor, the Fourier transform becomes

V̄ (u) =
1

2π2

N∑
i=1

qi
l2i

l2i u
2 + 1

(3.17)

Injecting Eq. 3.16 in Eq. 3.10, the non-relativistic, screening cross section reads

dσNR−WY

dγγ
=

16r2
eZ

2αf
3γγp2

e,i

g(km, kp, q, l) (3.18)

where the integration over [km, kp] gives

g(km, kp, q, l) =
q2

2

[
ln
k2
pl

2 + 1

k2
ml

2 + 1
+

1

k2
pl

2 + 1
− 1

k2
ml

2 + 1

]
(3.19)
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In a plasma, we propose to use Eq. 3.6 in order to calculate the non-relativistic
Bremsstrahlung cross-section including both the Wentzel-Yukawa potential and the
Debye screening effects (Rozsnyai (1979)):

dσNR−WYD

dγγ
=

16r2
eZ

2αf
3γγp2

(g(km, kp, q, l) + g(km, kp, qd, ld) + Γc) (3.20)

where q = (1− Z∗/Z), qd = Z∗/Z and Γc is a coupling term so that

Γc =
qqd

l2d − l2

(
l2 ln

k2
ml

2
d + 1

k2
pl

2
d + 1

+ l2d ln
k2
pl

2 + 1

k2
ml

2 + 1

)
(3.21)

When ld →∞, the function g(km, kp, qd, ld) becomes

g(km, kp, qd, ld)→ q2 ln
kp
km

(3.22)

and the coupling term Γc becomes

Γc → q(1− q) ln
k2
ml

2 + 1

k2
pl

2 + 1
(3.23)

An alternative potential has been proposed by Avdonina and Pratt (1993); Lam-
oureux and Avdonina (1997). The corresponding cross-section (dσNR−LAγγ ) is the
solution of the following screening potential

V (r) =
Ze

r

(
Z∗

Z
− (1− Z∗

Z
) exp (−r/l)

)
. (3.24)

Far from the nucleus, the potential tends to a pure Coulomb potential of interaction
between the free electron and the ion. In these references, the authors have used
a different screening radius approximated from the Hartree-Fock-Slater atomic po-
tential. They have calculated numerically the coefficient obtained from the second
order expansion of the ionic potential 3.24 Bunaciu et al. (1980), using the numerical
result of the Hartree-Fock-Slater potential, to obtain the following numerical fit

lLA = rb

√
1− Z∗/Z

0.798Z (1− (Z∗/Z)α)
α = Z (1/3− 0.002Z) + 1 (3.25)

giving a fairly good approximation of the potential in the inner region of the ion.
In the unscreened case, l → +∞, the non-relativistic cross section differential in

photon energy simplifies and is given as formula 3BN(a) in Koch and Motz (1959).
In the high-energy transfer limit, a multiplicative Coulomb correction factor has

been obtained by Elwert by comparison of the non-relativistic Sommerfield calcula-
tion with the non-relativistic born approximation. This factor improves the cross-
section when the emitted photon energy approaches the initial electron kinetic energy
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Figure 3.3: Comparison of the non-relativistic cross-sections γdσNR−WYD
γγ ,

γdσNR−LAγγ , γγdσ
NR−MD
γγ , the non-screened formula 3BN(a) from Koch and Motz

(1959) and the numerical fits of Seltzer and Berger (1986) for two electron energies
1 keV (a) and 100 keV (b). The dashed line corresponds to parameter Γ = 2.

(γγ/(γe,i − 1) → 1). The finite value of the spectrum tends to zero otherwise. The
Elwert factor depends on the incident and scattered electron velocities βe,i and βe,s:

fE =
βe,i (1− exp−(2πZαf/βe,i))

βe,s (1− exp−(2πZαf/βe,s))
. (3.26)

Although it is strictly valid if (αfZ)(β−1
e,s−β−1

e,i )� 1, the correction can be used in the
whole non-relativistic energy range in good agreement with the numerically computed
cross sections. Nonetheless, the Elwert correction is mathematically divergent when
γγ → (γe,i − 1).

The different cross-sections analyzed in this section are compared in Figures 3.3
for silver and initial electron energies of 1 keV and 100 keV. The analytic solution
given in Lamoureux and Avdonina (1997) and our solution σNR−WYD

γγ are presented.
Here, the matter is assumed neutral, and as a consequence, the Debye screening
plays no role. The non-relativistic cross section with the Molière screening potential,
dσNR−MD

γγ , is obtained by numerical integration. The comparison is made with the
numerical values tabulated by Seltzer and Berger (1986) using the results of Lee
et al. (1976). The solution without screening, labeled 3BN(a) in Koch and Motz
(1959), is also plotted. The figures show that the analytic cross-sections, σNR−WYD

γγ

and σNR−LAγγ , and the numerical one σNR−MD
γγ have the same behaviors and relatively

close values for electron energies from 1 keV to 2 MeV. The comparison between
σNR−WYD
γγ and the numerical values of Seltzer and Berger (1986) for γe between 1

keV and 2 MeV gives an average relative error of 35% (with maximum of 160% for
electron kinetic energy of 1 keV and minimum of 0.4% for 1 MeV).

The ionization effects on the cross-section dσNR−WYD
γγ are illustrated in figures

3.4. As for the previous figures, initial electron energies of 1 keV and 100 keV are
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Figure 3.4: Cross-section dσNR−WYD
γγ including the effect of the Debye screening for

different plasma temperatures (and consequently different degrees of ionization) for
two initial electron energies 1 keV (a) and 100 keV (b) in silver.

considered, for plasma temperatures ranging from 0.01 keV to 100 keV. Overall, the
cross sections increase with the plasma temperature. The blue curves correspond
to the neutral case (Z∗ = 0, with vanishing Debye screening). As predicted by
Figure 3.2, the Debye screening appears more significant for small electron kinetic
energies and weak emitted photon energy. At 1 keV, the cross-section are well dis-
tinguishable whatever the emitted photon energy. At 100 keV, they are similar for
strong photon emission γγ/(γe,i − 1) > 0.5.

3.2.2 Relativistic case

In the Born approximation, the Bremsstrahlung relativistic cross-section differential
in energy for arbitrary screening can be written (Davies et al. (1954); Koch and Motz
(1959)) as

dσ

dγγ
=

4Z2r2
eαf

γγ

[(
1 +

(
γe,s
γe,i

)2
)

(I1 + 1)−
(

2

3

γe,s
γe,i

)(
I2 +

5

6

)]
(3.27)

I1 =

∫ 1

δ

(u− δ)2 (1− F (u))2

u3
du (3.28)

I2 =

∫ 1

δ

(
u3 − 6δ2u ln

u

δ
+ 3δ2u− 4δ3

)(1− F (u, Z)

u2

)2

du (3.29)

where δ = γγ/(2γe,iγe,s) is the minimum momentum transfer to the nucleus and
F (Z, u) the bound electron form factor. The potential is related to the form factor
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according to

V̄ (u) =
1

(2π)3

∫
Ω

V (r) exp (iur)d3r (3.30)

=
−1

(2π)3u2

∫
Ω

∇2V (r) exp (iur)d3r. (3.31)

Using the Poisson equation,

=
Z

(2π)3

Fn − Fe
u2

(3.32)

where Fn is the nucleus form factor.

Fn =
1

Z

∫
Ω

4πρn exp (iur)d3r (3.33)

The nucleus can be considered as a punctual charge,

Fn =

∫
Ω

4πeδ(r) exp (iur)d3r ∼ 1 (3.34)

Using the Wentzel-Yukawa potential with a screening length l, we have

(1− Fe)
u2

=
l2

u2l2 + 1
(3.35)

When Γ� 1, the Coulomb screening is small and consequently Fe(q, Z)→ 0.
As for the non-relativistic case, the relativistic screening cross-section using the

Wentzel-Yukawa potential has an exact solution.

I1 = q2

(
lδ arctan (lδ) +

1

2
ln

1 + l2

1 + l2δ2
− lδ arctan l − l2

2

(1− δ2)2

1 + l2

)
(3.36)

2

q2
I2 = 4l3δ3 arctan (lδ) +

(
1 + 3l2δ2

)
ln

(
1 + l2

1 + l2δ2

)
+

6l4δ2

1 + l2
ln δ − 4l3δ3 arctan l

+
l2(δ2 − 1)(δ + 1− 4l2δ2)

1 + l2
(3.37)

If I2 mathematically has a finite limit when δ → 0,

I2 =
1

2

q2

1 + l2
((

1 + l2
)

ln 1 + l2 − l2
)
. (3.38)

The term 6l4δ2 ln (δ) poses a numerical problem. A straightforward solution consists
in testing the condition 6l4δ2 < ε where ε is chosen so that the logarithm term
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contributes negligibly to the full cross section. One can also determine an ε so that
δ > ε implies that 6l4δ2 ln (δ) has not reached the floating-point limit.

The cross section is not integrable when using series of exponential potential,
particularly when including the Debye screening (Eq. 3.6), due to the term ln (x/δ)
in I2. In the following, we propose an alternative approximate method in order to
reduce the double exponential expression, Eq. 3.6, to an effective single-exponential
form

Vr =
qr
r

exp (−r/lr) (3.39)

where qr is the effective charge, and lr the effective screening distance. The idea is
to make the double and the single exponential formulae match in the limit δ → 0
(γe � 1), in which one has

I = lim
δ→0

I1 = lim
δ→0

I2 =

∫ 1

0

u3

(
1− F (u, Z)

u2

)2

du. (3.40)

The latter expression has an analytic solution for the Wentzel-Yukawa-Debye poten-
tial (Eq. 3.6). The reduced parameter lr is determined by solving the equation

dσWYD

dγγ
(δ = 0) =

dσr
dγγ

(δ = 0), (3.41)

where dσr
dγγ

is the energy-differential cross section with the reduced potential Vr. The

reduced solution is therefore ensured to work in the low photon energy limit. We
define IWYD the limiting form of I1 and I2 using the Wentzel-Yukawa-Debye potential
(Eq. 3.6)

IWYD(Z,Z∗, lTF , lD) =
1

2

q2 (−l2 + ln (1 + l2) + ln (1 + l2) l2)

1 + l2
(3.42)

+
1

2

qD
2
(
−l2 + ln

(
1 + lD

2
)

+ ln
(
1 + lD

2
)
lD

2
)

1 + lD
2 (3.43)

q qD
(
lD

2 ln (1 + l2)− l2 ln
(
lD

2 + 1
))

−l2 + lD
2 (3.44)

Here, qTF and qD refer to the normalized charges respectively associated with the
Thomas-Fermi and the Debye potentials. Thus, Eq. 3.41 is equivalent to

IWYD(Z,Z∗, lTF , lD) =
1

2

q2
r (ln (1 + l2r) (1 + l2r)− l2r)

l2r + 1
(3.45)

where the right side is the result of the integration of Eq. 3.40 with the reduced
single-exponential potential. Setting a = 2IWYD/q

2
r , with qr = Ze and x = l2r , the

above equation becomes

a(x+ 1) = ln (x+ 1)(x+ 1)− x (3.46)
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The solution xs can be written as

xs = exp (W0 (− exp−1− 2a) + 1 + 2a)− 1 (3.47)

where W0 is the Lambert function. Because the coefficient a is positive, W0 is well
defined on [−1/e, 0] and x is positive. The sought for effective screening distance is
therefore equal to lr =

√
xs.

The energy differential cross sections using the reduced potential Vr, the Wentzel-
Yukawa dσRE−WYD

γγ , the Molière potential and the numerical results of Seltzer and
Berger (1986) are plotted in Fig. 3.5 for electron energies of 5 and 40 MeV in neutral
silver. Both the Wentzel-Yukawa and the Molière curves are obtained by Gauss-
Legendre numerical integration. In general, the different cross-sections are in good
agreement with the data of Seltzer and Berger (1986). Without ionization effects,
lr = lWY , dσWYD

γγ and dσrγγ are therefore similar (well confirmed by the curves). For
electron energies close to 2 MeV, the results of Seltzer and Berger are well reproduced
by the Molière potential, particularly for photon energies below 0.6(γe,i − 1). In
the high energy tail of the spectrum (γγ → 1), the different cross-sections tend to
converge, but somewhat differ from the Seltzer and Berger values.

For electron energies above the threshold of 2 MeV, as the electron energy in-
creases, the Bremsstrahlung cross-sections remain similar in the low-energy part
of the spectrum (γγ/(γe,i − 1) < 0.5) whereas they grow in the high-energy part
(γγ/(γe,i− 1) > 0.5). For an energy of 40 MeV, the maximum around 2.8× 10−27 m2

for γγ/(γe,i−1)→ 0 is similar to the lower electron energy. The intermediate photon
energy region 0.2 ≤ γγ/(γe,i − 1) ≥ 0.8 however increases. A slightly decreasing
plateau appears followed by an abrupt decrease for γγ/(γe,i − 1) → 1. The screen-
ing threshold Γ = 1 moves to the high-frequency part of the spectrum (only the
low-frequency emission is therefore affected by the Coulomb screening). The relative
error between Seltzer and Berger and the reduced model has an average value of 40
% for a maximum of 150 % (near the threshold γγ/ (γe,i − 1) = 1) and a minimum
of 0.6 % for an electron energy between 2 and 50 MeV.

The influence of the Debye screening on the relativistic cross-section dσRE−rγ and
dσRE−WYD

γ (obtained by numerical integration) is shown in Fig. 3.6 for different
plasma temperatures in silver for initial electron energy 5 and 40 MeV. As expected
in Fig. 3.2, the cross-section is mainly affected by the Debye screening for relatively
low photon energies. Close to εe ∼ 1 MeV, screening effects are minimum, therefore,
the Debye screening is more significant as the electron energy increases. The reduced
potential shows good agreements with the numerical evaluation of dσRE−WYD

γ . The
relative error, computed for electron energies between 2 MeV and 50 MeV, a plasma
temperature T between 0.01,and 100 keV and a photon energy exceeding 1 keV has
an average value of 0.05 %, with a maximum of 6 % for Te ∼ 0.17 keV. When δ → 0
(corresponding to γγ → 0) the cross-section dσRE−rγ closely matches dσRE−WYD

γ .
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Figure 3.5: Comparison of the relativistic cross-sections γdσRE−WYD
γγ , γdσRE−MD

γγ ,

γdσRE−rγγ and the numerical fits of Seltzer and Berger (1986) for incident electron
energies 5 MeV (a) and 40 MeV (b). The dashed line corresponds to screening
parameter Γ = 1.

Figure 3.6: Cross section γdσRE−WYD
γγ (solid line) and γdσRE−rγγ (dashed line) for

different plasma temperatures (and consequently different degrees of ionization) for
two initial electron energies 5 MeV (a) and 40 MeV (b) in silver.

3.2.3 Ultra-relativistic case

In the ultra-relativistic case (referred to as UR for the cross section, γ � 1), the
energy-differential cross section in the Born approximation consists of adding a
Coulomb correction

C =
4Z2r2

eαf
γγ

[(
1 +

(
γe,s
γe,i

)2
)
−
(

2

3

γe,s
γe,i

)]
f(Z) (3.48)
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to the relativistic formula. With arbitrary screening, it can be written as

dσ

dγγ
=

4Z2r2
eαf

γγ

[(
1 +

(
γe,s
γe,i

)2
)

(I1 + 1 + f)−
(

2

3

γe,s
γe,i

)(
I2 +

5

6
+ f

)]
(3.49)

where I1 and I2 are defined is in Eqs. 3.36 and 3.37. The function f is defined as
(Davies et al. (1954))

f(Z) =
n∑
i=1

(αZ)2

i(i2 + (αZ)2)
(3.50)

The sum can be conveniently evaluated as

f(Z) =
a2

1 + a2

n∑
i=1

(−a2)n (ζ(2n+ 1)− 1) (3.51)

where ζ is the Riemann function. An expansion to order n = 4 is sufficient to get a
good approximation until Z ≤ 235.

The results obtained for the moderately relativistic cross sections are therefore
still valid in the ultra-relativistic regime when taking into account the Coulomb
correction. Here, σUR−rγ , σUR−WYD

γ and σUR−MD
γ refer to the energy-differential

cross section using respectively the reduced potential Vr, the Wentzel-yukawa-Debye
potential (Eq. 3.6) and the Molièrere potential (Eq. 3.4).

Figure 3.7 compares the cross sections σUR−rγ , σUR−WYD
γ , σUR−MD

γ and the nu-
merical results of Seltzer and Berger in neutral silver and for initial electron energies
of 100 and 500 MeV. As described in the previous sections, the high-energy cross
sections increase with the initial electron energy while the low energy cross sections
remain constant at around 2.7×10−27 m2. The cross-section σUR−rγ is in overall good
agreement with the Seltzer and Berger results. The relative error has an average
value of 0.16, a maximum of 1.5 (near the threshold of γγ/(γe,i − 1) = 1 for εe,i ∼
500 MeV ) and a minimum of 0.07 (near γγ/(γe,i − 1) → 0, for εe,i ∼ 80 MeV) for
an electron energy between 50 and 500 MeV.

The comparison of σUR−WYD
γ and σUR−rγ as a function of the plasma temperature

is shown in Fig. 3.8 for T ∈ [0.01, 100] keV. As expected from Fig. 3.2, the effects
of the Debye screening effect impact the cross-section for γγ/(γi − 1) ≤ 0.9. The
cross-sections with the reduced and the Wentzel-Yukawa-Debye potentials exhibit
very close results. The relative error between these two cross-sections, calculated for
a temperature between 0.01 and 100 keV, for an electron energy between 50 and 500
MeV and for a photon energy above 1 keV, is in average of 10−3 with a maximum
of 7× 10−2.

3.2.4 Cross section gathering

In order to get tabulated values of the energy-differential cross sections valid for any
electron energy taking into account both the Coulomb and the Debye screening, we
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Figure 3.7: Comparison of the cross-sections in the ultra-relativistic regime
γdσUR−WYD

γγ , γdσUR−MD
γγ , γdσUR−rγγ and the tabulated data of Seltzer and Berger

(1986) for incident electron energies 100 MeV (a) and 500 MeV (b). The dashed line
corresponds to screening parameter Γ = 1.

Figure 3.8: Cross sections γdσUR−WYD
γγ (solid line) and γdσUR−rγγ (dashed line) for

different plasma temperatures (and consequently different degrees of ionization) for
two initial electron energies 100 MeV (a) and 500 MeV (b) in silver.

build a composite cross-section dσγ resulting from the merging of the previous results
from the non-relativistic case to the ultra-relativistic regime.

dσBR

dγ
=


dσNR−WYD

γ γi ≤ 2
dσRE−rγ 2 < γi ≤ 100
dσUR−rγ γi

(3.52)

A summary of the previous results and discussions is presented in Figs. 3.9. It
clearly shows that the energy cross section is maximum for low electron energy. The
cross-section is minimized for an average electron energy between 1 and 10 MeV and
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Figure 3.9: (a) - Cross-section γdσγ as a function of the initial electron kinetic energy
and the emitted photon energy γγ in neutral silver. (b) - Relative error εr between
γdσγ and the Seltzer and Berger data.

a photon energy close to the electron kinetic energy.
The relative error, εr = |dσS&B − dσBR−r|/dσS&B, between the results of Seltzer

and our global function is shown in Fig. 3.9b. Again, we can see that the difference
is highest, up to 100%, in the non-relativistic regime. An important difference exists
in the region where the cross-section is minimized, nonetheless the general behavior
is the same for the two cases.

Our global reduced model for a plasma temperature of 1 keV is also shown in
Fig. 3.10. From comparison with Fig. 3.9a, the temperature is seen to globally
increase the cross-section. This increase is more pronounced in the non-relativistic
and the ultra-relativistic cases and for relatively low photon energies (γγ/(γe,i − 1)
close to 0.). Nonetheless, the cross-section is not modified by more than an order
of magnitude. The maximum error between the global reduced model dσBR−rγ and
the numerically evaluated Wentzel-Yukawa-Debye cross sections dσBR−WYD

γ attains
∼ 5× 10−2 in the ultra-relativistic regime for a plasma of temperature Te ∼ 1 keV.

3.3 Bremsstrahlung integrated quantities

3.3.1 Total Bremsstrahlung cross sections

The radiative cross section is defined as

Φ =

∫ γe,i−1

0

γγ
dσ

dγ
dγ (3.53)

and the total cross section as

Φ =

∫ γe,i−1

0

dσ

dγ
dγ (3.54)
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Figure 3.10: Cross-section γdσγ in silver at a temperature of 1 keV.

Both quantities are presented in Fig. 3.11 and Fig. 3.12 in neutral silver. They are
obtained from numerical integration of the energy-differential cross sections. As the
latter diverges for γγ → 0, we have to suppose a minimum threshold γγ,min so that
the energy radiated below this limit is negligible:

Φ(γe,i)−
∫ γe,i−1

γγ,min

γdσr

dγ
dγ

Φ(γe,i)
� 1 (3.55)

The discontinuities visible in Figs. 3.11 and 3.12 and shown by the dashed red lines
correspond to the boundaries of the different energy domains involved in Eq. 3.52.
These discontinuities can be flattened using smoothing functions without affecting
the behaviors and the average values of the cross sections.

The total cross sections are maximized in the non-relativistic regime with a two
orders of magnitude decrease between γe,i−1 = 10−3 and 10, and a plateau, at higher
energies. The probability for photon emission during a Bremsstrahlung emission is
therefore the most significant in this part. The radiated power is directly proportional
to the radiation cross-section. As a consequence, Fig. 3.11 shows that despite a lower
probability for photon emission, the higher is the electron energy, the higher is the
total radiated energy (because the average photon energy will be higher).

3.3.2 Optical depth and estimations

The optical depth, i.e. the typical distance to photon emission, can be simply esti-
mated using the total cross section

LBr = (σBrnα)−1 (3.56)

where nα is the material atomic density. The optical depth is shown in Fig. 3.13 for
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Figure 3.11: Radiative cross section ΦBR−r in silver as a function of the normalized
electron kinetic energy γe,i − 1 and the electron temperature Te. The Seltzer and
Berger (S&B) data are plotted in green.

Figure 3.12: Total Bremsstrahlung cross section in silver as a function of the nor-
malized electron kinetic energy γe,i − 1 and the electron temperature Te.
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Figure 3.13: Distance (Optical depth) in m to photon emission for hydrogen (H),
aluminium (Al), copper (Cu) and silver (Ag) depending on the normalized electron
initial kinetic energy.

Material H Al Cu Ag
Z 1 13 29 47

density
(kg.m−3)

0.09 2.7 8.96 10.50

particle density
(×1027m−3)

54 60 85 59

Figure 3.14: Properties of the materials considered in Fig. 3.13.

various materials and electron energies described in tab. 3.14. As expected, from the
evolution of the silver cross-section in Fig. 3.12, the optical depth increases with the
initial electron kinetic energy. Since the cross section saturates for highly relativistic
electrons (γe− � 1), the optical depth also stabilizes for high energies. Even if the
screening distances are different in each material, the behavior of the optical depth
as a function of the initial electron energy is approximately the same for each of
them. The cross-section depends on the atomic number Z2 and the particle density
depends on the inverse of the atomic mass mA also related to the atomic number.
Consequently, the optical depth LBr ∝ mA

Z2ρNA
well diminishes proportionally as the

Z increases and the material becomes heavier. In order to get an efficient emission
of high-frequency radiation via the Bremsstrahlung, mm to cm high-Z targets are
usually considered experimentally which is consistent with the optical depth obtained
in Fig. 3.13.
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Chapter 4

Pair production in a strong field

4.1 Presentation of the different mechanisms

The production of electron-positron pairs in the collision of two photons (γ + γ →
e−+e+), and its inverse process, namely the two-photon pair annihilation (e−+e+ →
γ+γ), were first described by Dirac (1930) and Breit and Wheeler (1934). Although
the so-called photon-photon Breit-wheeler process was one of the first processes of
positron creation discovered, its experimental validation has yet to be performed.
Indeed, this mechanism is theoretically characterized by a very weak probability
and requires an extremely bright and collimated source of γ-photons to obtain a
significant number of pairs. In many configurations, this mechanism is dominated
by other more efficient pair creation processes. Recently, an experimental setup has
been proposed on megajoule facilities such as the NIF and the LMJ to test this
process. It consists first in the generation of a directed and bright Bremsstrahlung
source of γ-photon via the irradiation of a thin foil by an intense laser. The photons
are then directed into a bath of x-rays created inside an irradiated hohlraum. The
authors have estimated a production of 104 pairs per shot (Pike et al. (2014); Thomas
(2014)).

The nonlinear Breit-Wheeler (γ + nω0 → e− + e+), also referred to as the multi-
photon Breit-Wheeler, corresponds to the decay of a high-energy photon interacting
with a strong electromagnetic field. This physical process has been observed experi-
mentally using the SLAC 47 GeV electron beam made to collide with a terawatt laser
pulse ((Burke et al., 1997; Bamber et al., 1999)). The most favorable scenario con-
sists in the collision of high-energy electrons with a counter-propagating laser wave.
Electrons first radiate γ-photons via nonlinear Compton scattering (see chapter 2),
which subsequently decay into pairs via the nonlinear Breit-Wheeler process. With
present laser technologies, the electron beam needs an energy of several tens of GeV
to lead to viable and sufficient pair creation.

Pair generation in a strong external field may also stem from the electromag-
netic Trident process through which a pair is directly generated from a high-energy
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deflected electron (e− + nω0 → e− + e− + e+). It can be seen as the combina-
tion of the nonlinear Compton emission and the nonlinear Breit-Wheeler in a single
process. The nonlinear Breit-Wheeler, represented in terms of Feynman diagrams
in Fig. 4.2, is a first order process in the fine structure constant αf whereas the
Trident is a second order process ∝ α2

f . The pairs of electron-positron can also anni-
hilate into one or several photons. The most probable is the two-photon annihilation
(e− + e+ → γ1 + γ2).

In this Chapter, we present the cross-section and some numerical calculations of
the previously described mechanisms of electron-positron pair creation in a strong
field. The electron-positron pair annihilation is also studied in the last part.

4.2 The photon-photon Breit-Wheeler process

The first proposed mechanism of pair creation from the collision of two photons
was the Breit-Wheeler process. We consider two photons of respective normalized
energies γγ,1 and γγ,2 colliding at an angle α as described in Fig. 4.1. Pair creation
is possible only if in the center of mass frame, the total energy provided by the
photons is twice the rest mass energy of an electron. In the center-of-mass frame
of the system we have p∗e+ + p∗e− = ~ (k∗1 + k∗2) where p∗e+ and p∗e− are the particle
momenta and k∗1, k∗2 the photon wave vectors. In this frame of reference, the photon
energies are equal γ∗γ,1 = γ∗γ,2 and their momenta equal and opposite k∗1 = −k∗2 so
that the particle momenta respect the similar properties pe+ = −pe− and γe+ = γe− .
The cross section for pair production σppbw can be written (Nikishov (1964); Gould
and Schréder (1967); Jauch and Rohrlich (1955); Ruffini et al. (2010))

σ∗ppbw = π
r2
e

γ∗2

[
2β∗

(
β∗2 − 2

)
+ (3− β∗4) ln

(
1 + β∗

1− β∗

)]
(4.1)

where β∗ = |p∗|
γ∗mec

, |p∗| = pe+ = pe− . We have as a function of the photon energies
and collision angle

β∗ =

√
1− 1

s
s =

1

2
γ1γ2 (1− cos (α)) . (4.2)

The probability per time unit for a first photon propagating in a photon cloud of
density distribution function nγ,2(γγ, θ, ϕ) to decay in a pair is given by

dNppBW

dt
=

∫
γγ,2

∫
Ω

nγ,2(γγ,2, θ, ϕ)σppBW c (1− cos (α)) dγγ,2dΩ (4.3)

where Ω is the collision solid angle, dΩ = sin θdθdϕ the element of solid angle in the
propagation direction of the element of the photon distribution.
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Figure 4.1: (a) - Feynman diagram of the photon-photon Breit Wheeler pair conver-
sion. (b) - Optical depth as a function of the parameter s for a photon propagating
in a cloud of photons of density nc. The black dashed line corresponds to s = 2.

The number of pairs created over a period T of a first unidirectional photon
beam of Nγ,1 photons entering an infinitely large second photon cloud of density
nγ,2(γγ, θ, ϕ) therefore corresponds to

NppBW =

∫
γγ,1

dNγ,1

dγγ,1

[
1− exp

(∫
T

dNppBW

dt
dt

)]
dγγ,1 (4.4)

Here, we have only considered inter-beam collisions. In the Universe, the photon-
photon Breit-Wheeler process concerns the high-energy photons (up to 106 MeV)
propagating in the intergalactic thermal photon bath of energy density less than a
few eV per m3, corresponding to an average photon energy 〈εγ〉 ∼ 10−3 eV (Nik-
ishov (1964); Gould and Schréder (1966)). The galactic bath can be modeled as a

Planck distribution nγ(γγ) =
(
γ2
γm

2c/π2~3
) (
eγγmc

2/T − 1
)−1

where T is the black-

body photon gas temperature. A similar laser-driven scenario involving the interac-
tion of high-energy photons with a Planckian photon distribution has been proposed
by Pike et al. (2014) (see also Thomas (2014) and Introduction).

From Eq 4.3, we can estimate the optical depth of a photon traveling in a photon
gas at the critical density nγ = nc. The function is plotted in Fig. 4.1 as a function
of the parameter s (see Eq. 4.2). It shows that the probability for two photons to
decay into a pair is maximized for s = 2 and is not possible for s ≤ 1. This means
for instance that in a direct collision (α = π), if a photon is at twice the electron
rest mass energy, the other should be at least at the electron rest mass energy and
at twice this energy for the highest probability. However, because of a very large
optical depth (> 102 meters), even in a dense photon bath (nγ ∼ nc), this process
is usually dominated by other pair creation mechanisms (shown in the next sections
for the generation of pairs in a strong field and in chapter 5 for the generation of
pairs in the matter) and is difficult to observe.
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Figure 4.2: Feynman diagram of the multiphoton Breit-Wheeler pair creation

4.3 The multiphoton Breit-Wheeler process

4.3.1 Presentation of the cross sections

The theoretical formalism is similar to the nonlinear Compton Scattering and can
be found in many papers (Reiss, 1962; Nikishov and Ritus, 1964, 1967; Erber, 1966;
Ritus, 1985; Ruffini et al., 2010; Landau and Lifshitz, 2012). The significance of
QED processes on a photon propagating in an electromagnetic field is given by the
Lorentz invariant χγ already defined in (2.2):

χγ =
γγ
Es
|E⊥ + c×B| (4.5)

where E⊥ is the electric field orthogonal to the photon propagation direction and B
the magnetic field. Here, γγ = εγ/mec

2 is both the Lorentz factor and the normalized
energy of the photon. As for the nonlinear Compton scattering, assumptions 1 and 2
remain necessary, the field should be considered uniform and quasistatic during the
process and the field much weaker than the Schwinger limit (1� a0 � eEs/meωc).

The energy distribution of the production rate of pairs by a hard photon is

dNnBW

dχedt
=

αfm
2
ec

4

π
√

3~εγχγ

∫ +∞

x

√
sK1/3

(
2

3
s3/2

)
ds−

((
2− χγx3/2

)
K2/3

(
2

3
x3/2

))
(4.6)

where x = (χγ/χe+χe−)2/3. The parameters χe− and χe+ are the respective Lorentz
invariant of the electron and the positron after pair creation. One has χe+ = χγ −
χe− and εe = εeχe/χγ, χe denotes interchangeably χe− or χe+ . Function (4.6) is
symmetric in χe.

The total production rate of pairs can be put in the form

dNnBW

dt
=
αfm

2
ec

4

~εγ
χγTnBW (χγ) (4.7)

where the auxiliary dimensionless function TnBW (χγ) can be written

TnBW (χe, χγ) =
1

π
√

3χ2
γ

∫ +∞

0

∫ +∞

x

√
sK1/3

(
2

3
s3/2

)
ds−

((
2− χγx3/2

)
K2/3

(
2

3
x3/2

))
dχe.(4.8)
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Figure 4.3: (a) - Normalized pair creation energy distribution given by Eq. 4.6.
(b) - Normalized total pair production distribution. The blue curve is a plot of Eq.
4.7. The red one is the Erber approximation given by Eq. 4.9. Black curves are
asymptotic approximations.

An alternative approximate expression of the function TnBW has been proposed by
Erber (1966)

TnBW (χγ) =
0.16

χγ
K2

1/3

(
4

3χγ

)
. (4.9)

The function (4.8) presents the following asymptotic forms

TnBW (χγ) ∼
{

exp (−8/3χγ) if χγ � 1

0.38χ
−1/3
γ if χγ � 1

(4.10)

A photon of energy γγ traveling in a constant electric field E0 has a Lorentz
parameter equal to χγ = γγE0/Es. For a field of amplitude a0 = 500, the energy
distribution rate of pair creation is plotted in Fig. 4.3 as a function of χγ. The
symmetry of the distribution with respect to χe/χγ = 1/2 is clearly seen in Fig.
4.3a. The maximum probability corresponds to equal electron-positron energies χ+

e =
χ−e = χγ/2. The energy dispersion increases with χγ.

The total pair production rate is displayed in Fig. 4.3b comparing Eq. (4.8), Eq.
(4.9) and asymptotic formula (4.10). The probability of pair production peaks at
χγ ∼ 10. It rapidly drops below χ ≤ 1 and much more slowly beyond χγ ∼ 100.

4.3.2 Estimation of pair production in laser-matter interac-
tion

Let us now estimate the pair production rate during the interaction of an electron
with an intense laser field, similarly to what has been done in Bell and Kirk (2008).
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We first consider an electron of total energy γe−mec
2 propagating in the opposite

direction of the laser field (along the x direction). We neglect the transverse oscil-
lation of the electron (py = pz = 0) and we average the laser field over a period for
the calculation of the quantum parameter. The laser is considered linearly polarized.
Pair cascading, i.e. the possibility for pairs to induce new pairs, is here neglected.
The electron quantum parameter is

χe− =
γe−E0√

2Es
=
γe−meω0ca0

e
√

2Es
(4.11)

where E0 = cB0 is the electric field amplitude (B0 the magnetic field amplitude) and
a0 the normalized laser field. The number of of γ-photons created per laser period
T is

Nγ,γ>2 =

∫ T

0

∫ +∞

2

dNγ

dγγdt
dγγdt (4.12)

∼ dNγ

dt
(〈χγ〉)T (4.13)

where 〈χγ〉 is the average photon quantum parameter which can be calculated via the
photon energy at the maximum of the classical power spectrum 〈γγ〉 ∼ 0.3~ωcr/(me−c

2).
In our case, we prefer using the quantum-corrected function given in section 2.1. The
probability for γ-photons to decay into a pair during a laser period can be approxi-
mated by

κγ(χγ) = 1− exp

∫ T

0

dNnBW

dt
dt ∼ 1− exp

(
−
〈dNnBW

dt

〉
T

)
(4.14)

As a consequence, the total production of pairs by an electron is equal to

NnBW =

∫ T

0

∫ +∞

2

dNγ

dγγdt
κγ(χγ)dγγ (4.15)

∼ 〈Nγ,γ>2〉κγ(〈χγ〉) (4.16)

Here, the total pair production is calculated from numerical integration of the full
cross-sections. The electron quantum parameter and the number of emitted γ-
photons are shown in Fig. 4.4. The maximum intensity of the upcoming Apollon
laser, I ' 1023 Wcm−2, is indicated by the red dashed line. Figure 4.4b shows that
the production of γ-photons required for pair production increases with the laser
intensity. In the limit of the laser Apollon, we predict a production rate of 10 γ-
photons during a laser period. For multi-GeV photons, the number of produced
photons can slightly decrease compared to the lower electron energies: fewer pho-
tons are emitted with higher individual energies. The average total radiated energy
εrad ∼ PradT divided by the initial electron energy is shown in Fig. 4.5a. The photon
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Figure 4.4: (a) Approximated electron quantum parameter χe− as a function of the
laser intensity and the electron energy. (b) Number of photons of energy up to 1
MeV produced during a laser period by an electron. The red dashed line corresponds
to the expected maximum intensity of the Apollon laser.

Figure 4.5: (a) - Radiated energy during a laser period for a single electron. (b) -
Photon energy at the maximum of the radiated spectrum εγ,εmax .

energy at the maximum of the energy spectrum is in Fig. 4.5b. Finally, the pair pro-
duction rate for an electron during a laser period is given in Fig. 4.6. According to
this simple modeling, in this regime, the pair yield per electron per laser wavelength
shows that an efficient production requires both a GeV electron and an intensity
above 1023 Wcm−2. Under these conditions of energy and intensities, an electron
will produce less than a pair during a laser period. With a higher intensity or a
higher electron energy, several pairs can emerge per electron so that the final gener-
ated electron-positron pair plasma is almost neutral. Furthermore, in this regime of
interaction, the pair cascading may significantly enhance the total yield.

For laser intensities under 1021 Wcm−2, the experimental observation of the non-
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Figure 4.6: (a) - Number of nonlinear Breit-Wheeler pair produced per laser period
by a single electron.

linear Breit-Wheeler process requires electron beam energies above several tens of
GeV. On the forthcoming high-power laser facilities, the nonlinear Breit-Wheeler
pair creation will be achievable provided GeV electron can be generated (Fig. 4.6).
An all-optical scheme, based on laser wakefield acceleration (LWFA), will be studied
in Chapter 8.

This scenario is not the only one considered. The nonlinear Breit-Wheeler may be
accessible at lower intensities using multiple laser beams. In Wu and Xue (2014), the
collision of a probe photon with a low and a high-frequency plane wave at intensity
1018 Wcm−2 propagating in the same direction is considered.

4.4 Electromagnetic Trident pair production

The electromagnetic Trident process is the direct e−e+ pair emission by an accel-
erated electron in an electromagnetic field through a virtual photon (e′ + nω0 →
e− + e+ + e′). This process can be seen as the combination of the Compton emis-
sion of a high-frequency photon and its conversion into a pair via the multiphoton
Breit-Wheeler mechanism. The Trident pair production rate can be estimated on
the basis of the Fermi-Weizsäcker-Williams approximation depending on the electron
quantum parameter χe− (Erber (1966))

dN±T
dt

=
0.32

π

mc2

~
α2
fχe−S(χe−). (4.17)

The integral function S is given by

S(χ) =

∫ +∞

0

u−2W (u/χ)K2
1/3(4/3u). (4.18)
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Figure 4.7: (a) - Trident pair production rate as a function of the laser intensity I
and the electron energy γe− . (b) - Comparison of the Trident and the Breit-Wheeler
production rates.

where

W (x) = xK0(x)K1(x)−
(
x2/2

) [
K2

1(x)−K2
0(x)

]
, (4.19)

Kα being a modified Bessel function of the second kind of order α.

In a constant magnetic or electric field, the quantum parameter simply becomes
χe− ∼

γe−E

Es
∼ γe−cB

Es
∼ γe−a0×2.46×10−6, directly proportional to the field amplitude

and the particle energy. The Trident pair production rate in a constant electric field
of amplitude a0 by an electron of energy γe− is displayed in Fig. 4.7.

The relative efficiency of the Trident and the nonlinear Breit-Wheeler processes
can be estimated from their limiting expression in χe− . We first remark that the
Trident process is of second order in αf (since a virtual photon is involved). The
Trident pair production rate becomes in the limits of χ

S(χ) ∼
{

(π5/2/16)(3χ)1/4 exp
(
−8/(3χ)−1/2

)
if χγ � 1

(π2/2) lnχ if χγ � 1
(4.20)

One can check that the approximation for χ � 1 is still in a good agreement with
the cross sections when χ approaches unity. When χ � 1, the multiphoton Breit-
Wheeler pair production rate decreases faster than the electromagnetic Trident so
that the latter can be dominant. When χ � 1, the Trident rises logarithmically
whereas the Breit-Wheeler slowly decreases again (see Fig. 4.3). The Trident can be
therefore dominant again in the extreme regimes of interaction.

One can also compare the efficiency of the electromagnetic Trident with the
Compton-emission and the nonlinear Breit-Wheeler process from a similar electron
initial state. The number of pairs per laser periods via the Trident process is equal
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to

NT =

∫ T

0

dNT

dt
∼ dNT

dt
(γe−)T (4.21)

Here, we make the assumption that T is sufficiently short not to affect the electron
energy during the emission which is a strong hypothesis for GeV electrons. Again,
pair cascading is neglected.

The ratio between the electromagnetic Trident and the nonlinear Breit-Wheeler
pair production during a laser period is shown in Fig. 4.7b. The Trident process
dominates the pair production for ε[GeV] ≤ −0.27(I22)−0.0074. This is simply due to
the fact that the nonlinear Compton scattering does not produce sufficiently ener-
getic photons γγ ≤ γe− − 1 which are therefore converted with difficulty into pairs
via the multiphoton Breit-Wheeler, even if χe− approaches unity. Nonetheless, Fig.
4.7a shows that the Trident production rate of pairs is relatively small even when
this mechanism dominates. In our domain of interest, χ ∼ 1, γ ∼ a0, the multipho-
ton Breit-wheeler pair production rate is three orders of magnitude larger than the
Trident’s.

4.5 Pair annihilation

4.5.1 Pair annihilation in a pair plasma

Pair annihilation is the process of positron-electron recombination into one or several
photons. It can be shown that the two-photon process is the most likely (Heitler
(1954)) for given particle energies (for instance, the three-photon pair annihilation
is 370 times lower than the two-photon process).

The two-photon pair annihilation cross section has been calculated from quan-
tum theory solving the Dirac wave equation with linear perturbation (Dirac (1930);
Svensson (1982); Ruffini et al. (2010); Landau and Lifshitz (2012); Heitler (1954)).

Let us consider the collision between a positron and an electron with respective
normalized velocities βe+ and βe− . In the center of momentum frame (COM) of the
two particles, the total annihilation cross section depends on the COM frame velocity
β∗ = v∗/c

σAn,∗ =
πr2

e

4γ2
∗β∗

(
3− β4

∗
β∗

log
1 + β∗
1− β∗

− 2
(
2− β2

∗
))
. (4.22)

The cross section is a diminishing function of the colliding velocity. For relativistic
velocities, it becomes

σ∗ =
πr2

e

4γ2
∗β∗

(2 log 2γ∗ − 2). (4.23)

64



4.5. PAIR ANNIHILATION

In the laboratory frame, the annihilation probability per time unit for a positron
(or an electron) traveling in an electron (positron) cloud of density distribution
ne−f(pe−) writes

dNAn

dt
(γe+) =

∫∫
ne−f(pe−)

γ2
∗

γe+γe−
2β∗cσ∗(β∗)dpe− (4.24)

= ne−

∫
γe−∈[1,+∞]

∫
Ω

f(pe−)
γ2
∗

γe+γe−
2β∗cσ∗(β∗)dΩ (4.25)

where 2γ2
∗ − 1 = γ+γ− (1− β+β− cos θ), dΩ = sin θdθdφ and pe− is the electron

momentum. For an isotropic distribution, it becomes

dNAn

dt
(γe+) = 4πne−

∫
γe−∈[1,+∞]

f(γe−)dγe−

∫ π

0

γ2
∗

γe+γe−
β∗cσ∗(β∗) sin θdθ(4.26)

where θ is the angle between the two particles propagation direction in the collision
plane. It can be written dN

dt
= n−〈vσ〉 where 〈vσ〉 is the distribution average reaction

rate.
In the collision with a mono-energetic unidirectional electron beam, the proba-

bility per unit of time simply becomes

dNAn

dt
(γe+ , γe−) = ne−

γ2
∗

γe+γe−
2β∗cσ∗(β∗) (4.27)

In the case of a head-on collision (θ = π, giving the highest annihilation rate), Fig.
4.8 shows, using Eq. 4.27 the evolution of the positron expected lifespan in a cloud
of electrons at the critical density ne− = nc. The lifespan in this case is directly pro-
portional. The annihilation probability increases with decreasing electron-positron
energies. In the non-relativistic limit, one has 〈vσ〉 ∼ cπr2

e . For a density of ne− = nc,
the positron has thus a characteristic lifetime of several hundreds of nanoseconds,
which is much larger than the femtosecond/picosecond time scale of ultra-intense
laser experiments.

For a cloud of electrons (positrons) characterized by a Maxwell-Jüttner distribu-
tion,

f =
1

TK2 (1/T±)
γ2β exp (−γ/T±) (4.28)

Figure 4.8c shows the average optical depth for pair annihilation for an incident
positron (incident electron) as a function of the positron energy γe+ and the cloud
temperature T±. The dashed lines correspond to the case of a head-on collision with
a mono-directional plasma of energy γ = T±. As expected the annihilation distance
increases with the particle energy and the plasma temperature. The annihilation
distance in a Maxwellian cloud is slightly longer than the mono-energetic case.
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Figure 4.8: (a) - Lifespan of a positron of energy γe+ propagating in a mono-energetic
cloud of electrons at γe− at the critical density ne− = nc. (b) - Optical depth (m)
to pair annihilation in hydrogen, aluminium, copper and silver. (c) - Annihila-
tion distance (optical depth) of a positron propagating in a Maxwellian plasma at
temperature T± = 1, 10, 100mec

2. The dashed lines correspond to the case of the
head-on collision of a particle with a counter-streaming cloud of electrons with en-
ergy γe− = Te− . (d) - Annihilation rate in µm−3fs−1 inside a Maxwellian pair plasma
of temperature ratio Te+/Te− = 1, 10, 100. Again, the dashed line corresponds to the
collision of two mono-directional counter-streaming pair plasmas at similar energy
γ = T±. The dotted line corresponds to the collision with an angle of 0.01 rad of two
beams of energy γ = T±.

In a thermalized and isotropized pair plasma of temperatures Te− and Te+ re-
spectively for the electrons and the positrons, at the density ne− = ne+ = nc ∼
1.1× 1027 m−3 for λ = 1 µm, the pair annihilation rate per unit volume is

dnAn
dt

(Te− , Te+) = 4πne−ne+

∫ +∞

1

f(γe−)dγe−

∫ +∞

1

f(γe+)dγe+

∫ 1

−1

γ2
∗

γe+γe−
β∗cσ∗(β∗)dµ(4.29)

where µ = cos θ. Using numerical integration, we plot dnAn/dt in Fig. 4.8d for
different temperature ratios between the electrons and the positrons. For comparison,
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the dashed line corresponds to the collision of two counter-streaming mono-energetic
pair plasmas at the critical density with energy γe± = Te± . All curves show a rapid
decrease of the annihilation rate with the temperature. The head-on collision has
the highest annihilation rate. For the relativistic-temperature case, we are interested
in, the annihilation rate is below 1 event per µm3 per fs, so that it can be neglected.

4.5.2 Pair annihilation in the matter

Pair annihilation can also happen with atomic electrons. W. Heitler has given a
simple approximation considering the Dirac cross section (Heitler (1954) (p. 268-
275) and Geant4 (2012); Nelson et al. (1985)). Each atom is composed of Z electrons
at rest so that the probability for a positron to be annihilated in a given material of
atom density nα and atomic number Zα is given by

dNAn

dt
= σAn (γe− = 1)nαZαve+ (4.30)

= nαZαπr
2
ec

√
γe+ − 1

γe+
√
γe+ + 1

[
γ2
e+ + 4γe+ + 1

γ2
e+ − 1

log

(
γe+ +

√
γ2
e+ − 1

)
− γe+ + 3√

γ2
e+ − 1

]
(4.31)

where σAn (γe− = 1) is the Dirac cross-section for an electron at rest. The effect of
the Coulomb field is neglected. The optical depth to pair annihilation in hydrogen,
aluminium, copper and silver are plotted in Fig. 4.8b. The optical depth increases
with the particle energy. A positron of γe+ ∼ 102 will travel 30 meters before
being annihilated in copper whereas in hydrogen, the distance is of around 1500
meters. For non-relativistic positrons, the distance is of few millimeters in copper
to few centimeters in hydrogen. The annihilation should have an effect in the case
of extremely dense high-Z materials of mm-scale thickness in the non-relativistic
regimes which can be the case in Bethe-Heitler experiment of pair production with
lasers.
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Chapter 5

Pair production in matter

In matter, pair creation occurs when high-energy photons interact with the field
around a nucleus (γ+Z → e−+e+ +Z). This process is referred to as Bethe-Heitler
(BH) pair production. Pair production is also possible in the field of an electron
(γ + e− → e− + e+ + e−) and this process is called Triplet production, incoherent
pair production or pair production with excitation or ionization (when the collision
happens with a bound electron). Pair production can also arise directly from the
collision of an electron with a nuclei via the so-called Trident process (e− + Z →
e− + e+ + e− + Z (in contrast to the previously discussed electromagnetic Trident
process). A thorough review on pair production in matter can be found in Hubbell
(006a).

5.1 Bethe-Heitler pair production

First calculations of the Bethe-Heitler pair production were made after the discovery
of the positron by C. D. Anderson (Nishina and Tomonaga (1933); Oppenheimer and
Plesset (1933); Heitler and Sauter (1933)). As for the Bremsstrahlung, the calculation
of the Bethe-Heitler cross section can be made in the Born approximation (Bethe
and Heitler (1934)), where the wave functions of the created positron and electron
are calculated to first order. The Born approximation is valid provided

2π
Ze2

~ve−
� 1 2π

Ze2

~ve+
� 1 (5.1)

In other words, the Born approximation is adapted to low Z material and high-energy
particles. In practice, the Born approximation constitutes a good approximation
even for higher Z materials. In the contrary case, exact calculations or partial wave
functions should be considered. In Motz et al. (1969), the authors make a complete
inventory of the various analytical Bethe-Heitler and Trident cross sections before
1969. Born approximation and exact calculations are considered, in the classical and
relativistic regime, with and without screening, for large and small recoil angle, with
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and without atomic excitation, with and without photon polarization. In our case,
the atomic excitation and the polarization is not taken into account. We suppose
that the recoil energy of the target particle is negligible.

The photon should carry sufficient energy to be converted into a pair. The thresh-
old is given from energy and momentum conservation in the center of mass frame of
the collision so that

γγ > 2 (1 +me−/mn) ∼ 2 (5.2)

where mn is the nucleus mass. The maximum recoil for the positron or the electron
corresponds to (Motz et al. (1969))

cos(θmax) =
2

pγ

√
1 + pγ (me/mn). (5.3)

When pγ � 1, θmax tends to π/2. The minimum momentum transfer to the nucleus
corresponds to

pn,min =
√
p2
± + p2

γ − 2p±pγ cos θ± −
√

(pγ − γ±)2 − 1. (5.4)

As for the Bremsstrahlung we consider rmax = ~/pn,min as the impact factor which
enables us to quantify the importance of the screening. The evolution of the impact
factor as a function of the photon energy and the recoil angle is shown in Fig. 5.1
for Silver and for two different positron energies γe+ = 0.1γγ and 0.9γγ. For a given
recoil angle, the rmax function has the shape of a bell. As the positron (or electron)
recoil angle decreases (θ → 0), the position in photon energy and the value of the
maximum increase. The solid black line corresponds to the contour of the Thomas-
Fermi radius lTF . Impact factors above lTF correspond to interaction cases where
screening by the bound electrons has to be taken into account. The dashed line
corresponds to the Debye length for T = 1 eV. We can see that the Debye screening
is significant only for the creation of highly collimated pairs and for photons of high
energies γγ > 103. The dotted line plots the maximal recoil angle.

5.1.1 Cross section differential in energy

The relativistic Bethe-Heitler energy-differential cross section for an arbitrary screen-
ing in the Born approximation is taken from Motz et al. (1969). This formula is
equivalent to the Bremsstrahlung cross-section (inverse process) Eq. 3.29 in Chapter
3. This cross-section, that we name σBH−RE, can be written

dσBH−RE
dγe+

=
4Z2r2

eαf
γ3
γ

[(
γ2
e+ + γ2

e−

)
(1 + I1) +

2

3
γe+γe−

(
I2 +

5

6

)]
(5.5)
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Figure 5.1: Colormaps of the impact factor rmax in silver as a function of the photon
energy γγ and the positron emission angle θ for positron energy γe+ = 0.1γγ and
0.9γγ. The solid black line corresponds to the Thomas-Fermi radius, the dashed line
to the Debye length for T = 1eV and the point line to the maximal angle θmax.

where the integral function I1 and I2 are defined similarly to the Bremsstrahlung
case

I1 =

∫ 1

δ

(u− δ)2 (1− F (u))2

u3
du (5.6)

I2 =

∫ 1

δ

(
u3 − 6δ2u ln

u

δ
+ 3δ2u− 4δ3

)(1− F (u, Z)

u2

)2

du. (5.7)

Here, δ = γγ/(2γe−γe+) where γe− and γe+ are respectively the electron and the
positron energies.

Using the Wentzel-Yukawa potential, I1 and I2 have exact solutions (see section
3.2.2, Eqs. 3.36 and 3.37). We can also include the Debye potential using Eq. 3.6
and use the same reduced solution as for the Bremsstrahlung. In this case, the
cross-section with the reduced length lr will be referred to as σBH−R.

The behavior of the Bethe-Heitler energy-differential cross sections is shown in
Fig. 5.2 for different photon energies (10 MeV, 100 MeV and 1000 MeV) and plasma
temperatures in silver (Z = 47). The degree of ionization for each considered tem-
perature is given in section 3.1 in Tab. 3.1. The curves are perfectly symmetric
with respect to γe−/γγ = 1/2. The cross section has a plateau-like shape centered
on γe+/γe− = 1/2 of height (respectively width) decreasing (respectively increasing)
with rising photon energy. At high photon energy (1000 MeV), the plateau extends
from γe+ → 1 and γe+ → γγ−1. Ionization tends to increase the cross section leading
to variations of a few % at 10 MeV up to ∼ 60 % at 1000 MeV.

The total cross-section for the reduced case is calculated by numerical integration.
The result is shown in Figs 5.3 for aluminium and silver for the neutral (red line)
and the fully ionized (orange line) cases. The results are compared with the Bethe-
Heitler Coulomb screened point nucleus cross-section for extreme-relativistic energies
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Figure 5.2: Cross-section differential in positron energy for three photon energies 10
MeV (a) 100 MeV (b) and 1000 MeV (c). The solid lines correspond to the cross-
section dσBH−REγe+

and the dashed lines to dσBH−rγe+
for different plasma temperatures

T .

Figure 5.3: Total cross sections using (3D-0003 in Motz et al. (1969)) the screened
point nucleus for extreme-relativistic energies from Bethe and Heitler (blue line),
using the numerical calculations of Hubbell (Hubbell et al. (1980)) (green markers)
and using the reduced cross-section for the minimal (red line) and the maximal
(orange line) ionization rate for aluminium (Z=13, left) and silver (Z=47, right).

(3D-0003 in Motz et al. (1969)) and the results obtained numerically in Hubbell
et al. (1980), Hubbell (006b) and Hubbell (006a). Hubbell has tabulated the cross-
section for energies between 1 and 100 MeV and for Z between 1 and 100 mixing
different approximations and different corrections (see references). The curves first
demonstrate that the probability to decay into pairs increases with the photon energy.
In the region γγ < 100, the reduced cross-section overestimates the results obtained
by Hubbell and the screened point nucleus cross-section is clearly not adapted and
falls down rapidly. The ionization degree, in this region, has no impact on the cross-
sections. In the high-energy limit γγ > 100, the cross section rises with Z∗. In this
region, the reduced cross-section with Z∗ = 0 closely matches the results of Hubbell.
With Z∗ = 13, the reduced cross section approaches the screened point nucleus cross
section.
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Figure 5.4: Estimation of the optical depth to pair generation in different materials
(hydrogen (Z=1), aluminium (Z=13), copper (Z=26), silver (Z=47)) as a function
of the photon energy.

The optical depth to pair decay is given by

LBH = (σBHnα)−1 =

(
σBH

ραNA

Aα

)−1

(5.8)

where nα is the material number density (in m−3), ρα the mass density, A the relative
atomic mass and NA the Avogadro number. The optical depth in different neutral
(Z∗ = 0) materials including hydrogen, aluminium, copper and silver is plotted in
Fig 5.4. As expected, the lower the photon energy, the lower the cross-section and the
longer the optical depth. The ratio between the cross section in a given material and
that in hydrogen is equal to 0.09Z2ρα/Aα and this can be checked on the numerical
calculations of the optical depth, Coulomb screening having a weak impact on the
optical depth. A photon of energy 10 MeV will require 102 m of hydrogen and 5 cm
of silver to decay into pairs.

As for the Bremsstrahlung emission, these results demonstrate that in laboratory
experiments of pair generation via the Bethe-Heitler mechanism, dense and high-Z
targets (silver, gold) of thickness ranging from several millimeters to several centime-
ters are needed to get significant pair yield.

5.2 Triplet pair production

As already described, the Triplet pair production occurs in the collision of a photon
with an electron. The Triplet pair production has a higher photon energy threshold
of 4 mec

2 contrary to the threshold of 2 mec
2 for the Bethe-Heitler mechanism. Ex-

haustive reviews on this mechanism have been published by Motz et al. (1969) and
Hubbell et al. (1980). In addition to screening effects, the Triplet mechanism is af-
fected by the photon-electron interaction (the secondary electrons gain energy during
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Figure 5.5: Total cross-section for the triplet pair production taken from the
numerically-calculated values of Haug and for the Bethe-Heitler cross-section in hy-
drogen from the numerical results of Hubbell.

the collision process or Compton scattering, negligible at high photon energy), the
exchange effect from the two electrons (negligible at high photon energy), retardation
and radiative correction effects. The first calculations of the cross sections (neglect-
ing screening) were performed by Ghizzetti (1947), Borsellino (1947)) (more accurate
at high energy γγ > 16) and Votruba (1948) (valid near the threshold, taking into
account γ − e− interaction, exchange and retardation). Numerical calculations were
made by Mork (1967) who proposed a correction to the Borsellino-Ghizzetti cross
section at intermediate energies 4 < γγ < 16. Later, Haug (1975) performed numer-
ical calculations without the screening effects for energies γγ ranging from 4 to 5000
mec

2. The Triplet cross section is approximately Z2 times lower than the Bethe-
Heitler cross section. Nonetheless, the probability for pair creation also depends on
the electron density Z times higher that the ion density, which is consequently only
Z times lower than the Bethe-Heitler probability. In a low-Z materials, the Triplet
process can therefore approach the production rate of the Bethe-Heitler. The results
obtained by E. Haug are drawn in Fig. 5.5 and compared to the Bethe-Heitler cross
section in hydrogen. The Bethe-Heitler cross section for hydrogen is of the same
order of magnitude as the Trident for energies up to 10 MeV. Moreover, the Triplet
pair production appears higher for energies up to 200 MeV. In astrophysics, both
mechanisms can contribute to limiting the propagation of high-energy photons. In
hot astrophysical plasmas (with a temperature close to 500 keV) the Triplet pair
production could dominate the Bethe-Heitler process (Haug (2004)).

In order to take into account screening effects and drawing upon the Bethe-Heitler
formalism in the Born approximation, Wheeler and Lamb derived a cross section valid
for high-energies using the incoherent scattering function (see Hubbell et al. (1975))
calculated by Heisenberg (1931) and Bewilogua (1931). Hubbell et al. proposed a
correction factor usable with the results of Haug. Numeral estimates show that the
screening factor does not modify the unscreened cross-section by more that an order
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of magnitude. The screening effects are significant at high photon energies and in
high-Z materials. Other formulations which extend Borsellino’s energy differential
cross section have also been proposed (Jost et al. (1950)).

5.3 Trident pair production in matter

The direct production of pairs from an electron interacting with the Coulomb field
of a nucleus is referred to as the Trident. The Trident cross section was first calcu-
lated by Bhabha (1935). In this paper, the author considered the collision of two
arbitrary particles of charge Z1e and Z2e. The collision of an electron with a nucleus
is therefore just a particular case. The cross sections were calculated in the Born
approximation in which the particle interaction is treated as a perturbation. J. H.
Bhabha derived both the total and the pair energy-differential cross sections in dif-
ferent regimes of interaction, depending on the properties of the incident particle and
the final energy of the pair (close to mec

2, the case of a heavy initial particle) and
the screening effects. Calculated using the Thomas-Fermi approximation, screening
effects were found to be negligible for a non-relativistic generated pair and for a
relativistic incident electron when

γe+γe−

(γe+ + γe−)
� 1

2αf
Z−1/2mec

2. (5.9)

However, Bhabha’s formula suffers from a lack of accuracy hardly assessable due to
different approximations (Shearer et al. (1973)). In this paper, the cross section near
threshold was numerically evaluated to obtain a more accurate fitting expression.
Using a different approximation, Murota et al. (1956) derived an other form for
the cross sections in the relativistic case. More recently, Gryaznykh et al. (1998)
computed a fitting approximation using the calculation of Băıer and Fadin (1971)
valid between the threshold values of 2mec

2 and 200mec
2 without screening effects:

σTr = 5.22× 10−34Z2 log3

(
2.3 + (γe+,i − 1)mec

2

3.52

)
(5.10)

where γe−,i is the incident electron energy. In this process, the incident electron
should have an energy above 3mec

2 . They also provide an approximation for the
generated positron average energy

〈γe+〉 ∼ (γe+,i − 1)

(
1

3
− 0.0565 log

(
γe+,i − 1

3me−c3

))
. (5.11)

The total cross section, Eq. 5.10, is plotted in Fig. 5.6 for aluminium and silver as a
function of the incident electron energy The Trident is compared to the Bethe-Heitler
(Eq. 5.5) in section 5.1 with a Wentzel-Yukawa screening potential. In the latter
case, the abscissa refers to the incident photon energy γγ. The Bethe-Heitler cross
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Figure 5.6: Total cross-section for the Trident pair production σTr (solid line) as a
function of the normalized incident kinetic electron energy γe− − 1 for aluminium
(Z=13, blue) and silver (Z=47, red). The Trident cross sections are compared to the
Bethe-Heitler without Debye screening (dashed line).

section is larger by 3 orders of magnitude, yet the two mechanisms cannot be directly
compared since the Bethe-Heitler efficiency actually depends on the high-frequency
photon yield. A meaningful comparison can only be made by describing the photon
production in specific configurations.

A common laser-matter configuration is the irradiation of high-Z targets of hun-
dred of micrometers to several millimeters thickness at laser intensities from 1018

to 1021 Wcm−2. The laser interaction generates hot electrons with energies above
the MeV level which propagate through the target to the read side and generate
Bremsstrahlung photons. The γ-photons can then generate pairs via the Bethe-
Heitler process. The electrostatic confinement of most of the hot electrons enhances
the Bremsstrahlung losses and the resulting pair production. In this configuration,
the pairs can also be generated via the Trident directly from the hot electrons. Usu-
ally, high-Z targets with optimal Z2ni ratios are selected to maximize these effects.
This configuration has been explored by several groups as a new source of positrons
(Becker (1991); Gryaznykh et al. (1998); Gahn et al. (2000, 2002)). In Myatt et al.
(2009), pair production both from the Trident and Bethe-Heitler conversion of the
Bremsstrahlung photons is analyzed for different target thicknesses and laser inten-
sities. By modeling the hot electrons as a Maxwellian of temperature given in the
scalings of Wilks et al. (1992) or Beg et al. (1997), it is found that Trident process
may dominate pair production in thin (< 20 µm) gold foils (Z = 79) irradiated by
a kJ-class laser. In thin foils, the electron refluxing can increase the Bremsstrahlung
emission and therefore enhance the Bethe-Heitler pair yield efficiency.

The possibility to generate pair plasmas with thick-foil irradiation has been stud-
ied experimentally in different campaigns by Chen et al. (Chen et al. (2009, 2011,
2015)). The experiments have been carried out on different laser facilities including
Titan, Orion and Omega EP with intensities ranging from 1018 to 1020 Wcm−2.
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Millimeter thick gold foils were used so that Bremsstrahlung and Bethe-Heitler pair
production were the dominant processes. Pair flows were obtained composed of 1010

to 1012 positrons with a maximal density close to 1013 cm−3 on target.
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Chapter 6

The Particle-In-Cell description
for the numerical simulation of
laser-plasma interaction

6.1 Modeling Plasma Physics

The most basic method to solve the behavior of a plasma would require to follow the
trajectory of each particle of a studied system and their interaction with the particles
nearby in the Debye sphere. With more than 106 particles in a volume of 1 µm−3 in
a simple hydrogen plasma (at nc = 0.001nc), and more than 1011 in a solid target, we
rapidly understand that such a method is not feasible due to its computation cost.

In the kinetic description offered by the Vlasov equations, the distribution func-
tion fα(t,x,vα) is used to describe the amount of charged particles of species α, mass
mα and charge qα having the velocity vα at the position x and time t. In a plasma,
the charged particles move under the effect of the Lorentz force F = qα (E + v ×B)
where E and B are respectively the electric and the magnetic field seen by the par-
ticle. Considering particles of species α, the Vlasov equation is usually expressed as
follows

∂fα
∂t

+ vα · ∇fα + F · ∂f
∂pα

= gα(t). (6.1)

For a collision-less plasma, the term g(t) is reduced to zero. To generalize the
motion of the particles in the relativistic case, we introduce the Lorentz factor

γα =
√

1 + p2α
m2
αc

2 so that vα = pα
mαγα

.

To describe entirely the electromagnetic interaction occurring between the charged
particles of the plasma, the Vlasov kinetic equation needs to be coupled with the
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Maxwell equations

∇×B = µ0j +
1

c2

∂E

∂t
(6.2)

∇× E = −∂B

∂t
(6.3)

∇ · E =
ρ

ε0

(6.4)

∇ ·B = 0 (6.5)

with ρ the charge density and j the current density vector.
Integrating the Vlasov equation leads to the plasma fluid description and the

magneto-hydrodynamics equations. Fluids are then described by the momenta: the
density, the local mean velocity u and the pressure p. The first order momentum
equation corresponds to the continuity equation describing the local charge conser-
vation in the plasma

∂ρ

∂t
+∇ · (ρu) = 0. (6.6)

The second momentum equation describes the motion of the fluid

∂tp + u · ∇p = q (E + u×B) . (6.7)

In laser-matter interaction, a kinetic approach is required to describe correctly the
dominant collective and relativistic effects. The direct calculation of the Vlasov
equation in 2D and 3D is numerically extremely expensive both in memory and in
computational power since they require to solve the distribution functions for every
species in every directions of the phase space (x, y, z, px, py, pz).

The Particle-In-Cell description, usually referred to as the PIC method, was first
imagined in the fifties in order to solve hydrodynamic problems (Harlow and Evans
(1955); Amsden (1969)). In plasma physics, Particle-In-Cell methods became popu-
lar in the sixties thanks to the work of pioneers as J. M. Dawson, O. Buneman, R.
W. Hockey and others (Dawson (1983); Buneman (1993); Hockney and Eastwood
(1988); Birdsall and Langdon (2005)). They revealed relatively easy to program, to
parallelize and particularly efficient in term of computational time to solve problems
of plasma physics in comparison with pure Eulerian resolutions. On the most power-
ful super-computers, 3D simulations are now accessible for some specific applications
(for short pulse interaction for instance with small targets or in dilute gas jets) and
is becoming more and more usual.

The Particle-in-Cell codes then proved to be well adapted to the simulation of
high-intensity laser-plasma interaction. The basic scheme of this method is com-
posed of a time loop of four steps. They are described in Fig. 6.1. First, the species
distribution fα(x,p) are discretized both in space and momentum into a finite num-
ber of pieces that are called super-particles (or macro-particles). The super-particles
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have a weight wp, some kinetic properties as for a classical particle vp, pp, a position
on the grid xp = (xp, yp, zp) and a shape factor S(x) that determines the spatial
profile of the particle. The sum of all the super-particles spatially allocated in the
whole domain of simulation enables to rebuild the distribution. Moreover, the initial
space-momentum distribution is considered to initialize the super-particle position
and momentum. The construction can be ordered or locally randomized. The super-
particles move in the domain depending on their momentum and the local fields
according to the relativistic motion equations as for a classical particle. This can be
demonstrated showing that a piece of distribution is conserved all along the charac-
teristics (x,p) (Drouin (2009)). This step is represented by the blue panel in Fig. 6.1
and is described in section 6.3. The initial electromagnetic field can be determined
using the Poisson equation (6.4) and the Maxwell-Faraday equation (6.3) from the
initial distributions.

The electromagnetic fields are solved using a spatial and time discretization of
the Maxwell equations. This step is represented by the green panel in Fig. 6.1 and
is further described in section 6.2.

In order to calculate the current induced by the movement of the super-particles
for the calculation of the fields, an interpolation technique is used depending on
the considered shape factor. This step constitutes the transfer of information from
the matter to the Maxwell grid shown via the orange panel in Fig. 6.1. Inversely,
the newly calculated fields have to be considered to push the particles to their next
positions. The fields from the Maxwell grid seen by the super-particles at their
positions are also determined by an interpolation technique depending on the shape
factor. This constitutes the last step in pink in Fig. 6.1. The interpolation is
described in section 6.4.

The Particle-In-Cell approach can be applied on a wide range of issues with its
basic form but also has the advantage to be quite easily enriched with many physical
models including the binary collision between particles, ionization processes, inelastic
collision (Bremsstrahlung) and recently quantum electrodynamics effects.

Among the most famous codes, we can quote Osiris developed by people from
the IST and UCLA (Fonseca et al. (2002)), Epoch an opensource code developed
at the University of Warwick that was one of the first to include radiative and QED
effects (Bennett (2015)), PIConGPU an opensource very-efficient code developed at
the Helmhotz Zentrum Dresden Rossendorf and optimized for GPU clusters (Burau
et al. (2010)), Warp, Remp, Tristan, Smilei, Picls, VLPL (Pukhov (1999)), Pi-
cante (Sgattoni et al. (2015)), LSP an hybrid PIC code, Aladyn (Benedetti et al.
(2008)), PICsar, VPIC (Bowers et al. (2008)), Vorpal (Nieter and Cary (2004)),
PSC (Ruhl (2005)), Ocean developped by R. Nuter at the laboratory CELIA
in Bordeaux, ELMIS (Gonoskov (2013)), Picador (Bastrakov et al. (2012)) and
CHIPIC (Zhou et al. (2009)).

Intense efforts have been made to optimize and parallelize the PIC scheme on
different kind of architectures including both GPUs (Hönig et al. (2010); Bastrakov
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Figure 6.1: The successive steps making up a classical PIC iteration.

et al. (2012)), CPUs (Bastrakov et al. (2012); Germaschewski et al. (2013), Fonseca
et al. (2013)) and more recently on the next generation of Intel MIC processors
(Nakashima (2015); Surmin et al. (2015)). Recent reviews on the PIC method can
be found in the literature (Tskhakaya et al. (2007)).

In this thesis, we use the PIC code Calder developed at the CEA, DAM, DIF
(Lefebvre et al. (2003)).
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6.2 The electromagnetic solver

6.2.1 The solver of K. Yee

Figure 6.2: The K. Yee cartesian discretization of the Maxwell equations.

Maxwell equations can be solved using a wide range of numerical methods. In the
field of laser-plasma interaction, many Particle-In-Cell codes have adopted the finite
difference time domain method of K. Yee (Yee et al. (1966)) due to the simplicity of
its implementation and its relative computational rapidity. As described in Fig. 6.2
for a Cartesian space discretization, fields are carefully decomposed and distributed
on the space grid (on the example, a three dimension grid) so that the partial space
derivative in the Maxwell Equation becomes centered differences. Electric field and
magnetic field are solved turn by turn every half time steps so that the partial time
derivatives are also centered differences. The discretization scheme is written

(∂tE)n+1/2 = c2 (∇×B− µ0J)n+1/2 (6.8)

(∂tB)n = − (∇× E)n . (6.9)

The time derivative is calculated at the first order so that

(∂tF)n+1/2 ≡ Fn+1 − Fn

∆t
(6.10)

The space operator ∇ is classically defined as follows

∇ = (∂x, ∂y, ∂z, ) . (6.11)

(6.12)

The partial space derivative is defined as

∂xFi+1/2,j,k = (Fi+1,j,k − Fi,j,k) /∆x (6.13)
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For a plane electromagnetic wave, the respect of the Courant-Friedrichs-Lewy con-
dition

1 ≥(c∆t)2

(
1

∆x2
+

1

∆y2
+

1

∆z2

)
(6.14)

ensures no de-phasing between electric and magnetic fields. The relative error on the
frequency ω is of order two in space and time due to the centered method. In one
dimension, this numerical dispersion can be avoided for c = ∆x/∆t.

6.2.2 Numerical Čerenkov and improved Maxwell solvers

The Vavilov-Čerenkov effect is the emission of electromagnetic radiation when a
charged particle travels faster than the phase velocity of the light in dielectric media
in which the speed of light is below c. In the vacuum the emission is not possible
since we always have ve− < vφ. The FDTD dispersion, given by(

sinω∆t/2

c∆t

)2

=

(
sin kx∆x/2

c∆x

)2

+

(
sin ky∆y/2

c∆y

)2

+

(
sin kz∆z/2

c∆z

)2

(6.15)

for a wave of the form exp (ik · r− iωt), does not reproduce the expected physical
dispersion. The method exhibits numerical artefacts along the grid axis directions.
The dispersion is only respected in the diagonal directions. The Yee method allows
for some modes to travel with a velocity vφ below the speed of light c in the vacuum.
In the case of the propagation of relativistic electrons so that ve− > vφ, the numerical
scheme induces a numerical Čerenkov effect even in the vacuum. For instance, this
is the case in simulation of laser accelerated particles. Furthermore, the self-fields
are also incorrect.

In order to fight against the numerical Čerenkov and improve the control on
the dispersion, the FDTD scheme has been modified in various ways. It has been
first improved by the addition of anisotropic coefficients on the differential operators
(Pukhov (1999); Juntunen and Tsiboukis (2000); Vay et al. (2011); Cowan et al.
(2013); Lehe et al. (2013)). The Čerenkov can also be reduced by artificially increas-
ing the numerical value of the speed of light in vacuum c. Implicit methods have also
been developed (Zagorodnov et al. (2003); Zagorodnov and Weiland (2005); Drouin
(2009)) with better dispersion but in PIC codes, explicit schemes are still widely used
for their computational efficiency. The Maxwell equations can also be solved with
spectral solvers in the Fourier domain. These solvers perfectly respect the dispersion
but are more expensive than explicit methods. Another way to suppress the spuri-
ous Čerenkov consists on filtering the radiations (Greenwood et al. (2002, 2004); Vay
et al. (2011)). Despite efficient, this method can also affect the physics. The use of
high-order explicit scheme, finite volume and finite element Maxwell solvers for PIC
codes has been studied in Fochesato and Bouche (2006).
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6.3 Integration of the Newton-Lorentz motion equa-

tions

The relativistic Newton-Lorentz equations of motion governing the behavior of a
super-particle in an arbitrary local electric E and magnetic field B can be written

dpα
dt

= qα (E + vα ×B) (6.16)

p = mαγvα (6.17)

Different numerical schemes, explicit or implicit, can be used to integrate the
motion equations. One of the most popular and extensively scheme used so far in
Particle-In-Cell codes is the method of Boris which consists in a separate update of
the velocities and the new particle positions every half time step. Such a method
is usually referred to as a leap-frog integrator. These methods, although developed
more than 40 years ago, have proved to be fast, easy to implement and robust.

6.3.1 The Boris Scheme

The Boris particle pusher is a centered-difference second-order explicit method devel-
oped in the seventies (Boris (1970),Boris (1970),Birdsall and Langdon (2005); Tajima
(2004)), following the work of Buneman (1993) which can be written as follows in
its relativistic form

pn+1/2 − pn−1/2

∆t
= qα

(
En +

1

c

pn+1/2 + pn−1/2

2γnmα

×Bn

)
(6.18)

γn =

√
1 +

(
pn−1/2 + ∆t

qEn

2m

)
(6.19)

vn+1/2 =
pn+1/2

mγn+1/2
(6.20)

xn+1 = xn + ∆tvn+1/2 (6.21)

where n is the discrete time step and ∆t the time difference so that t = n∆t.
In this scheme, the velocities are calculated at half-time t + ∆t/2 whereas the

electric acceleration and the magnetic rotation is determined using the quantities at
the step time t. The position is updated using a simple explicit Euler integration
from the half-time velocities. More specifically, the Boris scheme, also referred to as
the Boris rotation, consists of a separated treatment of the accelerating action of the
electric field and the rotational action of the magnetic field. It can be split up into
three steps, the first one is the effect of the electric acceleration during a half time
step, the second is referred to as the magnetic rotation and the third one corresponds
to the second half timestep electric acceleration.
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p− = pn−1/2 + ∆t
qEn

2m
(6.22)

p+ − p− = ∆t
q

2m

(
p+ + p−

γn

)
×Bn (6.23)

pn+1/2 = p+ + ∆t
qEn

2m
(6.24)

The Boris rotation algorithm is a numerically efficient way to solve the previous
system which can be simply understood geometrically. The first step of the magnetic
rotation is the calculation of an intermediate vector p′

p′ = p− + p− × b (6.25)

This vector is then used to determine the momentum after the rotation p+

p+ = p− + p′ × s (6.26)

where

s =
2b

1 + b2
(6.27)

and

b = q
Bn∆t

2m
. (6.28)

The magnetic rotation, Eq. 6.23, can be put to the following linear matrix equation
p+ = Ap− where

A =
2

1 + b2

−b
2
z − b2

y bz + bxby −by + bzbx

bxby − bz −b2
x − b2

z bx + bzby

by + bxbz −bx + bybz −b2
x − b2

y

 . (6.29)

6.3.2 The J. L. Vay Scheme

Another leap-frog pusher has been published in Vay (2008) following the same base of
J. P. Boris in order to address modeling issues of ultra-relativistic beam propagation
and interaction with plasma background. For instance, in high-energy accelerators,
particle beams travel near the speed of light with Lorentz factor close to 1 and the
force from their own current-magnetic field compensates the electric field repulsion.
This condition can be simply written E + v×B. Assuming that the pusher does an
exact calculation, the particle velocity should remain unchanged as long as the elec-
tric field cancels the magnetic rotation. This condition in terms of discrete notation
becomes

E + vn−1/2 ×B = E + vn+1/2 ×B (6.30)
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If we apply this condition to the Boris scheme 6.21-6.18, supposing pn+1/2 = pn−1/2,
the system has a solution only if E = B = 0. As a consequence, the condition can
not be satisfied for non zero electromagnetic fields leading to the apparition of a
spurious force.

J. L. Vay has proposed to change the calculation of the velocity in Eq. 6.18 by

vn = vn+1/2−vn−1/2

2
(6.31)

so that it becomes

pn+1/2 − pn−1/2

∆t
= qα

(
En + vn+1/2+vn−1/2

2
×Bn

)
(6.32)

With this form, the condition 6.30 is perfectly respected. In particle beam sim-
ulations, the particle interactions are preferably performed in the boosted frame
moving at the average beam velocity. J. L. Vay has demonstrated the robustness of
his scheme in moving frame with constant electric and magnetic fields. However, no
study has been devoted to the propagation of particles in a plane wave. This will be
numerically addressed in the next part.

6.3.3 Comparison between the methods of J. L. Vay and J.
P. Boris in plane waves

We compare the two methods in the case of a single charged particle moving in a
plane wave both for linear and circular polarization, which, as we know, can be solved
analytically. The accuracy of the schemes depends both on the discritization and
the wave amplitude a0. The particle considered is an electron. The comparison is
made with different time steps dt determined so that the number of points per laser
period Np ranges from 10 to 1000. We considered three normalized laser amplitudes
a0 of 0.1, 1 and 10. In a plane wave, an electron has an oscillating trajectory and
the period which depend on the amplitude of the pulse. The study is consequently
made over a propagating distance of 5 oscillations, the required interaction time and
number of iterations are therefore adjusted for each case.

We first start with the case of the circular polarization. The comparison of
the evolution of the relative error on the energy and the position between the two
schemes and the analytical calculation is shown in Fig. 6.3. For an amplitude
below the relativistic threshold a0 ≤ 1, the trajectory of the particle is in average
well described using the two schemes even with a few numbers of iterations per laser
period. The Boris scheme is slightly better than the one of J. L. Vay. Nonetheless, for
10 points per laser period, the relative error on the trajectories given by both schemes
are already significant and proves that we are reaching the minimum threshold for a
correct description even for low intensities. For an intensity of a0 = 10, the scheme
of J. L. Vay reveals to be extremely good, even with a low discretization. This
behavior is highlighted by the figure 6.4 in which the particle trajectories are plotted
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with a time discretization of 50 points per laser period for two laser amplitudes of
0.01 and 10. In both cases, the scheme of J. L. Vay perfectly matches the analytical
trajectory. However, as the laser amplitude increases, the trajectory described by
the Boris scheme exhibits a slow drift, as clearly shown for the case a0 = 10.

Figure 6.3: a) - Relative errors on the γ factor between the analytical γa and the
numerically calculated trajectories of an electron in a circular plane wave using both
the scheme of J. L. Vay (dashed line) and J. P. Boris (solid line) as a function of the
number of points to describe a laser period Np. b) - Relative error on the position
|x− xa|2 with the similar parameters.

We now turn to the linear polarization case. Here, the energy given by the schemes
of J. L. Vay and J. P. Boris are compared with the energy calculated analytically at
the position obtained numerically. The linear trajectories can be integrated in the
proper time of the particle but the direct calculation in the laboratory time is not
possible, we therefore compare a semi-analytical calculation of the position (using
a 4-th order Range-Kuta) with the positions obtained with the considered leap-frog
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Figure 6.4: Particle trajectories in a circular plane wave calculated with the scheme
of J. P. Boris (red dashed line), J. L. Vay (green dashed line) and analytically (blue)
with 50 points per laser period and laser amplitudes of a0 = 0.1 (a) and a0 = 10 (b).

pushers where the positions are obtained from the numerically integration of the
exact momenta. The energy and position comparisons are given in Fig. 6.5. The
exact position is nonetheless plotted in the following trajectory curves.

Figures 6.5 show that both schemes are less accurate as the number of points
per laser period diminishes and the laser amplitude increases. For low discretization,
both schemes exhibit wrong trajectories, this can be seen in Figure 6.6.

Simulating single particle trajectories in plane waves, and to some extent in any
electromagnetic wave, requires to be careful with the time-discretization, particu-
larly when the field amplitude reaches the relativistic threshold of a0 = 1. Our study
demonstrates that for extremely-high intensities, with a0 � 1, a correct description
of the trajectories would require up to several hundred of points per laser period
which is a severe constraint for 3D PIC studies. Furthermore, the error induced
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Figure 6.5: a) - Relative error on the γ factor between the analytical γa and the
numerically calculated trajectories of an electron in a linear plane wave using both
the scheme of J. L. Vay (dashed line) and J. P. Boris (solid line) as a function of the
number of points to describe a laser period Np. b) - Relative error on the position
|x− xa|2 with the similar parameters.

by the particle pusher is increased by the finite-difference Maxwell solver and the
interpolation process on the Maxwell grid to get the fields seen by the particle at its
position. All these constraints and approximations make the PIC approach a bad
candidate to simulate few particles interaction with electromagnetic fields. Nonethe-
less, inside a plasma, particles mainly act collectively under the low-frequency fields
induced by charge separation effects or inner instabilities. Particles usually interact
on a short distance with the laser fields since their trajectories are rapidly modified
by the collective effect. In such a configuration, the PIC approach reveals an efficient
tool to simulate overall behaviors where single particle trajectories weakly matter.
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Figure 6.6: Particle trajectories in a linear plane wave calculated with the scheme
of J. P. Boris (red dashed line), J. L. Vay (green dashed line), the semi-analytically
(blue line) and analytically (blue markers) with a laser amplitude of a0 = 10 and
discretizations of 100 (a) and 50 (b) points per laser period.

6.4 The particle current and the field interpola-

tion

The current assignation and the field interpolation are two steps which use inter-
polation functions in order to make the connection between the super-particles and
the fields (Birdsall and Langdon (2005); Tajima (2004)). This step is also called
weighting.

The current assignation consists on calculating the current j (and also the density
ρ) on a grid cell induced by the nearby propagating particles. On the different points
of the grid i, the grid charge density ρi at the position xi is calculated from the charge
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Figure 6.7: Splines of order 0, 1 and 3 used as a shape factor for the particles.

qp and the local density np of each particle of number p located at position xp

ρi = ρ(xp) =
∑

p
qpnpS

k (|xi − xp|) . (6.33)

Similarly, the current ji on the grid cell of number i corresponds to

ji = j(xp) =
∑

p
qpnpvpS

k (|xi − xp|) . (6.34)

The current is then injected in Eq. 6.9 for the Maxwell calculation step.
In the motion equation, the electromagnetic fields at the position of the particle,

Ep and Bp, are required. These fields are determined similarly by interpolation on
the discrete Maxwell grid from the fields Ei and Bi located around.

Ep =
∑

iEiS
k (|xp − xi|) (6.35)

Bp =
∑

iBiS
k (|xp − xi|) . (6.36)

In such a method, the shape factor S characterizes the interpolation method and
determines the spatial expansion of the super-particles. The shape factor can be
arbitrary chosen but has to be similar during both steps or artificial forces can
appear. In PIC codes, the shape functions are standard B-splines which are defined
as the successive convolution products of the rectangular function by itself Sk =
(S0 ∗ S0 ∗ · · · ∗ S0)k times where S0 = 1[−1/2;1/2]. For every order, Sk satisfies the
property

∑
i S

k (xj − xi) = 1 necessary to theoretically have the charge and density
conservation. Shape factors of order k = 0 to k = 3 are shown in Fig. 6.7. Order
k = 0 only affects one grid cell and the arbitrary order k affect k − 1 grid cells. The
order k = 3 is written

S3 =


1
2
|x|3 − x2 + 2

3
0 ≤ |x| ≤ 1

3
4

(
1− 1

2
x
)3

1 < |x| ≤ 2
0 |x| > 2

(6.37)
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The numerical heating is an artificial increase of the energy due to the numerical
approximations. This phenomenon can happen in Particle-In-Cell codes. High order
shape factors play an important role to limit the numerical heating and ensure better
charge and energy conservation. If we consider an initially cold, collision less (only
electromagnetic interaction are taken into account) and neutral plasma, a perfect
shape factor results in a perfect equilibrium so that particles remain immobile. This
constitutes a possibility to test the validity of a code.

The Yee scheme ensures that the discrete Gauss equation and the discrete di-
vergence of the magnetic field are verified in the resolution of the Ampere and the
Faraday discrete equations (Eqs. 6.9) at every time step if the initial conditions
respect the Gauss law and the magnetic field divergence, if the discrete operator
∇ · (∇×B) of a vector field is always equal to 0 and if the charge conservation (Eq.
6.6) is always satisfied (Barthelmé (2005)).

The use of a shape factor for the current and density calculation as presented
above does not enable the exact charge conservation. The field solving can therefore
become unphysical as rapidly as the discretization is large. Several solutions have
been developed to ensure a better charge conservation with the Yee solver.

A first possibility is the Boris correction (Boris (1970)) in which the electric field
is corrected at every time after its calculation with the Ampere equation. The electric
field E is modified by the addition of an electrostatic term so that

Ecor = E−∇ϕ (6.38)

Where

∇2ϕ = ∇ · E− ρ

ε0

. (6.39)

Although it is computationally expensive due to the resolution of the Laplace oper-
ator, this method was widely used in the past before the recent apparition of more
efficient techniques. It is implemented in the PIC code Calder using the conjugate
gradient method.

Current projection numerical scheme can be directly derived from the continuity
equation. The Villasenor-Buneman method was first developed for B-splines of order
one and two (Villasenor and Buneman (1992)). An algorithm that ensures the charge
conservation for any order has been published by Esirkepov (2001).

6.5 Implementation of the radiation cooling effect

The radiation radiation damping was first implemented in a PIC code in Zhidkov
et al. (2002) using the LAD description. Recently, a significant number of PIC codes
have been modified to include a radiation damping model. The LL description is
one of the most considered. Epoch is one of the first codes that was improved
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with this model, as described in Ridgers et al. (2012) and Ridgers et al. (2013),
based on previous publications Kirk et al. (2009) and Duclous et al. (2011). In the
code PICLS, the model of Sokolov has been implemented as described in Capdessus
et al. (2012, 2013, 2014). These works have been followed by many groups (Nakamura
et al. (2012); Green and Harvey (2015)). A detailed comparison between the different
models for PIC codes has been done in Vranic et al. (2015).

6.5.1 Description of the continuous radiation loss implemen-
tation

In our code, we consider an approximation of the Sokolov model keeping only the
term with the radiated power Prad in the momentum equation. The equations of
motion (2.38) are numerically solved using the second-order leap-frog method of
J.-L. Vay (Vay (2008)) including the radiation losses.

In the classical radiative approach (Sokolov et al. (2009)), the motion equations
with the Sokolov radiation (described in 2.1.2) damping can be numerically solved as
follows. The radiation force is composed of two terms e [δv ×B] and vγ2 (δv × fL) /c2

where fL is the Lorentz force. At integer time, the Lorentz force corresponds to

fL =
qp
mp

(
En + vnp ×Bn

)
(6.40)

The velocity at integer time corresponds to vnp = (v
n+1/2
p + v

n−1/2
p )/2. Using a

Boris scheme, the average velocity becomes vnp = (v
n+1/2
p + v

n−1/2
p )/(2γnp ) where

γnp =

√
1 + (p

n−1/2
p + q∆t/2En)2/(mpc)2. The term δvn therefore corresponds to

δvn =
τ0

mp

fnL − vnp
(
vnp · En

)
1 + τ0

(
vnp · En

)
/mpc

(6.41)

The two terms in the radiation force are similarly calculated at the integer time
from δvn, fnL and Bn. The classical pusher is first completed providing the new

radiation-less momenta of the super-particle p
n+1/2
p = mpγ

n+1/2
p v

n+1/2
p :

γ
n+1/2
p v

n+1/2
p − γn−1/2

p v
n−1/2
p

∆t
=

qp
mp

fnL . (6.42)

(6.43)

The radiation friction terms in the calculation of the final momenta are included
after the classical pusher:

pn+1/2
p = pn+1/2

p + q∆t
(
δvnp ×Bn

)
−∆tvn

pγ
n
p

2
(
δvnp × fnL

)
/c2 (6.44)
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The velocity is consequently updated as follow:

vn+1/2
p =

p
n+1/2
p

mp

√
1 +

(
p
n+1/2
p /mpc

)2
, (6.45)

and the position thus determined:

xn+1
p = xnp + ∆tvn+1/2

p + δvn (6.46)

In the code Calder, we have also simplified the previous form to have an ex-
tension to the quantum regime and neglect the small terms. The radiation friction
is reduced to a single term in the momentum equation depending on the radiated
power Prad that can be calculated with the quantum cross section as presented in
section 2.1. By this way, the continuous description can be coupled to the discontin-
uous Monte-Carlo approach. First, we determine the quantum parameter χnp from
En = En

‖ + En
⊥ and Bn using the following relation

χnp =
γn

Es

[
(En
‖/γ

n)2 + (En
⊥ + vnp ×Bn)2

]1/2
(6.47)

The radiated force therefore becomes

fnrad = −
Prad(χnp )vnp

c2
(6.48)

Atfer the classical pusher, the velocity is updated according to

vn+1/2
p = vn+1/2

p − fnrad

mpγn+1/2
(6.49)

This ensures that the stability of the magnetic rotation is not affected by the radiation
losses.

6.5.2 Implementation of the discontinuous radiation loss de-
scription

When its quantum parameter χe− approaches 1, an electron can emit a few photons
with energies comparable to the electron kinetic energy. The radiation force acting on
the particles is sufficiently high to induce a straggling effect on the trajectories. This
effect corresponds to the limit of the continuous model and the intrinsic stochasticity
of the photon emission has to be taken into account.

In the discontinuous model, the deterministic radiation force is replaced by the
emission of a discrete photon whose energy is calculated randomly using the cross
section. We use a Monte-Carlo algorithm for this process. The algorithm is very
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close to what has been implemented in Epoch (Duclous et al. (2011); Kirk et al.
(2009)) and is also inspired from Timokhin (2010), Elkina et al. (2011) and Nerush
et al. (2011). Similar or close implementations have also been done in particle codes
in Blackburn et al. (2014); Harvey et al. (2015) and in other PIC codes in Ji et al.
(2014),Gonoskov et al. (2014),Wallin et al. (2015) and Green and Harvey (2015).

The super-particles are assigned an optical depth τp evolving with time according
to the fields and particle energy variations:

dτp
dt

=

∫ χp

0

d2Nγ

dχdt
dχ. (6.50)

The final optical depth τ fp at which the emission occurs is calculated via a random
draw of parameter ξ ∈ [0, 1] so that τ fp = − log (−ξ + 1). When τp = τ fp , a discrete
photon is emitted with an energy

εγ =
γmec

2χγ
χp

. (6.51)

The value χγ is calculated by inverting the equation P (0→ χγ) = ξ′ where ξ′ ∈ [0, 1]
is a new random parameter, the cumulative distribution function P (0 → χγ) gives
the probability for a photon emission in the range [0, χγ]

P (0→ χγ) =

∫ χγ

0

F (χp, χγ)dχγ∫ χp

0

F (χ, χγ)dχ

, (6.52)

The photon is emitted parallel to the electron momentum before emission pi. The
post-emission momentum pf thus follows from momentum conservation

pf = pi − ~k ~k =
εph
c

pi
|pi|

. (6.53)

The choice of the momentum conservation implies that the energy is not exactly
conserved. Let us call γi, γf and γγ the Lorentz factor before and after emission of
the emitting electron and the normalized energy of the photon. The momentum of
the emitted photon corresponds to pγ = ~k. We can evaluate the error ε on the
energy as follows

γ2
f = 1 +

pi − pγ
mec2

(6.54)

= 1 +
p2
i

mec2
− 2γγ

pi
mec2

+ γ2
γ (6.55)

= (γi − γγ)2 − (γi − γγ)2 + γ2
i − 2γγ

√
γ2
i − 1 + γ2

γ (6.56)

= (γi − γγ)2 + 2γγ

(
γi −

√
γ2
i − 1

)
(6.57)
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Figure 6.8: Relative error on the energy conservation using the momentum conser-
vation for the discontinuous photon emission. The dashed line corresponds to the
isocontours for 10−3, 10−2 and 10−1.

The error is consequently equal to

ε = 2γγ

(
γi −

√
γ2
i − 1

)
−→

γi→+∞
0 (6.58)

and tends to 0 when γi is extremely high. In order to get a view of the limit
of this approximation, we have plotted in Fig. 6.8 the relative error defined as
εr = |γf − (γi − γγ)| /γf . It appears that to consider that the energy relative error
εr � 1, we should have an electron energy above γe− = 10. The error is as high
as the photon energy is close to the electron kinetic energy. This only happens in
the quantum regime and fortunatly, this regime of interaction requires the electron
energy to be highly relativistic. An alternative consists in giving priority to the
energy conservation. In this case,

γf = γi − γγ pf =
√
γ2
f − 1

pi
pi

(6.59)

6.5.3 Coupling between the descriptions

In order to deal with a wide range of χ values, both the continuous and discontin-
uous emission models are used in parallel (Duclous et al. (2011)) in our PIC code
CALDER (Lobet et al. (2013)). We define χp,s the threshold value between the
low and the high χp regions. The threshold between the classical and the quantum
regime corresponds to χp,s ' 10−3.

Numerically, the algorithm makes use of a local sub-iterative method placed in
the particle pusher as described in Fig. 6.9. At iteration n, let us consider a charged
particle with momentum p

n−1/2
p and position xnp moving in an arbitrary field En, Bn.
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Figure 6.9: Description of the sub-iterative extension inside the particle pusher of
the classical PIC iteration.

The local iteration starts by computing the quantum parameter of this particle
χp. For χp > χp,s, the radiation losses are described by a Monte-Carlo algorithm.
The process starts by the random calculation of a new optical depth τ fp . If the
variable τ fp assigned to the particle is already calculated, it means that the process
has previously started. The current optical depth τp initially set to zero increases as
the particle propagates in a strong field. When the final optical depth is reached, the
photon energy εγ is randomly determined using Eqs. (6.52) and (6.51). In order to
eliminate the low-energy photons which weakly contribute to the physics, we use a
threshold χfmin calculated so that the radiated energy under this level is a negligible
amount of the radiated energy.∫ χfmin

0

F (χp, χγ)dχγ∫ χp

0

F (χp, χγ)dχγ

< ε. (6.60)

The variable ε determines how negligible this energy is, in the code this parameter
is set to 10−9. If χ > χfmin, a super-photon is emitted with the same weight, position
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and propagation direction as the emitting super-particle. The local Monte-Carlo
time tloc corresponds to the time duration of the Monte-Carlo process inside the PIC
iteration. It is updated after each process according to their duration ∆tloc. If the
emission duration tloc reaches the duration of the PIC iteration ∆tPIC, a break is
made for synchronization at the end of the PIC iteration, tloc is set to 0 but the
current and final optical depths, τ fp and τp, are kept in memory to continue the
emission process during the next PIC iteration. Then, the MC process goes on until
the photon is emitted. The emission duration temi can be approximated using Eq.
(6.50), assuming that the fields remain quasi-static during a PIC iteration and during
the emission process:

dτp
dt

(χp) ∼
τ fp
temi

. (6.61)

Thus, the duration of a local iteration ∆tloc can be written:

∆tloc = min (βtemi,∆tPIC − tloc) (6.62)

where ∆tPIC − tloc is the remaining time before the end of the PIC iteration. Here,
β is a factor chosen in ]0, 1] used to improve the integration accuracy. The particle
momenta, and consequently χp, are computed after each Monte-Carlo sub-iteration
whereas the fields and the particle positions are updated at the synchronization with
the PIC iteration. The emitted super-photons are treated like the super-particles:
they are pushed every PIC iteration and propagate ballistically without interacting
with the matter.

For χp < χp,s, the particle is pushed until the end of the PIC iteration using the
continuous radiation damping model with the quantum radiated power.

The various integrals involved in the radiative model are tabulated prior to the
simulation in order to save computational time.

To summarize, we can distinguish different cases due to the decoupling between
the PIC and the Monte-Carlo process. If the quantum parameter is sufficiently high,
the super-particle can emit one or several photons during a PIC time step. If the
super-particle loses too much energy, the emission regime can turn continuous and
the PIC iteration is finished with the radiation damping model during the remaining
time ∆tPIC − tloc. The Monte-Carlo emission process can also last more than a PIC
iteration, in this case a synchronization is made at the end of the PIC step and the
super-particle properties (including the local fields) are updated classically.

6.5.4 Simulation tests

Constant magnetic field

We first consider the case of synchrotron radiation, also known as magnetic Bremsstrahlung,
in which charged particles interact with a uniform and static magnetic field. Here,
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χe− γ0 Bz/B0

1 3208 128
0.1 1015 40.6
0.01 320.8 12.8

Table 6.1: Synchrotron parameters. For each one, the Larmor radius is R = 25cω−1
0 .

Figure 6.10: Photon distributions in log10 (χfγ) : comparison between the simulations
(a) and the synchrotron emissivity F (χe− , χγ) (b) in the classical regime (dashed
lines) and the quantum regime (solid lines). The factor of normalization is α =∫∞

0
F (χe− , χγ)dχγ.

the particles are electrons having an initial momentum pe−,0 normal to the constant
uniform magnetic field Bz. Without any radiation loss, the charged particles circle
with a radius R = pe−,0/|e|Bz, an angular frequency ωB = 2π|e|Bz/γe−,0me and a
quantum parameter χe− = γe−,0Bz/meEs.

For the different values of χe− given in Tab. 6.1, Fig. 6.10 compares the photon
distributions in log10 (χfγ) from the PIC simulations to the theoretical ones in the
quantum and the classical regime. For these simulations, the particles can emit
photons but they do not lose energy. The simulation starts with a group of super-
electrons of low density ne− = 10−4nc to avoid the electrostatic interaction. It
shows that the synchrotron spectrum is correctly reproduced in both cases using the
quantum correction.

For χe− < 10−2, the classical emissivity is relatively close to the quantum one and
thus constitutes a valid approximation. For χe− = 1, it can be seen that the classical
emissivity allows emission of photons more energetic than the emitting particle. In
this case, the quantum correction is necessary.

Energy balance of a single particle including the radiation reaction can be written

dε

dt
= qE · v − Prad(χe−). (6.63)
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Figure 6.11: Evolution of the electron kinetic energy εk,e− , radiated energy εrad

and total energy εtot for χe− = 0.01 (a) and χe− = 1 (b). The simulation results
are compared to the theory in the classical (triangle markers) and quantum regime
(circle markers).

Fig. 6.11 shows the evolution of the electron energy for the simulations with χe−
initially equal to 1 and 0.01. The threshold is equal to χe−,s = 10−3. The numer-
ical solutions from Eq. (6.63) are plotted in the classical regime (Prad ∼ Pcl) and
the quantum regime. For χe− = 0.01, the classical emissivity appears sufficient to
approximate the radiation process. For χe− ≥ 1, the classical regime underestimates
the radiation losses, demonstrating that the quantum correction is required. The
total energy is well conserved.

The particle energy distributions as a function of time t can be built integrating
the probability functions (Sokolov et al. (2010)). We define fγ and fe− the photon
and the electron energy distribution respectively. The evolution of these distributions
are given by the following couple of equations:

dfγ
dt

(γγ, t) =

∫ +∞

1

d2Nγ

dtdγγ
(γγ, γ)fe−(γ)dγ (6.64)

dfe−

dtd
(γe− , t) = −

∫ +∞

1

d2Nγ

dtdγγ
(γγ, γ)fe−(γ)dγ +

∫ +∞

γe−

d2Nγ

dtdγγ
(γγ, γ)fe−(γ)dγ.(6.65)

Eq. 6.64 represents the total photon production rate as a function of the energy
γγ at time t due to synchrotron radiation integrated over all the electron energies.
Eq. 6.65 represents the evolution of the total electron energy distribution resulting
from the radiation losses. A numerical integration of Eqs. 6.64 and 6.65 is performed
using an explicit Euler method to get the time evolution of the distributions for the
photons and the electrons for a quantum parameter χe− = 1. The comparison with
the PIC simulation is presented in figs. 6.12 and 6.13.
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Figure 6.12: Time evolution of the photon energy distribution from the PIC simula-
tion (a) and numerical integration of Eqs. 6.64 (b).

The distributions from the PIC simulation are well reconstituted demonstrating
the correct behavior of the implemented Monte-Carlo scheme. At the beginning,
high-energy electrons evolve with a quantum parameter χe− ∼ 1 and the photon
emission is very stochastic. Many photons are emitted with an energy of the order
of the electrons resulting in the exponential decrease of the particle kinetic energy.
The rapid broadening of the electron energy distribution is a consequence of the
stochasticity (Fig. 6.13).

As the particles approach the classical regime χe− ∼ 10−3 (from ω0t ' 30 cor-
responding to χe− ∼ 10−2), many photons are produced with a negligible energy
γγ/γe− � 1. The total radiated power is therefore weaker and the total particle
energy stabilizes. The emission stochasticity is substantially reduced. As a conse-
quence, the energy scattering observed in the quantum regime is reversed and the
radiation reaction tends to reduce the particle energy spread (Neitz and Di Piazza
(2013)).

Circularly polarized laser field

In this section, an electron beam interacts with a long duration and circularly polar-
ized laser pulse of convention:

A =

(
0,
A0√

2
cos(ξ),

A0√
2

sin(ξ)

)
(6.66)

where A0/
√

2 is the laser potential amplitude. Before the interaction, the electrons
propagate with initial momentum p‖,0 parallel to the laser propagation direction and
Lorentz factor γ0. In a plane wave, assuming a negligible radiation loss, the electron
momentum and energy are related to the field vector potential according to:

d

dt

(
γmc2 − p‖c

)
= 0 ;

d

dt
(p⊥ − eA) = 0. (6.67)
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Figure 6.13: Time evolution of the electron energy distribution from the PIC sim-
ulation (a) and numerical integration of Eqs. 6.64 (b). Black curves represent the
evolution of the average electron energy.

It follows:

p⊥
mec

= a0/
√

2 (6.68)

p‖
mec

=
1 + a2 −

(
γ0 − p‖,0/mec

)2

2
(
γ0 − p‖,0/mec

) (6.69)

γ =
1 + a2 +

(
γ0 − p‖,0/mec

)2

2
(
γ0 − p‖,0/mec

) . (6.70)

For a counter-propagating particle with
∣∣p‖,0/mec

∣∣� a0 � 1, Eq. (6.69) and (6.70)
can be approximated by

p‖
mec

' a2 − 4γ2
0

4γ0

; γ ' a2 + 4γ2
0

4γ0

(6.71)

The parameter χe− is then approximated by χe− ' γ/Es |E0 − vxB0| ' 2γE0/Es
where E0 and B0 are the amplitude of the electric and the magnetic field. Simula-
tions are performed in this configuration. A set of parameters is given in Tab. 6.2.
The condition γe− � a0 ensures that the transverse momentum of the counter prop-
agating electron beam is smaller than the longitudinal one in the plane wave. The
problem is therefore reduced to a one-dimensional case. It shows that the quantum
regime is reachable for a circularly polarized pulse of intensity up to 1022 Wcm−2

interacting with a 1 GeV counter-propagating electron beam. For simulations with
χe− = 0.1 and χe = 1, Fig. 6.14 shows that the electrons progressively convert their
energy into photons as they interact with the electromagnetic wave. The simula-
tion results are in good agreement with the numerical integration of the continuous
model. The total energy is well conserved.
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χe− p‖,0/mc a0

1 -4000 72.858
0.1 -4000 7.2858
0.01 -2000 1.4572

Table 6.2: Wave parameters.

Figure 6.14: Evolution of the electron kinetic energy Ec,elec, radiated energy Erad
and total energy Etot for χe = 0.1 (left) and χe = 1 (right). The continuous emission
results are plotted with markers.

Again, the discontinuous description induces a straggling effect on the particle
trajectories which turns out to be significant for high χe− values. This phenomenon is
clearly illustrated in Fig. 6.15: for randomly selected super-particles, the evolution of
the parallel momenta is compared with the continuous emission results. Each energy
jump corresponds to one emission. For χe− ' 1, one single photon can carry more
than half of the emitting electron energy. The higher is the χe− value, the faster is
the energy damping of the particle. The straggling effect leads to the spread of the
electron beam velocity.

6.6 Photon coalescence

The high emission rate of low energy super-photons can be prejudicial for the numer-
ical efficiency of the simulations. They represent a large amount of the total number
of simulated super-particles, having a costly consequence on the memory and the
calculation speed. They furthermore weakly influence the simulated physics since
they appear unlikely to convert into electron-positron pairs.

A method for particle merging has been proposed in Timokhin (2010) and reused
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Figure 6.15: Evolution of the parallel momentum p‖ for three electrons interacting
with the circularly polarized laser field from the simulations of parameters χe− = 0.1
(a) and χe− = 1 (b). The dashed black line refers to the continuous emission.

in Nerush et al. (2011), as well as more recently in Luu et al. (2015) to prevent
exponential growth of the photon number in a configuration of pair cascade. Here,
an alternative method is presented. When a group of super-photons are sharing the
same cell, pairs of super-photons are constituted and merge into new single one.

We consider two macro-photons of weights p1, p2, of energies ~ω1, ~ω2 and mo-
menta ~k1, ~k2. Here, θ is the angle between the macro-photon trajectories so that
c2k1 · k2 = ω1ω2 cos θ. After fusion, the new photon has properties p3, ~ω3, ~k3.
During the process, energy, momentum and weight have to be conserved :

p3 = p1 + p2 (6.72)

p3ω3 = p1ω1 + p2ω2 (6.73)

p3k3 = p1k1 + p2k2. (6.74)

However, one easily gets that Eq. 6.73 and 6.74 are not compatible when the
macro-photons have different directions of propagation (cos θ 6= 0)

c2 (p3k3)2 = (p1ω1)2 + (p2ω2)2 + 2ω1ω2 cos θ (6.75)

6= (p3ω3)2

In order to ensure the momentum conservation, the direction of the newly created
photons is not restricted to the plane (k1 · k2). A transverse k3,⊥ momentum is added
with amplitude

|k3,⊥| =
p

c

√
2p1p2 (ω1ω2 − c2k1k2 cos θ). (6.76)

and the macro-photon momentum is then k = k3 + k3,⊥.
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Virtually, the apparition of a transverse momentum has no consequence in 1D
and 2D simulations. In many configurations of laser-matter interaction, the syn-
chrotron emission mainly occurs in a focused region of intense electromagnetic field.
It results that the photons propagate outwards the target with close directions which,
in consequence, tends to minimize the transverse momentum amplitude after merg-
ing. A filter can be used to match photons of only low energy, of low χ or of close
propagating directions.

In practice, this particle merging is not used in the simulations presented in this
thesis.

6.7 Implementation of the nonlinear Breit-Wheeler

pair creation

Following the same approach as Section 6.5, pair production can be implemented
numerically in a Particle-In-Cell code using a Monte-Carlo description (Kirk et al.,
2009; Timokhin, 2010; Duclous et al., 2011; Elkina et al., 2011; Gonoskov et al., 2014;
Green and Harvey, 2014; Harvey et al., 2015) as described in Fig. 6.16. The photons
are described as discrete macro-particles propagating at the speed of light c and
interacting with the electromagnetic field as already considered for the discontinuous
synchrotron radiation loss. The local electromagnetic field necessary to determine
χγ is interpolated using the same shape factor as for the super-particles.

The photons are assigned an optical depth τBW evolving with time and space as
they propagate in the electromagnetic field. The final optical depth at which pairs
are generated corresponds to τ fBW = − log (−ξ + 1) where ξ is randomly calculated.
The crossed optical depth during the time interval dt can be computed according to
the differential equation

dτBW
dt

= TnBW (χγ). (6.77)

Inside the code, we determine from the remaining optical path and the cross-section
if the time necessary to decay into pair, tBW ' (τ fBW − τBW )/dτBW

dt
, is longer than

the PIC iteration. In this case, the photon will not be converted during the current
time step. In the other case, the optical depth will be reached during the current
time step, the position where the pair is created is simply computed from the current
photon position and the remaining time to the pair creation. When the optical depth
is reached, the photon decays into pairs. Energy of the new particles is computed
using Eq. (4.6). For this purpose, we define P (0→ χe−) the cumulative distribution
function giving the probability for the electron (or the positron) to be emitted with
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Figure 6.16: Scheme of the photon Monte-Carlo process inside the PIC code
CALDER.

a quantum parameter in the range [0;χe− ]:

P (0→ χe−) =

∫ χe−

0

dNnBW

dχe−dt
dχe−∫ χγ

0

dNnBW

dχe−dt
dχe−

, (6.78)

Computing a random parameter ξ′ ∈ [0, 1], emitted electron value χfe− = P−1

0→χf
e−

(ξ′)

is obtained. For computational efficiency, the dimensionless function T and the
cumulative distribution function P are tabulated.

Created super-particles get the weight and shape factor of the macro-photon and
are thus classically treated. Obviously, the macrophoton is annihilated after pair
creation. At high energies, emission direction is confined in a narrow cone of solid
angle ∼ 1/γ. Since photons are in the range of x-rays to gamma-rays, newly created
pairs have a Lorentz factor γ � 1 which allows to use the approximation that the
propagating direction is conserved.
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Figure 6.17: Evolution of the total kinetic energy (a), the total normalized density in
the simulation domain (b) and the average quantum parameter χ (c) for each species
of particles.

6.7.1 Simulation test: pair creation in a constant magnetic
field

In section 6.5.4, simulations of synchrotron radiation were presented considering high
energy particles interacting with a constant magnetic field. The same configuration
is used here adding the mechanism of pair creation. We initially set a group of
electrons of energy εe−/mec

2 = 3000 in a uniform and constant magnetic field equal
to B/B0 = 680 so that the initial quantum parameter is equal to χe− ' 5. The
initial synchrotron frequency and radius are respectively equal to ωB/ω0 = 0.23 and
R ' 4.4cω−1

0 .

The interaction starts in the quantum regime. The first created photons have an
energy close to their emitting electrons, γγ ∼ 103. The photon quantum parameter is
therefore close to χγ ∼ 1 and this is favorable for the production of electron-positron
pairs. Freshly generated particles in turn radiate their energy leading to the cascad-
ing creation of pairs. This regime is well illustrated in Fig. 6.17 representing the
time evolution of the total particle kinetic energy and the total normalized density.
During the first rotation, the total positron kinetic energy and number of particles
significantly grow. Entering the semi-classical regime, the production of positrons
tends to stabilize since emitted photon energy becomes non-sufficient (χγ < 1) to be
converted into matter. Radiation losses, originally responsible for the generation of
pairs, now only acts as a cooling mechanism. The positron and electron quantum
parameters tend to the same value.

As considered in section 6.5.4, we can model the interaction with the photon and
electron positron pair generation using a reduced-kinetic approach. The distribution
functions of the photon fγ, of the electrons fe− and the positrons fe+ are related by
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Figure 6.18: Time Evolution of the electron energy distribution from the PIC simu-
lation (a) and the numerical solution of Eqs. (6.80) (b).

the following equations

dfγ
dt

(γγ, t) =

∫ +∞

1

d2NCs

dtdγγ
(γγ, γ)fe±(γ)dγ − 2

∫ γγ

2

d2NnBW

dtdγe±
(γ, γγ)fγ(γγ)dγ (6.79)

dfe±

dtd
(γe± , t) = −

∫ γe±

0

d2NCs

dtdγγ
(γe± , γ)fe±(γ)dγ +

∫ +∞

γ±

d2NCs

dtdγγ
(γ, γ − γe±)fe±(γ)dγ

+

∫ +∞

2

d2NnBW

dtdγe±
(γe± , γ)fγ(γ)dγ. (6.80)

Here, fe±(γe± , t) represents the electron or the positron energy distribution function
at time t. Second integral in Eq. (6.79) represents the rate of electron-positron pairs
created during dt by the photons of energy γγ whereas the third integral of Eq. (6.80)
gives the rate of created pairs of energy γe± . We also make the approximation that
the pairs are created with equal energies in order to not draw them.

Evolution of the distribution functions are calculated numerically using the same
parameters as in the PIC-MC simulation. Fig. 6.17 shows that the evolutions of the
total number of particles and of the total kinetic energy are well reproduced by the
simulation. In Figs. 6.18, 6.19 and 6.20 are respectively plotted the time evolution of
the electron, positron and photon energy distributions which again confirms that the
Monte-Carlo scheme is working correctly. In the high energy region, the generation
of pairs is a rare event and the distribution appears consequently sparse for positrons
and photons.

6.8 Conclusion

Thanks to the analysis of the cross sections made in chapter 2 for the nonlinear
Compton scattering and in chapter 4 for the generation of electron-positron pairs,
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Figure 6.19: Time Evolution of the positron energy distribution from the PIC simu-
lation (a) and the numerical solution of Eqs. (6.80) (b).

Figure 6.20: Time Evolution of the photon energy distribution from the PIC simu-
lation (a) and the numerical simulation of Eqs. (6.80) (b).

the code CALDER has been enriched with the latter QED mechanisms. In chapter
3 and chapter 5, we have studied the Bremsstrahlung emission and the Bethe-Heitler
pair generation. These chapters constitute the first step toward their future imple-
mentation. Such an implementation is essential for the simulation of laser-plasma
interaction in extreme intensity if we want to anticipate the future experiments on
forthcoming high-power facilities and improve our understanding of the physics in
such extreme conditions. In the second part of this manuscript, different applications
of the code will be presented.
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Chapter 7

Laser-matter interaction with
dense target

A target is so-characterized as overdense when the material particle density ne− over-
comes the critical density nc (depending on the laser frequency ω0). In this case, the
target is consequently opaque and the laser field can not penetrate deeply inside
the target. It reduces exponentially with a typical scale length δs = c/ω0

√
nc/ne−

referred to as the skin-depth. The previous definition is valid in the linear regime of
interaction when the laser is not sufficiently intense to accelerate electrons to rela-
tivistic energies. From then on, electron mass has to be corrected by the relativistic
factor and the criteria roughly becomes ne− > γe−nc.

7.1 Collisionless laser-absorption mechanisms

An intense laser pulse (I > 1018 W.cm−2) interacting with a steep overdense plasma
interface is absorbed by the media via the generation of fast electrons. The collisional
absorption is negligible. The fast electrons then dilute and heat the media. Different
heating mechanisms come into play depending on the laser (intensity, incidence,
temporal shape, focal spot) and target (density, gradient, ion masses) properties.

7.1.1 The j×B heating mechanism

For direct incidence high-intensity lasers, electrons can be accelerated and injected in
the target along the density gradient throught the combined action of the transverse
electric and the magnetic fields. As a first description in a linearly polarized wave,
an electron at rest gains momentum py via the transverse electric field Ey. This
momentum is then converted to longitudinal momentum px via the magnetic field
Bz toward the target. We consider a plane wave elliptically polarized interacting with
a solid target. At modest intensity (I ∼ 1018 Wcm−2), the wave is feebly absorbed.
The resulting superposition of the incident and the reflected wave can consequently
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Figure 7.1: Simplified schematic of the laser-plasma interaction with thin foil in
extreme intensity.

be seen as a standing wave with potential vector

A(x, t) =
A(x)√
1 + ε2

(cos (ω0t)ey + ε sin (ω0t)ez) (7.1)

where ε ∈ [0, 1], ε = 0 and ε = 1 respectively correspond to linear and circular
polarization. In the hypothesis of a free electron interacting with this potential,
the transverse momentum writes p⊥ = eA. When the electron gets near relativistic
velocities, it undergoes effects of the magnetic field B = ∇×A:

−ev ×B =
e2

4meγc2
∂xA

2

(
1 +

1− ε2

1 + ε2
cos (2ω0t)

)
ex (7.2)

The −ev×B component of the Lorentz force induces a longitudinal force pushing
the electrons inward the plasma. This well-known force referred to as the relativistic
ponderomotive force. In the non-relativistic regime (I < 1018 Wcm−2), the pon-
deromotive force is the consequence of the nonlinear effects of a smooth non-uniform
oscillating electromagnetic field of which expression can be obtained from perturba-
tive theory at first order

fp = −∇ e
2|E|2

2meω0

(7.3)

In the relativistic regime, it becomes

fp = −∇ (γ − 1)mec
2 (7.4)
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where the electron Lorentz factor approximates γ ∼
√

1 + 〈eA/mc〉2. For linear po-
larization, this force oscillates at 2ω0 with amplitude ranging in [0, 2]. In other words,
the electron heating results from the injection of bunches of hot electrons every half
laser period. Electrons get a maximal energy approximated by the cycle-averaged

ponderomotive energy εe− ∼ me−c
2
(√

1 + a2
0/2− 1

)
. In practice, electrons interact-

ing with the laser pulse in the target skin depth or in the vacuum can have an initial
energy more or less significant gained inside the media from different mechanisms
including return current, refluxing or instabilities further described later.

The non-relativistic electrons can be reflected by the skin-depth electric field
without leaving the target and gain subsequent energy. However, this mechanism
referred to as skin layer absorption has a relatively weak contribution compared to
the j × B, especially for high densities ne− � 1 and high intensities a0 > 1 (Bauer
and Mulser (2007); Gremillet (2013)). Relativistic electrons (px/mec < a0) cross
the skin depth weakly decelerated, enter the vacuum and are then accelerated back
to the target thanks to the ponderomotive force. The deflection distance and the
return momentum depend on the initial particle momentum px,0 and phase relative
to A(x, t) when escaping the target.

For circular polarization, the oscillating component of the ponderomotive force
vanishes (ε = 1). The laser applies a steady pressure on the plasma. Electron
heating, consequence of the 2ω0 oscillation of the ponderomotive force, is therefore
importantly reduced.

7.1.2 The Brunel effect

The Brunel heating, also referred to as the vacuum heating is an absorption mecha-
nism based on the electrostatic description proposed by Brunel (1987). This absorp-
tion mechanism occurs when the laser electric field has a component normal to the
sharp solid interface (Mulser et al. (2001); Macchi et al. (2013)). This is the case for
oblique-incidence interaction at the edge of finite focal spot lasers. Under the action
of the normal electric field, the electrons are dragged out of the surface during the
first half oscillation of the laser. The charge separation leads to the formation of
a static field that perturbs the forced oscillation of the electrons at the solid inter-
face. The electrons are then re-accelerated back to the target and gain energy. This
mechanism contrary to the j ×B heating produces bunches of electrons every laser
period.

7.1.3 Prepulses and preplasmas

The laser prepulse constitutes a long (several ns in the case of ps lasers) and a low
energy preceding pedestal pulse arriving before the main one and created by leaks
in energy in the amplifier chain. The energy of the prepulse is characterized by the
contrast of the laser. Intensity contrast on future high-power facilities expected to
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be between 10−10 and 10−12 which mean that for a laser of 1022 Wcm−2, the prepulse
is expected to have an intensity of 1012 Wcm−2. If the prepulse is sufficiently long,
this is sufficient to partially ionized the target and provoke a plasma front expansion
in the vacuum. This plasma is called preplasma and has an exponential-like density
profile. Due to the simulation cost to simulate an interaction in the nanosecond scale
with a PIC code, the formation of the preplasma can be more easily computed with
hydrodynamic codes.

In the thermal expanding sub-critical or near-critical preplasma, different ab-
sorption mechanisms take place including the so-called stochastic heating and ac-
celeration, the Raman scattering, the laser wakefield acceleration that leads to a
pre-absorption of the laser, a broadening of the electron spectrum above pondero-
motive energies and a potentially reduced hot-electron density.

The effect of the preplasma on the electron acceleration was extensively studied
in the framework of the fast ignition scheme of fusion target (Baton et al. (2008); Cai
et al. (2010); MacPhee et al. (2010); Kemp et al. (2014)) where petawatt, multi-kJ
laser are required to generate fast electrons in the direction of the core. The effects
of the preplasma have been proved to be negative in this case. The laser absorption
starts farther from the core of the target, the hot-electron density is reduced in the
range of interesting energy (around few MeVs), the spectrum is broadened and the
divergence is increased.

In short-pulse laser matter interaction, for proton and heavy ion acceleration, a
tailored-preplasma can be beneficial for the target normal sheath acceleration. It has
been shown that the final proton energy can be reduced with a very low contrast or
with a high-contrast (Wang et al. (2013); Fuchs et al. (2006); Glinec et al. (2008)).
In the case of a perfect contrast, the solid interface remains steep whereas for lower
contrast the ablation leads to the increase of the target thickness. As a consequence
a correctly-tuned preplasma can enhance the proton acceleration but a good contrast
is still required to improve the cut-off energy (Zhao et al. (2015)). The optimal shape
of the preplasma depends on the target parameters (Roth et al. (2002); Andreev et al.
(2006); McKenna et al. (2008)). In this case, the near-critical plasma improves the
absorption efficiency of the laser and increases the energy of the electrons (Sgattoni
et al. (2012)).

Recently, a different regime of ion acceleration has been theoretically described
in a strong target ablation where the TNSA is extremely weakened (Zhao et al.
(2015)). The direct laser acceleration (DLA) of the electrons leads to an angle
envelope acceleration field for the ions reducing their energy spread.
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7.2 Ion acceleration

7.2.1 The target normal sheath acceleration

The target normal sheath acceleration is a positive charge acceleration mechanism
which strongly occurs at the rear side of a thin dense target. In a warm collisionless
plasma, for an electron temperature above the ion temperature Te− > Ti, electrons
expand in the vacuum more rapidly than heavy ions resulting in the apparition of a
charge separation field all around the solid target at the origin of the plasma spatial
expansion. The charge separation field at the electron-ion interface in the early time
of the expansion can be estimated by integration of the Poisson equation, supposing
a Boltzmann distribution ne = ne−,0 exp eΦ/kBTe− where Φ is the field potential, ne,0

the initial electron density to give Ef =

√
2ne−,0kBT

−
e

eε0
. Self similar solution of the

fluid continuity and the motion equations predict an ion front velocity of 2cs lnωpit
with cs the ion acoustic velocity and ωpi the ion plasma frequency. A more precise
description of the plasma expansion has been given in Mora (2003). The electric

field at the ion front decreases with time as Ef ' 2E0/
√(

2e+ ω2
pit

2
)

leading to a

maximum ion velocity vf ' 2cs ln
(
τ +
√
τ 2 + 1

)
with τ = ωpit/

√
2e.

At high-intensity laser-interaction, the electron temperature is very broad and
inhomogeneous. Hot relativistic electrons are mainly forward accelerated, cross the
target and escape backward to therefore induce the strongest charge separation field.
The result is a significant transfer of energy from these relativistic electrons to the
target positively charged ions depending on the ion mass, the thermal energy of the
hot electrons and the target thickness (Mora (2005)). More sophisticated models
have been developed to take into account the two-temperature electron distributions
(cold electrons and escaping hot electrons) as well as two ion-species plasma (usually
composed of a heavy and a light one, Tikhonchuk et al. (2005)). A complete history
of the literature is available in Macchi et al. (2013). This constitutes the most ef-
ficient source of high-energy ions at moderate intensities ranging between 1018 and
1021 Wcm−2 in laser-plasma interaction with overdense thin targets. Solid foils are
usually contaminated on its surface by organic molecules and oxids constituted of
oxygen, carbons and hydrogen atoms. Light ions such as protons located on the tar-
get surface constitutes the most accelerated particles whereas heavy ions contributes
to the establishment of the static electric field. The maximal ion velocity is given by
the front velocity whereas the energy tail of the spectrum can be approximated by
εf ' 2ZkBTh [ln (2τ)]2.

7.2.2 The radiation pressure acceleration

Under the effect of the ponderomotive force, the laser applies a radiation pressure
on the plasma interface. For small intensities, the radiation pressure equalizes the
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pressure of the particles. For sufficiently strong intensity, the plasma interface can
be pushed forward and globally accelerated. For finite transverse focal spot, the
mechanism, usually referred as to hole boring, is responsible for the penetration of
the laser inside the target.

The laser pushes ahead the electrons and is reflected by the consequently gen-
erated high-density spike. The ions left behind are therefore accelerated in the
newly-generated charge separation cavity. In an homogeneous high-density plasma,
a quasistationary two-layer structure can be generated and propagates as the laser
properties remain unchanged. This structure is commonly named laser piston. The
laser piston velocity βp = vp/c can be determined from the momentum flux balancing
between particles and the laser intensity (Macchi et al. (2005); Zhang et al. (2007);
Schlegel et al. (2009)).

(1 +R)Π′l = Π′i + Π′e− + Π′γ,x (7.5)

Here, R is the laser reflexion coefficient, Πi is the ion flux, Πe is the electron flux and
Πγ,x the photon flux projected on the longitudinal axis. In the piston boosted frame,
the laser pulse is entirely reflected (R = 1) and we suppose that no energy is deposited
in the electrons Πe− � Πi. Its intensity corresponds to I ′ = I (1− βp) / (1 + βp).
The laser momentum flux reads 2I ′/c. In the comoving frame, the particle propagates
to the piston velocity at vp to be reflected back at vp. The particle momentum flux
in the moving frame therefore corresponds to 2n′ivpmaγpvp = 2nimaγ

2
pv

2
p = 2ρc2γ2

pβ
2
p

where ma = mi +Zme ∼ mi is the atomic mass. By equating the momentum fluxes,
we have

I

ρc3

1− βp
1 + βp

= γ2
pβ

2
p (7.6)

It is convenient to define B =
√
I/ρc3 = a0

√
ncme−/αnima where α = 1 or 2

for respectively circular or linear polarization. The resulting piston velocity can be
written

vp
c

=
B

1 +B
=

a0

√
ncme/αnima

1 + a0

√
ncme/αnima

(7.7)

The piston velocity grows with the laser intensity a0, decreases with the target ion
density ni and does not depend on the ion charge. Back to the laboratory frame, the
reflected pulse has a lower intensity due to the double Doppler effect after reflection on
the moving electron spike. The reflection coefficient r = (1−βf )/(1+βf ) characterizes
the laser energy transferred to the ions.

After reflection on the electrostatic structure, ions have a velocity of vi = 2vp/(1+
v2
p/c

2) in the laboratory frame. Therefore, the final energy by radiation pressure
acceleration reads εi = mic

2(γi − 1) = 2mic
2γ2
pβ

2
p .
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7.3 Nonlinear inverse Compton Scattering in laser-

solid interaction

7.3.1 Simulation results

The first simulation using Particle-In-Cell of laser-interaction with thin foil have
been performed more than 10 years ago in Zhidkov et al. (2002) using the radiation
friction model of Lorentz-Abraham-Dirac. The simulation were performed in 1D
using copper target and laser intensity between 1022 and 1023 Wcm−2. Then, the
PIC code used by N. Naumova (Naumova et al. (2005)) incorporating a continuous
friction model has been considered to study the hole boring in intensity close to
1022 Wcm−2 (Naumova et al. (2009)). More recently, R. Capdessus et al. have
implemented in their PIC code the radiation damping model of Sokolov. They have
studies how the radiation losses influence the laser absorption and the ion acceleration
depending on the ion mass, the target density and the laser properties (Capdessus
et al. (2012, 2013, 2014); Capdessus and McKenna (2015)). In the case of a circularly
polarized wave with 3D PIC simulations, the hole boring have been studied in an
extreme regime of interaction (up to 9.3 × 1024 Wcm−2) in Nerush and Kostyukov
(2015). In the light sail regime (the thickness of the target is similar or below the
laser wavelength), the effect of the radiation reaction on the laser radiation radiation
pressure have been explored in Tamburini et al. (2010),Tamburini et al. (2011) and
Tamburini et al. (2012).

Case of a plane wave

Synchrotron emission occurs at the laser-solid interface. Hot electrons returning back
to the target front side can potentially radiate their energy in the front separation
field between the ion and the electron layer, the skin depth layer or in the quasi-
standing laser field in the vacuum. The process is schematically described in Fig.
7.1. In order to further describe the emission process, a first simulation have been
performed at 1023 Wcm−2. The space discretization is of ∆x = ∆y = 0.03c/ω0 and
the domain is of 57 µm (360c/ω0) long and of 7 µm (45c/ω0) wide. The simulations
are 2d spatially and 3d in the momentum space, with transverse periodic conditions
(at the boundaries y = ±3.6 µm). The target is composed of aluminum of density
ρ = 2.7 gcm−3and is initially fully ionized (a0 being sufficiently high to totally ionize
aluminum at Al13+). The normalized electron particle density is equal to ne− =
780nc. The target has a thickness of 8 µm (50c/ω0). A preplasma precedes the
target in order to model the effect of a laser prepulse with a decreasing exponential
profile of 12.5c/ω0 (2 µm). At the rear side, a thin layer of hydrogen of thickness 5
nm has been added in order to mimic a contaminant layer. The initial configuration
as well as the initial target electron density is shown in Fig. 7.2a. The laser is
linearly polarized with the electric field oriented in the y direction. The wavelength
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Figure 7.2: a) - Initial target configuration showing the electron density ne/nc. b) -
Ion density nAl13+/nc and photon density nγ/nc at time t = 159 fs. c) - The electron
quantum parameter χe− at time 159 fs.

is of λl = 1 µm. The temporal profile is composed of a growing part modeled by a
hyper-Gaussian of duration at half maximum of 32 fs (60ω−1

0 ) followed by a semi-
infinite plateau. The laser is injected from the left side of the computational box
(x = 0 µm). A semi-infinite laser is considered in order to catch the stationary
regime of the interaction.

The laser strikes the target at interaction time t ' 55 fs. At the laser-solid
interface, the laser ponderomotive force accelerates the electrons which dilute and
voluminously heat the target. The hot electrons due to their forward acceleration
mainly expand at the rear side but also in a lower extent at the front side of the
target. The driving of the whole electron density can be seen in Fig. 7.3b showing
the time-evolution of the electron y-averaged density. The x − px phase space of
the electrons (blue colormap) is shown in Fig. 7.4 at time 159 fs and demonstrate
that the electrons mainly acquire a forward longitudinal momentum of maximum
close to px ∼ 800mec. At the target rear and front side, a charge separation field
settles. At the rear side of the target, the TNSA causes the aluminium ions to be first
accelerated as shown in Fig. 7.3a showing the time-evolution of the ion y-averaged
density. The ion rear side evolves at velocity vr = 0.53c.

At the front side, the radiation pressure accelerate the surface as a whole (see
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Figure 7.3: a) - Time-evolution of the y-averaged ion density nAl13+/nc, the black
dashed line corresponds to the laser-solid interface and the black to the ion front
shock. b) - Time evolution of the y-averaged electron density ne−/nc. c) - Time
evolution of the y-averaged photon density nγ/nc.

section 7.2.2). The target front reach a constant piston velocity of vp = 0.052c. The
piston constitutes a reflecting wall for the inert ions of the targets. The ion shock
velocity is approximated equal to vs ∼ 0.079c, not exactly twice the piston velocity
as classically expected.

The nonlinear Compton emission takes place at the laser-solid interface and the
photon expands balistically in every directions as shown in Fig. 7.2b and Fig. 7.3.

The similar case is reproduced without radiation losses. The radiation losses
mainly affect electrons with high-γ values and thus cool down hot electrons gener-
ated at the laser solid-interface. The volumic heating is therefore reduced and the
thermal electron expansion is diminished as demonstrated in Fig. 7.4c showing the
electron phase space x − px with (blue colormap) and without radiation losses (or-
ange colormap). The effect is particularly obvious at the target front side where
high-energy electrons escaping backward in the vacuum lose their energy in few laser
periods before being re-injected forward in the target. Radiation losses also dimin-
ishes the average rear electron energy. The target normal sheath field potential is
therefore reduced affecting the TNSA ion acceleration. In the non-radiative simu-
lation, the front size is pushed at piston velocity vp = 0.041c. The shock velocity
reaches vs = 0.084c closer to the expected value of twice the piston velocity. The
rear front propagates at vr = 0.44c. Formula 7.7 gives a theoretical piston velocity
of vp,th = 0.19c. As a consequence, the radiation losses globally diminish the tar-
get temperature and confine the target front expansion as the laser irradiation is
maintained. The rear target ion and proton acceleration is thus also reduced.

The energy balance of the laser-interaction in the two cases with and without
radiations is shown in Fig. 7.5. The energies are normalized to the injected laser
energy having interacted with the target at the final time. This means that there is
a temporal shift between the injected laser energy in the domain and the amount of
energy that has contributed to the particle acceleration. This shift can be estimated
as tf − t0 − vp(tf − t0)/c where tf is the final simulation time and t0 the time when
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Figure 7.4: a) - Time evolution of the y-averaged ion density nAl13+/nc without
radiation losses. The dashed black line represents the evolution of the ion front
(of pistron velocity vp ∼ 0.041c), the dotted tile corresponds to the shock front (of
velocity vs ∼ 0.084c) and the dash-dot line to the rear front (of velocity vr ∼ 0.44c).
b) - Time evolution of the y-averaged electron density ne−/nc without radiation
losses. c) Phase space x − px with (blue colormap) and without (orange colormap)
radiation losses at time t = 159 fs (300ω−1

0 ).

the laser strikes the target. This offers an estimation since the target initially has
a pre-plasma and the pulse a Gaussian feet. Not visible because of the logarithmic
scale in the ordinate axis, the evolution of the radiated energy is linear from time 250
fs demonstrating that a stationary regime of emission is reached. The evolution of
the particle energy is as well almost linear while the injected laser energy is constant.
In the radiative case, the radiated energy represents 29 % of the laser energy at the
end of the simulation corresponding to tf = 531 fs (1000ω−1

0 ). The radiated power
represents a dissipation of 31 % of the laser power. It first appears that the electron
kinetic energy, the ion kinetic energy and the proton kinetic energy become more
significant in the non-radiative case when the field is strong enough to trigger the
radiation losses of the fast electrons near t = 120 fs. At the end of the simulation,
the electrons have absorbed 15 % of the laser energy in the radiative case and 31 %
in the non-radiative one. The aluminium ions have gained 16 % of the laser energy
in the radiative case and 21 % in the non-radiative one. The energy brought by
the protons is obviously low in comparison to the other species with 0.031 % in the
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Figure 7.5: a) - Energy balance of the simulations with (solid line) and without
radiation (dashed line). The photon energy is shown in purple, the aluminium ion
energy in green, the protons in orange and the electron in red. The total absorbed
energy is represented in grey. The energy is normalized to the laser energy. b) -
Time evolution of the maximal energy of the photons, the ions, the protons and the
electrons in the radiative (solid line) and the non-radiative case (dashed line).

radiative case and 0.049 % in the non-radiative one, which means a relative difference
of 37 %. The total absorbed energy is estimated around 61 % in the radiative case
and 52 % in the non-radiative one. In addition to the energy balance, the evolution
of the maximal registered kinetic energy for all the species in the radiative and the
non-radiative case is shown in Fig. 7.5. The electrons exhibit the highest difference
in energy because they are directly affected by the radiation losses. This was already
visible in Fig. 7.4c. The maximal kinetic energy reached by the electrons is of 933
MeV in the radiative case and 2486 in the non-radiative one. After time close to 200
fs, the plateau of the laser is reached and the maximal energies are almost constant
in time which confirms that a stationary regime have been attained. The aluminium
ions have a maximal energy of 6920 MeV in the radiative case and 10250 MeV in
the non-radiative one. The difference is lower for the protons, of 394 MeV in the
radiative case and 594 MeV in the non-radiative one. Finally, we can mention that
the maximal photon energy is of 615 MeV.

In order to better understand the distribution of the radiation, the photon angular-
energy radiated spectrum is shown in Fig. 7.6a at the end of the simulation. The
angle θ is defined as θ = arctan

(√
p2
y + p2

z/px
)
. The emission is made in every

direction but is not isotropic. It is mainly forward directed and the photons with
px > 0 represents 59 % of the total emission. The other part part of the emission
directed backward for an average angle of 2.3 rad is mainly induced by the electron
re-fluxing attempting to escape in the vacuum and the electrons oscillating at the
laser-solid interface. The average emission angle is of 〈θ〉 ∼ 0.83 rad and the maxi-
mum of emission is located at θ ∼ 0.77 rad. The emission is not maximal near θ = 0.
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Figure 7.6: a) Radiated energy spectrum as a function of the emission angle θ (rad)
and the photon energy εγ (MeV) taken at the end of the simulation at time 531 fs.
b) Time-evolution of the radiated energy spectrum.

These typical angles of emission can be also been observed in 1d simulation and for
finite focal spot sizes. The radiated energy spectrum peaks at 11 keV for an average
photon energy of 32 MeV.

The time-evolution of the radiated energy spectrum is shown in Fig. 7.6b. It
confirms once again that a stationary regime of emission is reached after time 200 fs.
The average photon energy shown via the black line is almost constant at around 30
MeV. Nonetheless, it can be observed that the emission of photons under the MeV
level increases contrary to the part above this level which is almost stabilized (the
maximal emitted energy keeps constant).

7.3.2 Particle test at the laser-solid interface

In order to understand how the particles radiate at the laser solid interface, some
particle trajectories are studied in a simplified configuration. We consider that the
particle can evolve on a 2D plane since the laser is linearly polarized. The domain is
divided into two parts: the vacuum and the solid. In the vacuum, the electromagnetic
field is considered as the superimposition of an incident plane wave and its reflected
wave with a reflection coefficient ηr so that

E = E0 (cos ξi − ηr cos ξr) B = B0 (cos ξi + ηr cos ξr) . (7.8)

Here, ξi and ξr represents the incident and reflected phase variables. We neglect
the skin depth but we take into account the hole boring. Therefore, for a piston
velocity βp = vp/c, we have ηr = η′r

1−βp
1+βp

where η′r is the reflection coefficient in

the reference frame of the piston. The phase of the incident wave is equal to ξi =
ct − kx and the phase of the reflected one due to the hole boring corresponds to
ξr = 1−βp

1+βp
(ct+ kx). In the solid part, the particle propagates with no field and no

scattering. The interface between the vacuum and the solid is initially located at
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Figure 7.7: (a) - Quantum parameter, normalized energy (gamma factor) and radi-
ated energy all along the trajectories of 8 particles initialized at different positions
from c/ω0 to (π + 1)c/ω0 with energy γ = 270.

x = 0. The solid target constitutes the right part of the domain and the vacuum the
left part. The configuration is similar to May et al. (2011) including the radiation
damping.

In the first study, the electrons are initialized at different positions x in respect
to the solid interface so that each particle will interact with different phases of the
electromagnetic field. The particles initially have the same energy equal to γ = 270.
The laser has a normalized amplitude of a0 = 270 with a wavelength of 1 µm,
equivalent to 1023 Wcm−2. The movement of the particles is solved using a leap-frog
pusher, here, the method of J. L. Vay is used coupled with the continuous model of
I. Sokolov as for a PIC code. Eight particles are considered initialized from position
x = c/ω0 to x = (1 + π) c/ω0, 2πc/ω0 being equal to λ = 1 µm, with an equal space
step dx = 2π/8. The trajectories are solved a time discretization of dt = 0.00075ω−1

0 .
The electron initial transverse position y is also uniformly shifted from y = 0 to
y = c/ω0 in order to help distinguishing all the trajectories. The particles obviously
propagate initially backward. The evolution of the quantum parameter χe− , the
normalized energy γe− and the radiated energy Prad are plotted in Fig. 7.7.

In the second study, the initial position is the same for ten initialized particles
but the energy is varied from γ = 10 to γ = 1000 with a logarithmic scale of an
energy step of ∆γ = (log10 (1000)− log10 (10)) /9. The evolution of the quantum
parameter χe− , the normalized energy γe− and the radiated energy Prad of the test
electrons are plotted in Fig. 7.8.

The electrons mainly radiate when they are deflected by the standing wave. Dur-
ing the deflection the particles can gain energy and at the same time radiate a lot as
shown both by the evolution of γe− in fig. 7.7b and the radiated power in fig. 7.7c.
As a function of the laser phase, the particle are deflected and re-accelerated toward
the solid, just undergo a wiggling trajectory during their forward propagation or
oscillates near the laser interface. In any case, the quantum parameter is the highest
in the curve during the change in trajectories. If we analyze all the trajectories, the
emission can happen during a forward or backward deflection which explain why the
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Figure 7.8: (a) - Quantum parameter, normalized energy (gamma factor) and radi-
ated energy all along the trajectories of 10 particles initialized with different energies
from γ = 10 to γ = 1000 at the same position x = π/2c/ω0.

emission is made in every directions. Even if this study is based on a continuous
approach, the quantum parameter (Fig. 7.7a) reveals that the chance of quantum
emission is maximized during the deflections. But this modeling does not take into
account the straggling and therefore the sudden change of trajectory that could arise.

The radiative behavior also depends on the initial electron energy. The less
energetic particles are confined near the laser-solid interface exhibiting looping tra-
jectories. These particles gain energy during their oscillations (Fig. 7.8b) and this
contributes to maintain a continuous emission as shown by the radiated power in
Fig. 7.8c. When the initial electron energy is higher, the deflection curve radius in-
creases so that the particle are not trapped anymore but are send back to the target
while radiating and with a potentially higher energy than when they leaved the foil.
For the highest energies γ > 2a0, which corresponds in Fig. 7.8 to the two highest
energetic electrons, the test particles keep traveling forward with wavy trajectories.
With the correct phase, the particles can potentially cross several laser oscillations
until they get dephased and back deflected. In the quantum regime nonetheless, a
high-energy particle is unlikely to travel away far from the solid interface since the
emission will bring away a significant part of the electron energy into a single or few
photons and therefore instantaneously reduces the electron energy under 2a0. The
electron will be trapped or back accelerated to the target.

Case of a finite focal spot

A simulation in the case of a finite focal spot is now reproduced. Here, the domain
has a length of 48 µm (300c/ω0) and a width of 29 µm (180c/ω0) with a spatial
discretization of ∆x = ∆y = 0.03c/ω0. All the boundary conditions are absorbing
in every directions. The target is an aluminum foil (ne− = 780nc) of 3 µm thickness
and a transverse size of 25 µm. The front of the target is located at position 19 µm.
The target has a pre-plasma of 3 µm. The laser is injected from the left side of the
simulation box (boundary x = 0) and is focused on the target with a focal spot of 2
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Figure 7.9: a) - Electric field eEy/meω0c and electron density n−e /nc at time 180 fs.
b) - Ion density nAl13+/nc and photon density nγ/nc at time 180 fs.

Figure 7.10: a) - Energy balance showing the time-evolution of the electron (red),
the ion (green), the proton (orange), the photon (purple) and the absorbed (grey)
energy. b) - Integrated radiated energy spectrum as a function of the emission angle
θ (rad) and the photon energy εγ (MeV) taken at the end of the simulation at time
531 fs.

µm. It has a duration of 30 fs with a Gaussian profile.

The maximum of the laser arrive on the target at time 152 fs. Figure 7.9a shows
the laser electric field and the electron density during the laser interaction at time
180 fs. The ion and the photon densities are shown in Fig. 7.9b. Fig. 7.9a clearly
illustrates the target heating with the rear expansion of the hot electrons. The laser
hole boring effect is observable in both figures. The photon density shows that in
the plane x− y, the emission is performed in every directions.

The energy balance of the interaction is shown in Fig. 7.10a. At the end 64 %
of the laser energy have been absorbed. This results is close to the results obtained
with the plane wave. However, respectively 25 % and 28 % of the energy have been
given to the electrons and the ions. This is more significant than in the case of a
plane wave and here 7.6 % have been radiated away. The protons have acquired 2.4
% of the laser energy.
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The angular energy spectrum of the photons is shown in Fig. 7.10b. The spectrum
dfrad/dθdεγ peaks at an energy of 0.037 MeV and an angle of 1.06 rad. The average
energy of the photon 〈εγ〉 is of 23 MeV and the average angle 〈θγ〉 of 0.87 rad.

7.4 Pair generation in laser-solid interaction

7.4.1 Significance of the different mechanisms and yield es-
timations

The generation of pairs via the Breit-Wheeler process and the electromagnetic Tri-
dent occurs in the electromagnetic wave at the target front size, superimposition of
the incident and the reflected pulses. The pairs come from the decay of the γ-photon
of energy up to 1 MeV generated via the nonlinear Compton scattering. The num-
ber of pairs generated per laser period per electron can be roughly estimated as a
function of the laser normalized amplitude a0 considering the simple model already
described in section 4.3.2. The number of nonlinear Breit-Wheeler pairs generated
per laser period corresponds to:

N±BW ∼ Tl

∫ γe−−1

2

dN2
Cs

dtdγ
× κγ(χγ)dγ (7.9)

where
dN2

Cs

dtdγ
is the production rate of γ-photons for an electron of normalized energy

γe− and κγ(χγ) is the probability for a photon of quantum parameter χγ to decay
into pair over a laser period T0. Here, the pair cascading is not taken into account
and could further increases the production yield in the extreme intensities close to
1024 Wcm−2. The main difference with section 4.3.2 is the approximation of the
electron quantum parameter χe− . We consider a standing wave, consequence of the
reflexion of the incident one on the perfect reflecting target) of the form

E = E0 (sin (k0x) cos (ω0t)ey + ε sin (k0x) sin (ω0t)ez) (7.10)

B = B0 (cos (kx) cos (ω0t)ey + ε cos (kx) sin (ω0t)ez) (7.11)

where E0 = −2ω0A0/
√

1 + ε is the electric field amplitude and B0 = 2A0k/
√

1 + ε
is the magnetic field amplitude. The quantum parameter can therefore be written

χ ∼ γe−

Es

2A0ω0√
1 + ε

[
cos (ω0t)

2 (sin (kx) + cos (kx))2 + ε2 sin (ω0t)
2 (cos (kx)− sin (kx))2]1/2(7.12)

supposing that the electrons are propagating at c in the x direction v = cx. For a lin-
ear polarization, averaged over a laser period, the quantum parameter is maximized
by

χe− ∼
a0γe−E0

Es
∼ a2

0m
−
e ω0c

eEs
(7.13)
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where the electron energy has been approximated by γe− ∼
√

1 + 〈a0〉2 ∼ a0 The

same approximation is made for the photon quantum parameter χγ ∼ a0γγm
−
e ω0c

eEs
.

The prodution rate of pairs via the nonlinear Breit-Wheeler process per electron per
laser period as a function of the laser intensity is shown in Fig. 7.11. The produc-
tion rate of γ-photons (γγ > 2) via the nonlinear inverse Compton scattering and
the electron quantum parameter are also plotted in this figure (red and blue curves
respectively). For a thin foil, the Bremsstralhung emission of high-frequency photons
can be neglected in comparison with the nonlinear inverse Compton scattering. We
can estimate that for an electron of energy εe− ∼ a0me−c

2, the number of γ-photons
generated per laser period in an aluminium foil of thickness lα = 10 µm is between
10−3 and 10−4 as shown in Fig. 7.11. This estimation is calculated from the di-
rect numerical integration of the Bremsstrahlung cross-section differential in photon
energy using the Thomas-Fermi screening as described in section 3.2:

Nγ
Br ∼

∫ γe+−1

2

dσ

dγ
nαlαdγ, (7.14)

where nα and lα are respectively the particle density and the length of the considered
material. The production rate of pairs via the electromagnetic Trident N±Trident is
calculated by integration of Eq. 4.17 given in section 4.4. The results is shown in
Fig. 7.11 (orange curve). The pairs can also be generated in the matter via the
Bethe-Heitler mechanism when the γ-photons generated at the laser-solid interface
interact with the nuleus field. We neglect the radiation losses and the deflection in
the matter and at the laser solid interface. In order to estimate the pair production in
this scenario, we consider that all the photons from the nonlinear Compton scattering
can potentially decay into pairs (and we therefore forget the other effects). The pair
yield is therefore obtained from the direct integration, again numerically performed,
of the Bethe-Heitler energy-differential cross-section:

N±BH ∼
∫ γe−−1

2

dN2
Cs

dtdγ
(1− exp (−σBH(γ)nαlα)) dγ (7.15)

Finally, the matter Trident is also calculated supposing that Eq. 5.10 of section 5.3
is valid until energy of γe− ∼ 103. for an electron of given energy, a simple estimation
can be obtained with the following expression

NTr,m = σTr,mnαlα (7.16)

The production of pairs for an aluminium target of thickness 10 µm is displayed
in Fig. 7.11 (purple curve). It gives a rough estimation of the importance of the
different processes of pair generation in laser-foil interaction and we can distinguish
two different regimes of interaction depending on the laser intensity. At 1022 Wcm−2,
it seems that the pair production will be only created via the Bethe-Heitler process
even in the case of a thin target (10 µm here). The other processes indeed appears
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Figure 7.11: Electron quantum parameter χe− (blue), number of γ-photons generated
via the nonlinear Compton scattering Nγ

Cs (red), via the Bremsstrahlung Nγ
Br (dashed

red), number of pairs generated via the nonlinear Breit-Wheeler N±BW (green), via
the electromagnetic Trident N±Tr,e (green dashed), via the Bethe-Heitler (orange) and
the matter Trident (dashed orange) during a laser period Tl from a single electron
as a function of the laser normalized amplitude a0.

completely non-significant. In this configuration, even the Trident process is lower
than the Bethe-Heitler since the Compton emission is sufficiently bright (this would
probably not be the case for lower intensities where the radiation is dominated by
the Bremsstrahlung). However, the Bethe-Heilter pair production is relatively low
per electron, around 5× 10−4 at such an intensity and close to 10−3 at 1024 Wcm−2.
At intensity close to 1023 Wcm−2, the Bethe-Heitler is still the dominant process, the
Trident is 103 times lower and the nonlinear Breit-Wheeler is still non-significant.
Note that we do not take into account the electron refluxing that could slightly raise
the Bethe-Heitler and the Trident pair yield. At 1024 Wcm−2, the nonlinear Breit-
Wheeler overtakes the Trident and the Bethe-Heitler to reach a number of pairs
per laser period above 1. As demonstrated in chapter 5, the emission and the pair
creation processes in the matter weakly gain in efficiency as the particle and the
photon energies rise in the relativistic regime. As a consequence, these processes are
weakly directly dependent on the laser intensity, although the Bethe-Heitler reveals
indirectly affected by the intensified γ-photons yield.

As a rough estimation of the number of hot electrons Ne−,h generated per laser
period, we consider the ratio of the laser absorbed energy over the average electron
energy. We can suppose an average electron energy of 〈γe−〉 ∼ a0. As for the laser
absorbed energy, we consider an absorption coefficient ηabs that multiples the total
energy equal to εlas ∼ Ga2

0T0πR
2
las where G ∼ 2.13 × 1022 Js−1m−2 (for λ = 1 µm),

Rlas is the focal spot radius. Therefore, we have Ne−,h = ηabsεlas/〈εe−〉. In order to
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get an upper bound, let us consider half the absorption of the laser (which is the
case at 1024 Wcm−2 according to the simulations), for a finite focal spot of 2 µm. At
1022 Wcm−2 (a0 = 85 at 1 µm), we obtain a total number of hot electrons per laser
wavelength of Ne−,h ∼ 9 × 1011 and a consequent γ-photon yield of 5 × 1011 and a
Bethe-Heitler pair production of 2×106. At 1023 Wcm−2 (a0 = 600 at 1 µm), we have
Ne−,h ∼ 6× 1012, Nγ,Cs ∼ 1.4× 1014 and Ne±,BH ∼ 5× 109. Finally, at 1024 Wcm−2

(a0 = 850 at 1 µm), we haveNe−,h ∼ 9×1012, Nγ,Cs ∼ 2.6×1014, Ne±,BH ∼ 9×109 and
Ne±,nBW ∼ 1.7×1013. It predicts that with extreme intensities close to 1024 Wcm−2,
over-critical pair plasmas may be created (nc = 1.1× 1012 particles per 10 µm3)

According to Fig. 7.11, we can identify an intermediate regime of pair genera-
tion coupling the nonlinear Compton emission of γ-photons and the generation of
pairs in the matter via the Bethe-Heitler process. Such a configuration would be ex-
perimentally feasible with forthcoming high-power laser facilities (Apollon, ELI...).
Double-layer targets could be imagined in order to first maximize the laser absorp-
tion in γ-rays and then the pair conversion efficiency. For the first layer, a thin foil
of electron density close to the transparency threshold is recommended, ne− ∼ a0.
Then, a high-Z thick target would be preferred to a thin foil for the second layer
in order to optimize the conversion efficiency. A more accurate study is required to
determine the optimal thickness as a function of the intensity and the pair yield. The
resulting pair flow is likely to be a highly divergent shield since the laser thin-foil
interaction is a bright but short and weakly collimated photon source (of duration
equivalent to the laser full width at half maximum).

7.4.2 Numerical simulation of the electron-positron pair pro-
duction with a thin foil

As for the previous section, the generation of pairs during the interaction with a thin
foil is now studied using 2D PIC numerical simulations. As shown in the previous
subsection, the generation of pairs starts to be significant from an intensity of 5 ×
1023 Wcm−2. By means of PIC simulation, the problem has been first studied with
Epoch in Ridgers et al. (2012),Ridgers et al. (2013) and Brady et al. (2014). The
effect of the pair production on the hole boring effect has been explored in Kirk
et al. (2013). Some other teams have performed similar numerical implementation
and continued this numerical study such as Ji et al. (2014), Ji et al. (2014), Nakamura
and Hayakawa (2015) and Luo et al. (2015).

The first simulation is made in 2D in the plane wave approximation as for the
previous section. The domain, the target and the numerical parameters are similar.
The laser has the same properties except the intensity raised at 1024 Wcm−2 (a0 =
850). For computational efficiency only the photons of energy above 1.022 MeV are
created as super-particles on the grid. Under this energy threshold, the photons
do not contribute to the creation of pairs. As for the previous simulation, the ions
are accelerated at both the rear side of the target due to the target normal sheath
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Figure 7.12: Time-evolution of the y-averaged ion nAl13+/nc (a), the electron ne−/nc
(b), the positron ne+/nc (c) and the photon density nγ/nc (d). In (a), the dashed
line corresponds to the target front (of piston velocity vp = 0.159c), the dotted line
to the shock front (of velocity vs = 0.193c) and the dash-dot line to the rear front (of
velocity vr = 0.156c). In (c), the dashed line corresponds to the front of the positron
cloud at density threshold ne+ ∼ 0.1nc (of velocity vf ∼ −0.69c), the dash-dot line
corresponds to the rear (with velocity vr ∼ 0.998c).

field and at the front side due to the radiation pressure. The time evolution of the
y-averaged ion density is shown in Fig. 7.12. The linear evolution of the front side
shows that there is a balance between the laser radiation pressure and the pressure of
particles undergoing strong radiation losses. The numerical fitting of the ion target
front gives a velocity of vp ∼ 0.159c and vr ∼ 0.156c for the rear side. The shock
velocity is evaluated as vs = 0.193c.

The γ-photons generated at the laser solid-interface are both emitted forward
and backward as shown in Fig. 7.12d and Fig. 7.13 showing the phase space x− px
of the γ-photons at time 212 fs. The photons at the origin of the pair creation are
propagating backward in the laser field composed of both the incident wave and the
reflected one. Due to the hole boring, the reflected wave undergoes a dephasing and
a Doppler effect so that the resulting wave is not standing anymore.
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Figure 7.13: a) - Positron x−px phase space. The dashed line represents the average
px momentum. b) - Photon x − px phase space. c) - Positron x − py phase space.
The dashed line represents the average py momentum. All the figures are plotted at
t = 212 fs (400ω−1

0 ).

The pairs are generated in the propagation direction of the photons, which means
backward. As they counter-propagate in respect to the incident laser field, they
therefore lose energy by radiation cooling. They are finally deflected and forward
re-accelerated by the laser toward the target. This can be observed in the phase
space x − px of the positrons in Fig. 7.13. In the vacuum in front of the target,
the positrons propagating toward the target, px > 0, are the consequence of the
laser re-acceleration. The momentum px is as strong as the the positrons approach
the target interface with a maximum close to px ∼ 4000mec and an average of the
order of 800mec. Similarly, the positrons propagating backward, px < 0, have been
recently created. In this case, the momentum is as low as the positrons are far
from the target. For a photon of given energy, the chance to decay into a pair
increases as they propagate farther away from the target. As a consequence, the
pairs are mainly created close to the target. Finally, a pair plasma is generated
at the laser-solid interface. It can be seen in Fig. 7.13a and Fig. 7.13c that the
pairs oscillate driven by the laser. Entering the target, the pairs are scattered by
the surface magnetic and electric fields that cause the px momentum to be reduced
and the py oscillations to be diffused. Inside the target, the average momentum is
equal to py ∼ 200mec near the target front interface and is reduced to 135mec near
the tail of the pair plasma at x = 45 µm. Inside the target, some pairs can stay
confined while the majority manages to cross and escape at the rear side. A pair
plasma is therefore also generated at the rear side and expands with a relativistic
velocity with the fastest electrons. The energy of the pairs is further enhanced at
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Figure 7.14: Energy balance showing the time evolution of the ion, the electron, the
positron, the proton and the photon energy. The grey line corresponds to the total
absorbed energy.

the exit of the target rear due to the target normal sheath field. This is shown in
the time-evolution of the y-averaged positron density in Fig. 7.13. In our case, since
the laser is semi-infinite and a stationary regime is reached, the pair plasma front
is not confined near the target interface but it evolves with time. At the beginning
of the interaction, the pairs are generated close to the solid-interface when the field
is sufficiently strong via the first γ-photons. As the photons expand, then, the pair
generation front also moves backward. The flow of γ-photons backward oriented
increases since few photons really decay into pairs while entering in the strong laser-
field. Some of them manage to leave the computational domain without decaying
into pairs. By numerical fitting, the front pair generation front has an estimated
velocity of vf .x = −0.69c and the rear front almost travels at the speed of light with
vr ∼ 0.998c. At the end of the simulation, the front of the positron and the photon
flows is outside the computational box. Since our laser is semi-infinite, from then on,
the result becomes unphysical since the photons outside the box will not contribute
to the creation of the pairs. Simulations are usually performed with short pulses so
that this problem does not appear.

The energy balance of this simulation is shown in Fig. 7.14. The radiated energy
is extremely significant accounting for almost 81 % of the laser energy having inter-
acted with the target The absorbed electron and ion kinetic energy represent both
10 % of the laser energy. The positrons correspond to 5.6 % of the laser energy.

The angular and energy properties of the radiated photons at this intensity are
shown in the spectrum of Fig. 7.15. The spectrum is integrated over the whole
simulation and does not take into account the decay into pairs. The emission is
mainly forward oriented (px > 0) representing 90 % of the total radiated energy.
The peak in emission is located at angle θ = 0.38 rad and energy 0.14 MeV. The
average angular divergence is of 0.64 rad and the average photon energy of 〈εγ〉 ∼ 166
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Figure 7.15: a) - Normalized angular energy spectrum dfrad/dθdεγ at the end of the
simulation. Integration of the spectrum gives the total radiated energy. b) - Angular
energy spectrum dfe+/dθdεγ of the positrons at the end of the simulation.

MeV, around 5 times higher than in the simulation at 1023 Wcm−2.
The similar spectrum has been plotted for the pairs in Fig. 7.15. As for the

photons, the positrons are mainly forward accelerated (px > 0 ) accounting for 84 %
of the production at the end of the simulation. The peak in energy of the spectrum
is located at θ = 0.26 rad and 184 MeV. The average energy is equal to 〈εe+〉 ∼ 430
MeV and the average angle to 〈θe+〉 ∼ 0.56 rad.
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Chapter 8

Collision between a GeV electron
beam and a counter-propagating
extreme-intensity laser pulse

8.1 Presentation

As previously pointed out, an efficient configuration to achieve intense Compton
γ-ray production (high quantum parameter χe−) of given energy εe− is to make it
interact with a counter-propagating laser wave. The quantum parameter, χe− , that
describes how strong are the external fields compared to the Schwinger field in the
electron boosted frame, can approach unity with significant electron energies and
strong enough laser field amplitudes. When the fields seen by the electron approach
the Schwinger field (χe− → 1), quantum electrodynamics effects start to affect the
particle motion in the laser field due to stochastic emission of high-energy photons by
the inverse nonlinear Compton scattering. Similarly, the γ-photons counter-traveling
in respect to the laser will encounter quantum parameter χγ close to one and undergo
quantum electrodynamics effects. The most significant process is the pair decay via
the nonlinear Breit-wheeler. In theory, the challenge is easily understandable, the
stronger the laser intensity the lower the required initial electron energy, and vice-
versa. As a consequence, as a unique way to test strong-field QED in the laboratory,
this configuration appeared conceivable only in the 90’s using linear accelerators to
get sufficiently high electron energies for the interaction with the most powerful laser
intensity at this time at the TW level. The experiment was first performed at SLAC
in California. The linear accelerator provided a typical electron bunch of 46.6 GeV
with near 1010 electrons in a volume of 2 mm long and a radius of around 30 µm at
the laser-interaction point. The laser intensity was around 1018 Wcm−2 and duration
of the order of the ps depending on the different considered configurations (Bula et al.
(1996); Burke et al. (1997); Bamber et al. (1999)). They report the creation of 102

positrons after integration of the spectrum. This relatively low production is due
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to the low amplitude of the field despite a quantum parameter of χe− = 0.2. This
experiment is planned to be repeated at the SLAC with recent upgrades in order to
measure the Compton scattering and the Breit-wheeler processes at higher precision
and to study additional mass-shift, nonlinear and spin effects (Hartin et al. (2014)).

With the forth-coming laser facilities, we expect the laser intensities to be suf-
ficiently important to contemplate an all-optical configuration as described in Fig.
8.1. This idea is motivated by the fact that these new laboratories will be equipped
with multiple coupled beam lines. This is especially the case of Apollon that will
have a PW line in addition to the multi-PW laser (Apollon (2015)) and ELI that will
benefit from two multi-PW lasers (ELI (2015)). In an all-optical configuration, the
electron beam is generated from the laser interaction with a gas jet in the so-called
laser wakefield acceleration regime (referred to as LWFA, see Mourou et al. (2006)
and Esarey et al. (2009)). The electron bunch is then sent in the second high-power
laser in order to study the QED processes. Regarding the intensities between 1022

to 1023 Wcm−2, reachable thanks to the forthcoming lasers the necessary electron
energy to get χ values above or close to one is significantly reduced to values of the
order of the GeV level that is easily achievable in LWFA with a PW laser. Such
a configuration has been first considered as a source of high-frequency photons. At
moderate electron energies and intensities, the emission is performed in the Thomson
regime with radiation of soft X-rays. In the first experiments, the electrons were gen-
erated via small accelerators, usually able to accelerate electrons to few tens of MeV
and sent to the pump-pulse (counter-propagating laser pulse). At high-intensities in
the relativistic LWFA regime, the collision between an electron beam and a second
laser pulse of 100 TW has been experimentally demonstrated in Chen et al. (2013),
Powers et al. (2014) and Sarri et al. (2014). Another scenario consists of using the
driver pulse as a scattering laser via the reflection on a solid foil or a plasma mirror.
This has been experimentally performed in Phuoc et al. (2012) and Tsai et al. (2015).
With high-intensities, this concept has been studies analytically and via numerical
simulation in Hartemann et al. (2007). In the quantum regime, the nonlinear Comp-
ton emission could be a source of hard X-rays and γ-photons with energies close to
the electron ones. With GeV electrons, the quantum regime could be approached
with intensities above 1021 Wcm−2 with the present laser systems. At 1021 Wcm−2,
the laser intensity is sufficient to study the radiation reaction effect on the electronic
dynamics (Vranic et al. (2014)). In extreme-intensity, from 1022 Wcm−2, the concept
as a source of γ-photons, has been analytically studied by different authors (Harvey
et al. (2015); Blackburn et al. (2014); Blackburn (2015); Seipt et al. (2015)). In
the framework of strong-field QED, it has also been analyzed in Mackenroth and
Di Piazza (2011) and Krajewska and Kamiński (2012). The generation of pairs via
the Breit-Wheeler process using γ-photons colliding with a counter-propagating laser
pulse has been studied in the QED-framework in Krajewska and Kamiński (2012).
The possibility to study the generation of pairs in an all-optical scheme with the
future high-power lasers has been first demonstrated in Sokolov et al. (2010) using a
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numerical integro-differential kinetic model.
When an intense laser pulse propagates in a ionized gas, it generates in its wake

a driven plasma, also called Langmuir wave, that constitutes a collective response
of the electrons to the perturbation created by the electromagnetic laser pulse, also
referred in this case as the driver pulse. Oscillation of the electrons can be described
as a modulation of the electronic density. It creates a longitudinal electric wakefield
Ex traveling in the direction of the driver pulse with phase velocity vph close to the
driver pulse group velocity vg. We can distinguish different regimes of interaction
in underdense plasma for the laser wakefield electron acceleration depending on the
laser intensity. For non-relativistic intensities a0 � 1, the plasma wave is a linear
response of the laser perturbation. The electron density modulation, the electron
fluid velocity and the longitudinal electric field are sinusoidal oscillations at the
plasma frequency ωp that can be described by the fluid equations. Inside the density
cavities, the electric field is negative in the negative electron density gradients and
positive in the positive ones. Electrons correctly injected in the right phase of the
plasma wave can gain energy thanks to the electric field and this constitutes the basics
of the laser wakefield acceleration with an external source of electrons (Tajima and
Dawson (1979); Gorbunov and Kirsanov (1987)).

For stronger intensities a0 ≥ 1, the wakefield is no longer sinusoidal and the
nonlinear effects cause a steepening of the plasma wave. This is the nonlinear regime.
Electron fluid velocity ve− approaches the plasma wave phase velocity vph. In the
electron density profile, spikes appear at the position where vph ' ve− . In this regime,
the plasma frequency depends on the driver pulse normalized amplitude a0. This
constitutes the limit of a fluid approach and physically corresponds to the breaking
of the plasma wave. Electrons oscillating out of phase can be suddenly ejected from
the density spikes of the plasma wave. This mechanism enables the electrons to be
self-injected in the acceleration phase of the wake field and to be therefore trapped
and forward accelerated. The breaking threshold γe− = γph gives equation (Zhidkov
et al. (2004))

a2/2 + 1 = ω/ωp
4
√

1 + a2 (8.1)

Breaking condition on the normalized amplitude therefore yields

abr =

{ √
2 (ω/ωp − 1) a ≤ 1

(2ω/ωp)
2/3 a� 1

(8.2)

This concept constitutes an all-optical source of high-energy electrons, released of any
external source. In this case, the beam charge and energy depends on the plasma
density and the laser intensity.

In the bubble acceleration regime considered here (Pukhov et al. (2004)) also re-
ferred to as the 3D nonlinear regime, the radiation pressure of a short-pulse intense
laser expels the electrons outward so that cavities with steep gradients are created
in its wake. Electrons self-injected from the rear of the bubble are forward acceler-
ated in the first half part of the cavity thanks to the negative longitudinal electric
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field Ex present in this part. In the other part of the bubble, the field changes of
sign and is therefore decelerating for the electrons. Among the strong accelerating
longitudinal electric field, these cavities present focusing properties brought by the
created magnetic field.

Using the scaling of W. Lu et al. (Lu et al. (2007)) (other scalings exist such as
Gordienko and Pukhov (2005)), we can estimate the properties of the final electron
bunch as a function of the plasma (density, distance) and the laser parameters (in-
tensity). We consider driver pulse parameters close to Apollon for the electron beam
generation, that is to say, a laser of 15 J, of duration 30 fs and a waist at full width at
half maximum (FWHM) of 23 µm for a wavelength λ = 0.8 µm. After propagation in
an homogeneous plasma of 1 cm of electron density ne = 0.001nc (1.7× 1018 cm−3),
we obtain a final electron beam energy of 2 GeV for a charge of 1 nC.

Figure 8.1: Scheme of the all-optical configuration studied in this chapter. Strong-
field QED emission of γ-photons and the decay into pairs is studied in an all-optical
scheme by the collision of a LWFA electron bunch with a counter-propagating ex-
tremely intense laser.

8.2 Approximation of the production rate of pho-

tons and pairs using a reduced kinetic ap-

proach

In order to estimate the production yield of γ-photons (photon of energy εγ > mec
2 ∼

1.022 MeV) and pairs that could be generated with the previously described con-
figuration, we use the same reduced kinetic model as described in the section 6.7.1.
Here, the electron, photon and positron distributions are solved in time using the
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cross-sections of the different mechanisms neglecting the advection and the electro-
static interactions and assuming an unidirectional propagation of the beam at the
speed of light c. We therefore assume that the particles keep relativistic energies and
that they are not reflected backward by the laser pulse. We also neglect the potential
divergence of the beam, the wiggling and the deflection that could be induced by the
laser pulse. The radiation losses are treated continuously despite the use of the quan-
tum cross-sections. The result is an average behavior over a beam of electrons (the
straggling effects are not included). However, the pair cascading effect is taken into
account with this approach, the distribution of the electrons, the positrons and the
photons are discretized logarithmically. The photon energy distribution fγ ranges
from γγ = 10−5 to γγ = 104 for a discretization in 1000 subdivisions. The electron
and positron distribution fe− and fe+ ranges from γ = 1 to γ = 104 again for a
subdivision in 1000 levels. The beam is initially located 70ω−1

0 (∼ 37 fs) before the
peak in intensity and the time step is equal to ∆t = 0.05ω−1

0 (' 0.008 µm).

Figure 8.2: a) Maximal electron quantum parameter χe− as a function of the laser
intensity and the electron energy εe− . Number of γ-photons (b) and number of pairs
(c) generated during the interaction per electron as a function of the laser intensity
and the electron energy. The black line corresponds to the iso-contour for each
parameter

The laser is regarded as a plane wave and has a Gaussian profile of duration Tl
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= 15 fs (FWHM). The laser interaction with a counter-traveling electron bunch is
parametrically studied with different electron bunches of initial energies εe− ranging
from 100 MeV to 5 GeV (all the electrons in the bunch have the same initial energies)
and different laser intensities I from 1022 Wcm−2 to 1023 Wcm−2.

The result of the runs are shown in Fig. 8.2. The first frame, Fig 8.2a, represents
the maximal quantum parameter reached during the simulations. At 1022 Wcm−2, a
quantum parameter of 1 is reachable for multi-GeV electrons, above 2 GeV. Exploring
a strong QED regime is therefore already possible with present-day lasers with a
GeV source of electron. Nonetheless, we see that this becomes more accessible as the
intensity rises and reaches values close to 1023, then one GeV electrons are sufficient.
Above this intensity, reachable with the future installation ELI, the required electron
energy drops to the hundred of MeV level.

As shown in section 2.1, with an important quantum parameter, an electron will
travel a shorter distance in the strong field before emission of a high-energy γ-photon.
After few emissions, the electron will have lost sufficient energy to leave the quantum
regime. But, over a bunch of electron, the average γ-photons yield rises. This can be
observed in Fig. 8.2b where the number of γ-photons increases as the field amplitude
and the initial electron beam energy are high. In the range of parameters of Apollon,
for an intensity I ≤ 1023 Wcm−2, we expect a number of γ-photons around 10 to 20
per electrons during the interaction.

Then, Fig. 8.2c presents the nonlinear Breit-Wheeler pair yield per electron as a
function of the beam energy and the laser intensity. The photon decay probability is
as high as the field is strong and the pair yield as high as the number of photons is
significant. In the range of parameters of Apollon, the pair yield strongly varies with
the electron energy. For a 2 GeV beam, we can expect around 0.5 pairs per electron
for I ∼ 1023 Wcm−2.

Let us again consider the Lu’s scaling. For a beam energy close to 2 GeV and
a charge of 1 nC, we therefore expect 500 pC of positron in this configuration with
the Apollon laser. This corresponds to the production of 3 × 109 pairs per shot.
This is potentially one of the most efficient source of collimated positrons with the
configuration of G. Sarri (Sarri et al. (2015)).

In order to make a more realistic calculation, several modelings are possible to
simulate the concept. A full kinetic approach can be used where the distributions
are fully described in space and momentum by the Vlasov equation. A Monte-Carlo
approach can also be considered as done in Elkina et al. (2011) but in this case, the
electromagnetic interactions between the particles should be neglected. In our case,
we decide to use the PIC method both for the computation of the laser wakefield
accelerated electron bunch and the study of the QED processes. To this aim, two
different PIC codes are used.

The generation of the LWFA electron beam is simulated using the PIC code
CALDER-CIRC (Lifschitz et al. (2009)). In this version, the fields are discretized
using cylindrical coordinates. This scheme is particularly adapted to axisymmetric
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geometry problems such as the laser wakefield acceleration (laser envelop, shape of
the wake wave and the wake fields are quasi-axisymmetric). The laser oscillating
field is however not axisymmetric. A Fourier decomposition is used in the poloidal
direction and the first few needed modes for the physics are solved. Only the first two
modes are computed. The first mode corresponds to a pure axi-symmetry with no
dependence on θ. The second mode enables to described the laser field oscillations.
Each mode is separately computed. Solving only the first modes also has the advan-
tage to reduce the required computational time. The particle density and current
also has to be put in the Fourier domain before projection. The cells are 3D volumes
that correspond to rings characterized by the radial position, the longitudinal step
dx and the radial step dr. At the end, such a simulation has almost the cost of a
2D Cartesian simulation. In fact, our whole scenario is axi-symmetric and we could
have used this PIC code to describe the whole process providing that the QED effects
were implemented in this version.

We prefer nonetheless to transfer the generated electron beam to the PIC code
CALDER-3D (Cartesian geometry) enriched with QED effects. In any case, all the
simulations are performed in 3D since the problem is not so numerically expensive
to simulate (the inflation of particles and photons is limited by the short interaction
duration).

8.3 Creation of a GeV electron beam in the laser-

wakefield acceleration regime

In this section, we study the generation of the electron beam using CALDER-CIRC.
First, we consider an homogeneous density profile as shown in Fig. 8.3a. The gas
jet is composed of hydrogen of density ne = 10−3nc and the jet front is modeled
with an initial linear ramp of 200 µm. The laser parameters are similar to what
we give in section 8.1 (duration of 30 fs, waist of 23 µm, λ = 8 µm, energy of 15
J, intensity close to 1020 Wcm−2). The plasma is considered as semi-infinite. This
simulation was performed with a rough discretization dx = 0.25c/ω0 and dy = 4c/ω0.
The evolution of the energy spectrum as a function of the propagating distance in
the plasma is shown in Fig. 8.3c. We can see that all along the propagation, many
bunches of electrons have been injected and forward accelerated. They form many
trails at different energy levels starting at different positrons. The upper part of
the spectrum culminates at 2.2 GeV. We can identify two peaks in the distribution
corresponding to the head of the beam at 2 GeV and the main part at 1.2 GeV as
shown in Fig. 8.3b (red curve). All electrons taken into account, the spectrum is
broad with a significant part of the beam charge distributed bewteen 500 MeV and
1.5 GeV . Finally, the beam head has a charge close to 1 nC and the charge rises to
5 nC taking into consideration all the electron bunches.

Although this first simulation could be satisfactory to end up with QED effects,
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Figure 8.3: a) Scheme of the two considered density profiles. b) Comparison between
the final beam energy spectra for the flat and the two-step profiles. Electron energy
spectrum for the flat density profile c) and the two-step profile d) as a function of
the position in the plasma. On the spectrum for the two-step profile, the dashed
white line corresponds to the limit between the density levels.

we search to optimize the density profile to get the maximal electron energy. For this
aim, we consider a two-step profile as described in Fig. 8.3a. The two-step profile is
composed of two different homogeneous parts. The first part has a length of 6.3 mm
at ne = 10−3nc. The second one has a length of 5.6 mm at ne = 2 × 10−3nc. The
two regions are separated by a short density ramp of 400 µm long. The jet front is
simulated via a linear ramp of length 200 µm. For this simulation, the numerical
parameters are similar to the previous ones with dx = 0.25c/ω0 and dr = 4c/ω0.
This increasing in density leads to the reduction of the bubble size and the electron
beam that was already partially dephased is relocated in the highest accelerating
region of the wakefield, at the back of the bubble. This process selects the beam
head and therefore reduces the total accelerated charge. As compensation, the beam
gains a new acceleration distance before reaching the decelerating part of the bubble
that will contribute to boost its energy. This can be appraised in Fig. 8.3d depicting
the evolution of the energy spectrum all along the propagation in the plasma for
this particular case. In the flat case, after a propagation of 6 mm, we can see that
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the initially injected electron bunch has already reached almost its maximal energy
and hardly gains a few more 500 MeV during the next 10 mm. On the other hand,
the two-step profile clearly offers a second boost to the beam head thanks to the
second plateau and literally doubles its energy from 1.5 GeV to 3 GeV during this
second step. Moreover, the intermediate energies in the spectrum have been killed
and results only in a mono-energetic beam at the maximum accessible energy as
highlighted in the energy spectrum of Fig. 8.3b (blue curve). The final beam charge
is of 2.2 nC, almost half of the charge obtained with flat profile.

Finally we select the electron beam from the two-step profile for its higher energy
and more mono-energetic character. We consider a gas jet of finite size where the tail
of the jet is modeled via a decreasing ramp of length 200 µm that contributes to focus
the beam before its propagation in the vacuum. The beam is taken just at the end
of the gas jet to avoid any spreading. The electrons with an energy under 100 MeV
are not kept. The simulation is made with a better resolution than the previous ones
with dx = 0.125c/ω, dr = 4c/ω, a time step of dt = ω−1

0 and 40 particles per cells.
The super-particles space distribution of the beam with energy color dependency is
plotted in Fig. 8.4. The beam is composed of three parts. The beam head is the
most energetic part with a maximal electron energy of 3.8 GeV (Fig. 8.4 and Fig.
8.3b). Then, the main part of the beam has an average energy of 3 GeV. These
two parts concentrate 63% of the total charge (between 2.5 and 3.8 GeV). Then, the
beam has a subsequent broader part under 1.7 GeV as shown in Fig. 8.3b and 8.3d.
All electrons taken into account, the average beam energy is of the order of 1.8 GeV.
The beam divergence is quasi-isotropic and equal to θ0

e− ' θ0
e−,xy ' θ0

e−,xz ' 3 mrad

in average where θ0
e−,xy is the electron angular divergence in the laser polarization

plane x − y and θ0
e−,xz the divergence in the perpendicular plane x, z, both defined

as

θxy = arctan

(
py
px

)
θxz = arctan

(
pz
px

)
, (8.3)

x corresponding to the axis of propagation. The electron beam has a longitudinal
length of lb ∼ 12 µm and transverse FWHM sizes of 4 µm and 2 µm respectively
along and normal to the laser polarization direction (y-axis).

8.4 Study of the generation of high-energy pho-

tons and pairs in the interaction with a multi-

PW laser

In this section, we study the interaction between the laser-wakefield accelerated elec-
tron beam and a counter-propagating mutli-PW laser using the PIC code CALDER-
3D. We first consider a reference simulation in order to comprehend the physics of
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Figure 8.4: 3D view of the super-particle space and energy distribution. The color
of the sphere depends on the particle energy in MeV.

the interaction. This is then followed by a parametric study to explore the impact
of the laser intensity and focal spot size on the positron properties.

8.4.1 Reference simulation

The electron beam is now sent in direct incidence (head-on collision) to the counter-
propagating 5-PW laser. Linearly polarized with a Gaussian temporal profile of
duration Tl = 15 fs (FWHM), the wave is characterized by a wavelength of λl = 0.8
µm. It has a transverse Gaussian profile of focal spot diameter of 2 µm (FWHM). The
laser parameters are chosen to reach the maximal focused intensity of 1023 Wcm−2

(a0 ∼ 219) on the head of the beam. Experimentally, the laser should be focused
just at the exit of the gas jet to avoid the spreading of the electron beam. This is
the adopted configuration in this chapter. For the Cartesian simulation, the domain
has for dimensions lx × ly × lz = 36 µm (225c/ω0) × 22 µm (140c/ω0) × 22 µm.
The propagation axis corresponds to the longitudinal x-axis and the polarization
direction of the wave to the y-axis. At the end of the CALDER-CIRC simulation,
a file is created with all the super-particle weights, positions and kinetic properties.
The beam in CALDER-3D is initialized from this external file on the left side of
the simulation box (x = 0) and propagates toward the positive x-values. The laser
is injected from the right boundary and focused on the position x ' 17.5 µm in
order to synchronize the collision between the beam head with the maximal laser
intensity. The beam is frozen during the laser injection until time t = 75 fs. The
space discretization corresponds to dx = 0.05c/ω0 and dy = dz = 0.1c/ω0 for a time
step dt = 0.04ω−1

0 . All the boundaries are absorbing both for the particles and the
fields. The simulations have been performed with a lower and a higher discretization.
The final results appear extremely close in terms of generated photon number and
positron charge and average energy, in terms of photon and particle energy spectra
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as well as particle angular divergence. The current numerical settings are chosen to
perform a simulation without exceeding the total available memory on 1000 cores on
the Curie super-computer at CCRT in France (simulations last 7 hours in average
with these parameters).

The laser-beam collision is illustrated via different figures. The evolution of the
energy spectrum as a function of the relative distance to the laser peak in intensity
before, during and after the collision are shown in Fig. 8.5 for the electrons, in Fig.
8.6 for the photons and in Fig. 8.9 for the positrons. We define the relative distance
as ξ = (x− xpeak) /λ where xpeak is the position of the laser peak in intensity. The
3D space charge densities (isosurface) are plotted in Fig. 8.7a for the electrons, in
Fig. 8.7b for the photons and in Fig. 8.7c for the positrons after the interaction at
time 130 fs, around 30 fs after the interaction with the laser peak in intensity.

Figure 8.5: Electron energy spectrum before (t = 82 fs) (a), during (t = 90 fs and
t = 96 fs) (b,c) and after (t = 117 fs) the laser-beam collision (d) as a function of
the relative distance ξ to the peak xpeak in intensity.

The initial electron energy spectrum at the beginning of the interaction is shown
in Fig. 8.5a. The beam head, located at ξ = −10, has already started to radiate at
the foot of the laser as shown in Fig. 8.6a. At this early level, the emission occurs
in the semi-quantum regime (χe− ∼ 0.1, a0 ∼ 10). The electron energy is sufficient
to lead to the emission of γ-photons. At time t = 90 fs, the beam head encounters
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the required field strength to reach a quantum emission (χe− ∼ 1, a0 ∼ 70). The
γ-photons are emitted with significant energies taking away an important part of
the electron kinetic one, in the GeV level, as shown in Fig. 8.6b. The radiation
losses in this part are extremely strong and the electrons rapidly cool down as shown
in Fig. 8.5b. At time t = 96 fs, the beam head highlighted by the red frame 1
in Fig. 8.5c enters the laser peak in intensity with an energy of few hundreds of
MeV. The electrons have already lost the main part of their energies and the most
energetic photons have been created before the laser peak. Since the laser focal spot
dl ∼ 2 µm is smaller here than the transverse size of the electron beam db = 16 µm,
some electrons do not interact and travel on the side of the laser. They correspond
to the high-energy electrons highlighted by the frame 2 in Fig. 8.5c.

Figure 8.6: Photon energy spectrum before (a), during (b,c) and after the laser-beam
collision (d) as a function of the relative distance ξ to the peak xpeak in intensity.

In order to understand the average behavior of an electron as a function of its
initial energy, we simulate different test particles with an initial energy ranging from
εe−,0 = 100 MeV to εe−,0 = 10 GeV. The radiation losses are modeled using a
continuous description with a quantum correction. Fig. 8.8a represents the evolution
of the quantum parameter χe− as a function of the relative distance ξ. It shows that
χe− is not maximal in the laser peak in intensity but two laser periods before. The
fact that the field is sufficiently strong to reach the quantum regime before the laser
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Figure 8.7: 3D view of the beam electron density via iso-surfaces at the end of the
laser interaction. Density slices are projected on the domain boundaries for the
planes x = 27.5 (denser part of the head of the beam), y = 0 and z = 0. The laser
is represented through the electric field Ey for isosurfaces a0 = eEy/mcω ∼ ±100.

peak causes the electrons to radiate more than 90 % of their kinetic energy when
they reach ξ = 0 for εe−,0 ≥ 1 GeV as shown in Fig. 8.8b which gives the evolution of
the electron energy in the wave. Paradoxically, the particle that can cross the laser
by loosing the less energy are the less energetic ones. Some particles in this case can
eventually gain more energy in the laser wave than they had initially. The lowest
energy particles can be reflected and accelerated backward. The photon energy at
the maximum radiated energy of the energy spectrum εγ,max is plotted in Fig. 8.8c.
For χe− , εγ,max is calculated using the classical spectrum and the fitting function
described in 2.1 in the quantum regime. As the initial particle energy is high, the
most significant photon energy is observed earlier in the wave, around ξ = −3 for a
GeV particle. The photon energy depends both on the electron energy at emission
and the quantum parameter (which is proportional to the field amplitude). When the
photons enter the strong field area, they are almost full of energy and consequently
radiate easily GeV photons. When they approach the peak in intensity, despite an
increase of the field amplitude that still leads to χe− ∼ 1, most of the electrons have
already lost too much energy to produce photons above the level of several hundreds
of MeV.
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Figure 8.8: Evolution of the quantum parameter χe− (a), of the normalized electron
energy εe− (b) and the photon energy γγ,max at the maximum of the energy spectrum
(c) as a function of the initial electron energy εe−,0 and the relative distance to the
laser peak ξ.

At the end of the interaction, the electron and the photon energy spectrum as
a function of the relative distance to the laser peak are respectively displayed in
Fig. 8.5d and Fig. 8.6d. Finally, 85 % of the electron beam kinetic energy has been
radiated away. The photon energy spectrum dN0

γ/dγ before the pair creation is given
in Fig. 8.10 and shows that the distribution is broad ranging from the hard X-rays to
γ-rays. The maximum photon energy is close to the maximal initial electron energy
εγ ∼ εe−,0 ∼ 3.5 GeV. The average γ-photon energy is equal to 33 MeV (the result is
very close considering all the photons of the spectrum). The 3D space-distribution of
the electron beam and the γ-photon cloud after the laser interaction are respectively
shown in Fig. 8.7a and Fig. 8.7b. The photon emission forms a forward-directed
cone in the propagation direction of the electron beam with an emission brilliance
of 3× 1022 photons/mrad2/mm2/s/0.1 bandwidth close to the average energy of 33
MeV. Close to 1 MeV, we obtain 2 × 1021 photons/mrad2/mm2/s/0.1 bandwidth.
The brilliance was calculated considering the photons emitted in a range γ±∆γ, with
∆γ = 2/mec

2 to get a better statistic. After renormalization at 0.1 bandwidth (BW),
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we have 2 × 106 photons. We assimilate the angular spectrum to a Gaussian and
we use the full width at half maximum as the emission angle, close to 3 mrad here.
The emission occurs in the volume of the electron beam. The photon beam is more
divergent than the initial electron beam with θ0

γ,xy = 0.2 rad and θ0
γ,xz = 0.017 rad.

Figure 8.9: Positron energy spectrum before (a), during (b,c) and after the laser-
beam collision (d) as a function of the relative distance ξ to the peak xpeak in intensity.

The following QED process is the pair decay via the nonlinear Breit-Wheeler of
the high-energy photons. The pair generation process during the whole interaction
is detailed via Fig. 8.10. The generation of pairs does not directly start at the
beginning of the interaction since the photons are not sufficiently energetic and the
field not strong enough, as shown in Fig. 8.9a. It begins few periods before the laser
peak in intensity since the production of several hundreds of MeV photons, favorable
for the pair production, is efficient at this moment. Near the peak in intensity, the
photon typical optical depth to reach pair creation is of a few tens of laser periods
for GeV photons, as a consequence, the main conversion into pairs really occurs near
the laser peak in intensity as shown in Fig. 8.9b and Fig. 8.9c. The photon energy
spectrum at creation dN0

γ/dγ (green dashed line) and after the interaction dN f
γ /dγ

(green solid line) shown in Fig. 8.10 demonstrate that the photons of energies above
100 MeV mainly contribute to the pair production. The pair energy at creation
ranges between 10 MeV and 3 GeV, with an average energy of 500 MeV as shown
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Figure 8.10: Incident electron beam (red), photon (green) and positron (blue) energy
spectrum before the interaction (at creation time) dN0/dγ (dashed line) and after
the interaction dN f/dγ (solid lines).

in Fig. 8.10 by the positron energy spectrum at creation dN0
e+/dγ (blue solid line).

However, while escaping the laser pulse, the positrons also undergo the radiation
losses and therefore leave the field with a lower energy than in the middle of the
wave as shown in Fig. 8.9d and by the final positron energy spectrum dN f

e+/dγ (blue
dashed line in Fig. 8.10). The newly created photons can in turn decay into pairs
leading to a short-duration pair cascading effect. It represents 4.5 % of the total pair
production. At the end of the interaction, the pairs have lost more than half of their
energy to reach 110 MeV on average. The final space-distribution of the created
positron beam is shown in Fig. 8.7c. The pairs represent 5.4 % of the initial electron
kinetic energy. The total charge is equal to 0.93 nC (i.e. Ne+ ∼ 5.8× 109 positrons).
This represents 43 % of the initial beam charge. The pair production is maximal
at the head of the electron beam where the electrons are the most energetic and
where the laser is focused as shown in Fig. 8.7c with an average density ne+ ∼ 0.5nc.
As predicted by the reduced kinetic approach, the laser intensity is not sufficient to
reach the neutrality (production rate of more than a pair per incident electron). Due
to the radiation losses, some pairs can be reaccelerated backward in the laser wave.
They represent 9× 107 positrons, namely 1.5 % of the production.

After the laser interaction, the electron beam angular divergence has increased
to reach θfe−,xy = 0.29 rad in the polarization plane of the laser x − y. The angular
divergence of the photons and the pairs also reveals higher than the initial beam
divergence although they are created in the same direction of the electrons of origin.
In the polarization plane, the divergence of the positrons at creation is equal to
θ0
e+,xy ∼ 0.014 rad. This value is lower of an order of magnitude than the photon

angular divergence before pair decay in the same plane equal to θ0
γ,xy = 0.2 rad. This

difference is due to the fact that the photons of highest energy are better collimated
than the others and are more likely to decay into a pair. After the laser interaction,
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the positron divergence deteriorates to gain an order of magnitude θfe+,xy ∼ 0.33 rad.
The divergences were calculated only considering the particles and photons moving
forward px > 0. The increase of the particle divergence in the laser polarization plane
has three origins. First, electrons and positrons acquire a normalized transverse
momentum py/me−c ∼ a0 as a consequence of the wiggling oscillation in the laser
field while the longitudinal momentum px is reduced due to the radiation losses (as far
as px � py ). Then, as we considered a tightly focused laser beam, the field gradient
leads to an important radial ponderomotive force able to significantly increase the
radial expansion of the positrons. In the perpendicular plane x − z, the electron
angular divergence after the laser interaction is equal to θfe−,xz = 0.24 rad almost

equal to θfe−,xy. The photon angular divergence at creation time, and the positron
angular divergence at creation and after the interaction, are respectively equal to
θ0
γ,xz = 0.017 rad, θ0

e+,xz = 0.001 rad and θfe+,xz = 0.2 rad. In the perpendicular
plane x−z, there is no wiggling effect and the divergence is entirely the consequence
of the ponderomotive force due to the laser profile and the radiation losses. The
radiation losses indirectly affect the particle deflection, they diminish the particle
energy and therefore modify how the particle is radially accelerated. In order to
simply quantify the effect of the radiation on the angular divergence, we reproduce
the simulation without activating the radiation emission of the pairs (this was also
considered to estimate the pair cascading). The radiation only affects the electron
beam. In this case, the positrons have a final angular divergence θfe+,xy ∼ 0.01 rad

and θfe+,xz ∼ 0.018 rad. In the polarization plane x − y, the angular divergence is
lower of an order of magnitude and two orders of magnitude in the perpendicular
plane x− z. The divergence is more accurately studied in section 8.4.4.

In order to study the influence of the laser focal spot and intensity on the positron
yield, energy and angular divergence, we have performed a parametric study with
different laser parameters. First, we have varied the focal spot of the laser keep-
ing the same energy, the same temporal profile and the same incident electron
beam. We have considered 4 cases with the focal spot sizes dl = 2, 3, 4 and 5 µm.
The corresponding intensities are respectively I = 1023, 4.4 × 1022, 2.5 × 1022 and
1.6 × 1022 Wcm−2. Then, we have performed 4 cases of plane waves with different
intensities corresponding to I = 1023, 5×1022, 2.5×1022 and 1.25×1022 Wcm−2. In
the next sections, the consequence of the studied laser parameters on the γ-photon
and positron creation are first considered. This is followed by the variation of the
photon and particle energy. We finish the parametric study by the consequences on
the particle angular divergences.
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8.4.2 Parametric study of the electron, photon and positron
charge

The evolution of the total number of created γ-photon (energy above 1.022 MeV)
Nγ is shown in Fig. 8.11a for the plane wave and the finite focal spot cases. First,
it obviously appears that in the case of a plane wave, the photon yield for a same
intensity is higher than in the case of a finite focal spot since in a plane wave no
electron has a chance to escape the laser field. In any case, the number of emitted
photons during the interaction increases with the laser intensity. In the case of a
plane wave, the γ-photon yield is proportional to the laser intensity in the studied
range. This means that using a sufficiently large focal spot, the same behavior
should be expected. The γ-photon yield calculated with the reduced kinetic approach
is shown in green. It can be only compared with the case of a plane wave and
appear to be lower for every intensities despite being of the same order of magnitude.
Nonetheless, the relative difference between the reduced kinetic approach is constant
and approximately equal to 47 %. An hypothesis to explain the difference between
the simulation and the reduced kinetic approach is the wiggling effect that causes
the particle to spend more time in the wave contrary to a straightly propagating
particle as it is the case in the reduced kinetic approach. Moreover, the reduced
kinetic approach considers the speed of all the particles equal to the speed of light
even if the γ factor approaches 1.

Figure 8.11: a) - Evolution of the γ-photon yield Nγ as a function of the laser
intensity I in the case of a plane wave (PW, red), a finite focal spot (blue) and using
the reduced kinetic approach (RKM, green) at creation time N0

γ and at the end of
the laser interaction N f

γ . b) - Evolution of the number of photons of energy above
100 MeV as a function of the laser intensity in the case of a plane wave (red) and a
finite focal spot (blue). c) - Evolution of the positron yield as a function of the laser
intensity I in the case of a plane wave (red), a finite focal spot (blue) and using the
reduced kinetic approach (green).

In the previous section, we reported that the pairs are mainly created from the
photons of energy above 100 MeV at 1023 Wcm−2 (photons of lower energy have a
chance to decay into pairs but the probability is extremely reduced). The photon
yield evolution above this threshold is presented in Fig. 8.11b. Above 100 MeV, the
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photon yield carries on rising with the laser intensity but not linearly anymore for
the plane wave case. It seems that the high-energy γ-photon production tends to
stabilize and reaches a maximum for intensity above 1023 Wcm−2. Furthermore, in
the range of studied intensities, the production yield weakly varies and stays in the
same order of magnitude between 4×1010 and 7×1010 photons above 100 MeV. This
can be seen on the γ-photon spectra, displayed in Fig. 8.12a, which are slightly the
same in our range of parameters at creation time for high-energy photons. Close to
1023 Wcm−2, the emission occurs in the foot of the laser pulse. As the electrons have
already lost most of their energy before reaching the intensity peak, only photons
of energy lower than 10 MeV are generated near this region of the laser. For lower
intensities, electrons will take longer time to radiate their energies and the γ-photon
emission will eventually last until the laser tail as for I ∼ 1.25× 1022 Wcm−2.

The total positron charges Qe+ as a function of the laser intensity both for the
plane wave and the finite focal spot cases are shown in Fig. 8.11c. As expected, the
positron charge increases with the laser intensity. For the case of a plane wave, the
positron yield is almost linearly proportional to the laser intensity with dependency
Qe+ ∝ 0.17I22 where I22 is the intensity in 1022 Wcm−2 in the studied range of
intensities. In the case of a finite focal spot, the positron yield is lower because some
photons escape the region of strong field transversely due to their divergence. As
the focal spot increases, the positron charge approaches the plane wave result. The
result from the reduced kinetic approach is plotted in green. As for the photons,
the positron charge is lower than the simulated results. The predicted values are
nonetheless of the same order of magnitude with a relative difference of 30 % at
1022 Wcm−2 to 54 % at 1023 Wcm−2. The photon spectra after the laser interaction
is shown in Fig. 8.12b for the finite focal spot cases. It confirms the tendency of
Fig. 8.11b. For intensities close to 1022 Wcm−2, the photon spectrum above 100
MeV at the end of the interaction is weakly changed and very close to the spectrum
at creation since a small fraction has lead to the creation of pairs. We can see
that photons of energy close to the maximum energy ∼ 3.5 GeV at creation still
exist. When the laser intensity increases, the photon energy threshold to efficient
pair conversion decreases: more photons of lower energies can decay into pairs and
the most energetic photons have a higher probability to convert.

8.4.3 Parametric study of the electron, photon and positron
energy

The evolution of the electron, photon and positron energy depending on the laser
intensity and the focal spot is now analyzed. We first consider the impact of the
radiation losses on the initial electron beam energy. The evolution of the average
electron energy 〈εfe−〉 at the end of the laser interaction is shown in Fig. 8.13a both
for the case of a plane wave (red) and a finite focal spot (blue). It shows that as the
laser field is strong, the electrons are more decelerated by the radiation friction. In
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Figure 8.12: a) - Photon energy distribution at creation integrated over the whole
simulation time for the cases of a finite focal spot. b) - Photon energy distribution at
the end of the laser interaction for the cases of a finite focal spot. c) - Positron energy
distribution at creation integrated over the whole simulation time for the cases of a
finite focal spot. d) - Positron energy distribution at the end of the laser interaction
for the cases of a finite focal spot.

the case of a plane wave, the average energy has dropped from 1.8 GeV to 40 MeV at
1023 Wcm−2 and to 300 MeV at 1.25× 1022 Wcm−2. The average energy is higher in
the case of a finite focal spot due to two reasons. First, the electron traveling at the
side of the laser and not decelerated are taken into account for the calculation of the
average energy. Then, some electrons can escape transversely the strong field region
and are therefore less decelerated than in a plane wave. The fact that the electrons
lose more energy for high intensities means that the number of emitted photons is
increased. As shown by Fig. 8.11a, Fig. 8.11b and the photon spectrum in Fig.
8.12a, the increase of the photon yield mainly contributes to energy levels under the
MeV. As we noticed in the previous section, the GeV electrons when they radiate in
the quantum regime lose a significant fraction of their energy extremely fast before
the peak in intensity but continue to radiate after in the semi-quantum or classical
regime with the emission of weak γ and hard X-photons. This phenomenon is as
strong as the laser intensity is high and as a consequence the average photon energy
decreases with the laser intensity as shown in Fig. 8.13b. In other words, the stronger
the laser intensity, the more significant the production of sub-MeV photons but the
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production of strong γ-photons due to the rapid transition to the semi-quantum
regime is almost unchanged. This effect can be directly visualized on the positron
energy distributions at creation displayed in Fig. 8.12c. The difference between the
distributions is more important for the low-energy part under 100 MeV than for the
GeV part.

Figure 8.13: Evolution of the beam electron average energy (a), the γ-photon average
energy (b) and the positron average energy 〈εe+〉 (c) as a function of the laser intensity
I in the case of a plane wave (red markers) and a finite focal spot (blue markers) at
creation time (circle and square markers) and after the interaction (triangle up and
down markers) for the photons and the positrons. c) - Evolution of the number of
positrons of energy above 1 GeV as a function of the laser intensity I in the case of
a plane wave (red markers) and a finite focal spot (blue markers) at creation time
(circle and square markers) and after the laser interaction (up and down triangle
markers).

The positrons just after their creation of an average energy between 600 and
800 MeV as shown in Fig. 8.13c (red square markers for a plane wave and blue
circle markers for a finite focal spot). At creation, the positron energy decreases as
the laser intensifies. First, this is due to the production rate of γ-photons slightly
increased for higher-intensities. But the main reason is the fact that a higher intensify
diminishes the energy threshold at which the photons efficiently decay into pairs. As
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a consequence, the decay of more relatively low energy photons increases the positron
charge but on the other hand diminishes the average energy of the created positrons
by energy conservation. In the case of a plane wave, the average energy of the
pairs decreases with the laser intensity according to the law 〈ε0

e+〉[MeV] ∼ 780I−0.24
22

at creation time, where I22 = 1022 Wcm−2. Then, the positrons are decelerated
in the laser due to the radiation friction and at the end of the interaction, their
energy has significantly decreased. The energy loss is as high as the laser field is
strong. At 1.25× 1022 Wcm−2, they represent 50 % of the initial energy and 70 % at
1023 Wcm−2 for the case of a finite focal spot. Therefore, the average energy scales as
〈εe+〉[MeV] ∼ 490I−0.81

22 after the laser interaction. Comparing the positron energy
distribution at creation and after the laser interaction (Fig. 8.12b), it can be observed
that the photon energy of the maxima of the distributions have been decreased of
an order of magnitude in average and that this exactly depends on how strong is
the laser. The number of positrons between 10 and 100 MeV have been increased at
the cost of the positron above 100 MeV. Furthermore, the curve arrangement have
been reversed: after the radiation losses, there are less GeV positrons at 1023 Wcm−2

than for 1022 Wcm−2. In order to confirm this result, the evolution of the number
of positrons of energy above 100 MeV is drawn in Fig. 8.13d. It appears that an
optimum intensity exists to optimize the positron yield to energy ratio. In order to
get the positron beam with the maximum number of positrons above the energy of
100 MeV, the intensity of 2.5× 1022 Wcm−2 (dl = 4 µm for a finite focal spot) gives
the best results.

8.4.4 Parametric study of the electron, photon and positron
angular divergence

In this section, the dependence on the angular divergence to the laser intensity
and focal spot diameter is analyzed. In the laser polarization plane x − y, the
angular deviation is the consequence of the wiggling and the radial ponderomotive
force induced by the laser gradient. These two mechanisms are emphasized by the
radiation losses. The electrons from the beam are the first affected particles. The
divergence θfe−,xy after the interaction as a function of the laser intensity is plotted
in Fig. 8.14a. Both for the case of a plane wave and a finite focal spot, the stronger
is the laser intensity, the more significant is the electron angular divergence. At
the end of the interaction, the divergence is increased by an order of magnitude at
1022 Wcm−2 and up to two orders of magnitude for 1023 Wcm−2. The difference
between the plane wave and the finite focal spot is small, less than a factor 2.

The consequence is an increase of the photon angular divergence θ0
γ,xy at the

creation with the laser intensity as shown in Fig. 8.14c and the divergence is of the
same order of magnitude as for the electrons.

The positron divergence θ0
e+,xy at creation follows the same behavior but is an

order of magnitude lower than the photon divergence. This is due to the fact that the
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Figure 8.14: Electron angular divergence as a function of the laser intensity I for a
plane wave (red curve) and a finite focal spot (blue curve) after the laser interaction
in the polarization plane x− y (a) and the perpendicular plane (b). Photon angular
divergence as a function of the laser intensity I for a plane wave (red curve) and
a finite focal spot (blue curve) at creation time in the polarization plane x − y (c)
and the perpendicular plane x− z (d). Positron angular divergence as a function of
the laser intensity I for a plane wave (red curve) and a finite focal spot (blue curve)
at creation time (circle and square markers) and after the laser interaction (up and
down markers) in the polarization plane x− y (e) and the perpendicular plane x− z
(f). Only the particles propagating forward, px > 0, are taken into account.
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most energetic photons that mainly contribute to the pair production are in average
better collimated. During the laser interaction, the positrons undergo the wiggling,
the ponderomotive force and the radiation loss and therefore gain transverse momen-
tum so that the angular divergence is globally increased in average of an order of
magnitude after the laser interaction. The divergence is nonetheless more important
for strong intensities: the divergence has been multiplied by 6 near 1022 Wcm−2 and
by 24 at 1023 Wcm−2 in the case of a finite focal spot wave. It appears that the
positron divergence in the case of a finite focal spot wave is really close to the case
of a plane wave in the studied range of intensities.

In the plane perpendicular to the laser polarization x−z, the wiggling disappears
and only remain the ponderomotive force (in the case of a tiny focal spot) and the
radiations losses. The electron beam angular divergence in this plane θfe−,xz after
the laser interaction is shown in Fig. 8.14b. In the case of a plane wave, the beam
divergence has not changed. For a finite focal spot, the divergence is as strong
as the focal spot is small and the intensity high. This confirms that the transverse
ponderomotive force is the main cause of the particle deviation. Close to 1022 Wcm−2,
for a focal spot diameter close to dl = 5 µm, the electron divergence has weakly
increased during the laser interaction. However, at 1023 Wcm−2, for a focal spot
diameter of dl = 2 µm, the radial field gradients are steepened and the radiation
losses stronger (due to the intensification of the field) resulting in the significant rise
of the electron angular divergence. In the latter case, the divergence in both planes
are almost similar.

The γ-photon angular divergence in the perpendicular plane θ0
γ,xz is unchanged

as for the electrons in the case of a plane wave as shown in Fig. 8.14d. Since
the particles are not deflected, the emission is made in the same direction with an
extremely low divergence. Furthermore, the fact that the most energetic electrons
are in average better collimated leads to the soft decreasing of the divergence with
the laser intensity. For a finite focal spot, the divergence is still growing with the
laser intensity as the focal spot diameter reduces but the divergence remains lower
in any case by an order of magnitude than in the polarization plane (Fig. 8.14c).
For intensities close to 1022 Wcm−2 and diameter dl = 5 µm, the divergence appears
similar both for a plane wave and a finite focal spot.

Finally, the positron angular divergence in the perpendicular plane at creation
θ0
e+,xz and after the laser interaction θfe+,xz are displayed in Fig. 8.14f. For the case

of a plane wave, the divergence at creation and after the laser interaction are very
similar and close to 0.001 rad, lower than the initial electron beam divergence close
to 0.003 rad. This is also the case for a finite focal spot wave at creation. But
after the laser interaction, the positron divergence rises. For an intensity close to
1023 Wcm−2, the divergence have been multiplied by 200 due to the strong radial
deflecting force in combination with the radiation friction. For intensities close to
1022 Wcm−2, the divergence increase is moderate of the same order of magnitude.

In order to understand how the particles are deflected in a finite focal spot wave,
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test particle calculations are performed in an analytical field. As we showed, in a
linearly polarized wave, the particle angular divergence that increases during the
interaction, is classically the consequence of two mechanisms: the wiggling and the
ponderomotive acceleration due to the transverse gradients. For the analytical field,
we consider a Gaussian potential polarized in the y direction, propagating backward
in respect to the electrons so that kx < 0 where k is the wave vector, of potential
vector

A =


0

A0 exp
(
α (ξ − ξ0)2) cos (ξ)× g (y, z)

0
(8.4)

where α = −4 log 2/(ωT 2
l ) and Tl the wave duration at half maximum, ξ = kx−ωt =

ωt+kx since the wave is propagating backward. The function g (y, z) is the transverse
shape of the wave.

The electric field is therefore equal to

E = −∂A

∂t
=


0

A0ω (−2α (ξ − ξ0) cos (ξ) + sin (ξ)) exp
(
α (ξ − ξ0)2)g (y, z)

0
(8.5)

For a long enough period Tl > 10ω/2
√

log 2, we have α � 1 and the electric field
approaches a Gaussian profile dephased of π with the potential. The laser focal
spot profile is chosen to be Gaussian depending on the radius r =

√
y2 + z2 so that

g(x, y) = exp (βr2) where β = −4 log (2)/d2
l , dl being the focal spot diameter. The

magnetic field corresponds to

B = ∇×A =


−∂zA
0
∂xA

=


−2A0 exp

(
α (ξ − ξ0)2) cos (ξ)βzg (y, z)

0

A0k (2α (ξ − ξ0) cos (ξ)− sin (ξ)) exp
(
α (ξ − ξ0)2)g (y, z)

.(8.6)

It is interesting to remark that in the potential approximation we made for a linear
wave in the y direction, the magnetic field gets a component only in the x direction
if the wave potential has a gradient in the z direction. In the opposite case, the
magnetic field becomes similar to the case of a plane wave. The Lorentz force com-
ponents induced by the magnetic field depend on the particle velocity v (of charge
q) as

qv ×B = q


vy∂xA
−vz∂zA+ vx∂xA
vy∂zA

(8.7)

The magnetic force in the case of a finite focal spot has a component in the z direction
which means that the electron trajectory is not confined anymore to the polarization
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plane. The y-component of the force has also gained a new term showing that a slow
drift is also expected in this direction. Nonetheless, any particle initially located at
the position y = z = 0 for a Gaussian focal spot will not undergo any deflection since
∂zA = 0. The acceleration in the z direction depends on the strength of the wiggling
vy ∼ A0/γmc and should be therefore enhanced with the laser intensity. Without
radiation losses, the gradients are maximum at radius r = dl/

(
2
√

2 log 2
)
. In this

region (taking r ∼ dl/2), the maximal drift force could reach 2 log (2)qA2
0/(dlγmc).

Thus, the deflection is maximized for low energy particles, high laser intensity and
tiny focal spot depending on the initial particle position entering the laser field.

In order to understand the effect of the gradient on the particle trajectories,
we integrate the motion equation with or without radiation friction for a particle
interacting with the previously described laser field using a leap-frog pusher.

dp

dt
= E +

p

γ
×B + Frad (8.8)

(8.9)

The radiation friction force Frad, directed in the same direction of p only acts as a
cooling mechanism and does not contribute directly to the deflection. Nonetheless,
by diminishing the particle energy γmec

2, giving rise to the increase of vy or vz over
vx, it will increase the effect of the deflection induced by the electric and the magnetic
fields.

We first start to study some particle trajectories for different particle initial en-
ergies and positions in respect to the wave. For the laser parameters, we consider a
Gaussian profile of duration 15 fs (9πω−1

0 ), with a focal spot diameter dl = 2 µm for
an intensity of ∼ 1023 Wcm−2 (a0 = 270 at λ = 1 µm). The particles are initially
located at a disatnce of 12.5 µm from the laser peak in intensity. The first group
of electrons is shifted at position y = 1 µm and z=0 for three initial energies 100,
500 and 1000 MeV. The corresponding trajectories are shown in Fig. 8.15 with and
without radiation losses. Here again, ξ = (x−xpeak)/λ refers to the distance between
the laser peak intensity and the electrons. With a shift in the y direction, there is
no deflection in the plane x− z (z = 0).

It appears that the deflection in the plane x−y is as strong as the particle energy
is low comparing the trajectories of the three studied particles (Fig. 8.15a). The
continuous radiation losses significantly increase the deflection (dashed curve), par-
ticularly for the high energy particles (above the GeV level) that undergo a strong
radiative deceleration during the field interaction. As already mentioned, Fig. 8.15b
shows that the longitudinal momentum px is significantly reduced by the radiation
losses and this reduction is as strong as the particle energy is initially high. In com-
parison, the transverse momentum py reveals to be weakly affected by the radiation
losses since the trajectories are really close to the non-radiative cases as shown by
Fig. 8.15c. For the most energetic particles px � py, the amplitude of the mo-
mentum oscillations are close to the laser amplitude at y = 1 µm, that is to say
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Figure 8.15: Trajectories in the polarization plane x − y (a), evolution of the lon-
gitudinal momentum px and the transverse momentum py of three test electrons of
initial energy 100 (blue curves), 500 (red) and 1000 MeV (green) at initial shifted
position y = 1 µm with (solid line) and without radiation losses (dashed line).

py/mc ∼ a0 exp (β) ∼ 135 and the transverse momentum after the interaction is
almost similar to the initial value. Fig. 8.15c also demonstrates that the pondero-
motive deviation induced by the gradients is stronger for lower particle energies,
with or without radiation losses. Since the radiation importantly diminishes px, the
divergence ∼ py/px is increased even if py is not significantly modified.

For electrons initially shifted in the z direction, the trajectories are shown in Fig.
8.16. The wiggling, in the plane x − y, is plotted in Fig. 8.16a. The radiation
losses increase the amplitude of the wiggling oscillations. As for the plane x− y, the
radiation mainly reduces the longitudinal momentum px contrary to the transverse
momentum py which is not modified by the radiations as shown in Fig. 8.16c. The
γ is therefore reduced in favor of the transverse velocity vy = py/γmc, increasing
the wiggling amplitude. At the end of the laser interaction, the deflection is very
small in the polarization plane because the py momentum has gone back to 0 since
the particles were initially at y=0. On the other hand, in the perpendicular plane
x − z, the deflection is much stronger as shown in Fig. 8.16c. The deflection is
as strong as the initial particle energy is high and it is enhanced by the radiation
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Figure 8.16: Trajectory of three electrons of initial energy 100, 500 and 1000 MeV
at initial position z = 1 µm with (solid line) and without radiations (dashed line) in
the polarization plane x− y (a) and in the orthogonal one x− z (b).

losses. In Fig. 8.16d displaying the pz momentum, the transverse acceleration due
to the gradient ponderomotive force is evidenced. For electrons with sufficient initial
energy, the radiation losses increased the value of the final pz momentum. This is not
the case for the electron initially at 100 MeV, having a momentum close to the laser
normalized amplitude a0 ∼ 270 where the radiation losses slightly decrease the final
pz value. Nonetheless, the reducing of the px momentum compensates this effect and
the final divergence is still higher with radiation.

The similar process is applied on a high number of particles in order to paramet-
rically analyze the dependence of the divergence on the particle initial energies and
positions. We variate the energy between 100 MeV and 5 GeV, and we consider both
a shift in the y and the z direction between 0 and 2 µm. Note that we are using a
tiny focused laser (dl = 2 µm) and that in this worst case the divergence is extremely
high. The results are shown in Fig. 8.17 for a shift in y and in 8.18 for a shift
in z with and without the radiation losses. The expected trends can be observed.
The particles initially located at y = z = 0 are not deflected by the laser gradients.
As the position is shifted in both y and z, the deflection becomes significant with
a maximum under r ∼ dl for the considered laser parameters. Then, the deflection
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Figure 8.17: Final divergence θyx function of the initial electron energy εe− and the
initial y shifted position without (a) and with radiation losses (b).

Figure 8.18: Final divergence θzx function of the initial electron energy εe− and the
initial z shifted position.

depends on the initial electron energy and here, mainly impacts the electrons under
the GeV level. The radiation losses further increase this phenomenon in the region
of strong field r < dl.

The previous study of the continuous trajectories does not consider the discontin-
uous effects of the quantum emission. The quantum effects on the electron divergence
and the comparison with continuous radiation cooling has been studied in Wang et al.
(2015); Yoffe et al. (2015). In a plane wave, the transverse momentum py is conserved
with the continuous radiation friction at the end of the laser interaction if the parti-
cle initially has py = 0. With py � px, the transverse momentum is weakly affected
in the case of a short pulse. At the end of the laser interaction, a classical electron
can not gain transverse momentum. In order to highlight the QED effects on the
particle scattering, two simulations with continuous radiation cooling (with quantum
correction) and discontinuous emissions are compared in the case of a plane wave at
1023 Wcm−2. The final structure of the electron beam, after the laser interaction, is
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shown in Fig. 8.19a for the Sokolov radiation friction approach and in Fig. 8.19b
for the discontinuous approach. With the continuous model, the electron beam con-
serves the same spatial shape after interacting with the laser pulse. However, with
the quantum emission, the electron beam is significantly diffused. During the laser
interaction, the angular divergence in the plane x − y is important due to the elec-
tron wiggling in both cases. Fig. 8.19c and 8.19d display the momentum phase space
px − py at the time of maximal angular divergence for the continuous approach re-
spectively for the continuous and the discontinuous approach. The wiggling leads to
the typical half-circle structure due to the electron transverse oscillations in the laser
field well illustrated by Fig. 8.19c. In 8.19d, the similar structure can be observed in
addition to the quantum effects that lead the particle to gain transverse momentum.
After the laser interaction, the particle phase space in the continuous approach shown
in Fig. 8.19e is flattened in transverse momentum py and significantly reduced in px
for which the radiation losses have the most significant effect. The friction force only
acts as a cooling mechanism. In the quantum discontinuous emission, the particles
gain transverse momentum along the interaction as shown in Fig. 8.19f. The phase
space px − py is significantly reduced in longitudinal momentum px due the strong
emission. The px distribution is broader than the continuous approach with higher
maximal values (up to px/mc ∼ 500) and some particles reaccelerated backward.
Then, the particles have gained transverse momentum py. The final py distribution
is broaden with higher values than the initial state. To conclude, the energy spread
is enhanced with quantum-electrodynamics effects. According to Wang et al. (2015),
they have estimated that the transverse momentum is increased of factor 0.3 with the
same range of parameters as ours. This is verified in our simulations. This has been
suggested as a signature to detect the transition to the quantum emission regime in
laser experiments.

8.4.5 Study of the influence of the laser duration using the
reduced kinetic approach

This section concerns the influence of the laser duration on the photon yield and pair
decay. For this study, we only consider the reduced kinetic model. Four different laser
durations are computed, equal to Tl = 15, 30, 60 and 90 fs. The laser is necessarly
a plane wave in this description and the energy is kept constant in every cases so
that the laser intensity is modified. In addition to a Gaussian profile, the cases have
been run with an hyper-Gaussian of order 4. The evolution of the photon yield
and the positron charge as a function of the laser intensity (i.e. laser duration) are
respectively plotted in Fig. 8.20. It reveals that the production of γ-photons (again,
photons of energy above 1.022 MeV), increases as the pulse duration is long. As long
as the emission is in the quantum regime (or eventually the beginning of the semi-
quantum regime), the emission of γ-photons is possible. When the laser intensity
decreases, the χ parameter decreases as well and the emission of photons of energy
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Figure 8.19: Electron density projection ne− from the initial beam on the plane x−y
after the laser interaction (t = 147 fs) with the Sokolov radiation friction model (a)
and the quantum discontinuous description (b). Electron momentum phase space
px − py at time of the maximum average angular divergence θxy (t = 126 fs) with
the Sokolov radiation friction model (c) and the quantum discontinuous description
(d). Electron momentum phase space px − py after the laser interaction with the
Sokolov radiation friction model (e) and the quantum discontinuous description (f).
Note that the x-axis and the colormap scales are changed in each figure.

close to the electron energy (above the GeV level) is reduced. This is in favor of the
emission of lower energy photons of few MeV to few hundreds of MeV. Obviously,
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Figure 8.20: Number of γ-photons Nγ and positron charge Qe+ calculated with the
reduced kinetic approach as a function of the laser intensity for 4 different laser
durations Tl = 15, 30, 60 and 90 fs. The laser energy is unchanged in every cases.

this has a limit when the emission enters the semi-classical regime χ ≤ 0.1. In this
case, the photon will be emitted under the MeV level. Contrary to the photons, the
total positron charge at the end of the interaction increases with the laser intensity.
Back to section 4.3 about the multi-photon Breit-Wheeler process, the distance to
pair decay for a photon of given energy nonlineary depends on the field amplitude.
In a constant magnetic field of normalized amplitude a0 = eB/mω = 270, equivalent
to a laser intensity of 1023 Wcm−2, a photon at 1 GeV will cross 4 µm in average
before it decays into a pair, at a0 = 190 (I = 5× 1022 Wcm−2), this distance drops
to 13 µm, for a0 = 135 (I = 2.5× 1022 Wcm−2), it further decreases to 58 µm to go
up to 180 µm for a0 = 110 (I = 1.25× 1022 Wcm−2). Clearly, it appears that for a
given laser energy a short-pulse is a better choice to optimize the charge production
of pairs in such a configuration.

8.4.6 Case of the oblique incidence

An oblique incidence angle is generally used in laser experimental setups to prevent
the damage that could be caused by the backward reflected light. We use again
the reduced kinetic model to approach parametrically the photon and positron yield
for various electron beam incidence. The geometry is described in Fig. 8.21a. In
spherical coordinates, ϕ is the polar angle and θ the azimuthal angle respectively
given by

ϕ = arctan−pz
px

θ = arctan
py√
p2
x + p2

z

. (8.10)

Physically, θ is the rotation in the orthogonal plane from the laser polarization di-
rection so that the propagation direction of the beam and the laser polarization stay
perpendicular when this angle is varied. A direct collision corresponds to θ = π
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Figure 8.21: a) - Schematic of the oblique electron-laser collision. b) - Electron
quantum parameter χe− as a function of θ and ϕ. c) - Number of generated γ-
photons as a function of θ and ϕ. d) - Ratio of the positron yield over the positron
yield in a direct collision as a function of θ and ϕ (N±,max).

and ϕ = 0. The calculation of the quantum parameter and the laser phase at every
time-step takes into account both angles.

The angle parametric study is performed for θ ∈ [45◦, 90◦] and ϕ ∈ [0, 90◦] for a 3
GeV electron beam interacting with a counter-propagating wave at 5× 1022 Wcm−2.
The case of optimal charge production corresponds to the direct incidence. In return,
the case where the charge production is the most reduced corresponds to θ = ϕ = 90◦.
However, even in this case, the maximum electron quantum parameter is still high
equal to χe− ∼ 2.7 so that the photon emission is still in the quantum regime as
shown in Fig. 8.21. The number of γ-photons has a low variation and varies from
20 to 10 per electrons (Fig. 8.21c). The loss in positron charge production for a 3
GeV electron is estimated to be no more than 90 % (again reached for θ = ϕ = 90)
as displayed in Fig. 8.21d.

For a finite focal spot, a more significant part of the beam can pass by the laser
depending of the spot diameter, the angle of incidence and the beam size. In this
case, PIC simulations are required. We have made three simulations with different θ
angles equal to 10◦, 30◦ and 90◦ and ϕ = 0. Here, the laser is focused on the electron
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beam head. The positron charges at the end of these simulations are respectively
equal to 0.42, 0.41 and 0.03 nC for a charge production of reference equal to 0.42
nC. In the case at θ = 90◦, the charge represents 7 % of the reference case in good
agreement with the reduced kinetic approach taking into account that in the latter
simulation the tail of the beam does not interact with the laser.

8.5 Conclusion and possible future studies

The study has been motivated by the possibility to test quantum electrodynamics
mechanisms in an all-optical laser experiments thanks to the forth-coming high-power
laser facilities, tests only accessible up to now on large-scale accelerators. We aim to
provide a full-integrated numerical tool and a guideline for the experimental teams
interested in such configurations. We have analyzed through 3D PIC numerical
simulations and a reduced kinetic approach the properties of the γ-photon and the
pair beam respectively created by the nonlinear Compton Scattering of the initial
beam and the photon decay via the multiphoton Breit-Wheeler process.

It has been first confirmed that between 1022 Wcm−2 and 1023 Wcm−2, this con-
figuration constitutes a bright source of γ-photons forward collimated in the propa-
gation direction of the initial electron beam. The properties of the γ-photons depend
on the laser parameters and more particularly on the intensity. A typical range of
values can be nonetheless estimated. Close to 1022 Wcm−2, around 2×1011 γ-photon
are generated, with an average energy of 65 MeV. At 1023 Wcm−2, the number of
γ-photons is equal to 4.5× 1011, for an average energy of 33 MeV, giving a brilliance
equal to 3×1022 photons/mrad2/mm2/s 0.1% bandwidth at this level and to 2×1021

photons/mrad2/mm2/s 0.1% bandwidth at 1 MeV.
Then, we have demonstrated that the generation of pairs could be observed in

this configuration. The positron yield is a rising function of the laser intensity.
However, the stronger the laser field, the higher the positron divergence. The positron
deflection is emphasized for tiny laser focal spot. In the polarization plane of the laser,
the wiggling is also responsible for the particle deflection and is as strong as the laser
intensity is high. Furthermore, the stronger the laser field, the lower the average
positron energy due to the radiation losses after their creation. At 1022 Wcm−2,
we expect 5 × 108 positrons to be produced with an average energy of 350 MeV.
With a focal spot diameter of 5 µm, the divergence is on average of 0.03 rad in the
laser polarization plane and 0.002 in the perpendicular plane at the end of the laser
interaction. At 1023 Wcm−2, the positron yield rises to 6× 109 with a lower average
energy of 110 MeV. With a focal spot of 2 µm, the divergence is of 0.33 rad in the
laser polarization plane and 0.2 rad in the perpendicular plane.

With the future facility Apollon, the use of an f/2 focusing parabola will enable
to focus the multi-PW laser in a focal spot diameter of 5 µm, leading to an average
intensity of 2 × 1022 Wcm−2. With a second mirror destined to be destroyed dur-
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ing the interaction, the beam could be further focused in a 2 µm to reach almost
×1023 Wcm−2.

Once operational, this scheme could be one of the most productive way to create
anti-matter with a high-repetition rate with the configurations of H. Chen et al.
(Chen et al. (2009),Chen et al. (2010),Chen et al. (2011),Chen et al. (2015),Chen et al.
(2015)) and Sarri et al. (Sarri et al. (2013),Sarri et al. (2013),Sarri et al. (2015)) that
exploit the Bremsstrahlung, the Bethe-Heitler and the Coulombian Trident processes
(see chapter 5). In the configuration of Chen et al., the pair generation comes from
the conversion of the fast electrons generated via the interaction of a kJ and ps
laser with a high-Z target. The experimental results were obtained in different laser
facilities including Titan, Omega EP and Orion giving rise to a wide range of
parameters and deduced interesting scalings. They reported the production of 1010

to 1012 positrons per shots, at least an order of magnitude above our most prolific
configuration. Due to the volume occupied by the pairs, of the order of the target
characteristic lengths (∼ mm3), the density at the source is very low bewteen 1012

and 1013 cm−3. Furthermore, the final pair beam divergence is high, of the order of
0.35 rad, of the order of what we get at 1023 Wcm−2, due to the significant divergence
of the created hot electrons. Note that the divergence depends on the strength of
the target normal sheath field. Therefore, the divergence should decrease with the
laser energy with scaling ε

−1/2
l . The positron average energy is between 4 and 30

MeV giving a skin depth of ls = c
√
〈γe±〉/ne± ∼ 9 mm. In the second configuration,

a GeV electron beam is first generated as in our case in a gas jet via the laser
wakefield acceleration regime. The beam is then directed onto different high-Z foils
of different materials and different thicknesses in order to achieve the conversion
into high-frequency photons and positrons. The first experimental campaign was
performed at Hercules and the second at Astra-Gemini. In the second one, with
a laser peak intensity of 3× 1019 Wcm−2, they reported the generation of a beam of
maximal energy 1.2 GeV with maximum of the distribution around 300 MeV, charge
around 0.1 nC (2×1019 electrons) and divergence of 2 mrad. They considered a lead
thick foil of different thickness multiple of the radiation length of 0.5 cm ranging
from 0.5 to 4 cm. The maximum positron yield is obtained for 1 cm at 1× 108 pairs
(with an energy above 120 MeV) but the maximal energy corresponds to the smallest
thickness of 0.5 cm at 600 MeV. These results are close to our range of values for
the interaction at 1022 Wcm−2. Due to the bremsstrahlung radiation losses in the
matter, the higher the target thickness, the lower the average positron energies. The
maximal percentage of positron, of 50 % is reached for the longest targets which
means that the beam is almost neutral. This is not the case even at 1023 Wcm−2

with 23 % of positrons in our configuration. The pair beam duration (related to the
beam length) is around 15 fs for a maximum transverse size of 200 µm, well above
our dimensions of an order of magnitude. The pair beam divergence of 20 mrad is
comparable to the results obtained in the simulations at 1022 Wcm−2 with a focal
spot of 5 µm. The consequence is a small beam density estimated around 1016 cm−3.
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In comparison, at 1023 Wcm−2, we have a density close to 1020 cm−3 at the heart
of the beam, and equal to 1019 cm−3 in average. However, the strong divergence at
this intensity will lead to a rapid decreasing of the density at farther propagation
distance. The configuration of Sarri et al. also constitutes a strong source of γ-
photons with a brilliance of 2×1020 photons/mrad2/mm2/s 0.1% bandwidth around
15 MeV Sarri et al. (2014) that is an order of magnitude below our estimates.

The cases involving a low intensity and a bigger waist is beneficial for the gen-
eration of a high-energy and well collimated positron beam. The positron beam,
segregated from the electrons using a magnet could serve as a first acceleration stage
for conventional and optical accelerators. On the other hand, in order to get the
maximal positron charge with the next generation of laser facilities, the maximal
available intensity will be required. For the generation of dense quasi-neutral pair
plasmas, higher intensities, above 1023 Wcm−2 are required to approach an electron
to positron charge ratio close to 1. With present technologies, the generation of
pair plasmas is currently hardly feasible. However, pair plasmas could serve a wide
range of laboratory astrophysical experiments in which interstellar mechanisms are
reproduced at the laboratory scale (see chapter 9). It could be used for instance
to study the development of instabilities in pair plasmas. In this case, the char-
acteristic length of the structures induced by the instability (usually dependent on
the particle energy and density) should be below the width of the plasma and the
beam integrity maintained longer than the instability growth rate. In Sarri et al.
(2015), 3D PIC numerical simulations were performed in the so-called fireball con-
figuration when an electron-positron plasma flow penetrates a cold ion plasma to
demonstrate the possibility to study Weibel-like instabilities in the laboratory with
the parameters of the experimentally generated pair beam. Using a neutral beam
of radius close to 1.5 mm, they show that the interaction leads to the formation of
current filament instability of thickness of the order of the plasma skin depth equal
to ls = 2πc

√
〈γe±〉/ne± ∼ 1 mm for an estimated average normalized energy of

〈γe±〉 ∼ 15. In our case, with an average energy 〈γe±〉 ∼ 100 and ne± = 1019 cm−3,
the filament size is estimated around 100 µm, above the current transverse size of
the beam. A last application to the generation of pairs is the positron annihilation
spectroscopy (PALS) that use the lifespan to pair annihilation as a diagnostic of the
voids and the defects in materials and most especially metals and semi-conductors.

In order to optimize the energy to charge ratio, intermediate intensities have to
be carefully chosen as shown in section 8.4.3. For the next step, the influence of
the laser duration on the γ-photons and the pair generation should be addressed
using numerical 3D-PIC simulations in addition to the results of the reduced kinetic
model presented in section 8.4.5. The influence of the wave contrast, not really
studied here, should be also analyzed. Nonetheless, we can easily think that the
best contrast is preferred for the generation of pairs. The study concerning the
interaction in oblique incidence should be continued addressing the influence of the
laser incidence angle on the positron average energy and divergence. An experimental
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challenge is the perfect synchronization and alignment between the LWFA electron
beam and counter-propagating laser. The challenge becomes as difficult as the laser
focal spot is small. The study could be improved with simulation of misalignment
both spatially and temporally.

Finally, simulations could be continued to study the evolution of the beam at
longer time, including the dilution. The fireball configuration could be also tested
using futuristic and optimistic parameters (larger beam size) adapted from the cur-
rent results.
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Chapter 9

A laser-based scheme for studying
the Weibel instability in
electron-positron pair plasmas

9.1 The Weibel instability and its role in collision-

less shocks

The study of plasma instabilities is a long-standing topic in laboratory and space
plasma physics because they may act as major dissipation sources in non- or weakly-
collisional configurations (Davidson (1983); Sudan (1983); Gary (1993)). A paradig-
matic system for the investigation of plasma instabilities is the collision of plasma
flows. The dominant instability is determined by the nature (electrons, positrons,
ions) and parameters (mean velocities, temperatures, densities, etc.) of the interpene-
trating flows, the strength and polarization of external fields (if any), as well as by the
details of the interaction geometry (collision angle, gradients in velocity or density,
etc.). Among the most common instabilities developing in lepton-dominated sys-
tems are the purely electrostatic, parallel1 (or “bump-on-tail”, for dilute hot beams
interacting through dense plasmas) instability (Bohm and Gross (1949)), the mostly
electromagnetic, Weibel-filamentation instability (Weibel (1959); Fried (1959)) and
the mostly electrostatic, oblique modes (Bludman et al. (1960)). The respective do-
mains of preponderance of these instabilities have been analyzed by Bret et al. (2008,
2010).

In this Chapter, we will focus on the Weibel-filamentation instability (Weibel
(1959); Fried (1959)), which results in the spontaneous growth of coupled current and
(mainly) magnetic modulations in the direction normal to the flows2 (Fig. 9.1). The

1Here, “parallel”, “transverse” and “oblique” refer to the angle between the unstable wave-vector
and the mean flow velocity.

2Or the axis of the largest temperature in a single anisotropic plasma
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Figure 9.1: Schematic of the Weibel instability in the collision of two electron-
positron pair plasmas.

buildup of the electromagnetic turbulence goes along with deceleration and transverse
heating of the flow particles (Davidson et al. (1972); Achterberg and Wiersma (2007);
Achterberg et al. (2007)). This instability is expected to prevail from the start in
the collision of relativistic plasmas of comparable densities, but can also dominate
the late-time evolution of relativistic beams interacting with much denser plasmas,
following the saturation of the initially fastest-growing electrostatic modes (Bret
et al. (2008, 2010)).

The electromagnetic turbulence produced by the Weibel instability is a good can-
didate for explaining the formation of collisionless turbulent shocks in non- or weakly-
magnetized astrophysical systems (Sagdeev (1966); Medvedev and Loeb (1999); Gruzi-
nov and Waxman (1999); Silva et al. (2003)). “Collisionless” refers to the fact that,
in contrast to classical hydrodynamic shocks, these structures develop on scales much
shorter than the collisional mean free path of the interacting plasmas3. Collision-
less turbulent shocks between energetic (electron-ion or electron-positron) outflows
and the ambient medium may happen in various high-energy astrophysical environ-
ments (e.g. active galaxy nuclei, pulsar wind nebulae, supernovae remnants, etc.),
where they are held responsible for generating suprathermal particles and radia-
tion through, respectively, Fermi-type acceleration (Blandford and Ostriker (1978);
Drury (1983); Blandford and Eichler (1987); Jones and Ellison (1991); Malkov and
O’C Drury (2001); Lemoine et al. (2006)) and synchrotron emission (Begelman et al.
(1984); Piran (2005); Waxman (2006)). Both these processes require that part of
the flow kinetic energy be converted into magnetic fluctuations moving at different
velocities upstream and downstream of the shock front. Over the past years, impres-
sive progress in theoretical modeling (Medvedev and Zakutnyaya (2009); Medvedev

3As their hydrodynamic counterparts, these turbulent shocks verify the Rankine-Hugoniot jump
conditions.
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and Spitkovsky (2009); Nishikawa et al. (2009); Lemoine and Pelletier (2011); Bret
et al. (2014); Ruyer et al. (2015)) and numerical simulations (Kato (2007); Kato
and Takabe (2008); Spitkovsky (2008); Spitkovsky (2008); Martins et al. (2009);
Sironi and Spitkovsky (2011); Stockem et al. (2014)) has clarified the mechanisms
of the micro-scale turbulence generation and shock formation. The emerging picture
is that of a self-regulated structure, whereby the particles Fermi-accelerated in the
turbulence and injected back into the upstream (unshocked) medium also drive the
Weibel-type instabilities at the source of this turbulence. Despite these advances,
the long-term evolution of the increasingly large-scale turbulence and shock structure
(Chang et al. (2008); Keshet et al. (2009)) and its radiative signature (Sironi and
Spitkovsky (2009)) need further understanding.

Much of this progress has been made possible by the use of massively parallel PIC
simulations, which provide an ab initio, self-consistent description of the problem.
The accuracy of these simulations, however, comes at the cost of heavy computa-
tional load, and they are usually conducted under simplified physical conditions (e.g.
uniform and cold plasmas) and geometries. Even in a reduced 2D geometry, state-
of-the-art simulations can only access the first stages of the shock formation, and
may therefore be affected by the somewhat arbitrary choice of the initial conditions.
The plasma collision is modeled either by injecting two flows from both sides of the
domain or, in order to save computational time, by making a single drifting flow
reflect off a boundary. In the case of electron-ion flows, artificially low ion masses
are often employed to speed up shock formation and reduce the simulation domain.

The reproduction of these phenomena in the laboratory would be of great value
for validating the theoretical and numerical predictions. Laser-matter interaction is
likely to play a crucial role in this respect, because of the unique ability of powerful
lasers to drive relatively dense plasmas at high velocities. A major difference concerns
the scales at which the astrophysical and experimental phenomena take place due
to the considerable disparity of the plasma densities at play (from ne ∼ 10−3 −
103 cm−3 in astrophysical settings, to ne ∼ 1018 − 1022 cm−3 in laser experiments).
The challenging goal will then be to create systems of similar normalized scales.
According to simulations, the creation of a fully-developed, propagating shock takes
place over a longitudinal length & 100c/ωp (where ωp is the relativistically-corrected
plasma frequency of the heavier species carried by the flows). The transverse size of
the flows should be of the same order to accommodate a sufficient number of current
filaments (Kato and Takabe (2008); Stockem Novo et al. (2015)).

It should be noted that the Weibel-filamentation instability is a naturally oc-
curring process in relativistic laser-plasma interaction. Owing to their initial strong
anisotropy, the laser-accelerated electrons penetrating the ambient plasma excite
strong transverse magnetic modulations near the irradiated target surface, which
tend to isotropize the hot electrons and weaken their energy coupling efficiency with
the deep plasma regions. This effect severely hampers the high-energy-density ap-
plications based on laser-accelerated hot electrons, e.g. the fast ignition concept of
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inertial confinement fusion or the target normal sheath acceleration (TNSA) of ion
beams (Silva et al. (2002); Deutsch et al. (2005); Adam et al. (2006); Ren et al.
(2006); Okada and Ogawa (2007); Robinson et al. (2014)). This mechanism was
investigated experimentally in (Jung et al. (2005)) and (Mondal et al. (2012)).

9.1.1 Laser-based concepts for the study of the Weibel in-
stability

The investigation of the Weibel instability using powerful lasers is challenged by
the creation of unstable (beam-plasma or two-beam) systems evolving rapidly with
respect to the intrinsically limited duration (∼ ps − ns) of the interaction. One
driving goal is to attain the strongly nonlinear regime required for shock formation
and, ultimately, for the start of significant particle acceleration and radiation. This
objective has spurred a number of experimental and theoretical efforts over the past
years. The various schemes proposed or already tested in distinct interaction regimes
are summarized in Fig. 9.2 as a function of the required laser energy and intensity.

So far, the most explored route consists in making collide two ablative electron-ion
plasmas issued from the irradiation of solid foils by high-energy (> 10 kJ) nanosecond-
duration lasers (Kuramitsu et al. (2011); Park et al. (2012); Drake and Gregori
(2012)). This scheme is depicted in Fig. 9.3a and represented by the red box of
Fig. 9.2. Recent related experiments carried out on the omega laser evidenced the
growth of Weibel-type ion filamentation (Fox et al. (2013); Huntington et al. (2015)),
thus indicating that shock generation should be within the reach of National Ignition
Facility-class (> 100 kJ) systems. In this configuration, the colliding plasmas have
densities of ∼ 0.01 − 0.1nc and non-relativistic velocities ∼ 100 − 1000 kms−1. The
self-generated magnetic fields were probed by fast protons produced by an additional
ultra-intense picosecond laser (Fox et al. (2013)) or a laser-imploded D3He capsule
(Huntington et al. (2015)).

In the relativistic regime, an alternative scheme has been recently proposed by
Fiuza et al. (2012) and further analyzed in Ruyer et al. (2015) (see purple box in
Fig. 9.2 and Fig. 9.3b). An ultra-intense laser of intensity ∼ 1020 − 1022 Wcm−2

interacts with a pre-ionized plasma of density close to the relativistic transparency
threshold (ne ∼ a0nc ∼ 10 − 100nc). The resulting hot electrons propagate into
the target, where they induce a return current made of colder background elec-
trons. Simultaneously, the laser radiation pressure pushes the target surface as a
whole (up to a velocity ∼ 0.1c). The Weibel-mediated interaction between the hot
and return current electrons generates electromagnetic fluctuations that may become
strong enough to scatter the ambient ions (in the laser piston frame), hence trigger-
ing a collisionless shock that propagates ahead of the laser-driven piston. Despite
similarities with the standard astrophysical scenario, this configuration differs from
the latter in that the shock is initially driven by the laser-accelerated hot electrons,
rather than by Weibel-unstable ions (Ruyer et al. (2015)). Its experimental inves-
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Figure 9.2: Laser-driven schemes for studying the Weibel instability and the forma-
tion of collisionless shocks. Theoretical and experimental are indicated by circlres
and squares, respectively. Diamonds identify analytical and/or experimental works
not directly related to collisionless shocks, but which provide results supporting the
feasibility of the dedicated schemes.

tigation would require a significant laser energy (∼ 1 kJ), allowing of a large focal
spot and sufficient interaction time. Low-Z targets below solid density should ease
shock formation; this favors the use of foams, as already experimented in a similar
configuration (Jung et al. (2005)), or of liquid hydrogen jets, as recently exploited
for warm dense matter studies (Zastrau et al. (2014)). A further complication stems
from the characterization of the turbulence profile and dynamics inside overcritical
matter; the relevant spatio-temporal scales (∼ µm, 100 fs) are only accessible to an
ultra-short x-ray probe, as provided, for instance, by a free-electron laser (Kluge
et al. (2014)).

The experimental study of relativistic electron-positron instabilities, which are
likely to mediate the termination shocks of pulsar winds (Bykov and Treumann
(2011)), appears even more challenging owing to the difficulty of creating pair plas-
mas dense enough so that their typical dimensions largely exceed their relativistic
skin depth,

√
γc/ωp (Liang (2013)). The most advanced approach is based on the

direct irradiation of thick (∼ mm) high-Z targets by ultra-intense lasers. Moderately
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(a) (b)

(c)

Figure 9.3: Possible schemes for laser-driven generation of collisionless shocks
(a) - Collision between ablative electron-ion plasmas produced by high-energy,
nanosecond-duration lasers. (b) - Interaction between a relativistic-intensity,
picosecond-duration laser with an overcritical plasma (c) - Collision between e−e+

pair plasmas produced through Bremsstrahlung/Bethe-Hietler processes in high-Z
targets irradiated at relativistic intensities.

relativistic e−e+ plasmas are then produced from the Bethe-Heitler annihilation of
Bremsstrahlung γ rays emitted by the laser-accelerated electrons. This setup is
schematized in Fig. 9.3c and identified by the green box of Fig. 9.2) (see also Sec-
tions 5.3 and 8.5). This design was studied theoretically by Myatt et al. (2009)
and experimentally investigated on a variety of laser facilities by Chen et al. (Chen
et al. (2009), Chen et al. (2010), Chen et al. (2011), Chen et al. (2015) and Chen
et al. (2015)). With present-day intense laser systems, the production of up to 1012

positrons of ∼ 10-MeV mean energy has been measured per laser shot. The density
and duration of the (few-mm wide) pair beam are estimated to be of 1015−1016 cm−3

and 10 ps, respectively, which seems insufficient for ensuring rapid instability growth.
For a similar beam duration, a total positron number > 1014 appears to be required.
From extrapolation of the experimental data, an order of magnitude increase in the
positron yield is expected on the upcoming 5 kJ-class laser systems (e.g. petal,
lfex and arc). 2D PIC simulations then predict the generation of Weibel filaments
of ∼ 0.5-mm wavelength and ∼ 40-T strength, detectable by proton radiography
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(Chen et al. (2015)). Additional simulations indicate that longer-duration (> 25 ps),
higher-energy (> 20 kJ) lasers are required to produce a fully-developed propagating
shock.

The collision of counter-streaming flows is not the only configuration relevant for
astrophysical purposes. In the so-called “fireball” models, high-energy ejecta from
the explosion of a central engine interact with the interstellar medium (Piran (1999)).
The PIC simulations of Davis et al. (2010) assimilate the fireball to an electron-proton
plasma produced by TNSA, subsequently injected into a hydrogen gas jet. The case
of an ultra-relativistic e−e+ fireball has been numerically investigated in (Muggli
et al. (2013)) using the parameters of the sclac beam.

A variant of the Bremsstrahlung/Bethe-Heitler-based scheme for pair production
has been recently explored by Sarri et al. (Sarri et al. (2013), Sarri et al. (2013) and
Sarri et al. (2015)). This promising concept consists in generating a GeV electron
beam by means of a laser wakefield accelerator, and injecting it into a high-Z conver-
tor. For an optimized target thickness, one can obtain a quasi-neutral, ultra-short
(∼ 15 fs) and highly-collimated (∼ mrad) pair jet. Despite a much lower laser en-
ergy than in Chen et al.’s experiments (∼ 10 J vs > 500 J), a similar pair density is
achieved (∼ 1016 cm−3), yet with a reduced transverse size (∼ 200µm), comparable
with the relativistic skin depth (

√
γe+c/ωpe+) of the beam. The experimental results

of Sarri et al. (2015) are complemented with 3D PIC simulations of the propagation
of the quasi-neutral pair beam in an electron-proton plasma at rest. They indicate
the onset of filamentation with magnetic field amplitude ∼ 40 T, in stark contrast
with the case of a pure electron beam, which is found to trigger plasma wakefields
instead of magnetic filaments. One should notice, however, that the beam parame-
ters in these simulations significantly differ from the actual ones: the beam density
is multiplied by 10 (1017 cm−3) and its transverse size by 2.7 (530µm), which should
enhance the tendency of the beam to filament.

9.1.2 Pair plasma collision from laser-induced synchrotron/Breit-
Wheeler processes

In Section 7.4, it was shown that high-density (> nc), ultra-relativistic pair plasmas
can result from combined synchrotron and Breit-Wheeler mechanisms in thin (∼ µm)
foils driven at laser intensities > 1023 Wcm−2 (Ridgers et al. (2012, 2013)). One
can therefore think of adapting the colliding-beam setup of Fig. 9.3b with extreme-
intensity lasers, as sketched in Fig. 9.4. An important difference with the former
design is that pair production mostly occurs in the laser-irradiated region (i.e., on
µm scales), thereby enabling much larger positron densities. Note, however, that
regarding the relativistic skin depth, which determines the efficiency of the Weibel
instability, the large increase in the positron density (> ×105) is mitigated by a much
larger kinetic energy (> ×10) than in the currently explored Bremsstrahlung/Bethe-
Heitler concept.
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Figure 9.4: Pair beam-colliding scheme exploiting synchrotron/Breit-Wheeler pro-
cesses at laser intensities exceeding 1023 Wcm−2.

The physical conditions required for this scenario can be readily assessed as fol-
lows. In the cold-fluid approximation, the Weibel growth rate is given by ΓW ∼
ω0

√
ne±/γe±nc (Pegoraro et al. (1996)). For a laser pulse focused onto a solid foil at

an intensity IL ' 1024 Wcm−2, we can expect the generation of an overcritical pair
plasma, with ne± ' 20nc and γe± ' 500. This leads to a growth rate ΓW ' 0.2ω0,
corresponding to a growth time of about one laser period. The duration of the pair
beam being close to that of the laser, a pulse length of a few tens of fs is therefore
sufficient for several e-foldings to occur during the pair collision. The typical filament
size is λW = (2πc/ω0)

√
ncγ±/n± ' 30c/ω0 (5µm). A focal spot L± � λW is needed

to obtain a number of filaments large enough for efficient wave-particle interaction.
A relatively wide focal spot also helps minimize the transverse spreading of the flows
exiting the target before the collision. So as to verify the above requirements, the
laser energy should be then close to EL ' ILc(10/ΓW )(5λW )2 ' 150 kJ, which is
outside the reach of forthcoming multi-petawatt systems. Such extreme conditions,
also considered for pair cascading scenarios (Nerush et al. (2011)), are envisioned in
a number of longer-term projects (e.g. izest, xcels) aiming at compressing NIF-
class lasers into sub-picosecond pulses (Mourou et al. (2012); Mourou and Tajima
(2014); Narozhny and Fedotov (2014)). In a keynote presentation, NIF and Photon
Science Chief Technology Officer Chris Barty described the ”Nexawatt” Laser, an
exawatt laser concept based on NIF technologies, on April 13 at the SPIE Optics
+ Optoelectronics 2015 Conference in Prague. Barty also gave an invited talk on
”Laser-Based Nuclear Photonics” at the SPIE meeting.
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9.2 Proof-of-principle numerical simulations

The feasibility of a Breit-Wheeler-based pair collision is now gauged using 2D calder
simulations. The simulation setup consists of two 7µm-thick foils of copper (Z =
29, ρ = 8.96 gcm−3) located at positions x ∼ 24µm (150c/ω0) and x ∼ 167µm
(1050c/ω0). The targets are taken to be fully ionized, yielding and ion density
nCu ' 79nc and electron density ne− ' 2200nc. To model preplasma effects, a 4-µm
(25c/ω0) linear ramp is added on the front side of the targets. The targets are placed
symmetrically at an approximate distance of 70µm from the center of the domain,
x = 95µm (600c/ω0). The domain has total longitudinal and transverse dimensions
of 191µm (1200c/ω0) and 19µm (120c/ω0), respectively. The boundary conditions
are absorbing in the longitudinal direction and periodic in the transverse direction
for both the fields and the particles.

The laser pulses are modeled as plane waves injected from the left and right
boundaries (x = 0 and x = 191 µm). They are linearly polarized in the z-direction
with a 1-µm wavelength. Their temporal profile is a 4th-order super-Gaussian of
106-fs (200ω−1

0 ) FWHM and 8.9× 1023 Wcm−2 (a0 = 800) peak intensity.

Since optimum pair production is predicted to occur near the relativistic trans-
parency threshold (Ridgers et al. (2013)), the case of Aluminium foils (ne ∼ 780nc)
was first considered in (Lobet et al. (2015)). However, as a result of the strong ra-
diation pressure exerted by the laser, the ions are rapidly accelerated to relativistic
velocities, hence limiting the life-time of the nonlinear plasma structure arising from
the pair interaction. Heavier materials like copper offer the advantage of generating
slower ions, which postpones their arrival in the pair overlap region.

Our simulations are limited to 2D geometries due to the important computational
load required to handle the inflating numbers of particles and γ-ray photons. The
discretized domain is 30000∆x × 3000∆y with ∆x = ∆y = 0.04c/ω0. Each cell
initially contains 50 super-particles per species (electrons and ions). To limit spurious
Cerenkov radiations, we employ the advanced Maxwell solver developed in (Lehe
et al. (2013)), in addition to temporal filtering of the electric field (Friedman (1990);
Greenwood et al. (2004)). The simulations are run on 2000 cores with the Curie
supercomputer at TGCC/CCRT. In order to reduce the simulation time and avoid
memory overload, the following methods are used. First, the super-photons generated
at the laser-solid interface are confined to a limited physically-useful area around the
targets by adding photon absorbing conditions inside the computational domain. By
doing so, the photons do not have to travel across the entire domain before being
evacuated. Also, when the laser field is sufficiently attenuated, all the super-photons
are suppressed from the grid. The photon emission occurring at later times is still
simulated (using the mixed continuous-MC approach), and therefore contributes to
the overall energy balance and photon spectra, but without generating super-photons.
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9.2.1 Generation of the pair plasmas

The first part of the simulation concerns the generation of the e−e+ pair plasmas
from the two targets. As described in Section 7.4, pair creation mostly occurs at
the laser-plasma interfaces. This is illustrated in Figs. 9.5(a,c,e), which show the
particle densities and the laser field during the laser irradiation. The γ photons
emitted backwards with respect to the laser propagate through the vacuum during
a few laser periods before decaying into e−e+ pairs. By interacting in turn with
the laser, these pairs can generate high-energy photons before being returned to the
target by the laser ponderomotive force. This cascading process gives rise to a pair
plasma expanding through the incident laser wave. Most of the e−e+ pairs, however,
are accelerated along the laser direction [blue curves in Fig. 9.5(e)]. At the rear side
of each target, the charge separation field induced by the fast electrons at the early
times of the interaction further accelerates the positrons.

Figure 9.5: (a,b) - Ion normalized density nCu29+/nc during the pair plasma creation
(t = 268 fs) and just before the pair plasma collision (t = 424 fs). (c,d) - Positron
normalized density ne+/nc for times similar to (a,b). (e,f) - Electron (red), positron
(blue) and ion (green) normalized density average over the transverse direction for
times similar to (a,b). The average normalized electric field Ey (divided by 10) and
Ex are also shown (respectively orange and purple).
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The temporal profile of each positron jet is shaped by the laser envelope. Just
after laser irradiation (t = 424 fs), the positrons (then still located inside the Cu
target) have a super-Gaussian profile of FWHM le+ ∼ 25µm. This value is somewhat
shorter than the laser length owing to the rapid drop of the e−e+ emission rate with
decreasing laser intensity. The distance between the two targets should be large
enough for allowing the pair plasmas to separate spatially from the rapidly expanding
target ions. The x − px and x − γ ion phase spaces of Figs. 9.6(a,b) show that the
TNSA ions (corresponding to the thin tail-like structure that originates from the
target rear side) and the RPA ions (corresponding to the thicker tail originating from
the target front side) move at velocities vTNSA ' 0.5c and vRPA ' 0.7c, respectively.
The distance needed to fully separate the pairs (moving at ∼ c) from the ions is
therefore of ∼ 300µm, considering that each pair plasma has a total length of 2le+ ∼
46µm. This separation distance exceeds the distance to the contact plane in the
simulation. As a result, only the first half of each quasi-neutral e−e+ jet (from
x = 60µm to 90µm for the rightward-moving jet) will contribute to the “pure”
pair-plasma collision (Fig. 9.5). Just before collision, the positron jet presents a
maximum density of nmax = 36nc. Moreover, it has lost its super-Gaussian shape,
partly because of the electrostatic repulsion exerted by the fastest ions behind the
pair jet.

The x− px and x− γ phase spaces are plotted in Figs. 9.6(c,d) for the electrons
and Figs. 9.6(e,f) for the positrons. The px and γ distributions of both species
appear to be inhomogeneous along x. The average e−e+ energies (plotted as dashed
curves) attain their maximum values (〈γe+〉y ∼ 〈γe−〉y ∼ 1000) near the jet head,
and exhibit spatial modulations anti-correlated between the two species. At the
position of the peak pair density (x ≈ 64µm, see Fig. 9.5f), the average e−e+

energies are measured to be 〈γe+〉y ' 610 and 〈γe−〉y ' 300. This factor of ∼ 2
difference stems from the energy boost provided by the rear-side sheath potential Φ
set up by the (denser) fast electrons, particularly those accelerated in the rising phase
of the laser pulse, prior to strong pair production. This sheath potential is of the
order of the fast electron energy, and therefore of the laser ponderomotive potential.
Consequently, the positrons can gain up to twice the energy of the fast electrons,
〈γe+〉 ∼ 〈γe−〉 + Φ ∼ 2

√
1 + a2

0/2 ∼ 1100, which is indeed observed for the first
positrons reaching the target rear side. The average electron energy is maximal near
the jet head and decreases when getting closer to the targets. This apparent electron
cooling may result from the ponderomotive steepening of the irradiated surface, but
also from the increasing contribution of the colder bulk electrons.

The px − py e−e+ phase spaces are displayed in Figs. 9.7(a,b) at time t = 357 fs
and at the position of peak positron density (x = 64µm). As already evidenced
in Figs. 9.6(d,f), the pair plasma distributions present broad energy and angular
spreads (with comparable px and py dispersions). Importantly, both distributions
cannot be modeled by Maxwell-Jüttner functions. As discussed above, the positron
distribution yields an average energy about twice larger than the electron value due
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Figure 9.6: (a,c,e) - Ion, electron and positron x−px phase spaces just before the pair
plasma collision (t = 424 fs). (b,d,f) - Ion, electron and positron x− γ phase spaces
at t = 424 fs. The black dashed line represents the average values as a function of
the position x.

Figure 9.7: Electron and positron px − py phase spaces at the center of the left pair
plasma (x = 50 µm) prior to the collision at time t = 297 fs.

to the TNSA boost. The latter effect probably explains the deficit of positrons
in the low-energy region, as well as the lower angular divergence of the positrons
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(〈θe−〉1/2 = 0.36) compared to that of the electrons (〈θe−〉1/2 = 0.55).

Just before the beam collision, the energy budget is the following: 76 % of the
laser energy has been converted into high-energy radiation (71 % including pair
decay), 5.2 % into positrons, 8.3 % into fast electrons and 12 % have been absorbed
by the ions, yielding a total absorption fraction of 96 %.

9.2.2 Collision of the electron-positron pair plasma flows

The two electron-positron jets make contact at the center of the domain at t ∼ 390 fs.
The plasma jet overlapping is analyzed in detail in the next sections.

Generation of magnetic and density filaments

The collision leads to the formation of magnetic and density channels both for the
positrons and the electrons in the interval 88 µm (553c/ω0) < x < 102µm (641c/ω0).
This is shown in Fig. 9.8a and 9.9b at time 424 fs corresponding to the linear phase
of the instability. The maximal magnetic field amplitude is equal to Bz ∼ 1.6×106 T
(Bz ∼ 149ω0me/e) while the filament wavelength, equal to λW ' 5 µm, is close to the
theoretical value λW = 2πc/ω0

√
ncγe±/ne± ' 4.1 µm in a cold fluid model assuming

ne± ∼ nmax/2 ∼ 18nc and γe± ∼ 300. By the end of the collision (t = 476 fs), the
particle densities and the magnetic field exhibit kink-like oscillations and the density
filaments are magnetic pinched up to twice the initial density as shown in Fig. 9.9b
for the magnetic field and Fig. 9.8b for the positron density. The destruction of
the filament coherence contributes to the particle thermalization. The saturated
magnetic amplitude, Bsat, and wavelength, λsat, can be understood upon assuming
complete current separation inside Alfvén-limited filaments (Kato (2005)). Due to
the lower relativistic inertia of the electrons, the half-width of the filaments should
be close to the electron Larmor radius ∼ 2mecγe−/eBsat (where the mean field in
a filament is estimated to be Bsat/2). The electron current density involved in the
calculation of Bsat is estimated assuming a mean velocity 〈vx〉 ∼ c/2). The saturation
value reached by the magnetic field Bsat ' 206meω0/e ' 2.3× 106 T is of the order
of the expected theoretical value with a cold fluid approach in the Alfvén limit Bz =
meω0

√
2γ±n±/nc/e ' 104meω0/e ' 1.1 × 106 T. The corresponding wavelength at

saturation is equal to λW,sat ' 5 µm close to λW,sat ' 4c/ω0

√
2ncγe±/ne± ' 3.7 µm.

Fig. 9.8 also exhibits magnetic modulations along the x-direction inside the trav-
eling pair plasmas prior to the collision. These modulations, of ∼ 105 T amplitude
can be ascribed to a Weibel instability induced by the anisotropy of the positron
px − py distribution.
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Figure 9.8: Positron density ne+/nc during the linear growth of the filaments (a) and
during the isotropization (b) at respective time t = 424 fs and t = 476 fs.

Figure 9.9: Magnetic field Bz (averaged over a laser cycle) in the overlap region (a)
at times t = 424 fs at the end of the linear regime and t = 476 fs with the apparition
of kink-like oscillations (b). Electric field Ey (averaged over a laser cycle) in the
overlap region (c) at times t = 424 fs at the end of the linear regime and t = 476 fs
(d).

Evolution of the electron-positron densities

The spatio-temporal evolution of the y-averaged electro-positron density are respec-
tively displayed in Fig. 9.10b and Fig. 9.10c. One can observe the formation of a
short-lived dense structure in the overlap region with maximal density around 110nc.
This density is 2.7 times larger than the maximum density nmax ∼ 36nc of the pair
flows, which demonstrates the occurrence of significant izotropization of the interact-
ing jets. The observed compression ratio R ∼ 2.7 is close to the Rankine-Hugoniot
jump condition (R ∼ 3) of a relativistic strong shock. This compression, however, is
not sustained at later times due to the decreasing power flux carried by the jets. The
evolution of the ion density is shown in Fig. 9.10a. The ions collide at t = 570 fs that
is, 180 fs after the time of maximum compression of the pair plasmas. The effects
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Figure 9.10: Space-time evolution of the y-averaged ion (a), electron (b) and positron
density (c). (d) - Evolution of the positron, the electron and the ion density at the
center of the overlapping region (x = 95 µm) averaged in an interval of 0.06 µm.

induced by the ions penetrating the magnetized pair plasma are described in section
9.4.

9.2.3 Evolution of the field energies and instability growth
rate

The time history of the field energies in the overlap region is shown in Fig. 9.11.
The magnetic field energy εBz at the end of the instability growth is almost an
order of magnitude higher than the electric field energies εEy and εEx. This confirms
the essentially magnetic character of the instability. The first phase corresponds to
the exponential growth of the magnetic and electric modes. The longitudinal and
transverse electric fields, Ex and Ey, are the first to saturate at time 433 fs. The rise
of the magnetic field energy stops just after at 446 fs. Fig. 9.9(c,d) shows that the
maximal electric field amplitude in the overlap region is of Ey,max ' 64meω0c/e '
2×1014 V/m at this time. The maximal value of the magnetic field is reached at 453
fs with a value of 240ω0me/e whereas the maximum of the electric field is reached at
433 fs for a value 103meω0c/e.
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Figure 9.11: Time evolution of the electromagnetic energies εEx , εEy , εBz (normal-
ized to the laser energy) integrated in the overlap region and comparison with the
theoretical growth rate (black dashed line)

The growth of the magnetic field is approximately exponential, at a rate of Γ '
0.12ω0 (0.23s−1). This values is close to the cold-fluid filamentation growth rate
equal to Γth ' 0.24ω0(0.45 s−1) assuming γe± ∼ 300 and ne± ∼ 18nc.

A more accurate cold-fluid formula of the filamentation growth rate can be ob-
tained by allowing for different positron and electron mean energies We consider two
neutral plasma beams composed of electrons and positrons, so that ne+ = ne− = ne± ,
counter-traveling along the x direction with respective energies γe− = νγe+ and γe+ .
The parameter α represents the species so that α = e+ for the positrons and α = e−

for the electrons. The charge, the Lorentz facor, the momentum of the species α
corresponds to qα, γα and pα. The wave-vector is taken along the transvere y axis.
The magnetic modulation are directed in the z-direction.

pα,x −
e

c
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α,x (9.1)
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The continuity equation can be written
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The Poisson equation, the Maxwell-Ampere equation and the Maxwell-Faraday equa-
tion correspond to
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with

Ex = −∂Ax
∂t

(9.6)

The linearization of the system gives the following plasma dispersion relation
(Pegoraro et al. (1996); Gremillet (2001))(
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Let ωe± be the plasma frequency associated to the density ne± .
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Similarly we have
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In the ultra-relativistic limit (βα ∼ 1), one obtains
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The simplified dispersion relation can be solved to obtain the growth rate of the
instability ΓW . It corresponds to the imaginary solution of the 4th order polynomial
equation ω4 − ω2 (k2

zc
2 + Ω2

b)− k2
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2 and we obtain
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In the cold fluid approximation, the wave vector at saturation can be evaluated as

kz ∼
ωe±
c

√
1
γe+

(Bret et al. (2013)). For γe± � 1, we have Ω2
b � k2

zc
2 so that

ΓW,γe±�1 =
ω±√
2γe+

√
1−

√
1 + 8

ν + 1

ν
(9.12)

Using the average energy measured in the simulation 〈γe+〉 ∼ 2〈γe−〉 ∼ 600, we get a
growth rate Γth ∼ 0.25ω0. Note that this value is consistent with a more sophisticated
calculation based on a multi-waterbag fit of the e−e+ momentum distributions (Ruyer
et al. (2015)).

Such a large growth rate ensures many e-foldings during the collision, and there-
fore a strong collective interaction between the pair jets.
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Isotropization and thermalization

The px − py phase spaces after the pair plasma collision at time 491 fs at the cen-
ter of the domain shown in Fig. 9.12a for the electrons and Fig. 9.12b for the
positrons, demonstrate that the electron and the positron populations are essentially
isotropized. The deceleration experienced by the jet particles can be assessed by com-

Figure 9.12: Electron (a) and positron (b) px − py phase space at the end of the
plasma collision at time t = 491 fs. Electron (c) and positron (d) x− px phase space
at the similar time t = 491 fs.

paring the x−px and x−γ phase spaces of Fig. 9.12(c-f) with the pre-collision phase
spaces of Fig. 9.6(c-f). In the relativistic regime, the density compression in the over-
lap region mostly results from isotropization of the colliding particles. However, the
isotropization is not instantaneous and total as shown by the jets that managed to
cross the overlapping region. The particles at the jet head travel across the overlap
region without suffering much deflection and deceleration and constitute the precur-
sors of the instability. The space-energy phase spaces x − γ for the positrons and
the electrons are shown in Fig. 9.12(e-f) and support the previous observation. The
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Figure 9.13: Corresponding electron fe− (red) and positron fe+ (blue) distributions
and comparison with the best-fitting Maxwell-Jüttner distributions fMJ (dashed
lines)

average energy at the middle of the overlap region is equal to 〈εe+〉 ∼ 228mec
2 for

the positrons and 〈εe−〉 ∼ 180mec
2 for the electrons. These are almost 2 times lower

than the incident average energy for both species demonstrating that an important
part of the incoming energy has been dissipated.

The corresponding γ-distributions are well reproduced by Maxwell-Jüttner func-
tions fMJ(γ) ∝ γ exp (−mec

2γ/T ) with electron and positron temperatures Te− '
113MeV (red curve) and Te+ ' 127 MeV (blue curve) as shown in Fig. 9.13. This
feature shows that isotropization goes along with efficient thermalization that consti-
tute the required conditions for the shock formation. That the inferred temperatures
are significantly lower than γe±mec

2/2 (the value expected for complete thermal-
ization) stems from strong radiative losses during, or shortly after the turbulence
buildup.

Radiation cooling in the overlapping region

The radiative behavior of the leptons is evidenced in Fig. 9.14 which display the
spatial repartition of the quantum parameter both for the electrons χe− and the
positrons χe+ during the linear and saturation (isotropization) phases of the insta-
bility. Considering that the electric field Ey and the magnetic field Bz are dom-
inant, the quantum parameter can be written χ ∼ γ‖Ey − cBz‖/Es where Es is
the Schwinger electric field amplitude. The classical radiated power is related to

the quantum parameter as P = 2
3

αfmec
2

τc
χ2 (see chapter 2). The maximal quantum

parameter that can be reached corresponds to χmax ∼ γe±,maxBz,satc/Es ∼ 1.2 con-
sidering a saturation field Bz,sat ∼ 200meω0/e reached at the center of the domain
and the maximal particle energy γe+,max ∼ 2500. Nonetheless, the particles undergo
significant radiative losses as soon as they move across the magnetic filaments of
average magnetic field amplitude of 100meω0/e. For an average positron energy of
〈γe+〉 = 600, the quantum parameter is equal to 0.15 and the radiation takes place
in the semi-quantum regime. The evolutions of the radiated energy and power are
plotted versus time in Fig. 9.15. The first phase corresponds to the laser-interaction,
by the end of which ∼ 76% of the laser energy has been dissipated in γ-rays. The

193



CHAPTER 9. A LASER-BASED SCHEME FOR STUDYING THE WEIBEL
INSTABILITY IN ELECTRON-POSITRON PAIR PLASMAS

Figure 9.14: Positron χe+ and electron χe− quantum parameter during the linear
growth of the instability (a,b) at time t = 424 fs and during the isotropization (c,d)
at time t = 476 fs.

second phase is associated with the pair plasma collision and leads to the dissipation
of another 5% of the laser energy. The final weakly-radiating phase corresponds to
the late-time interaction, affected by the ion-ion collision.

Figure 9.15: (a) - Time evolution of the total radiated energy εrad (blue), the radiated
power Prad (red) and the injected laser energy εl,inj (green) normalized to the total
laser energy εl. (b) - Evolution of the particle (εe±), photon (εγ) and magnetic (εBz)
energies (normalized to the total kinetic energy) in the collision region.

The overall energy balance of the collision is shown in Fig. 9.15b. The radiated
energy during this phase, which is a zoom of Fig. 9.15a, represents nearly 65 % of
the incoming particle energy εin = 1.5εe+ assuming that on the mean electron energy
is half the positron energy. The positron incomiong flow has lost 41 % of its energy.
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The magnetic energy amounts to 5% of the particle kinetic energy at t = 446 fs.
The beginning of the fast growing phase of the radiated energy between 400 fs and

425 fs is associated to the formation of the linear filaments. The spatial distribution
of the quantum parameter for this period is represented in Fig. 9.14a for the electrons
and in Fig. 9.14c for the positrons. The quantum parameter is at its highest value
during this period. While the filaments remain parallel to the flows, the particles
can reach the domain center where the magnetic field is the strongest while keeping
most of their incident energy. The quantum parameter is therefore maximal at the
center of the domain, where the magnetic field is the strongest, with a value close to
χe+,max ∼ 0.35 for the positrons and χe−,max ∼ 0.26 for the electrons. The quantum
parameters averaged along the filaments’ length (from 85 µm < x < 105 µm) are
measured to be 〈χe+〉 ∼ 0.0045 for the positrons and 〈χe−〉 ∼ 0.0026.

The isotropization that results from the filament currents’ reaching the Alfvén
limit and possibly enhanced by kink-like oscillations, settles at t ∼ 440 fs. Both the
maximum and average quantum parameters then start to decrease. However, the
maximal radiated power is reached during this period (436 < t < 446 fs). Figures
9.14b for the electrons and 9.14d for the positrons show the spatial distribution of
the quantum parameter during the isotropization at t = 476 fs. Maximum values of
χe+,max ∼ 0.03 and χe−,max ∼ 0.021 are attained in the distorted magnetic filaments
as shown in Fig. 9.14b and Fig. 9.14d. On average, the quantum parameter is
〈χe+〉 ∼ 0.0012 for the positrons and 〈χe−〉 ∼ 0.0006 for the electrons. The maximal
quantum parameters have diminished of an order of magnitude while the average
value have been divided almost 4 times in comparison with the end of the linear
growth.

Figure 9.16: Time evolution of the electromagnetic energies εEx , εEy , εBz (normalized
to the laser energy) integrated in the overlap region for the pair flow collision with
(dashed line) and without (solid line) radiation losses.

The synchrotron angular-energy spectrum at the end of the collision is shown in
Fig. 9.16. The angular spectrum is symmetric and peaks at angles θ = 0 and θ = π
rad which corresponds to the initial propagation direction of the flows. The emission
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at θ = π/2 is nonetheless important induced by the radiation of the scattering
particles. The synchrotron energy spectrum peaks around 500 keV and extends from
a few keV to a few hundreds of MeV. Allowing for radiation losses, the temperatures
of the distribution then prove consistent with almost complete thermalization of the
jets.

9.2.4 Pair plasma collision without radiation losses

In order to better assess the impact of the radiation losses upon the two-stream
interaction, the same simulation has been run with synchrotron emission switched
off during the collision from t = 372 fs (just before the pair flow collision) to the end.

The development of the instability is first studied. Figure 9.17 compares the
time evolutions of the electromagnetic energies in the overlap region with and with-
out radiation losses. The rapid-growth phase appears to be insensitive to radiation
effects. The magnetic instability also dominates. Moreover, the filaments produced

Figure 9.17: Time evolution of the electromagnetic energies εEx , εEy , εBz (normalized
to the laser energy) integrated in the overlap region for the pair flow collision with
(dashed line) and without (solid line) radiation losses.

in the radiation-free simulation at the end of the linar phase (shown in Fig. 9.18)
are similar in shape and amplitude to those generated in the radiative simulation. In
the saturation phase, the distorted filaments appear to be significantly wider than
with radiation (Fig. 9.9b). After the beam collision, the electromagnetic field evolve
similarly.

We now study the space-time evolution of the y-average positron density in the
simulation without radiation losses (Fig. 9.19a). The time evolution of the electron
and the positron compression rates n/nmax is plotted in Fig. 9.19b with and without
radiation losses. It shows that a compressed structure forms in the overlap region but
with differences between the radiative and non-radiative cases (Fig. 9.10c). First,
the compressed structure reaches a compression rate close to 2.1 without radiation,
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Figure 9.18: Magnetic field Bz (averaged over a laser cycle) in the overlap region (a)
at times t = 424 fs at the end of the linear regime and t = 476 fs with the apparition
of kink-like oscillations (b) for the pair flow collision without radiation losses.

Figure 9.19: (a) - Space-time evolution of the y-averaged positron density. (b) -
Evolution of the positron (blue) and the electron (red) compression rate n/nm at the
center of the overlapping region (x = 95 µm) averaged in an interval of 0.06 µm for
the pair flow collision with (dashed line) and without (solid line) radiation losses.

lower than the value of 2.7 obtained with radiation. Second, the compressed non-
radiative structure rapidly decays away, in contrast to the radiative case, where a
denser compressed structure survives at latter time. It can be observed that more
particles manage to escape from the overlap region. This can be explained by their
higher energies, which makes them less trappable in the magnetic turbulence. Some
of then conserve almost their initial direction of propagation but the magnetic field
have nonetheless a visible scattering effect.

In our paper Lobet et al. (2015), the difference between the compressed structure
with and without radiations is more pronounced. This is particularly true of the
late-time evolution of the compressed structure (which was observed to survive over
a time & 250 fs in the radiative case). This difference mainly comes from the ions
arriving earlier in the overlap region. This can be shown by running a simulation
where the distance between the two targets is decreased to 85 µm. The interaction
leads to the formation of the same pair plasmas (similar size and unperturbed jet
density nmax ∼ 36nc) but the ions arrive during the isotropization phase in the
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overlap region. The time evolution of the resulting compression factor is plotted in
Fig. 9.19b as a dotted line. Clearly, the curves exhibit a higher compression factor
(R ∼ 3.4), at the end of the pair collision and at later times. In fact, the ions
contribute to further compress the pair plasma as it will be shown in the following
section 9.4.

The fact that the compression is less efficiently maintained at later time with-
out radiation is attributed to varying isotropization and thermalization efficiencies.
The electron and positron px − py phase spaces at the end of the pair plasma col-
lision are shown in Figs. 9.20. The positrons and the electrons, albeit significantly

Figure 9.20: Electron (a) and positron (b) px − py phase spaces at the end of the
plasma collision at time t = 491 fs for the pair flow collision without radiation losses.

isotropized, are much less thermalized. Their momentum distributions are broader
than found in the radiative simulation (Fig. 9.12). The energy distributions shown
in Fig. 9.22 significantly deviate from Maxwell-Jüttner distributions, thus proving
that thermalization is incomplete.

The space momentum x−px phase diagnostics and space-energy x−γ phase space
shows that the level of isotropization is not sufficient to stop the pair flux. This
is clearly seen by comparing the phase spaces of Figs. 9.21 with the pre-collision
phase spaces (Figs. 9.6). Contrary to the radiative case, many of the jet head’s
particles have managed to come out unscathed from the overlap zone. Inside the
overlap region, the average energy is equal to 〈εe+〉 ∼ 572mec

2 for the positrons and
〈εe−〉 ∼ 410mec

2 for the electrons. This is almost two time the value with radiation
losses. These values are close to the average energy before the collision.

The Maxwellian fits are hardly possible due to the presence of a plateau for both
species at low energies in the space γ − log (fe±(γ)/γ) (visible in Fig. 9.20(a,b)) in
which the linear regression is performed. The fits in dashed lines presented in Fig.
9.22 have been performed on the linear part. The resulting temperatures are almost
twice larger than with radiation effects.

We have just demonstrated that radiative losses play a critical role in enhanc-
ing the collective interaction between the counterstreaming jets. By providing an
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Figure 9.21: Electron (a) and positron (b) x− px phase spaces at the time t = 491 fs
for the pair flow collision without radiation losses. Electron (c) and positron (d)
x− γ phase space in the similar conditions.

Figure 9.22: Electron fe− (red) and positron fe+ (blue) distributions and comparison
with the best-fitting Maxwell-Jüttner distributions fMJ (dashed lines) for the pair
flow collision without radiation losses.

additional dissipation channel, radiation reaction speeds up the scattering of the
particles and increases the density and magnetic confinement of the resulting com-
pressed structure.

9.3 Pair plasma collision with Maxwellian flows

In the previous integrated simulations, the interaction time of the pair flows is lim-
ited by the laser pulse duration, which proves too short for the formation of fully
developed shocks. The heavy computational load of these simulations makes it diffi-
cult to consider lasers of much longer duration. Moreover, we expect that the shock
generation would be affected by the intrinsically inhomogeneous profiles of the pair
jets, which would thus complicate its characterization.
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To examine the effects of radiative cooling upon a Weibel-instability-mediated
shock, more academic simulations have been performed with two electron-positron
pair plasmas injected from the x-boundaries with density nmax = 50nc and longitu-
dinal momentum px = ±500mc close to those of the laser-driven plasmas. The 2D
simulation box has a longitudinal length of 954 µm (6000c/ω0) and a transverse width
∼ 16 µm (100c/ω0). As before, we make use of Lehe’s Maxwell solver (Lehe et al.
(2013)) and Friedman’s field filtering (Friedman (1990)) to quench Cerenkov effects.
The domain has a spatial discretization dx = dy = 0.0159 µm (dx = dy = 0.1c/ω0)
and a time step dt = 0.042 fs (dt = 0.08ω−1

0 ). As in the integrated simulations, the
boundary conditions are absorbing in x and periodic in y for both the fields and
particles.

Each plasma initially occupies half of the simulation box The plasmas are uniform
with a linear ramp at their front of ∼ 13 µm (80c/ω0). There are initially composed
of 20 particles per cells. The plasmas are Maxwellian with a drift energy of γd ∼
500mec

2 and similar temperatures for the electrons and positrons at Te± ∼ 0.1 keV.
A particle injector has been implemented at each boundary to maintain the particle
flow despite a finite box size. The injected flow obeys the same Maxwell-Jüttner
distribution as that initially contained in the box, which ensures a constant phase
space at the boundaries. Two simulations, with and without radiation are run.

The Weibel instability develops rapidly with growth rate Γ ∼ 2.67ω0 ∼ 1.42 fs−1

(estimated from linear regression of the evolution of the magnetic field energy). The
cold fluid calculation gives Γ ∼ 0.6 fs−1. The magnetic filaments are clearly dis-
cernible after a few femtoseconds in both the radiative and non-radiative simulations,
as shown in Fig 9.23.

Figure 9.23: Magnetic field Bz in the overlapping region at time 42 fs in the radiative
(a) and the non-radiative case (b).

The space-time evolution of the positron density is displayed in Figs. 9.24(a,b).
In the non-radiative case (b), the compression ratio in the central region attains
the theoretical value associated with a strong relativistic shock (R = 3) by ∼ 80 fs
(t = 150ω−1

0 ). The shock subsequently propagates at a constant velocity, vsh ∼
0.45c close to the theoretical value of 0.5c. The extending shocked region presents
a uniform density profile. The compression ratio at the center of the overlap region
is homogeneous and close to R = 3 all along the simulation as shown in the time-
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evolution of the y-averaged positron density in Fig. 9.24b and the time-evolution of
the compression rate calculated at the center of the domain shown in Fig. 9.25a (red
curve without radiation).

Figure 9.24: Time-evolution of the y-averaged positron density in the radiative (a)
and the non radiative case (b). For the non radiative case, the black dashed line
corresponds to the linear fitting of the positron of the left shock front giving a
velocity close to vsh ∼ 0.45c .

Figure 9.25: (a) - Time-evolution of the positron compression rate R = ne+/nmax

at the center of the domain in the radiative (blue) and the non-radiative case (red).
The black dashed line respresents the threshold of R = 3. (b) - Time-evolution of the
average positron kinetic energy at the center of the domain in the radiative (blue)
and the non-radiative case (red).

In the radiative, the compression in the central region attains the non-radiative
2D relativistic shock compression ratio (R = 3) sooner than without radiation at
t ∼ 58 fs (t = 110ω−1

0 ) as shown in Fig. 9.25a. The time-evolution of the y-
averaged positron density shown in Fig. 9.24a markedly differs from that obtained
without radiation, since it continues to increase. However, contrary to the case
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without radiation, the compression rate continue to increase after having reached
R = 3. At early times, the compression ratio is found to increase linearly at the
same rate in both cases. In the non-radiative case, this increase slows down when
reaching R ∼ 2.5 (at t = 50fs) and stops when reaching R = 3 (t ∼ 100fs). In
the radiative case, the linear increase in R lasts until reaching R ∼ 5 (t = 95fs), at
which time starts a slower linear growth phase. At the end of the simulation, the
compression rate has reached R = 9. As a result of this steady compression, the
shock front behaves differently from its non-radiative counterpart Once created, the
shock propagates at a velocity close to the theoretical value of vsh = 0.5c but the front
velocity slowly diminishes with time to reach vsh ∼ 0.12 at the end of the simulation.
As a consequence of the constant particle flux, the density of the downstream region
steadily increases with time, well above the R = 3 limit. A simulation run with
a lower flow density of 12.5nc yields qualitatively similar results, with a maximum
compression ratio of R = 5.5 reached at t = 743 fs.

The impact of radiation on the y-averaged plasma and field profiles following
shock formation is clearly seen by comparing Fig. 9.26a (for the radiative case) and
Fig. Fig. 9.26b (for the non radiative one). The |Bz| and |Ey| profiles closely coincide
in the filamented region. The transverse electric field thus seems essentially motional
(Ey ∼ cBz), and therefore should vanish in a frame (i.e., the “proper frame” of the
magnetized filaments) moving at a velocity ∼ c. The longitudinal electric field |Ex|,
much weaker than the other field components in the filamented region, suddenly rises
in a narrow transition layer preceding the downstream region.

The magnetic field modulation are shown in Fig. 9.26c for the radiative case
and 9.26d for the non-radiative one. Compared with the early-time magnetic field
map of Fig. 9.23(a,b), the filaments have a larger wavelength λW , consistent with
expected value of λ ' 3.2 µm. The maximum field amplitude of the filaments is
near 3.4×106 T (307meω0/e), close to the expected saturation value in the cold fluid
approximation. After undergoing wiggling oscillations in the transition layer, the
magnetic filaments in the shocked region evolve into clumps of amplitude (∼ 1.1×105

T (10meω0/e) much weaker than in the precursor region. In the radiative simulation,
the coherent character of the filament is destroyed before (near x = 335 µm) into the
transition part (x ∈ [435, 460] µm on the left and x ∈ [495, 520] µm on the right).
The boundary with the isotropization region is composed of strong magnetic clumps
as for the non-radiative case. The maximal magnetic field amplitude is lower than
for the non-radiative case equal to 3 × 106 T (275meω0/e). In the transition layer
between the coherent filament region and the isotropized region, the magnetic field
is by a factor of 2 lower than in the non-radiative case.

The corresponding behavior of the positrons is shown in Fig. 9.26e for the ra-
diative case and Fig. 9.26f for the non-radiative one. It is observed that the fil-
aments resulting from the pinched incoming positrons in the precursor region are
anti-correlated with those formed by the incoming electrons. Moreover, the filaments
made of incoming positrons (resp. electrons) are partially screened (in charge) by
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Figure 9.26: y-averaged positron density ne+ , positron quantum parameter χe+ , mag-
netic |Bz| and electric fields, |Ex| and |Ey|, in the radiative (a) and non-radiative (b)
cases. Magnetic field |Bz| with (c) and without (d) radiation losses. (e) - Positron
quantum parameter χe+ for the radiative case. (f) - Electron density showing the
filaments and the compressed structure in the non-radiative case. Positron density
in the radiative (g) and the non-radiative case (h) in the overlapping region. All of
the figures correspond to time t = 214 fs (405ω−1

0 ).

counterstreaming electrons (resp. positrons) originating from the shocked region.

To elucidate how the radiation losses affect the particles, the spatial distribution
of the positron quantum parameter χe+ is shown in Fig. 9.26e. We can see that
the strength of χe+ , and therefore the radiated power, are strongly inhomogeneous.
The radiation losses are extremely weak in the region of coherent filaments with
a maximal value of χe+ ∼ 7 × 10−4. The reason is that, as revealed above, the
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magnetic force experienced by the particles is compensated for by the electric force
due to the motional field (Ey ∼ cBz). In the transition layer, the maximal χe+ value
is of 0.005, for an average of 1× 10−4. However, the fields are more diffused in this
part and the electric field Ey close to the magnetic field Bz still propagating mainly
longitudinally with relativistic particles curb the rising of the quantum parameter.
In the turbulent region, where the peaks in magnetic field are localized as shown
in Fig. 9.26a, the quantum parameter χe+ is the highest with a maximum value of
0.031 and an average value of 0.0014. Inside the magnetic clumps, the particles are
highly deflected. The difference between the electric Ey and the magnetic field Bz

amplitude, c|Bz| � |Ey|, in addition to the peak on the longitudinal electric field
Ex, contribute to largely increase the quantum parameter and the radiation losses.
Inside the compressed structure (x ∈ [471, 484] µm), the isotropized particles are
still radiating with a maximal quantum parameter of 0.0019 and an average value of
1.2× 10−4.

With an initial energy of 500mec
2 and assuming ballistic propagation, the par-

ticles lose a maximum of 5 × 10−4 % of their initial energy in the ∼ 20µm-long
filamentation region which have an average longitudinal extension of 20 µm. In the
first part of the transition region, the radiative losses amount to 2%, whereas in the
turbulent transition layer, they dissipate about 20% of the particle energy. In the
turbulent region of smallest thickness of 10 µm, with a ballistic propagation, the loss
in energy is the maximum with 20 % of the initial one. However, due to magnetic
deflections, the particle motion is strongly non-ballistic: there follows an increased
transit time of the particles through the turbulence, and thus larger radiative losses.
Most of the radiation is therefore emitted across the turbulent layer. Note that
pair annihilation and Compton scattering of energetic photons are expected to be
negligible on the considered spatio-temporal scales.

The radiated power flux (averaged in the overlap region) is of Πrad ∼ 1.7 ×
1028 MeVs−1µm−2, i.e., ∼ 1% of the kinetic energy flux. The particle kinetic energy
flux is evaluated from the formulae of appendix B for a 2D Maxwellian distribution.

As the plasma cools down, magnetic trapping effects are strengthened, which
weakens the turbulence damping. The magnetic layer consequently thickens with
time, leading to continuous rising of the radiative losses and an increasingly dense
and cold downstream plasma.

The quantum parameter observed in the central region shows that he shock’s
non-stationarity is accompanied by radiation cooling of the compressed plasma. Fig.
9.25b displaying the time evolution of the average energy in the overlap region con-
firms this observation. Two phases can be identified, which correspond to those
ruling the evolution of the compression ratio (9.25a). The first one lasts until t = 60
fs, and leads to the kinetic energy’s rapidly decreasing from 〈γe+ − 1〉 = 500 to
200. The second one corresponds to a slower decreasing phase with the final value
〈γe+ − 1〉 = 80. The average energy at the center of the overlap region without
radiation is also shown in Fig. 9.25b. The difference between the time-evolution
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of the average kinetic energy with and without radiations is displayed in the whole
domain of interaction in Fig. 9.27. In the coherent filamentation region and the

Figure 9.27: Time-evolution of the y-averaged positron kinetic energy 〈γe+ − 1〉 in
the simulation with radiation (a) and without (b).

first part of the transition region, the kinetic energy remains close to its initial value
∼ 500mec

2 The average kinetic energy is significantly reduced through the turbulent
layer. In the non-radiative case, one observes that the weak particle deceleration
(γ − 1 ∼ 400) in the filamentary region is followed by a positive overshoot (up to
γ−1 ∼ 800) through the turbulent layer, which subsequently relaxes to a kinetic en-
ergy close to, if slightly lower than its initial value (consistently with the assumptions
underlying the Rankine-Hugoniot jump conditions). Inside the turbulent region, the
particles gain energy, the average kinetic value can reach a maximum of 900mec

2.
Then, inside the isotropized central region, the average kinetic energy comes back
to the average value of the plasma flows. As a consequence, these losses are strong
enough to quench the Fermi acceleration process (Medvedev and Spitkovsky (2009)).

The laser-driven setup involves a total laser energy of 6.3 × 105 J, assuming
a focal spot dl = 19 µm for each pulse. In a realistic 3D geometry, due to the
radial expansion of the particles, the on-axis jet density should weakly decrease up
to a distance xd ∼ dl/2

√
2〈θ2〉 from the target. Further away, it should drop as

n(x) ∼ nmax (xd/x)2 due to an increasing transverse size d(x) ∼ 2
√

2〈θ2〉x (Debayle
et al. (2010)). Estimating the effective dispersion angle as the γ-weighted average
of the electron-positron values, one obtains 〈θ2〉1/2 ∼ 0.35 and xd ∼ 19.2 µm. The
experimental reproduction of our integrated simulation with a similar laser drive
would then require a target separation below 2xd ∼ 40 µm, yet larger than the shock
width.

According to the simulations performed with Maxwellian plasmas, the clear ob-
servation of a propagating shock would imply an interaction time above 200 fs. This
is two to four times larger than the results obtained with our laser parameters.
For laser pulses of unchanged field amplitude (a0 ∼ 800) and focal spots ∼ 20µm
(equated to the transverse dimension of the simulation box), the above duration
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implies a total laser energy of about 1.3× 106 J.

9.4 Subsequent collision of the ion flows

In the laser-driven configuration, the electron-psitron energy flux is not sustained
long enough to allow the compressed structure to propagate. On the contrary, the
positron density starts to decrease for times > 500 fs, along with progressive dilution
and weakening of the magnetic blobs. The fast ions penetrate into this decaying mag-
netized structure at t ∼ 570 fs. The fastest ions, of momentum px ∼ 0.75mCuc, are
located at the beam head, while the average ion beam momentum is of px ∼ 1.2mCuc.
The residual magnetized fluctuations that they encounter are still strong enough to
deflect them significantly, as shown by the ion density plots of Figs. 9.28(a,b),
recorded at t = 594 fs and t = 802 fs. The ions therefore undergo strong scattering
and pinching as shown in Fig. 9.28a and 9.29a corresponding respectively to the ion
density and the magnetic field at time 594 fs. The maximal value of the magnetic
is equal to 7.5 × 105 T (68meω0/e). The electromagnetic repulsion caused by the

Figure 9.28: Ion density nCu29+ in the overlapping region at t = 594 fs (a) and time
t = 802 fs (b) during the ion collision.

Figure 9.29: Magnetic field Bz in the overlap region t = 594 fs (a) and time t = 802
fs (b) during the ion collision.

ions arriving at later times leads to a recompression of the dense pair structure, as
evidenced in Figs. 9.10(c,d) for t > 600 fs. At the center of the overlap region, this
recompression can also be observed in Fig. 9.19 with a second grow of the positron
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density from time 590 to 690 fs to the maximal value of R = 1.2. This goes along
with a recompression of the magnetic clumps. Because the electrons are essentially
magnetized, this density compression amplifies the magnetic field fluctuations. Dur-
ing the first part of the ion collision, it can be seen that the magnetic energy grows
up again from time 550 fs until time 743 fs. The ion density nCu/nc and the magnetic
field near the second peak in magnetic energies at time 802 fs are respectively shown
in Fig. 9.28a and Fig. 9.29b. In Fig. 9.29b, the maximum value of the magnetic field
is equal to 9.5×105 T (86meω0/e). Despite this high value, the relatively low-energy
electrons only gives rise to weak synchrotron emission (phase 3 in Fig. 9.11).

The maximum ion density reached during the collisioon is of ∼ 4.3nc. It is,
however, difficult to asses the related compression ratio because of the strongly in-
homogeneous (i.e., exponentially decreasing) ion density profiles.

The px−py ion phase space at the end of the simulation is shown in Fig. 9.30. In
the central region, the ion flows are almost isotropized but not thermalized. The dis-
tribution forms a ring of radius |p| = 0.2mCuc, similarly to what occurs in magnetized
ion-ion collisions.

Figure 9.30: p−x py ion phase space integrated over the overlap region at t = 1490 fs.

9.5 Conclusion

In this chapter, we have proposed and studied a visionary concept of electron-positron
plasma flow collision. This concept utilizes the significant production of antimatter
predicted in future experiments of laser-interaction on thin foil in extreme intensity
above 5× 1023 Wcm−2. The considered laser and target simulation parameters have
enabled to demonstrate, in 2D, that the collision of the generated electron-positron
pair plasmas leads to the formation a short Weibel instability with formation of
density and magnetic filaments as well as the isotropization, the thermalization and
the compression of the overlapping jets. The predicted magnetic turbulence of few 106

T is extremely intense and sufficient to induce a synchrotron radiation cooling of the
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incoming particles. The radiations are not without consequences on the instability
development.

The simulations with initial Maxwellian distributions have demonstrated that
the particle mainly radiate in the turbulent region marking the boundaries of the
compressed region. The radiation losses speed up the mechanism of isotropization
and thermalization. The propagation of the shock front is slowed down since the
magnetic trapping effect is more efficient. As a consequence, the particles accumulate
beyond the theoretical value of 3 times the incoming flow density. The rise of the
compression rate has not converge at the end of our simulations despite a slowly
decreasing of the shock front velocity. The particle cooling takes place even in the
compressed structure. In principle, the growth of the compression rate could continue
as far as the flows are maintained. The pair annihilation could be one of the limitation
of the process once the compressed structure sufficiently dense and cold.

This scenario differs from the one of H. Chen presented in section 9.1.1. The
plasmas generated in Chen et al. (2015) are closer to laser-scaling for astrophysical
conditions than ours. The performed demonstration simulations in this paper consid-
ered two Maxwellian plasmas of drift energy 5 MeV and temperature 0.5 MeV. The
particle flux is scaled according to the laser experiments since the pair yield depends
on the square of the laser energy in average ∝ ε2

l . In the first case, a laser of 7 kJ,
of duration of 10 ps was used, corresponding to an approximated number of pairs of
N = 1013. The simulation domain has a tansverse length of 2 mm, the final density
of the plasmas is 8.3×1014 cm−3 (7.6×10−7nc). The collisions of such plasmas leads
to the formation of linear Weibel filaments as in our simulations. At saturation, the
field amplitude is close to 100 T, 4 orders of magnitude below our saturation field.
The filaments have a size of around 0.5 µm, which is easier to measure during an
experiment with proton-imaging than our extremely tiny filaments of short duration.
Another simulation have been performed with energy εl = 22 kJ and a duration of
25 ps, giving 1014 pairs and a corresponding density of 3× 1015 cm−3. The increase
of the duration enables to study the formation of the compressed structure and the
propagation of shock. The filament size has raised to almost 1 mm. In order to
reach an intensity between 1020 to 1021 Wcm−2, the laser should be focused on a fo-
cal spot few tens of µm. This is likely to generate a transverse inhomogeneity in the
pair flow not taken into account in the simulation. Then, an important divergence
have been observed in the experiments not described by the considered distributions.
Pair plasma produced via the nonlinear Compton scattering and the nonlinear Breit-
Wheeler will hardly accelerated below relativistic energies of 100mec

2. The intrinsic
nature of the processes requires the particles to be highly-relativistic and the laser
extremely intense I > 1023 Wcm−2 (a0 = 270 at 1 µm). With intensities close to
5 × 1023, simulations show that the generated pair plasmas are underdense but the
particles remain highly relativistics γe± ∼ a0 ∼ 600. As a consequence, the filament
size would be larger and the instability growth longer.

In the case of the fireball configuration, as in the case of G. Sarri, our preliminary
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simulations of collision between a pair plasma flow created in the same configuration
with an exremely-intense laser and an inert hydrogen plasma near the same density
have not given expected result with formation of current and magnetic longitudinal
filaments. Further studies remain necessary.
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Chapter 10

Conclusion and perspectives

This theoretical and numerical work has been motivated by the development of sev-
eral multi-petawatt laser facilities in the world including Apollon, ELI and Vulcan
as well as long-term projects of higher power such as the upgrade of ELI or IZEST.
With an energy of the order of 100 Joules and focused on the micrometer scale,
these lasers will reach intensities ranging between 1022 and 1023 Wcm−2 on targets.
As shown in the literature and chapter 2, the radiation damping, i.e. the contin-
uous emission of high-frequency radiation of a charged particle strongly delfected
in the laser field, will start to play a significant role in the electron dynamics from
1022 Wcm−2. Close to 1023 Wcm−2, the classical radiation emission will turn to the
quantum regime (nonlinear Compton scattering) with typical signatures including
the strong recoil of the electrons by the photon emission with significant fractions
of their kinetic energy and the straggling effect that will lead to the broadening of
the energy distribution and scattering effects. Above this intensity, generation of
electron-positron pairs from the decay of the γ-photons in the strong laser field is
expected via the multiphoton Breit-Wheeler as described in chapter 4. Although
the theoretical study of these mechanisms is possible in simplified situations, the
complexity of the physics of the laser-plasma interaction in extreme intensity that
combine strong-relativistic plasma physics, radiative and quantum electrodynamics
effects requires the use of the numerical simulation with powerful numerical tools.

Numerical simulation plays an essential role at different levels. First, it enables
the fundamental understanding of the different intertwined mechanisms and how
they will modify our knowledge of the interaction at lower intensity. Then, numerical
simulations are necessary to design and prepare future experiments. Finally, once
the lasers operational, experimentalist will need further numerical explorations in
order to understand their experimental results. This natural feedback between the
experimental world and the theoretical one will allow us to check the models (for the
radiation damping for instance) and the cross sections (for QED). We understand
that the upgrade of the current simulation tools has to be anticipated well before
the opening of the facilities. This thesis is a part of the worldwide effort toward this
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aim.

In the first part, we have analyzed different mechanisms of high-frequency radia-
tion and electron-positron pair generation for their implementation in the PIC code
Calder. The radiation damping (classical regime) and the nonlinear Compton scat-
tering (quantum regime) have been studied in the chapter 2 and the Bremsstrahlung
emission in chapter 3. The generation of electron-positron pairs in strong laser field
has been studied in chapter 4 and the pair generation in matter in chapter 5. The
PIC code Calder have been first enriched with the continuous radiation damping
based on the Sokolov model. The quantum γ-photon emission (nonlinear Comp-
ton Scattering) has been implemented using a Monte-Carlo algorithm. The notion
of super-particles has been extended to the super-photons. A similar Monte-Carlo
algorithm has been implemented on the photon species for the decay into electron-
positron pairs via the nonlinear Breit-Wheeler process. The different implementa-
tions with simulations tests have been described in chapter 6. A part of these results
have been published in the IFSA 2013 proceedings and is available in Lobet et al.
(2013). Although the cross sections have been studied for their implementation, the
Bremsstrahlung and the Bethe-Heitler have not been added to our code during this
thesis but will constitute a base for the future developments.

In chapter 7, some scenarii of laser interaction with thin foils have been simulated.
The results are close to those of the literature. For short-pulse lasers, at 1022 Wcm−2,
2D PIC simulations forecast a conversion of few % of the laser energy into high-
frequency radiations. At 1023 Wcm−2, they predict a conversion between 10 %
and 20 %. At 1024 Wcm−2, it rises to more than 50 %. The radiations ranging
from the hard X-rays to the γ-rays with an average energy around the MeV level is
mainly forward oriented with an average angle of several tens of radians. Above 5×
1023 Wcm−2, the electron-positron pair production via the nonlinear Breit-Wheeler
becomes significant. At 1024 Wcm−2, 2D simulations predict the formation of an
overcritical dense pair plasma expanding on the rear side of the target.

In chapter 8, using full-scale 3D PIC simulations, we have demonstrated that
soon-to-be-operational, multi-PW, multi-beam lasers will enable all-optical, high-
repetition-rate schemes for efficient Breit-Wheeler pair production, which was as yet
only accessible to large-scale accelerators. Our scenario, already considered in Thom-
son scattering experiments, consists on the collision between a multi-GeV electron
beam generated by LWFA with a PW-laser and a counter-traveling multi-PW fo-
cused laser. Besides providing a fully self-consistent modeling of the problem, our
work presents important guidelines for future experiments. Our study thus reveals
that the mean positron energy (resp. divergence) is a decreasing (resp. increasing)
function of the laser intensity at fixed laser energy. In particular, we find that a high-
energy (∼ 400 MeV), low-divergence (∼ 0.02 rad) positron beam of charge ∼ 0.5 nC
can be achieved using a moderately-intense (∼ 1022 Wcm−2) laser pulse focused to
a ∼ 5µm spot. Once magnetically segregated from the electrons, this beam could
serve as a first acceleration stage for conventional and optical accelerators. Higher
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pulse intensities (∼ 1023 Wcm−2) are required for generating dense (∼ nc), quasi-
neutral pair plasmas, at the expense, however, of an increased divergence (& 0.1 rad)
and a reduced mean energy (∼ 100 MeV). These results are available in Lobet et al.
(2015).

In chapter 9, we have shown that the collective interaction of two pair jets created
from solid targets by 60 fs, 120 kJ lasers is able to thermalize a significant part of
the bulk jet energy, yet failing to spawn a fully-developed, propagating shock due
to too short an interaction time. An important finding is that the synchrotron
emission induced in the magnetic turbulence (> 106 T) dissipates ∼ 60% of the
kinetic energy in a few tens of fs. These losses speed up the thermalization of
the jets, and enhance their magnetic confinement and compression. This novel,
laser-specific interaction regime contrasts with the standard scenario of astrophysical
pair shocks, where synchrotron emission mainly occurs deep into the downstream
region, well after shock formation. Our results indicate that longer-duration, higher-
energy (∼ MJ) lasers are required for the creation of fully-formed pair shocks through
nonlinear Compton/Breit-Wheeler processes. These results have been published in
Lobet et al. (2015).
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Appendix A

The laser normalization

Parameters Normalization Values at λ = 1µm

Distance c/ω 0.159 µm

Time ω−1 0.531 fs

Particle density nc =
ε0meω

2

e2
1.1× 1021 cm−3

Mass me 9.1× 10−31 kg

Speed c 3× 108 ms−1

Momentum mec 27.3× 10−23 kgms−1

Energy mec
2 511 keV

Current density ncec 4.8× 106 Am−2

Potential mec/e 1.7× 10−3Vsm−1

Electric field meωc/e 3.2× 1012V/m

Magnetic field meω/e 1.1× 104T, 110MG
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Appendix B

Maxwell-Jüttner ditribution

In this section, we remind for the reader the usefull physical values related to the
Maxwell-Jüttner distribution in the different dimensions. For the sake of generality,
the distributions have a drift velocity βd in the x direction associated to the Lorentz
factor γd. In the reference frame isotropic with respect to the distribution, we have
βd = 1 and γd = 0. The Lorentz transformations for the momentum energy px and
the Lorentz factor γ correspond to

px = γd (p′x + βdγ
′) (B.1)

dp = γd

(
1 +

βdp

γ

)
dp′x (B.2)

γ = γd (γ′ + βdp
′) (B.3)

py = p′y (B.4)

B.0.3 Maxwell-Jüttner 3d

The Maxwell-Jüttner distribution with drift velocity βd (and γd the drift Lorentz
factor) in the x direction can be written

f = C exp (−µ (γ − βdpx)) (B.5)
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The normalization factor can be deduced from the following equation.∫ +∞

−∞
fdp3 = 1 (B.6)

⇔ C

∫ +∞

−∞
exp (−µ (γ − βdpx))dp3 = 1 (B.7)

⇔ 4πγdC

∫ +∞

0

p′2 exp

(
−µγ

′

γd

)
dp′ = 1 (B.8)

⇔ 4πγdC

∫ +∞

0

cosh θ sinh θ2 exp

(
−µcosh θ

γd

)
dθ = 1 (B.9)

⇔ C =
µ

4πγ2
dK2(µ/γd)

(B.10)

With no drift velocity γ = 1, βd = 0, we obtain the well-known result C =
µ

4πK2(µ/γd)
The current corresponds to

Jx = C

∫ +∞

−∞
βxfdp

3 (B.11)

= C

∫ +∞

−∞

px
γ

exp (−µ (γ − βdpx))dp3 (B.12)

= 4πCγ2
dβd

∫ +∞

0

p′2 exp

(
−µγ

′

γd

)
dp′ (B.13)

= βd (B.14)

B.0.4 Maxwell-Jüttner 2d

Normalization

∫ +∞

−∞
fdp2 = 1 (B.15)

⇔ C

∫ +∞

−∞
γd

(
1 +

βdp
′
x

γ′

)
exp (−µ (γ − βdpx))dp′2 = 1 (B.16)

⇔ C

∫ +∞

−∞
γd exp

(
−µγ

′

γd

)
dp′2 = 1 (B.17)

(B.18)

Because by symmetry∫ +∞

−∞

(
βdp

′
x

γ′

)
exp

(
−µγ

′

γd

)
dp′2 = 0 (B.19)
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So, we have using the integration by substitution p′ = sinh θ , γ′ = cosh θ and
dp′ = cosh θdθ ∫ +∞

−∞
fdp2 = 1 (B.20)

⇔ 2πC

∫ +∞

0

γdp
′ exp

(
−µγ

′

γd

)
dp′ = 1 (B.21)

⇔ 2πC

∫
γd sinh θ exp

(
−µcosh θ

γd

)
cosh θdθ = 1 (B.22)

(B.23)

So finally, the normalization factor is equal to

C =
exp γd

µ

2πγd

(
γd
µ

+
γ2d
µ2

) (B.24)

In the boosted frame of the plasma, βd = 0 and γd = 1, as a consequence

C =
exp(µ)

2π

µ2

µ+ 1
(B.25)

Current in the x direction

Jx =

∫ +∞

0

f(p)vxdp
2 (B.26)

= C

∫ +∞

0

px
γ

exp (−µ (γ − βdpx))dp2 (B.27)

= βd (B.28)

Energy flux in the x-direction

Σx =

∫
γβxfdp

2 (B.29)

= C

∫
px exp (−µ (γ − βdpx))dp2 (B.30)

= C

∫
γd (p′x + βdγ

′) γd

(
1 +

βdp
′
x

γ′

)
exp

(
−µγ

′

γd

)
dp′2 (B.31)

= 2πγ2
dβdC

∫ (
p′2

2γ′
+ γ′

)
exp

(
−µγ

′

γd

)
p′dp′ (B.32)

= 2πγ2
dβdC (A+B) (B.33)
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We have

A =

∫
γ′p′ exp

(
−µγ

′

γd

)
dp′ (B.34)

=

∫
cosh2 θ sinh θ exp

(
−µcosh θ

γd

)
dθ. (B.35)

The result of the integral is given in the section B.0.5. Then, we have

B =

∫
p′3

2γ′
exp

(
−µγ

′

γd

)
dp′ (B.36)

=
1

2

∫
sinh3 θ exp

(
−µcosh θ

γd

)
dθ (B.37)

=
1

2

∫ (
sinh θ cosh2 θ − sinh θ

)
exp

(
−µcosh θ

γd

)
dθ (B.38)

=
1

2
(A−D) (B.39)

The integration of D can in be found in section B.0.5. Finally, the energy flux can
be written

Σx =

∫
γβxfdp

2 (B.40)

= 2πγ2
dβdC

(
3

2
A− 1

2
D

)
(B.41)

Kinetic energy flux in the x-direction

The kinetic energy flux corresponds to

Σk,x =

∫
(γ − 1) βxfdp

2 (B.42)

= Σx − Jx (B.43)

B.0.5 Useful relations

• ∫ +∞

0

sinh θ exp

(
−µcosh θ

γd

)
dθ =

γd
µ

exp

(
− µ
γd

)
(B.44)

• ∫ +∞

0

cosh2 θ sinh θ exp

(
−µcosh θ

γd

)
dθ (B.45)

=

(
γd
µ

+ 2
γ2
d

µ2
+ 2

γ3
d

µ3

)
exp

(
− µ
γd

)
(B.46)
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Krajewska K., and J. Z. Kamiński (2012b), Physical Review A, 85, 062102.

Krausz F., and M. Ivanov (2009), Reviews of Modern Physics, 81, 163.

Kuramitsu Y., Y. Sakawa, T. Morita, C. D. Gregory, J. N. Waugh, S. Dono, H. Aoki,
H. Tanji, M. Koenig, N. Woolsey, and H. Takabe (2011), Physical Review Letters,
106, 175002.

Lamoureux M., and N. Avdonina (1997), Physical Review E, 55, 912.

Landau L., and E. M. Lifshitz (2012), Physique théorique - Electrodynamique quan-
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Résumé

Cette thèse a pour objet l’étude de l’interaction laser-matière dans un régime d’éclairement extrême que visent

à atteindre plusieurs installations multi-pétawatt en cours de développement (CILEX-Apollon, ELI, IZEST, etc.).

Pour un éclairement supérieur à 1022 Wcm−2, la dynamique relativiste des électrons accélérés dans l’onde laser

est modifiée par un important rayonnement Compton inverse non-linéaire. Au-delà de 1023 Wcm−2, les photons

γ ainsi produits peuvent, en interagissant à leur tour avec le champ laser, se désintégrer en paires électron-

positron via le mécanisme de Breit-Wheeler non-linéaire. Ces mécanismes d’électrodynamique quantique, dont

l’étude expérimentale était jusqu’ici l’apanage des grands accélérateurs de particles, peuvent grandement affecter

les mécanismes “usuels” d’interaction laser-plasma, notamment ceux régissant l’accélération de particules chargées

et, par conséquent, le bilan global de l’interaction. Afin de modéliser ce régime inédit d’interaction, qui combine

processus collectifs, relativistes et d’électrodynamique quantique, nous avons enrichi des mécanismes précédents le

code de simulation particle-in-cell calder développé de longue date au CEA/DIF. L’influence de ces mécanismes

est d’abord explorée dans le cas d’une impulsion laser interagissant avec une cible dense de taille micrométrique.

Un rendement de conversion de l’énergie laser en photons γ supérieur à 10% est observé au-dessus de 1023 Wcm−2,

tandis que la production d’anti-matière s’emballe, via un mécanisme de cascade, à partir de 1024 Wcm−2. Dans

un second temps, nous étudions la génération de positrons lors de la collision frontale entre un faisceau d’électrons

ultra-relativistes issu d’un accélérateur plasma et une impulsion laser ultra-intense. Dans une dernière partie, nous

considérons un scénario prospectif d’intérêt astrophysique, à savoir la collision de plasmas de paires issus de cibles

solides irradiées à 1024 Wcm−2 montrant la croissance rapide d’une instabilité de filamentation magnétique combinée

à d’intenses effets radiatifs.

Mots-clés : interaction laser-matière, plasma, électrodynamique quantique, positron, particle-in-cell, Compton

inverse non linéaire, Breit-Wheeler non linéaire, Apollon, radiation friction, Monte-Carlo, Bremsstrahlung, Bethe-

Heitler, Trident

Abstract

This PhD thesis is concerned with the regime of extreme-intensity laser-matter interaction that should be ac-

cessed on upcoming multi-petawatt facilities (e.g. CILEX-Apollon, ELI, IZEST). At intensities IL > 1022 Wcm−2,

the relativistic dynamics of the laser-driven electrons becomes significantly modified by high-energy radiation emis-

sion through nonlinear inverse Compton scattering. For IL > 1023 Wcm−2, the emitted γ-ray photons can, in turn,

interact with the laser field and decay into electron-positron pairs via the nonlinear Breit-Wheeler process. These

quantum electrodynamic processes, which until recently could only be explored on large-scale particle accelerators,

can greatly alter the “standard” mechanisms of laser-plasma interaction, and therefore its overall energy budget.

In order to model their intricate interplay with the laser-induced plasma processes, they have been implemented

within the particle-in-cell code calder developed at CEA. In a first part, we study these QED processes in the

interaction of an ultra-intense laser with a micrometric overdense target. It is found that the laser-to-γ-ray energy

conversion efficiency can by far exceed 10% for intensities IL > 1023 Wcm−2, while copious pair production (through

pair cascading) kicks in for IL > 1024 Wcm−2. In a second part, we consider positron generation in the collision

between a GeV electron bunch issued from a laser-wakefield accelerator and a counterpropagating laser pulse. In a

third part, we analyze a prospective scheme of astrophysical interest, consisting in the collision between two dense

pair plasmas produced from solid targets irradiated at 1024 Wcm−2 showing a fast-growing magnetic filamentation

instability amplified by intense synchrotron emission.

keywords: laser-matter interaction, plasma, quantum electrodynamics, positron, particle-In-cell, nonlinear in-

verse Compton, nonlinear Breit-Wheeler, Apollon, radiation friction, Monte-Carlo, Bremsstrahlung, Bethe-Heitler,

Trident
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