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Abstract

Online news websites are becoming one of the most popular and influential social media
platforms allowing people to easily access information about daily life topics, share their
opinions on different issues, and give feedback on published content. The tremendous
increase of published news requires effective recommendation techniques that help users to
find interesting news articles that match with their interests. Thus, users are continuously
encouraged to participate to online news websites and keep sharing their opinions, which
represent a valuable source of social information. In this thesis, we have investigated how to
exploit user-generated-content for personalized news recommendation purpose. The intuition
behind this line of research is that the opinions provided by users, on news websites, represent
a strong indicator about their profiles. By mining such content, we can extract valuable
information about the domains of interests of users, their inclination towards a certain version
of news articles, their political orientation, their favorite sport teams, their preferences, and
many other interesting features. Furthermore, such content can also be used to enrich the
content of news articles, particularly for those describing controversial news articles that can
reveal various aspects that are not well described or even not found in their content. Thus,
user-generated-content is the core component of our work. This thesis is divided into three
main parts, as described in the bellow, which represent the different steps of developing a
news recommendation system based on user-generated-content.
In the first part, we have developed a fine-grained model that captures both user’s and article
profiles. The profile of each user is extracted from all the opinions and the reactions that are
provided on the news websites, while the profile of an article is extracted from its content. A
profile is mainly composed of the entities, the aspects, and the sentiments expressed in the
corresponding content. While the extraction of entities is a well-established problem, aspect
extraction often relies on supervised techniques, which are domain dependent. For a more
general solution, we have proposed an unsupervised technique for aspect extraction from
opinions and articles. We have investigated two types of models in three different applications.
The first model, called a sentiment-dependent profile, exploits the sentiments related to
each entity and aspect to define the orientations of users towards a specific trend. For this
purpose, we have built a knowledge base of trends, more specifically of political orientations,
that guides the extraction of profiles in an unsupervised manner. We have assessed the
accuracy of the extracted profiles on two datasets crawled from CNN1 and Al-Jazeera2 and
the results show that our approach gives high quality results. The second model, called a
sentiment-independent profile, focuses only on entities and aspects and is used on the purpose
of news recommendation. This model was used to define both users’ interests and the content
of news articles. We have test it on a large test collection based on real users’ activities in four
news websites, namely The Independent3, The Telegraph4, CNN and Al-Jazeera. The results
show that our model outperforms baseline models achieving high accuracy. In the third
application, we have used a combination of the two former models for news recommendation
purpose: the sentiment-independent profile model to define users’ interests is combined with
the sentiment-dependent profile model to describe the content of news articles. The main
goal of this application was to give a method that deal with the problem of redundancy on
the list of recommended news articles. For this purpose, we have used a diversification model
on news articles profiles to reduce the redundancy of the list of recommended news articles.

1www.cnn.com
2www.aljazeera.com
3www.independent.co.uk
4www.telegraph.co.uk
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We have tested our approach on real users’ activities on four news websites CNN, Al-Jazeera,
The Telegraph, and The Independent. The results show that diversification improve the quality
of recommended news articles.
In the second part, we have focused on how to enrich the article profiles with user-generated-
content. The idea behind is to exploit the rich structure of opinions to tailor the articles to
the specific needs and interests of users. The main challenge of this task is how to select the
opinions used for profile enrichment. The large number and the noisy nature of opinions calls
for an effective ranking strategy. To achieve this goal, we have proposed a novel-scoring model
that ranks opinions based on their relevance and prominence, where the prominence of an
opinion is based on its relationships with other opinions. To find prominent opinions, we have
(1) suggested a directed graph model of opinions where each link represents the sentiment an
opinion expresses about another opinion (2) built a new variation of the PageRank algorithm
that increases the scores of opinions along links with positive sentiments and decreases them
as well as links with negative sentiments. We have tested the effectiveness of our model
through extensive experiments using three datasets crawled from CNN, The Independent,
and The Telegraph news websites. The experiments showed that our scoring model selects
meaningful and insightful opinions.
In the third part, we have focused on the development of a recommendation technique that
exploits the results of the previous part and use them to enrich the content of news articles. We
have tested various methods of leveraging opinions on the content of news articles. Concretely,
we have worked on two main aspects. Firstly, we have only focused on sentiment-independent
profiles, which consist on entities and aspects, and investigated of thoroughly the profile
construction process. Secondly, we have enhanced the opinion ranking strategy described
earlier by proposing an opinion diversification model based on authorities, semantic and
sentiment diversification. The goal is to deal with redundant information and have a wide
coverage of topic aspects. We have tested our approach by running large experiments on four
datasets crawled from CNN, The Independent, The Telegraph, and Al-Jazeera. The results show
that our model provide effective recommendation, particularly when enriching the content of
news articles with a diversified set of opinions.
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Chapter 1

Introduction

In this chapter, we explain the motivations behind the research issues addressed in this thesis
together with a description of the research questions. Further, we highlight the main contributions
of this work and we conclude by presenting the structure of this thesis.

1.1 Motivation

Emergence of news media
The need for news and announcements on daily life events has been satisfied in various ways
in different eras and cultures by diverse technical means. In ancient Rome, announcements
were carved on stone or metal and were posted in public places. With Gutenberg’s invention
of the movable printing press, the printed word became a dominant medium for mass commu-
nication. Thus, newspapers, being a product of the printing press and the only medium for
mass communication, enjoyed the privilege of monopolizing the mass media market for centuries
until the advent of radio and television. The first attested newspaper was published in 1605 by
Johann Carolus in Strasbourg and the first English daily, the Daily Courant, was published from
1702 to 1735 [ALM]. With the advance of the World Wide Web (WWW), reading news has
changed from a traditional model of news consumption using physical newspaper to a digital
model of consumption using news websites. Consequently, the newspaper industry has joined
the Internet to increase its number of readers and advertisers. Online newspapers occurred
in the middle of the 1990s when McAdams created an online version of The Washington Post
(McAdams, 1995) [McA95]. At present, users spend more and more time on news websites as the
web provides access to news articles from thousands of sources around the world. Even more,
news websites have become one predominant source of information and opinion about public
affairs and daily life events.
In the U.S., the digital audience with U.S. news websites increased 17% from 142 million in
October 2013 to 166 million in October 2014 (More details in figure 1.1). It is an additional 24
million users. In the ten months from January to October 2014, the number of unique visitors
engaged with newspaper digital content increased by 20 million. In addition, eight in ten (80%) of
U.S. adults who were online in October 2014 engaged with news websites content1. Furthermore,

1The data is recorded based on an analysis of data gathered from more 300 U.S. news websites done by the
media measurement firm comScore through its Media Metrix Multi-Platform and Mobile Metrix services.
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Figure 1.1: News website audience in the U.S. from October 2013 to October 2014

CNN gathered more than 840 unique millions visitors around the world and more than 1.9 billion
viewed pages on its online news website in 2013. In the same year, the French news website Le
point.fr received more than 200 unique millions visitors, implying around 17 million in average
per month.
In last decade, there was a growing amount of new online websites resulting an exponential
amount of daily published news articles. Moreover, those news websites cover diverse topics such
as politics, sports, culture and entertainment. With so many online news articles, it becomes
crucial to help users finding interesting articles that match with their interests and thus deal
with the problem of information overload in general.
Two key challenges stand out in particular for online news websites :(i) helping users find news
articles that match with their interests and preferences as much as possible, and more significantly
(ii) keeping regular users and their participation, by making use of both news content and users’
information.
Personalized news recommendation
With information overload problem, recommendation of news articles has become a promising
service for news websites to improve user’s satisfaction, as the Internet provides fast access to
real-time information from multiple sources around the world. In last years, news recommen-
dation became an important service available on most news websites [LWL+11]. Such service
generates recommendation to help users to discover relevant information and also to simplify
personalized online information access using various types of knowledge and data on users, news
articles, and previous transactions stored in customized databases. In other words, news websites
recommend news articles that might be of interest or value to the user based on his/her interests
and his/her previous activities. Thus, accurate profiles of users’ current interest and news articles
are crucial for the success of recommendation systems.
Despite a few recent advances, personalized news recommendation remains challenging for at
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least three reasons. Firstly, the relevance and recency of news articles change dramatically over
time, which differentiates news articles from other web objects, such as products and movies,
making traditional collaborative filtering methods inapplicable [KR12,CTFLH12]. Secondly,
accuracy is the missing element in profile models used to describe users’ interests and the content
of news articles. Thus, it becomes difficult to predict the list of recommended news articles
accurately. Thirdly, in many cases, the content of news articles is not enough to have a clear idea
on the subject of the news article, in particular if that user is not familiar with the news article
topic. Thus, it is not obvious for a user to discover all related aspects to a given news article
using only its content. Up to now, popularity (e.g., most shared and most commented), recency,

Figure 1.2: What’s Hot on Al
Jazeera English Figure 1.3: News Popularity on

the BBC

Figure 1.4: Editor’s Picks on
CNN

and (manual) editors’ picks (based on daily hot topics) are still the most used techniques by
popular news websites to recommend news articles.
Figures 1.2, 1.3, and 1.4 show screen-shots of related articles on popular news websites Al-Jazeera,
CNN, and BBC, respectively. As it can be seen in the examples, a variety of tables that reflect
different semantics such as "Most Viewed" and "Most watched" enable the exploration of articles
related to the one currently being browsed.
User generated content
Previous years have seen more and more users freely expressing their opinions/sentiments and
discussing around various topics in news websites. In fact, besides reading news articles, many
news websites provide commenting areas for their users. An illustration of such spaces are
shown in figures 1.5 and 1.6. Unlike the content provided by news websites publishers, such
content contributed by users is collectively called the user-generated-content because it is created
outside of professional practices. Nowadays, it is well known that the user-generated-content
contains valuable information that can be exploited for many applications including trend de-
tection [MK10], public mood and emotion mining [BMP11,DCCG12], interests and expertise
mining [GAC+13,VJN13], identifying political orientation of users [MKDP14b], and personalized
news recommendation [MKDP14a]. Furthermore, sometimes, the article content itself is not
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enough to form a complete view over a topic. Thus, opinions are a valuable resource that
complements the article and represents the "wisdom of crowds". In the news recommendation
scenario, several states of the art approaches use the profiles of news articles to compare it with
either the profile of users or other news articles profiles in order to select the list of news articles
that should be recommended to a given user. Thus, the accuracy of the news article profile is
crucial for an accurate news recommendation. Opinions might play a significant role on enhancing
the quality of news articles profiles by revealing novel aspects which are not clearly present on
the content of news articles. We called hidden aspects such aspects, which are extracted from
the content of opinions and not clearly presented on the content of news articles. However,

Figure 1.5: CNN opinions space
Figure 1.6: Le point.fr opinions space

such opinions might be a subject to a lot of noise and redundancy. Thus, a pre-processing step
to organize and eventually extract only relevant opinions is very important to be able to use
them on such task. Organizing and extracting only relevant opinions for a given news article
can also be valuable for other scenarios. For instance, an archivist that needs to archive web
information/resources (news articles) with complementary information (users’ opinions). This
process would help, e.g. future journalists who are trying to review past events, to gather as
much information on a topic as possible, in order to present an objective view of the topic. In
this thesis, we propose to investigate how opinions, which are the user-generated content we are
interested in during this thesis, are organized and then exploited to enhance the effectiveness of
personalized news recommendation.

1.2 Research questions

Based on the motivations stated in the previous section, our main goal during this thesis was
to investigate how opinions can be exploited to enhance and personalize the accuracy of news
recommendations.
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To answer this major goal, we have identified three related research questions which are as
follows:

• Research question 1. How should users’ interests and news articles be described ?
To answer to this question we need to investigate three main points:

1. The first point is to examine the needed information to describe either users’ interests
or news articles. For example, which information should we exploit from the available
data to be able to describe users’ interests accurately.

2. In literature, several techniques have been used to represent users’ interests and news
articles content. Three of them are the most used. Firstly, approaches that use a set
of weighted keywords. Secondly, approaches that use ontologies to extract the most
used concepts and thus describe users’ interests and news articles content using a list
of weighted concepts. Thirdly, approaches that use a set of weighted entities which
represent well-defined concepts such as persons and locations. We should investigate
more deeply which strategy we should exploit to represent the users’ interests and the
content of news articles accurately.

3. The last point deals with investigating whether the sentiments that a user or the
content of a given news article expresses towards an entity or an aspect should be
taken into account or not, in order to enhance the quality of their profiles.

• Research question 2. How to deal with the problem of noise on opinions ?
To answer this research question, we detailed the following related points:

1. We need to define a set of features that will be used to measure the score of a given
opinion. Those features can be deduced from the content of opinions, reaction to
those opinions, or even be defined and based on the authors of these opinions.

2. We need to investigate whether the expertise of the opinion author can play a significant
role on defining its quality or not. For this reason, we can examine the importance of
taking into account such feature on defining the score of opinions.

3. In the last point, we investigate the results per topic and examine whether there is
a difference on the quality between categories or not. In other words, the feature
might be more relevant for some topics compared to others. Thus, it is important to
select topics or categories that give best results and, subsequently, analyze the reasons
behind it.

• Research question 3. How to improve the effectiveness of personalized news recommen-
dation with opinions ?
This general research question leads to the following detailed points:

1. Firstly, we should examine the impact of enriching the profiles of news articles by
its related opinions. We need to study the impact of such task on the accuracy of
personalized news recommendation.
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2. Secondly, we need to analyze the impact of using only a subset of ranked opinions
to define the profiles of news articles. Subsequently , we should test the impact of
removing noise from opinions on the accuracy of the profiles of news articles. We have
to deal also with the problem of opinions redundancy. In fact, when only an opinion
ranking strategy is applied we cannot deal with the problem of opinions redundancy.

1.3 Contributions

This thesis focuses on exploiting opinions in the context of personalized news recommendations.
The main contributions are as follows:

• Profile model. We propose an effective profile model that formally describes and represents
users’ interests and news articles profiles. The model is based on three components:(1)
entities which reflect well defined concepts such as persons, locations, organizations, objects,
etc., their related aspects representing entity attributes or any abstract object, and the
sentiments expressed for each entity and/or aspect. We evaluate our model through three
different applications. Firstly, by using a sentiment-dependent model for users to identify
their political leaning using an unsupervised approach. For this reason, we have also created
a knowledge base taken from Wikipedia to define different political leanings and thus be able
later to automatically classify users of news websites according to their political orientations.
We have tested our approach on two groups of users from US and Egypt crawled from CNN
and Al-Jazeera. The experiments showed that our approach provides high quality results to
classify US users into Republican/Democrat leanings and Egypt users into secular/Islamist
leanings. Secondly, we have tested a version of sentiment-independent model to define
users’ interests and news articles in the context of classic news recommendation. We
have defined each profile by a set of weighted tuples <entity, aspect>. The user profile
is defined through the set of opinions he/she provides in the news websites, while the
article profile is extracted from its content. These profiles are then matched to recommend
to each user the list of articles that correspond to the user’s interests and the current
article he/she is reading. Thirdly, we have used a combination of sentiment-dependent and
sentiment-independent profiles on the context of news recommendation. We have used
like in the second application, a sentiment-independent profile to define users’ interests.
However, we have used a sentiment-dependent profile to define the profiles of news articles
mainly because it will be applied on diversification strategy whose main goal reducing
the number of redundant recommended news articles. In fact, we define the dissimilarity
between news articles when they discuss about different entities and/or aspects or have
different sentiments about those entities and/or aspects. We have tested our approach on
real users from CNN and Al-Jazeera and the results show that diversification improves the
quality of recommendation. This contribution addressees the first research question which
will be more discussed in chapter 3.

• Opinion ranking. Opinions on news websites can play an important role in improving
the accuracy of news articles profiles. However, these opinions are not structured and might
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diverge from the main topic of the news article or even be subject to a lot of noise. Thus,
there is a need for selecting only relevant opinions to each given news article. To this end,
we have proposed a novel scoring model that ranks opinions based on two components
namely their relevance to a given aspect and their prominence. We define the prominence
of an opinion using its relationships with other opinions. To this end, we (1) create a
directed graph of opinions where each link represents the sentiment an opinion expresses
on another opinion, then we (2) propose a new variation of the PageRank algorithm that
boosts the scores of opinions along links with positive sentiments and decreases them along
links with negative sentiments. We have tested the effectiveness of our model through
extensive experiments using three datasets crawled from CNN, The Independent, and The
Telegraph Web sites. Our experiments showed that these debates, enhanced by explicit
feedbacks, are definitely valuable and should be taken into account for ranking opinions.
We have shown that our model can effectively exploit the large amount of debates and
reactions to select the best opinions that are relevant to the user’s query. Our proposed
approach achieves its best performance when the query topic is highly controversial or
popular. It is also clear that our model does not perform well with categories and news
articles related to unpopular topics. This contribution is our attempt to solve the second
research question which will be more detailed in chapter 4.

• Opinion diversification. Diversification of opinions can play a significant role to increase
the coverage of new topic aspects and overcome the problem of opinions redundancy. Thus,
in case of using opinions to enrich the profile of news articles, diversifying opinions have a
direct impact on enhancing the quality of news article profiles and subsequently on the
accuracy of news recommendation. To this end, we have used a variation of an existing
diversification approach [KG11]. In this approach, we consider two opinions as dissimilar if
(1) they discuss different aspects, and/or (2) they exhibit different sentiments about a given
aspect, including positive, negative, and neutral sentiments. This technique has proven to
be effective in reducing the problem of redundancy and thus extracts various set of aspects
from a set of opinions related to a given news article. This contribution is a part of our
solution to solve the third research question which will be more detailed in chapter 5.

• Leveraging opinions. We deeply investigate on how opinions can be exploited on the
context of personalized news recommendation. To this end, we have tested different
approaches to leverage opinions on defining news articles. To describe either users’ interests
or news articles, we have used the sentiment-independent profile model described above.
We have leveraged the content of news articles using different approaches including taking
into account all opinions, a list of topk opinions using only an opinion-ranking strategy,
or a set of prominent and diverse opinions. We obtain an improvement on the accuracy
of personalized news recommendation on only two cases: (i) by employing only topk
opinions using opinions ranking strategy, and (ii) using a set of diverse opinions. We have
also observed that taking all opinions into account is not a good idea since opinions are
subject to noise and redundancy and some of them might even deviate from the topic of
interest, and thus this approach showed the worst performance. Our study was conducted
through an extensive set of experiments using four real datasets extracted from CNN, The
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Telegraph, Al-Jazeera, The Independent. It showed that diverse opinions record the best
results compared to baseline approaches. This contribution is a part of our solution to
solve the third research question which will be more discussed in chapter 5.

1.4 Thesis Outline

The rest of this thesis is structured as follows.

• Background and state of the art. In this chapter, we survey prior work, which is
linked to the areas of information retrieval, recommender systems, and we conclude with
a survey on opinion mining. Section 2.1 describes with concrete examples some basics of
information retrieval. Section 2.2 highlight the related work in the area of recommender
systems and more particularly on news recommendation and the key challenges that were
not properly addressed in previous works. Section 2.3 concludes by surveying prior works
on opinion mining, opinion ranking and opinion summarization.

• Building fine-grained user and article profiles. In this chapter, we first highlight the
importance of having a fine-grained description of either users’ interests or news articles in
the context of news recommendations. In the section 3.2, we present previous techniques
used to define users’ interests and the content of news articles. We describe in the same
section the three components of our model. In the section 3.3, we use a sentiment-dependent
version of our profile model to identify the political orientation of users. We describe the
experiments used to test the effectiveness of this profile model. The results show that our
approach outperforms state of the art techniques used to identify the political orientation
of users. In third section 3.4, we present a sentiment-independent version of our profile
model used on the context of classic news recommendation. The model is based on a set of
entities and their related aspects. We explain the conducted experiments on four datasets.
Results show that our model gives high quality performance compared to baseline profile
models. In the section 3.5, we describe the profile models used to describe users’ interests
and the content of news articles. We explain the diversification model used to diversify the
list of recommended news articles. The results show that diversification of news articles
using our profile give better results compared to entity-profile model.

• Extraction of prominent opinions from news sites. In this chapter, we present our
approach of opinions ranking. Section 4.2 introduces the debate-based scoring model which
explains the two main components of measuring the score of each opinion namely opinion
relevance and opinion prominence. Section 4.3 explains the adopted algorithm to compute
the score of opinion prominence. It is a variation of PageRank algorithm which gives
more importance to opinions receiving positive reactions than opinions receiving negative
reactions. Section 4.4 defines how we measure the expertise of each user. The user expertise
is defined not only based on the explicit ratings, but also on implicit ratings the user has
for his actions. Section 4.5 explains conducted experiments on three different datasets
crawled from The Independent, The Telegraph, and CNN.
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• Enriching news articles using hidden aspects. In this chapter, we explain how
opinions can be used to improve the effectiveness of news recommendation. To this end,
we test different strategies of leveraging opinions on the content of news articles. Section
5.2 describes the model used to leverage opinions on the content of news article for the
purpose of news recommendation. Section 5.3 presents the technique used to extract
hidden aspects from either users’ opinions or the content of news articles. Section 5.4
explains the diversification model used to diversify the list of opinions related to each
news article. Section 5.5 describes conducted experiments and results on four datasets
extracted from four well-known news websites namely CNN, Al-Jazeera, The Telegraph, and
The Independent.

• Chapter 6 - Conclusions: In the last chapter, we give an answer to the research questions,
and we finalize this dissertation by presenting planned future directions of research.
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Chapter 2

Background and State-of-the-art

In this chapter, we briefly describe fundamental techniques in the research area of information
retrieval, which are useful for understanding our contributions in the following chapters. Then,
we give an overview about recommender systems: we present the main strategies used for
recommendation and we conclude by giving a study about the main news recommendation
techniques used over the previous years. Finally, we present a brief study about the opinion
mining field by giving an overview of the state-of-the-art techniques on sentiment analysis, opinion
summarization, and finally opinion ranking.

2.1 Information Retrieval

2.1.1 Indexing

In order to efficiently retrieve documents from a huge document-based corpus while answering to
a given query, an indexing process should be done [SM83]. During indexing, data structures, also
termed index, are created to summarize the content of all information items that will be searched
for later. These data structures are generated for an efficient access to the list of documents
containing the query term. In this thesis, we have used indexing to create index structures either
for news articles and/or opinions. To deeply explain the indexing process, we select a sentence
from a CNN news article and we apply indexing techniques on it. The chosen sentence was
extracted from the first paragraph of a CNN news article entitled Reporter’s notebook: Scenes
from the ground in Gaza, and was published on July, 27, 2014. The content of this sentence is :

A temporary truce Saturday between Israel and Hamas provided a precious few hours for hundreds
of people, who had fled the fighting, the opportunity to learn whether they had a home to return in Gaza

• Tokenization: Tokenization is the first step in the processing index. Accordingly, all
tokens for a query text are identified based on some boundary conditions such as white-space
characters. All punctuation, are also erased from the text during processing. Thereafter,
the above text can be seen as:

A temporary truce Saturday between Israel and Hamas provided a precious few hours for
hundreds of people who had fled the fighting the opportunity to learn whether they had a home
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to return in Gaza

• Stopwords Removal: Some extremely common words which would appear to be of little
value in helping select documents matching a user need are excluded from the vocabulary
entirely. These words are called Stopwords.
[Luh57] explained how the resolving power of a world exhibits a normal distribution
with respect to the rank of its frequency. These words, which are called stop words,
include articles such as a, an, and the, prepositions like at, by, in, to, from, and with and
conjunctions like and, but, as, and because.
Meaning that, the more frequently a word is employed, the less informative it turns out. For
example, the words "with" or "the" cannot be employed to discriminate between documents
as nearly all documents contained. Such words are commonly referred to stopwords, and
are discarded from the list of potential indexing terms [BYRN99b]. [LHO05] showed that a
stopword list can be expanded by looking for the most frequent or least informative terms
in the documents. Moreover, removing stopwords serves also for reducing the size of the
final index structures. After such process, the formal sentence might look as follows:

temporary truce Saturday Israel Hamas provided precious hours hundreds people fled fighting
opportunity learn home return Gaza

• Stemming: Most words, generally, show several forms (e.g., take took taken). Thus, the
matching between queries and documents corpus can be attenuated if they use different
forms even in case of semantic similarity between words. To that reason, a commonly
known solution is to refer to these words back into their root forms, which is known as
conflation. Conventionally, conflation is performed through what is known stemming, where
syntactical suffixes are removed based on a set of logical transformation rules. A typical
example of a stem is the word collect, which is the stem of collects, collected, collecting,
collection, collections.
[Lov68] presented the first stemming algorithm and this influenced much of the later work,
among which Porter’s stemming algorithm for English [Por80] is probably the best known.
Stemmers now exist in different languages. In our thesis, we have used the well-known
package Tartarus which is the release of Porter’s Snowball project that gathers stemmer for
14 common languages. By applying Porter’s stemming algorithm to our sentence, it is as
follows:

temporari truce saturday israel hama provid precious hour hundr peopl fled fight oppportun
learn home return gaza
It is to say that not all words are changed such as the words truce, precious and return,
some are taken to their root form like the term learn, while some others are transformed
into forms that do not correspond to real English words such as the words temporari and
opportun. However, this is not a problem as users’ queries will be equally transformed such
that a mapping can be obtained. In most IR systems, a bag-of-words strategy is adopted
to store the final text. In this case, the ordering of terms is ignored, instead, only the
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frequency occurrences of tokens within the text is counted to determine how frequently
each term occurs in the bag. Usually, the set of terms in a document with their respective
frequencies can be pointed to as document-posting list.

• Index Data Structures: For efficient documents retrieval, the index structures need
to be as compact as possible to provide fast random access and store meta information
about documents. Inverted index [FBY92] is the core of any IR system. For each term,
the inverted index contains a term-posting list, which lists the containing documents. In
our context, the term-posting list contains either (i) containing opinions when the task is
related to opinions such as our contribution on opinion ranking (More details in chapter
4), or (ii) containing news articles when the task is related to news articles such as our
contribution on the context of news articles recommendation. This is the transpose of the
document-posting list, which lists the terms of each document. Typically, unique identifier
(docids) are allocated for each document in a collection. For each term, the posting list
can be represented as a series of ascending integers representing the document identifiers
(docids) and a series of small integers representing the term frequencies of the term in each
document (tf). The size of inverted index dependents heavily on the number of documents
that are indexed. In order to have low disc usage and fast access, compression is widely
applied to the inverted index posting lists [CMO14,ZM06]. That is fulfilled by storing only
the delta-gaps between each pair of docids [ZM06] in combination with a variable length
encoding. Particularly, docids are stored into ascending order and afterwards the distances
between docids are stored, these distances are usually much smaller than the original docid.
As to derive benefits from the knowledge that we are storing small integers, an efficient
variable length encoding like Elias gamma encoding [Eli75] is employed to minimize the
amount of space required. Variable length encoding uses a variable number of bits of
storage depending on the size of the query integer. The term frequencies will always consist
of small integers (bounded by the document size in tokens) and so an encoding that is
further optimized for storing very small integers like Elias unary encoding [Eli75] is often
applied. In addition to that, other structures are created as to store the extra information
needed to perform matching. These include:

1. Lexicon: A structure that consists of detailed information regarding each specific term.
Meaning that, it may hold the total number of documents in which it appears, or the
total number of occurrences of the term in the collection. The lexicon points into the
main inverted index by attributing to each term a pointer to its posting list.

2. Direct/forward Index: The "inverse of the inverted index". This structure holds term
information (term id and frequency) for each document in the collection [HSDL12].
Similarly to the inverted index, compression can be an option to save storage space.
A direct index is called when a listing of all terms contained within a document is
required.

3. Meta Index: This index structure carries additional information about each indexed
document, sometimes referred to as document meta data. The meta index eases
look up on this information given the docid of the document in hand. For instance,
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one might store the time at which the document was created, or the author of that
document in the meta index. Generally, the meta index is used to store document
information to be used later by the user. These structures represent the core of a
search engine index [BP98]. Once these structures have been created for the query
document corpus, afterwards the system is ready to answer to user’s queries. However,
in a large-scale Web search configuration, both the structure of the documents to be
indexed and the efficiency of the indexing process itself need to be taken into account.

2.1.2 Query processing

To express their information need on the web, users generally use queries containing a few
keywords which represent usually only one piece of information about what they are looking for.
For instance, a recent study shows that the average length of the queries in the MSN search
log 1, a sample of about 15 million queries collected over one month, is 2.4 words [BC09]. For
this reason, two basic components were exploited in query processing to improve the quality of
queries namely Query preprocessing and Query refinement. In query preprocessing stage, a query
should be processed the same way as we have mentioned for the content of documents to be
able to match with the index terms. For instance, a query can be tokenized, stop-words can be
removed from the query, and also query terms can be stemmed or lemmatized. In most cases, a
query is not pre-processed extensively as it only contains few number of keywords. The main
goal of Query refinement is the reduction of the scope of search results or alternatively expanding
the search to other related terms with the hope of improving precision. The query refinement is
optional and dependent on IR application, and has as main goal improving retrieval performance
by suggesting similar terms to the original user’s query. For instance, the query containing the
term plane cannot match with the document containing the term aircraft, and similarly the query
containing the term car cannot match with the document containing the term auto because
documents do not exactly contain the term queries. This is one of two main known problems
in natural languages: synonymy and polysemy. Synonymy refers to a case where two different
words have the same meaning while polysemy is the case where a term has several meanings like
the term java which can refer to programming language, island in Indonesia, or a coffee.
In literature, two main strategies have been adopted to tackle these problems [MRS08] :

• Global methods: These methods are based mainly on reformulation of the original
query by expanding it with other semantically similar terms, usually independently to
the initial retrieved results. Like examples of global methods, we can mention query
expansion/reformulation using thesaurus, spelling correction, and query suggestion.

• Local methods: These methods reformulate the original query by examining the initial
results returned. Like examples of local methods, we can cite relevance feedback and pseudo
relevance feedback.

Relevance feedback is a strategy which involves the user in improving the final results of the IR
system. First, the user gets a list of initial results in response to a given user query. Then, the

1http://www.msn.com
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user can provide feedbacks by labeling each document in the initial result set as relevant or not
relevant. Finally, the user feedbacks are used to reformulate the original query and return the
final results based on the modified query.
Pseudo relevance feedback does not require the involvement of the user. The topk retrieved
documents are considered to be relevant to the query and without asking additional input from
the user. Both pseudo relevance feedback and relevance feedback have proved they improve the
retrieval effectiveness. However, they can conduct to query drift for some queries with too few
relevant documents in the topk retrieved results.
In a response to a given query, the user receive a list of document that should contain information
that match with the query terms. The relevance of each document depends on user’s assessment,
thus a document is considered as relevant if the user perceives it as containing information
of value that match with his/her personal information need [MRS08]. Further, the degree of
relevance between a document d and a query q is computed using an IR system and depends on
the retrieval model that the system employs. More details about retrieval models are presented
in the next section.

2.1.3 Document or Entity Retrieval

The goal of Document retrieval, which is the core process of IR, is to retrieve a ranked list of
documents in response to a given user’s query. Usually, ranking is done in decreasing order of
predicted relevance. Document weighting model is used to perform the ranking of documents by
taking into account the user’s query and a document to produce a score for each document. The
score is a prediction of the relevance for that document to the user’s query [BYRN99b]. Note
that relevance is subjective, varying from user to user [VH+05] and no document weighting model
is perfect for all cases. In fact, certain document weighting models may be appropriated for some
kind of queries such as short queries or for specific tasks like homepage finding. Retrieval models
differ from each other in many aspects including query interpretation, document representation,
and document scoring and ranking algorithms employed. We describe in the following subsections
three of the most known retrieval models.

Boolean Retrieval Model:

The boolean retrieval is the simplest IR model where the query is a combination of terms and
boolean operators such as AND, OR and NOT. The document is represented by a bag of words
and each term in the document is represented using binary weighting 1 or 0: 1 if the term exists
and 0 if the term does not exist in the document. The degree of relevance is ignored as the
boolean retrieval model assumes that there exist only two degrees of relevance: relevant and
non-relevant.
In other terms, let f(d,q) be the function giving the relevance score. The score of this function
will equal 1 if the document d is relevant to the query q and equal 0 if the document is not
relevant to the query q.
For instance, in response to the boolean query (Restaurant AND Paris) NOT Chinese, the
results should be these documents which contain both terms Restaurant and Paris but not the
term chinese. Practically, the model retrieves all exactly matched documents with the query
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term without ordering the documents. To have high quality results, the user should formulate a
complex query which is too difficult for non expert users.

Vector Space Model (Term Frequency- Inverse Document Frequency (TF-IDF))

In vector space model, documents are ranked and retrieved according to their degree of relevance.
The degree of relevance is measured, on the basis of the similarity between the query terms and
the content of documents. The most common and used technique in practice is tf-idf [Sal71].
For a term m and a document d, tf is the term frequency of the term w, which is normalized by
the total term frequency in d. Thus, tf is computed as follows:

tf(w, d) = freq(w, d)∑nd
j=1 freq(wj , d) (2.1)

where freq(w, d) is the term frequency of the term w in d and nd is the number of distinct terms
in d, and tf captures the importance of a term w in a document by assuming that the higher tf
score of w, the more importance of w with respect to d. Intuitively, terms that convey the topics
of a document should have high values of tf . idf is the inverse document frequency weight of a
term w. It measures the importance of w with respect to a document collection. idf can be seen
as a discriminating property, where a term that appears in many documents is less discriminative
than a term which appears in a few documents. idf can be computed as:

idf(w) = log
N

nw
(2.2)

where nw is the number of documents in which a term w appears, and N is the total number of
documents in the collection. The tf-idf weigh of a term w in a document d can be computed as
follows:

tf − idf(w, d) = tf(w, d) · idf(w) (2.3)

Finally, a query q and a document d can be describes as vectors of all terms in the vocabulary,
given such as:

~q = 〈ψ1,q, . . . , ψn,q〉 (2.4)

~d = 〈ψ1,d, . . . , ψn,d〉 (2.5)

where ψi,q is tf-idf weight of a term wi in q and ψi,d is tf-idf weight of a term wi in d. The
similarity of the term-weight vectors of q and d can be computed using the cosine similarity as
follows:

sim(~q, ~d) = ~q · ~d
| ~q | × | ~d |

=
∑n

i=1 ψi,q × ψi,d√∑n
i=1 ψ

2
i,q ×

∑n
i=1 ψ

2
i,d

(2.6)

Compared to the Boolean retrieval model, the main strengths of the vector space model
are: (1) firstly, the degree of similarity allows partially matching documents to be retrieved, (2)
secondly, it employs term weighting which increases the retrieval effectiveness, and (3) thirdly,
allows for a fact and easy implementation. However, there are some weakness of the vector space
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model over the Boolean retrieval model. Firstly, it makes no assumption about term dependency,
which might lead to poor results [BYRN99b]. Moreover, the vector space model makes no explicit
definition of relevance.
In other terms, there is no assumption whether relevance is binary or multivalued, which can
impact the effectiveness of ranking models. We have used TF-IDF as a feature about opinion-query
and news articles-query pairs in Chapter 3 , 4 and 5.

Probabilistic Model

In this section we introduce the probabilistic models where the first model was proposed by
Robertson and Jones [RSJ88] in 1988. This model is based on the probabilistic theory to capture
the uncertainty in the IR process. Thus, ranking of documents is done according to the probability
of relevance between documents and a given query.
The two key assumptions are considered as the basis of this model and are: (i) the relevance
of a document is a binary property, so, a document is either relevant or non-relevant. (ii) The
relevance of a document does not depend on other documents.

Let’s consider R and R̄ respectively the set of relevant documents and the set of non-relevant
documents for a given query q.
The similarity of q and a document d can be computed using the odd ratio of relevance as:

sim(d, q) = P (R|d)
P (R̄|d)

(2.7)

To better explain the calculation, Baye’s theorem is applied and gives the following formula:

sim(d, q) = P (R|d)
P (R̄|d)

= P (R) · P (d|R)
P (R̄) · P (d|R̄)

≈ P (d|R)
P (d|R̄

(2.8)

where P (R) is the a prior probability of a relevant document, and P (R̄) is the a prior probability
of a non-relevant document. For a given query q, it is assumed that both prior probabilities are
the same for all documents, so they can be ignored from the calculation. P (d|R) and P (d|R̄)
are probabilities of randomly selecting a document d from the set of relevant documents R and
the set of non-relevant documents R̄ respectively. In the probabilistic model, a document d is
represented as a vector of terms with binary weighting, which represents term occurrence or
non-occurrence.

−→
d = 〈ψ1,d . . . ψn,d〉 (2.9)

where ψi,d is the weight of a term wi in a document d, and ψi,d ∈ {0, 1}. To compute P (d|R)
and P (d|R̄), it assumes the Naive Bayes conditional independence [MRS08], that is, the presence
or absence of a term in a document is independent of the presence or absence of other terms in
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the given query. Thus, the similarity can be simplified as:

sim(d, q) ≈ P (d|R)
P (d|R̄)

≈
n∏

i=1

P (wi|R)
P (wi|R̄)

(2.10)

where P (wi|R) is the probability that a term wi occurs in relevant documents, and P (wi|R̄) is
the probability that a term wi occurs in non-relevant documents.

Using probability to model the relevance of documents makes the probabilistic model theoret-
ically efficient compared to the the vector space model and Boolean retrieval model. Nevertheless,
a drawback is an independence assumption of terms, which is contrary to the fact that any pair of
terms can be semantically related. What is more important in our thesis is that the probabilistic
model is very difficult to implement because the complete sets of relevant news articles and
non-relevant news articles are not easy to obtain. In other terms, to compute P (wi|R) and
P (wi|R̄), it is necessary to guess prior probabilities of a term wi by retrieving top-n relevant
documents and then perform iterative retrieval in order to recalculate probabilities. This makes
it tough to implement the model. In addition, the probabilistic model does not take into account
the frequency of terms in a document which was very important on our different contributions.
For this reason we haven’t used this model in our different contributions.

2.1.4 Evaluation

IR systems are evaluated through two main aspects: Effectiveness and Efficiency. Effectiveness
measures the the quality of the system relevance ranking while efficiency computes a system
response time and space usage. In this thesis, we only focused on the retrieval effectiveness
aspect and more specifically on how many relevant news articles or opinions are retrieved or
recommended and at what ranks. In the IR research community, it is very popular to evaluate
an IR system using a test collection like TREC datasets [GCC10,ZYM07,SHMO09] where the
relevance judgments of some queries is already known. In other terms, these test collection
contain usually a various document collections, a set of queries, and more importantly the
relevance judgments for queries. Thus, using these collections they compute the effectiveness of
the system on a query for which some relevant documents are known. In our thesis, we have
suggested models that need special data such as nested opinions, opinions holders which are not
available on public datasets. For this reason, we have crawled our proper data from a set of
popular news websites such as CNN, The Telegraph, The Independent, and Al-Jazeera.

Evaluation measures:

Several evaluation measures have been suggested to evaluate IR systems. In section, we describe
the main evaluation measures used in the context of Information retrieval and Recommender
systems:

• Precision and Recall. To assess the effectiveness of an information retrieval or recom-
mender system, two main related measures have been widely used: Precision and Recall.
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Precision is the fraction of retrieved documents that are relevant and recall is the fraction
of relevant documents that are retrieved. In other terms, precision measures how good our
returned documents are and Recall measures how many correct documents are returned,
in comparison to how many there were. Note that precision and recall are also used in a
classification context as well as for ranking. Let’s R be the set of documents and A be the
set of retrieved documents (answer set) for a given query q. Precision and Recall can be
computed as follow:

precision =

∣∣∣R⋂A∣∣∣
A

(2.11)

recall =

∣∣∣R⋂A∣∣∣
R

(2.12)

Also, metrics combining both precision and recall have also been proposed. For example,
the metric F-measure is the weighted harmonic means of precision and recall and it is
computed as follows:

recall = 2 · P ·R
(P +R) (2.13)

In this thesis, we have used other metrics for measuring retrieval effectiveness. Precision
at top-k documents, so called P@k, focuses on only top documents and it is easy to
compute. For instance, precision at top − 5, 10 and 20 are denoted as P@5, P@10
and P@20 respectively. More thorough descriptions in retrieval evaluation can be found
in [BYRN+99a,CMS10,MRS08].

• Mean Average Precision. Mean average Precision (MAP) has been used for several
years to measure the effectiveness [VH06] of IR systems. It is an extension of Precision
metric which take into account the position of relevant document in a list of retrieved
documents, i.e. the position k in a list n of recommended items. More specifically, it
measures the mean of the average precision (AP) values for all queries. The AP for a query
is the average of all precision values computed after each document is retrieved [VH+05].
The mean average precision is computed as follows:

MAP =
Q∑

q=1

∑n
k=1 Precision(R(q), k) ·Recall′(R(q), k)∣∣∣Q∣∣∣ (2.14)

Where
∣∣∣Q∣∣∣ is the number of queries, n is the number of retrieved documents, k is the rank

within the retrieved documents R(q), Precision(R(q), k) is the precision at cut-off k and
Recall′(R(q), k) is the change in Recall between ranks k − 1 and k.

• (Normalised) Discounted Cumulative Gain. Mean average Precision is built upon
the precision metric, which is binary by nature, i.e. each document is considered relevant or
not, it is not useful when documents are evaluated with respect to multiple relevance grades
such highly relevant, relevant and not relevant. For this reason, Discounted Cumulative
Gain (DCG) metrics were proposed [JK02]. These approaches assume that documents
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with higher relevance grades are more relevant than those with lower grades and that
highly relevant documents are most useful when returned in the top ranks. Hence, DCG
measures are compatible with multi-graded assessments and are top heavy in nature. DCG
is computed as follows:

DCG = rel
p∑

i=2

reli
log2i

(2.15)

Where rel, is the relevance of the document at rank i. However, DCG is not sufficient for
a typical IR evaluation, because not all result sets for a query are of the same length, i.e.
fewer documents than the rank cutoff may be retrieved [JK02].
To take into account for this, Normalized Discounted Cumulative Gain (nDCG) was
proposed, that normalizes the cumulative gain across queries. This is achieved by dividing
DCG by the ideal DCG, i.e. that which would have been achieved by the perfect ranking
according to the relevance assessments.

2.1.5 Diversification

Another related area of research to our work is search result diversification which has been
extensively investigated following two different approaches. The first one is taxonomy-independent
where no knowledge base is used to diversify search results [ZL06,RD06,SMO10,GS09a,WZ09].
Some of the works falling into this category include the work by Gollapudi et al., [GS09a] that
uses a diversification model combining both novelty and relevance of search results. Radilinski
et al. [RD06] use query expansion to enrich search results generating more relevant documents
for various interpretations. The second approach to result diversification is taxonomy-based.
[AGHI09,CKC+08,CC09]. Representative works include the work by Agrawal et al., [AGHI09]
which makes use of a taxonomy for classifying queries and documents and create a diverse set of
results according to this taxonomy. Clarke et al., [CKC+08] focus on developing a framework of
evaluation that takes into account both novelty and diversity. Carterette et al., [CC09] propose
a probabilistic approach to maximize the coverage of the retrieved documents with respect to
the aspects of a query. In our thesis, we have adopted the technique proposed by Kacimi et
al., [KG11], a taxonomy-independent approach either to diversify opinions or news articles. It
uses three components namely authorities, novelty, and sentiment diversification to rank opinions
and shows that it provides high quality results compared to existing techniques.

2.2 Recommender Systems

The study of recommender systems is a relatively new one compared to research on information
retrieval [GNOT92,MR09,MM09,AM03] and has increased dramatically driven by the growing
interests of highly rated Internet sites such as Amazon, YouTube, CNN, Netflix, Yahoo, and
Tripadvisor. Recommender systems are basically software tools and techniques aiming to suggest
items for users [Bur07,MR09,RV97]. Item is a general term generally used to refer to what the
system should recommend: it can be a product to buy, a music to listen to, or such as in our
case an online news article to be read. Several ways to classify recommender systems have been
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proposed [CGT12,Bur07,JBE+13,CCCT09,PKCK12].
[Bur07] presents a very popular taxonomy which formed a classical way for distinguishing
different recommender systems. According to him, recommendation approaches are divided into
five basic categories: content-based, collaborative, demographic, utility-based and knowledge-
based [Bur02,Bur07]. Jeckmans et al. [JBE+13] also follows [Bur07] and considers collaborative,
content-based, demographic, and knowledge-based filtering approaches as the basic recommender
types. [CGT12] considers personalization as key taxonomic criterion to distinguish between
recommender systems and thus classifies approaches into two categories: personalized and
non-personalized recommendations. Non-personalized recommender systems suggest items
without considering the user’s profile, while personalized recommender systems are performed
by taking into account users’ interests and preferences using a user’s profile. Several recent
papers [CCCT09,PKCK12] tend to simply the classification of recommender systems into two
categories, namely collaborative and content-based filtering. Others such as [AT05] add to these
two categories the hybrid category which contains approaches that combine collaborative and
content-based filtering techniques.
Given the various categorization schemes and the fact that algorithmic approaches are not the
key objective of this dissertation, we have adopted the taxonomy in which recommender systems
are categorized into three categories namely content-based, collaborative filtering, and hybrid
approaches.

2.2.1 Collaborative Filtering

Collaborative filtering-based recommendation attempts to identify similarities between entities
(users and/or items) in order to suggest items to read, to purchase or to examine. Approaches
using the similarity between users are known as user-to-user (or also user-based) strategies, and
approaches using the similarity between items are known as item-to-item (or also item-based)
strategies.
In other words, user-to-user approaches are based on similar users liking similar items, while
item-to-item approaches are based on users liking items similar to the items they have shown
preference for [JBE+13]. Thus, in both approaches, the idea is to generate recommendations
based on users’ interests with similar tastes to the current user in the past, i.e. to ignore the
content of the item and exploit collective preferences of the crowd [CGT12].
Various metrics that typically have statistical origins are used to compute the similarity between
users to find the k nearest neighbors [BOHG13,JBE+13]. The most commonly used traditional
metrics include Pearson correlation, cosine, adjusted cosine, constrained correlation, mean squared
difference, and Euclidean [BOHG13].
The same similarity measures can also be used to calculate item-to-item similarities [CGN+11,
BOHG13]. Given their central position and importance, developing metrics to calculate similarities
between users and between items is a recurring theme in collaborative filtering research [BOHG13].
While the user-to-user approaches require at least some preference data from the user, item-to-
item recommendations do not need a user profile for generating recommendations; in fact, they
can be generated as soon as the user has expressed interest in just one item [SKR99]. This strategy
is widely used by well-known news publishers such CNN and Al-Jazeera to recommend their
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news articles, significantly in cases where their users are unknown. While the classic user-to-user
collaborative filtering approach provides high-quality recommendations, the challenge for it has
turned out to be its slow speed when the numbers of users grow into hundreds of thousands or
millions [KR12,LSY03].
Item-to-item filtering, developed as an alternative to the user-to-user approach, has a significantly
faster online response time, especially if the item relationships are pre-computed, in addition to
offering slightly better recommendations [KR12,LSY03,SFHS07,CTLM08,CCCT09]. Item-to-
item approach builds correlations between pairs of items and then generates recommendations by
finding items that are similar to the set of items that the current user has (implicitly or explicitly)
shown liking [KR12,SFHS07,SKR99]. The strengths of the user-to-user and item-to-item versions
of the K-nearest-neighbor (kNN) algorithm can also be combined [BOHG13].
One major challenge for collaborative filtering is data sparsity, i.e. a sparse user-item matrix
resulting from few users rating the same item [SFHS07, Bur02, SK09, KMM+97, PKCK12].
Collaborative filtering depends on overlap in ratings (or other preference data) across users,
and if few users have rated the same items, correlations either cannot be calculated or can be
skewed resulting in very little overlap, and hence, neighborhood formation is challenging and
correlation based on too few common ratings results in spurious correlations [SFHS07,Bur02,
KMM+97]. Consequently, as far as data distribution is concerned, collaborative filtering works
the best when there are many items and many ratings per each item, there are more users
rating items than items to be recommended, and users rate multiple items [SFHS07,Bur02].
Data sparsity also leads to cold-start issues, i.e. the system is unable to make meaningful
recommendation because of the lack of preference data for new users, new items, and new
communities [BOHG13, SFHS07, Bur02, SK09,KMM+97]. However, cold-start problems can
be made less severe by carefully selecting which items are given for a user to rate, as this
can have considerable effects on how quickly good recommendations can be generated to the
user [KR12]. Scalability problems [SFHS07,SKR01,SK09,PKCK12] are another major challenge
within a collaborative filtering recommendation framework. In naive implementations, the time
and memory requirements of user-to-user algorithms scale linearly with the number of users and
ratings, making it impossible to use such approaches e.g. on Amazon.com [SFHS07,SK09]. Such
challenges have been tackled e.g. with subsampling, using a subset of users selected prior to
prediction computing, and clustering, comparing a user to a group of users instead of to individual
users and then selecting the nearest neighbors from the clusters most similar to the user [SFHS07].
However, the problem has not been entirely solved, and with various implementation approaches,
tradeoffs between scalability and prediction performance tend to persist [SK09].
What is more important in our thesis that collaborative filtering needs items to persist and tastes
to persist [KR12]. If items change quickly, it is challenging to have many users rating them
to create an overlap in ratings [KR12]. An example where the collaborative filtering approach
has difficulties is news recommendation, as the approach requires overlapping ratings but news
articles are most interesting when they are new and fresh [KR12,CTFLH12]. With regards to
tastes, if tastes do not persist over time but change quickly, then older ratings are not useful for
collaborative filtering, and, again, generating neighborhoods is challenging [KR12].
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2.2.2 Content-based Filtering

While collaborative filtering is based on the assumption that people with similar tastes rate
things similarly, content-based filtering is based on the assumption that items with similar
objective features, or attributes, are rated similarly [SFHS07,BOHG13]. In effect, content-based
recommenders suggest to a user items the content of which is similar to the content of the
items for which the user has rated positively, or has otherwise shown preference for, in the
past [CGN+11,CGT12,BOHG13]. In other words, a content-based approach learns a profile
of the user’s interests based on the attributes present in the items that the user has rated
positively [Bur02]. For example, if the user has liked a web page with words like car, engine,
and gasoline, the system will suggest more pages related to automobiles [BOHG13] or, in case
of videos, the content can be the title, the actors, the director, and the genre of the liked
videos, as videos can be characterized by them and they are readily available [CGT12]. In other
words, the item similarity is calculated based on explicit content attributes associated with the
items being compared [CGT12, JBE+13]. Compared to collaborative filtering, content-based
recommendation has many benefits: It is easy to implement when used collections are already
described by metadata. Further, it is more appropriate for contents that change quickly such as
the case of news recommendation. One of the challenges is to identify and extract the attributes,
or meta-data, of items that are most predictive [SFHS07,BOHG13]. Text domains work well
for extracting keywords and such meta-data but some content, e.g. sound file content (rather
than associated metadata, e.g. artist), can be hard to analyze [CLA+03, SFHS07]. If some
attribute cannot be automatically extracted from the item, it has to be added by hand or it
cannot be used in content-based filtering [SFHS07]. In addition to extracting attributes, a user
profile must be built to know preferred items that can then be compared to other items for
attribute similarity [SFHS07,PKCK12]. While the basic approach to content-based filtering
bases its similarity analysis on term-by-item occurrences, neglecting the semantic structure
of the content, more advanced approaches, such as latent semantic analysis, attempt to also
exploit semantic features [CGN+11]). In addition to keywords and other meta-data that can be
extracted, content-based systems are increasingly incorporating social information on items that
users in Web 2.0 provide, such as tags, posts, and reviews [BOHG13].
Content-based filtering approach in its pure form has numerous shortcomings [Bur07,BOHG13].
In certain domains, generating attributes for items is challenging but content-based systems
are, by their very nature, limited to the attributes that are explicitly associated with the items
they are to recommend [BOHG13,Bur02]. For example, a content-based movie recommender is
limited to written materials about a movie [Bur02]. Consequently, a content filtering model can
only be as complex as the content to which it has access [SFHS07]. In addition, because these
systems suggest items the content of which is similar to the content of the items that the user
has shown preference for in the past, content-based approaches also suffer from overspecialization
problem [SFHS07,CGT12,PKCK12,BOHG13]. The user is often already aware of the items that
are suggested or he could have figured them out easily, by searching, for example, movies with
the name of their favorite actor or books by their favorite author [SFHS07,CGT12,BOHG13].
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2.2.3 Hybrid Filtering

The final category of recommender system algorithms is, in fact, hybrid recommender systems,
which combine collaborative and content information. Multiple techniques are achieved to avoid
the weaknesses that each collaborative and content-based technique has [Bur07] . Firstly, we
are going to consider those approaches that require building separate recommender systems
using techniques that are specialized to each kind of information used, and then combine the
outputs of these systems. For instance, the resulting scores can be combined using a weighted
approach [CGM+99] or voting mechanism [Paz99], switching between different recommenders
[Kob94,LC08a], and filtering or reranking the results of one recommender with another [Bur02].
A different approach consists of combining both content and collaborative features. By means of
this combination a single unified technique might be used regardless of the types of information
used [BHK98,GM09]. In such systems, a careful selection of the features is needed. There have
been some works on using boosting algorithms for hybrid recommendations [MMN02,PPM+06].
These works attempt to generate new synthetic ratings in order to alleviate the cold-start problem.
These new ratings can be obtained using various heuristics, based on content information (for
instance according to who acted in a movie) or demographic information. After injecting these
new ratings into the user-item matrix along with actual user ratings, a collaborative algorithm
is used. The use of aspect models [Hof04] has been also extended to many types of meta-data
(e.g. actors, genres, and directors for movies) [SPUP01]. A similar approach has been also used
for music recommendations [YGK+08] and online document browsing [PUPL01]. Also related,
the hybrid Poisson-aspect model [HCH04] approach combines a user-item aspect model with
a content-based user cluster. [JBE+13] calls recommender types that build on basic types as
improved recommender types. However, the term hybrid appears more popular and is therefore
adopted here. Jeckmans et al.’s [JBE+13] terminology is mentioned here simply to demonstrate
and underline that even today there is no systematic consistent way of naming the filtering
algorithms used in recommender systems.

To sum up, content-based and collaborative filtering are complimentary [SFHS07]. In domains
where content is scarce or difficult to obtain, collaborative filtering can work efficiently because
users take care of the evaluation and little needs to be known about the item beyond this [SFHS07].
On the other hand, content-based filtering can work without ratings, e.g. for new items, for
high-turnover items (e.g. news articles), and huge item spaces (e.g. web pages), as items can be
evaluated based on attributes, while collaborative filtering without preference data on an item
is unable to consider it [SFHS07]. Approaches can also be combined in multiple ways, and no
consensus exists on how to do it the best [SFHS07].

2.2.4 Recommending News articles

With the large volume of news events happening every day, recommending news articles has
become a promising research direction and one of the most important applications for major
content publishers such as CNN, Al-Jazeera, and The Telegraph [CFMH12,RF13,MKDP14a,
GDH04,LP07,LHH+10,KBV09,ZYZ11]. In this section, we have also classified proposed news
recommender systems into three different categories namely collaborative filtering, content-based,
and hybrid approaches.
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Collaborative filtering. Collaborative news recommender systems assume that users with
similar rating behaviors in the past usually have similar preferences to new news articles. For
example, if two users are interested in the same topic, they would read similar news articles
relevant to this topic. Such systems use historical user-item-rating combinations to provide
recommendation services and most of them do not use the context or content of news articles. In
practice, most collaborative filtering systems are constructed based on users’ past rating behaviors,
either using a group of users similar to the given user to predict news ratings [RIS+94,SKKR01],
or modeling users’ behaviors in a probabilistic way [Hof04,LXL+12,PHLG00]. Collaborative
filtering systems can efficiently capture users’ behaviors in case where overlap in historical
consumption across users is relatively high and the content universe is almost static [SKR99];
however, in many web-based scenarios, the content universe undergoes frequent changes, with
content popularity changing over time as well [LHH+10]. Typically, under two circumstances,
collaborative filtering systems can efficiently predict the score of unrated items based on similar
users’ behaviors: (1) when there is relatively good amount of overlap in historic ratings on the
item set, and (2) when the content universe is almost static [SKR99] which is not the case on
the domain of news recommendation. Indeed, there is a growing amount of new published news
articles every day with content popularity changing over time as well [LHH+10]. Consequently,
traditional collaborative filtering methods are inefficient in such domains where the content is
highly dynamic [KR12,CTFLH12]. Moreover, new relevant items with no historical ratings from
users cannot receive high predicted scores, which is known as a cold-start problem [SPUP02].
Users prefer to peruse news articles that happen recently, instead of old articles on her interest
topic. Hence the user similarity which grounds model based collaborative filtering is inaccurate
for users who have different active periods.
Content-based. Content-based news recommenders models use basically the similarity between
users’ profiles and news articles profiles to recommend to users new interesting news articles
[SFHS07,BOHG13]. Users’ profiles define mainly preferences and interests of users while news
articles profiles describe its content. Thus, the accuracy of describing users’ interests and the
content of news articles are very important to ensure an effective recommendation. In other
words, content-based news recommenders suggest to a user news articles which is similar to
the news articles that the user has rated positively, or has otherwise shown interested for, in
the past [CGN+11,CGT12,BOHG13]. In certain domains, content-based filtering approach has
some weakness [Bur07,BOHG13]. For example, a content-based movie recommender is limited
to written materials about a movie [Bur02]. Consequently, a content filtering model can only
be as complex as the content to which it has access [SFHS07]. However, it works well on text
domains such as the case of news websites where the content is publicly exposed and it is simple
to analyze and extract the content of such data. While the basic approach of content-based
filtering uses mainly the similarity analysis on term-by-item occurrences, neglecting the semantic
structure of the content, more advanced approaches, such as latent semantic analysis, attempt to
also exploit semantic features [CGN+11]). In addition to keywords and other meta-data that can
be extracted, content-based systems are increasingly incorporating social information on items
that users in Web2.0 provide [BOHG13]. Opinions on news websites present one of the main
features that can be used to define either users’ interests or to enrich the content of news articles.
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Another related area of research to news recommendation is how to define users’ interests which has
been investigated extensively following different approaches [TLZ12,SCTB+12,LDP10,AAYIM13,
SKKL12,AGHT11,GCP03,BWC+12,WLJH10,SAyMY08,CNN+10,HD10,MM10,LHH+10]. A
first class of approaches builds user profiles based on search history [SCTB+12,TLZ12,GCP03,
BWC+12,LDP10,DLB09,DTB10]. Sontag et. al., [SCTB+12] propose a generative model of
relevance with user-specific parameters learned from user’s long term search history. Similarly,
Tan et. al., [TLZ12] show that useful patterns for recommendation can be extracted from long
lasting search sessions and explorative behaviors. Gauch et. al., [GCP03] build a structured user
profile, from browsing actions, as a weighted concept hierarchy to better reflect user’s interests.
Bennett et.al., [BWC+12] show that long-term (historic) behavior provides substantial benefits
at the start of a search session, while short-term (session) helps in an extended search session.
Daoud et al., [DLB09,DTB10] suggest composing graph-based profiles for all queries that are
related to one search session. The initial query is mapped to the concepts of an ontology (ODP
in this case) and used as a seed profile, that subsequently gets extended by the vocabulary
attributed to each new arriving query. Liu et. al., [LDP10] build profiles of users’ news interests
based on their past click behavior.
A second class of approaches address the problem of extracting topics of interest in micro-blogging
environments [CNN+10,AGHT11,HD10,WLJH10,MM10]. Chen et. al., [CNN+10] exploits
user Tweets to build a bag-of-words profile for each Twitter user. Abel et al., [AGHT11] build
hashtag-based, entity-based, and topic-based user profiles from Tweets, and show that semantic
enrichments improves the variety and the quality of profiles. Hong et.al., [HD10] train a topic
model on aggregated messages to improve the quality of topic detection in Tweets. Similarly,
Weng et. al., [WLJH10] apply Latent Dirichlet Allocation (LDA) model to identify latent topic
information from Tweets. Michelson et. al., [MM10] use a knowledge base to disambiguate
and categorize the entities in user Tweets and then develop users profiles based on frequent
entity categories. During this thesis, we do not fall in the two previous classes since (1) we do
not have access to search history and (2) we exploit richer and longer opinions than Tweets
which makes their related approaches unsuitable for us. Thus, we relate our work to the third
class of approaches [AAYIM13,SKKL12] which exploit opinions on news websites to build user
profiles. Shmueli et. al., [SKKL12] restrict user profile to a set of tags extracted from related
opinions using a bag-of-words model. Abbar et. el., [AAYIM13] build the profile of each user
by extracting the set of entities he has commented on and their related sentiments. While the
proposed approaches are interesting, they do not exploit the different aspects of opinions. During
this thesis, we have exploited opinions to describe accurately users’ interests and the content of
news articles. To this end, we have proposed a profile model based on three components namely
entities, aspects, and sentiments. We have also investigated the impact of leveraging opinions on
enriching the content of news articles.
Hybrid approaches. Traditional hybrid recommenders [Bur05,PTLMHV12] aim at combining
both content filtering and collaborative filtering to provide more meaningful recommendation.
In domains where content is difficult to obtain, collaborative filtering can work much better
than content-based approaches [SFHS07]. On the other hand, content-based filtering can work
without ratings as news articles can be evaluated based on attributes, while collaborative filtering
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without preference data on a news article is unable to consider it [SFHS07]. In such cases,
both approaches can be combined in multiple ways, and no consensus exists on how to do it
the best [SFHS07]. Some works have proposed hybrid approaches on news recommendation
domain [ZKL+10, LDP10, DGM08, AC10]. The combination can be implemented in various
ways. In the first manner, collaborative filtering and content-based approaches are implemented
separately, and predictions are merged. For example, the prediction in [ZKL+10] use weighted
linear aggregation of a heat-spreading (HeatS) algorithm and probabilistic spreading algorithm.
A topic category is learned for each article to predicted user interest content-wise, such a score is
then multiplied with the collaborative score to generate final news recommendations [LDP10]. In
the second manner, content-based and social characteristics are added to a collaborative filtering
model. For example, fLDA [AC10] regularizes both user and item factors simultaneously through
user features and the bag of words associated with each item. In [LY09,MKL09,MLK09] social
and trust relations regularize rating matrix factorization. SCENE [LWL+11] performs a two-stage
clustering on both contents and user access patterns. The inability of collaborative filtering to
recommend news items is alleviated by combining it with content-based profiling [DGM08]. In
the third manner, the recommendation framework is content-based, with features derived from
content-based and collaborative filtering methods. For example, in [DGM08], attributes used for
profiling users and items are assigned weights estimated from a set of linear regression equations
obtained from a social network graph. While the proposed approaches are interesting, they are
too complex to implement and more importantly too time-consuming on generating the list of
news articles that should be recommended. In our thesis, we have adopted the strategy where a
content-based framework is used with a feature derived from collaborative-based approaches. As
recency is very important in news recommendation, we have first selected the list of candidate
news articles that are published in a period of time surrounding the time of publishing the
seed news article. It is to note that the seed news article is the one that it was read by a
given user u in a given time t. From the list of these candidates we recommend a list of news
articles that match with users’ interests. In other words, news articles similarity feature based on
their time of publishing is used as collaborative feature during the process of personalized news
recommendation during this thesis. The collaborative-based feature is very quick and further
very important on news recommendation domain.

2.3 Opinion mining

In this section we present a review of the existing and related works on sentiment analysis,
opinion summarization, and opinion ranking proposed in the literature.

2.3.1 Sentiment analysis

Sentiment analysis, also called opinion mining domain is directly related to our thesis. This
problem has been studied in the past few years [DLP03,PL05a,Tur02a,GACOR05,PE05,HL04a,
KH06,WWH04,DLY08] by exploiting two main directions: (1) finding product features that
have been commented on by reviewers and (2) deciding whether the opinions are positive or
negative. In this section, we are more interested in the second direction which was exploited in
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different tasks on our thesis. Two main categories for classifying sentiments have been explored:
classification at the document level and a more fine-grained classification at the sentence level.
As stated in [DLY08], most sentence level and document level classification methods follow one
of two approaches: (1) corpus-based approaches, and (2) lexical-based approaches. Corpus-based
approaches find co-occurrence patterns of words to determine the sentiments of words or phrases,
e.g., the works in [HW00,Tur02a,HW00]. Lexical-based approaches use synonyms and antonyms
in WordNet to determine word sentiments based on a set of seed opinion words. Such approaches
are studied in [AB06,DLY08,HL04a,KH06]. Representative works on classification at document
level include [DLP03,Hea92,PLV02a,PL05a,RW03,Tur02a]. For example, Dave et. al., [DLP03]
build a classifier based on information retrieval techniques for feature extraction and scoring.
Hearst et. al., [Hea92] propose a sentence interpretation model where isolated portions of a text are
interpreted then integrated with an information retrieval system to incrementally improve the text
classification task. Riloff et.al., [RW03] learn linguistically rich extraction patterns for subjective
(opinionated) expressions to identify more subjective sentences. Turney et.al., [Tur02a] present a
simple unsupervised technique for classifying reviews based on the average semantic orientation of
the phrases in the review that contain adjectives or adverbs. Other approaches address sentiment
classification at sentence level [GACOR05,PE05,HL04a,HW00,KH06,WWH04,DLY08]. Gamon
et.al., [GACOR05] combine a clustering technique with a machine-learned sentiment classifier,
allowing for a visualization of topic and associated customer sentiment. Hu et.al., [HL04a] classify
opinions and summarize costumer reviews based only on the features of the product on which the
customers have expressed their opinions. Kim est.al., [KH06] address the problem of finding the
sentiments expressed about a topic in each text, and identify the people who hold each sentiment.
Wilson et.al., [WWH04] develop new syntactic clues for opinion recognition, as well as a variety
of subjectivity clues from the literature. They demonstrated that these features can be adapted
to the task of strength recognition, and that the best classification results are achieved when
all types of features are used. Ding et.al., [DLY08] propose a holistic lexicon-based approach
that exploits external evidences and linguistic conventions of natural language expressions. Most
of the opinion mining techniques above described focus on product reviews while in our work
we take a more general approach for classifying opinions about general topics which is far more
challenging.

2.3.2 Opinion summarization

Summarization of opinions is crucial in helping users digest the different opinions expressed on
the web. Previous studies have primarily focused on the task of generating highly structured
summaries. This could be a simple sentiment summary such as ’positive’ or ’negative’ on a topic
of interest [PLV02b,PL05b,Tur02b,WWH05,Tur02b] or a multi-aspect summary [LZS09,SB07,
TM08,LHC05,HL04b]. For example, a concrete multi-aspect summarization for a mp3-player can
be as follow: battery life: 1 star, scree:3.5 stars, etc. While structured summaries can be useful in
conveying the general sentiments about a person, a product, or a service, such summaries lack the
level of details that an unstructured textual summary could offer, often forcing users to go back
to the original text to get more information. Moreover, most of multi-aspects summarization
approaches assume that aspects related to opinions are already known which is not the case of
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opinions related to daily life events such as opinions on news websites. Textual summaries are
thus critical in conveying key opinions and reasons for those opinions at different granularities
(i.e. entity level or topic level). Unfortunately, generating textual opinion summaries is a hard
task. First, the summaries have to be representative of the key opinions (to avoid bias) and
then, it has to be readable so that it can be easily understood by the user. Further, with the
increased use of hand-held devices for various online activities such as shopping and finding
places to eat, the conciseness or compactness of such summaries is also crucial. Indeed, there
are many scenarios where concise summaries would be very beneficial. Consider shopping sites
where there could be hundreds of reviews per product or news websites where we can have
thousands of opinions chiefly when the content of news article concerns a controversial topics.
Tata et al., [TDE10] produces an opinion summary of song reviews where for each aspect and
each sentiment (positive or negative) they first select a representative sentence for the group.
The sentence should mention the fewest aspects (thus the representative sentence is focused).
They then order the sentences using a given domain ontology by mapping sentences to the
ontology nodes. The ontology basically encodes the key domain concepts and their relations. The
sentences are ordered and organized into paragraphs following the tree such as they appear in a
conceptually coherent fashion. Lu et al., [Lu10] also use online ontologies of entities and aspects
to organize and summarize opinions. Their idea is closest to the above approach but it is different.
They first select aspects that capture major opinions. The selection is done by frequency, opinion
coverage (no redundancy), or conditional entropy. It then orders aspects and their corresponding
sentences based on a coherence measure, which tries to optimize the ordering so that they best
follow the sequences of aspect appearances in their original postings. Ku et al., [KLC06] perform
blog opinion summarization, and produce two types of summaries: brief and detailed summaries,
based on extracted topics (aspects) and sentiments on the topics. For a detailed summary, it
lists positive-topical and negative-topical sentences with high sentiment degrees. For the brief
summary, their method picks up the document/article with the largest number of positive or
negative sentences and uses its headline to represent the overall summary of positive-topical or
negative-topical sentences. Lerman et al. [LBGM09] define opinion summarization in a slightly
different way. Given a set of documents D (e.g., reviews) that contains opinions about some
entity of interest, the goal of an opinion summarization system is to generate a summary S of
that entity that is representative of the average opinion and highlight its important aspects.
They proposed three different models to perform summarization of reviews of a product. All
these models choose some set of sentences from a review. The first model is called sentiment
match (SM), which extracts sentences so that the average sentiment of the summary is as close
as possible to the average sentiment rating of reviews of the entity. The second model, called
sentiment match + aspect coverage (SMAC), builds a summary that trades-off between maximally
covering important aspects and matching the overall sentiment of the entity. The third model,
called sentiment-aspect match (SAM), not only attempts to cover important aspects, but cover
them with appropriate sentiment. A comprehensive evaluation of human users was conducted to
compare the three types of summaries. It was found that although the SAM model was the best,
it is not significantly better than others. In [NHMK10], a more sophisticated summarization
technique was proposed, which generates a traditional text summary by selecting and ordering
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sentences taken from multiple reviews, considering both informativeness and readability of the
final summary. The informativeness was defined as the sum of frequency of each aspect-sentiment
pair. Readability was defined as the natural sequence of sentences, which was measured as the
sum of the connectivity of all adjacent sentences in the sequence. The problem was then solved
through optimization. Ganesan et al., [GZH10] give an abstractive summary of opinions using
graphical model based method. Two main points make the difference between our proposed
approach of extracting most important aspects during this thesis and the previous approaches
(More details about our approach in chapter 5). Firstly, most of proposed approaches such as
Ganesan et al., [GZV12] approach use product reviews which belong to an already known set
of aspects. In our work, we are interested in aspects about daily life topics reported by news
articles. These aspects are not classified but we extract them automatically using an unsupervised
approach. Secondly, most of these approaches are domain-specific, or usually highly dependent on
the training data. Unlike those approaches, we have proposed sentiment-independent technique
to extract most important aspects which might be used on diverse domains without any training
step.

2.3.3 Opinion ranking

Ranking opinions has received attention, in the past few years, driven by the need of automatic
annotation of product reviews. The proposed approaches focus on how to find helpful product
reviews [HLY+12,KPCP06,LHAY08,TR09,DNMKKL09]. These approaches assign a helpfulness
score to each review, based on past interactions in the system, and return to the user a ranked
list of reviews. Different parameters have been exploited to rank reviews. Kim et. al., [KPCP06]
exploit the multitude of user-rated reviews on Amazon.com, and train an SVM regression system
to learn a helpfulness function. This helpfulness function is then applied to rank unlabeled
reviews. Danescu et. al., [DNMKKL09] show, through extensive experiments, that social affect
is a significant factor for measuring helpfulness. The social effect is based on the relationship of
one user’s opinion to the opinions expressed by others in the same setting. More precisely, the
relationship of a reviews star rating to the star ratings of other reviews for the same product.
Tsur et. al., [TR09] identifies a lexicon of dominant terms that constitutes the core of a virtual
optimal review. This lexicon defines a feature vector representation. Reviews are then converted
to this representation and ranked according to their distance from a "virtual core" review vector.
Liu et. al., [LHAY08] show that the helpfulness of a review depends on three factors: the
reviewer’s expertise, the writing style of the review, and the timeliness of the review. Based on
those features, they propose a nonlinear regression model for helpfulness prediction. Hong et.
al., [HLY+12] start from the assumption that user preferences are more explicit clues to infer
the opinions of users on the review helpfulness. Thus, they use user-preferences based features
including information need, credibility of the review, and mainstream opinions. The approaches
described above use different features to define the helpfulness of a review ranging from its
content and the expertise of its author to the preferences of users. However none of them takes
into account the relationships between the reviews, meaning the debates that users engage into to
discuss a given product. This is a very important aspect that has an impact on the helpfulness of
a review. In our work, we take into account the relations between opinions and all the reactions
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they got from users including nested opinions and explicit feedbacks. Then, we propagate the
sentiments along those relations to compute the final score of an opinion. Additionally, unlike
the approaches above described, we define user’ expertise from the implicit ratings he/she gets
for his actions.

2.4 Conclusion

In this chapter, we have introduced the fields of information retrieval, recommender systems, and
opinion mining that we have used throughout this thesis. We have explained information retrieval
techniques used on our different contributions. Then, we gave an overview about recommender
systems which was classified into three categories: collaborative filtering, content-based and
finally hybrid approaches. Finally, we present previous works on the area of opinion mining
which has been exploited on our different contributions.
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Chapter 3

Building Fine-grained User and Article
profiles

3.1 Introduction

With growing online sources of news articles around the world, it becomes very challenging for
news websites to help users find news articles that match with their interests. Personalized
news services strive to adapt their services to individual users by making use of both content
and user’s information. Despite a few recent advances, this problem remains challenging for at
least two reasons. Firstly, news service is featured with dynamically changing pools of content,
making traditional collaborative filtering methods inapplicable. Secondly, the lack of accurate
profile models used on describing both users’ interests and the content of news articles make
it difficult to match between news articles and users. In other words, it is difficult and even
impossible to predict the appropriate news articles to recommend if the interests of a given user
are not clearly described and/or the content of candidate news articles are not well defined.
This calls for proposing specialized profiles on the domain of news in order to allow an accurate
description of users’ interests and news article contents. In this chapter, we propose a profile
model for describing users’ interests and news articles content. The proposed model is based
on three components which are entities, aspects and sentiment. Entities represent well known
concepts such as persons, location and organizations. Aspects represent concepts issued from a
given ontology or entity properties. Sentiments represent the inclination of the content towards
one or both of two components namely entities and/or aspects. The sentiment can be either
positive, negative or neutral. In this thesis, we have employed two variations of our profile model
namely sentiment-dependent and sentiment-independent profiles on three different applications.
Firstly, we use a sentiment-dependent profile of our model to identify the political orientation of
users. Secondly, we employ a sentiment-independent profile model on the context of classic news
recommendation. Thirdly, a mixture of sentiment-dependent profile and sentiment-independent
profile is used to diversify the list of recommended news articles and improve the information
novelty in the results [CKC+08,CG98].
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3.2 Profile Model

Several representations of either users’ interests or news articles have been proposed in the
context of news recommendation. The representations vary depending on the type of the
available information used to describe them and on the intended use of the profile. In the
following, we present the most used representations found in the literature:

• Bag of Words. It is a simple representation where keyword-based model [PMS09] is
used. Even if such a representation is simple to build, it encounters problems such as
polysemy, especially on the Web, where the chance of misinterpretation of word meaning is
not negligible.

• Vector. Another approach to represent either users’ interests or the content of news
articles is to use a vector of weighted terms or concepts. It is even possible to use more than
one vector to express more attitude or to compare different categories of terms or concepts
if needed. The value of each vector element can be a boolean indicating for instance that
a user has posted an opinion or has visited a news article regarding a given term or a
concept. It can also be an integer value indicating achieved degree of knowledge about the
concept or a term. Such representation is easy to implement and has been widely used in
literature [BKA98,BP99,MKDP14a].

• Taxonomy-based profiles. Taxonomy-based model is a semantic representation where
nodes represent concepts and edges hierarchical relationships between them like the work
done in [AGHT11]. The disadvantage of such a model is that it is very difficult to build it
automatically. However, once done, it can be easily shared with other adaptive applications,
as it is strongly semantically grounded.

To describe users’ interests or the content of news articles we have proposed a profile model
which is based on three key components namely entities, aspects and sentiments.

• Entity. It represents well known concepts such as persons, organizations, locations, etc.
For example, from the sentence In US, the United States Congress and Obama don’t have
the authority to interfere on this issue., we can extract US (Location), States Congress
(Organization), and Obama (Person) as entities. Entities can be considered as one of the
main information used to describe events or viewpoints on either news articles or users’
opinions. Some words might refer to the same entity. For instance, we have noticed that
some users use the term UK while others use the term The United Kingdom and both of
them refer to the same meaning.
Figure 3.1 presents a manual example of some entities extracted from some users’ opinions.

• Aspect. In product reviews, most of researchers have defined an aspect as a property of
an entity that can be either a component or an attribute. For example, screen, and battery
are aspects of the entity iPhone reflecting its components. By contrast, size is an aspect
that is an attribute of the entity iPhone. In our case, we define aspects as concepts referring
to a given ontology or entity properties. For instance, the aspects Business or sport can be
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Figure 3.1: Some examples of extracted entities from opinions

defined as concepts, while Tourism or Election can be considered as entity properties for
the entity France. Figure 3.2 shows a concrete example of some aspects extracted from a
set of opinions.

• Sentiment. The last component of our model is sentiment which can be either positive,
negative or even neutral towards one or both of the components entity and aspect. For
example, we can find a user who has a positive sentiment towards the aspect gun control
or a negative sentiment regarding the entity François Hollande (Person). We can have
also sentiments that concern both components, for instance, we can have a user who has a
positive sentiment regarding the aspect Tourism when it concerns the entity France and a
negative sentiment about the same aspect Tourism when it concerns the entity Iran.

It is to note that we have used two approaches for extracting the list of entities and aspects
during this thesis. First, an approach based on text mining techniques where both entities and
aspects are extracted automatically. In this approach, we do not differentiate between the two
components and we get as results from an input text content a set of entities and aspects. In
the second approach, we have used a public web service named OpenCalais [Reu09] provided by
Reuters 1 to extract the list of entities from each input of a text content. To extract the list of
aspects, we have used the ODP taxonomy2. In the second approach, we differentiate between
the extracted entities and aspects.

1http://www.reuters.com/
2www.dmoz.org
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Figure 3.2: Some examples of extracted aspects from opinions

3.3 Sentiment-dependent profile

3.3.1 Motivation

Political views are freely and explicitly expressed through opinions in news websites. These
opinions represent an interesting sample from political trends and orientations of users. Extracting
such type of knowledge would allow news websites publishers to have an idea about the orientation
of their commenters, the main issues related to each orientation, and the possible political
persuasions and ideological viewpoints for all topics. The opinions expressed by users are not
restrained by journalism values such as fairness or balance, and do not go through a formal
editorial process. Moreover, the number of opinions about a given topic might continuously
increase. The unstructured and the dynamic nature of opinions, provided in news websites, call for
effective and efficient techniques for identifying political trends. The user classification might also
be used to identify the political orientation of news articles like the work done in [ZRM11]. Several
approaches have been proposed to classify political positions from texts. One line of work focused
on using SVM with optimization of text feature selection [JA08] [OLK09] [YKD08] [HRG10], as
well as complementing with sentiment analysis [DS06] [MM06] [MM07] [CGR+11]. Another line
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of work used word frequencies, Bayesian statistical models, and topic models [LBC03] [MV08]
[LC08b] [MCQ08] [SP08]. Most of these approaches use supervised techniques which can be
expensive as they require training. Moreover, they mainly use semi-structured data to classify
users. Examples include data extracted from twitter and microblogs which is characterized by
short fragments (tweets, short messages), where each fragment covers a known and a unique
aspect. By contrast, opinions in news articles cover almost always more than one aspect which
are unknown. More specifically, approaches based on twitter samples use hashtags of controversial
topics such as USElection or Arabspring and a set of stakeholders such as actors or politicians, to
classify the stakeholders’ opinions into pro or con categories for the respective topics [ARW12].
Opinions published in microblogs are frequently short and do not contain more than one aspect
whereas, in news websites, users publish long opinions covering more than one aspect.
In this section, using our profile model, we propose an unsupervised technique for defining
the political orientation of users based on their opinions in news websites. To the best of our
knowledge, we are the first to propose an unsupervised approach on such unstructured and
dynamic data. Our contribution is twofold (1) we generate user profile based on the entities,
aspects and sentiments discussed or revealed in his opinions and (2) we construct a knowledge
base of political orientations, using Wikipedia, to automatically classify users based on their
profiles. We have conducted extensive experiments with US and Egypt user groups crawled from
CNN and Al-Jazeera. The experiments showed that our approach provides high quality results
to classify US users into Republican/Democrat leanings and Egypt users into secular/Islamist
leanings.

3.3.2 Profile Generation

To define the political orientation of a given user U , we collect the opinions he has expressed,
in a given news website, during a period of time T . Then, we analyze the opinions and extract
from them all the entities and the aspects the user has discussed. For each aspect (or entity),
we define the sentiment expressed by the user U . For example, a user can discuss the aspect
of abortion rights and be negative about it. As a result, the user U is described by a set of
aspects {a1, ...an}, entities {e1, ...en} and their related sentiments {s1, ...sn}. Concretely, users’
interests and article profiles are represented by two types of pairs, < entity, sentiment > and
< aspect, sentiment >. To this end, we proceed in three main steps.

Step1. Extraction of Opinionated Sentences.

We first identify the sentences using OpenNLP3 expressed in all the opinions of user U . Second,
we identify the sentiment of each sentence which might be positive, negative, or neutral. Third,
we classify all sentences based on their sentiment to obtain three categories of sentences namely
positive, negative and neutral. It is to note that we have used Alchemy Api4 to compute the
sentiment of each sentence.

3http://opennlp.sourceforge.net/
4http://www.alchemyapi.com/api/
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Step2. Generation of Candidate Entities and Aspects.

We take all the opinionated sentences extracted from the previous step, and we rank their
contained terms using tf ∗ idf scoring function. In our work, tf represents the term frequency in
the set of opinionated sentences of user U , and idf represents the inverted document frequency
in the set of opinionated sentences of all users. The idea is to select highly scored unigrams as a
base for generating candidate aspects and entities. From these unigrams, we generate bi-grams,
then we take the bi-grams as input and we build a set of n-grams by concatenating bi-grams
that share an overlapping word. At each step we take the topk n-grams based on the score of
their composed unigrams5. We check the redundancy of the generated candidates, using Jaccard
similarity [RV96]. If two n-grams have a similarity higher than a defined threshold, we would
discard one of them. In our work, we have set the maximum length of the n-grams to 5 since
there were no meaningful n-grams of a higher length.

Step3. Selection of Promising Entities and Aspects.

Generating n-grams that have high tf ∗ idf scores is not enough to identify the entities and the
aspects discussed in users’ opinions. It is important for the words in the generated n-grams to be
strongly associated within a sentence in the original text to avoid covering incorrect information.
This property ensures that only a set of related words are used in the generated n-grams to
avoid conveying incorrect information. To capture this association, we use pointwise mutual
information [TC03] (PMI) of words in n-grams based on their alignment to the narrow opinions
of each user. Formally, suppose mi = w1...wn is a generated n-grams. We define the Scoren as
follows:

SP MI(w1...wn) = 1
n

n∑
i=1

pmilocal(wi) (3.1)

where pmilocal(wi) is a local pointwise mutual information function defined as:

pmilocal(wi) = 1
2C

i+C∑
j=i=C

pmi′(wi, wj), i 6= j (3.2)

where C is a contextual window size. The pmilocal(wi) measures the average strength of association
of a word wi with all its C neighboring words (on the left and on the right). For example, in gun
control law phrase, assuming C = 1, for gun we would obtain the average PMI score of gun with
control and for control we would obtain the average PMI of control with gun and control with law.
When this is done for each wi ∈ m , this would give a good estimate of how strongly associated
the words are in m. To capture our second property, we used a modified PMI scoring [GZV12]
referred to as pmi′ where the pmi′ between two words, wi and wj , is defined as:

pmi′(wi, wj) = log2
p(wi, wj) · c(wi, wj)

p(wi) · p(wj) (3.3)

where c(wi, wj) is the frequency of two words co-occurring in a sentence from the original text
within the context window of C (in any direction) and p(wi, wj) is the corresponding joint
probability. The co-occurrence frequency, c(wi, wj), which is not part of the original PMI formula,

5In this work we have set k=500
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Orientation Some Aspects Extracted from Wikipedia

Liberals favor universal health care, strict gun control, diplomacy,
stem cell research, same-sex marriage, abortion rights

against increased military spending
The Ten Commandments display in public buildings

Conservatives favor small government, low taxes, limited regulation
free enterprise, school prayer, capital punishment

against same-sex marriage, abortion rights, multiculturalism

Table 3.1: The structure of the orientation knowledge base

using a paragraph from Wikipedia, of how the knowledge base of political orientations is created.
To identify the political orientation of user U , we compute the similarity between its profile and
the description of all the political orientations that exist in the knowledge base. The most similar
description is assigned to the user as its political orientation.

3.3.4 Experiments

Datasets

We have crawled 2 datasets from CNN and Al-Jazeera English news website. From CNN, we have
extracted the activities of 11, 322 users. Indeed, for each user we have extract all their posted
opinions. From Al-Jazeera, we have extracted the activities of 539 users, namely all their posted
opinions. For each user, we have extracted all his opinions from October 2009 to September 2013.
More details about both datasets are shown in table 3.2. We have used on this application only
opinions about politic.

Table 3.2: Datasets Statistics
#Users #Opinions #News articles

CNN 11, 322 684, 058 15, 365
Al-Jazeera 539 24, 826 2, 773

Results

We have run our experiments on 500 users: 290 from US (CNN) and 210 from Egypt (Al-Jazeera).
We have selected from the datasets only users that mention explicitly their nationality. We
have shown the list of opinions of each user and asked human assessors, who were students
not involved in this project, to analyze the users opinions and classify them into the following
categories: Democrat/Republican for US users and Secular/Islamist for Egypt users. The result
of the human assessment is the ground truth for our evaluation.
We applied our approach on the same 500 users selected before. The outcome of the classification
was then compared to our golden standard. To measure the effectiveness of our approach, we
have computed the accuracy which represents the fraction of users that were correctly classified.
We have compared different variations of our approach. The first one uses the top100 unigrams,
based on tf ∗ idf scoring function, to classify the user. The second approach uses n-grams of

60



Table 3.3: Accuracy of User classification

US Egypt
Democrats Republicans Islamists Seculars

Unigrams (tf*idf) 50% 16,66% 72,72% 25%
N-grams (tf*idf) 67,60% 50% 70,70% 51,56%
N-grams (PMI) 95,07% 79,41% 85,85% 84,37%

length between 1 and 5. The top100 n-grams, based on tf ∗ idf scoring function, are selected
to classify the user. In the third approach, the top100 n-grams, based on PMI, are selected to
classify the user. The results are shown in Table 3.3. We can see the impact of the different steps
of our approach on the accuracy of our technique. Using only unigrams generates incomplete
information about the aspects discussed by users and thus provides very inaccurate results. We
can see that using n-grams improves the results in most cases, however they still have a low
accuracy. Using PMI to select the aspects of opinions is the best providing an accuracy that goes
up to 95, 07% To sump up, we have proposed a new technique for defining the political orientation
of users based on their opinions about news articles. The proposed approach is promising as it
provides means for dealing with unstructured source of information. Moreover, it is completely
unsupervised which makes it flexible to be applied on any kind of dynamic knowledge such as
opinions. As future work, we plan to extend the knowledge base to other types of orientations in
other domains and propose a general approach for extracting the main aspects of daily life topics
and their main trends.

3.4 Sentiment-Independent profile

3.4.1 Motivation

The accuracy of personalized recommendation depends mainly on how well user profiles are
defined. Naturally, users’ opinions represent a valuable information source since they reflect
not only interesting entities for users but also more details about which entities and aspects
they are interested in. Therefore, several past studies have exploited, in different ways, user-
generated-content for news recommendation [AAYIM13,AGHT11,SKKL12,LHH+10,CNN+10,
PMS09,MM10,HD10,WLJH10]. Most of these approaches use tweets [CNN+10,AGHT11,MM10,
HD10,WLJH10] and few others [AAYIM13,SKKL12,LHH+10] exploit opinions on news websites.
hmueli et. al., [SKKL12] restrict user profile to a set of tags extracted from related opinions.
However, they do not take into account the difference between entities and aspects for defining
the interests of users towards specific issues. Abbar et. al., [AAYIM13] build the profile of
each user using a set of entities he has commented on with their related sentiments. While the
proposed approach is interesting, it does not exploit all available information in users’ opinions
and thus it provides incomplete profiles. The reason is that a user can be interested in a specific
entity when it is related to a given aspect and can be not interested in the same entity when it
concerns another aspect. For instance, we can have a user who is interested by the entity Tunisia
when it is related to the aspectTourism and who is not interested in it when it is related to the
aspect Election. In this section, we propose a personalized news recommendation approach that
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pays particular attention to interesting aspects of each entity. To this end, we use our profile
model to define users’ interests and news articles using a set of tuples representing entities and
their aspects. The idea is to have a fine-grained description of users and articles regarding general
topics together with more specific issues. The profile of a user’ interests is defined from the set of
opinions he provides in the news website, and the article profile is extracted from its content and
described by a set of tuples (entity, aspect). We define each profile by the two main components
entities and their related aspects. These profiles are then matched to recommend to each user
the list of news articles that match with his interests. We evaluate our approach using four real
datasets including The Independent, The Telegraph, CNN and Al-Jazeera. The experiments show
that our approach outperforms baseline approaches with a large margin, in term of precision and
NDCG.

3.4.2 Profile Generation

To define the profile of a given user u, we collect the opinions he has expressed, in all news
websites, during a period of time T . Then, we analyze the opinions and extract from them
a set of tuples {{(e1, a11), (e1, a12)..., (en, anm)} where ei is an entity (e.g., Person, Location,
Organization) and aij is the aspect related to each entity ei. It is to note that we have used in
this section the OpenCalais Api to extract the list of entities and the ODP taxonomy to extract
the list of aspects related to each entity. For instance, from the opinion "Obama is wrong to
give work permits to young illegal immigrants" we extract the entity Obama (Person) and their
related aspects Work permit and illegal immigration. Practically, to build a user profile, we first
identify all opinions expressed by the user u for a period of time T . We have used OpenNLP to
identify all sentences from his opinions. Thus, for each sentence, we extract the different entities
and their related aspects. Formally, the profile of a user u is defined by:

P (u) = {(ei, aij), wu(ei, aij)|ei ∈ E, aij ∈ C, u ∈ U} (3.4)

Where C, E and U denote the set of entities, aspects and users respectively and wu(ei, aij) is
the weight of each tuple (ei, aij) computed using tf*idf technique . In our work, tf represents
the tuple frequency in the set of opinions of user U , and idf represents the inverted document
frequency in the set of opinions of all users. Similarly to user profile, we represent each news
article by a set of tuples < ei, cij > extracted from its content. Practically, to build a news
article profile, we first identify all sentences of its content using OpenNLP. Then, we extract the
tuples corresponding to entities and the related aspects as described earlier. The weight of each
tuple is defined through tf*idf technique where tf is the tuple frequency in the sentences of a
given news article and idf is the inverted document frequency in all sentences of all news articles.

After extracting entities and aspects from opinions and articles contents, we can build the
profile in three different ways

1. Entity-centric Profile. It consists of a set of weighted entities as proposed in [AAYIM13].
This type of profile is suitable for recommending news articles that target mainly specific
entities, like a location or a person, without addressing particular issues.
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2. Aspect-centric Profile. It consists of a set of weighted aspects. This type of profile is
suitable for recommending news articles that address specific issues in a broad way meaning
without focusing on a specific location, person, or organization.

3. Global Profile. It consists of a set of pairs tuples <entity, aspect>. This type of profile is
suitable to give a more precise description of the view points expressed by the content of
opinions and articles

The versatile profile model makes our approach applicable for different needs. It is important
though to note that the Global profile is the most complete one and is the main contribution of
our work.

3.4.3 Application: News Recommendation

Our goal is to propose a personalized news recommendation model tailored to users’ interests.
Typically, interests represent the conjunction between entities and their related aspects. In our
setting, we identify the interests of a given user based on the opinions he has posted on the
news websites. Using this information, the personalized news recommendation works as follows:
Given a target user who is reading a seed article, we recommend a set of news articles that
(1) are similar to the seed topic article for not deviating far away from user’s interests and (2)
match with specific issues that interest the user profile. The idea behind is to select, first, new
articles that belong to the same topic than the seed article and then choose a subset that match
with user interests. Formally, we define U as the set of users of a given news website, and A as
the set of articles provided by the news website. Each user ui ∈ U provides a set of opinions
Ci about a set of articles A′ where A′ ⊂ A. We assign to each user ui a profile Pui , extracted
from the set of his opinions Ci, which reflects his specific issues about what he reads in the past.
Similarly, we assign to each article aj a profile Paj extracted from its content. When user ui is
reading article aj , we proceed as follows. First, we compute the similarity between the article
profile Paj and the profiles of the set of articles At where At ⊂ A and At corresponds to all the
articles that were published in time interval t. By this way, we can restrict our search space to
any time period specified by the user. The time interval can range from a few days to months
depending on user needs. The set of articles At is then sorted from the most similar article to
ai to the least similar one resulting in list L1. Second, we compute the similarity between the
user profile Pui and the profiles of the articles contained in the set At, thus, providing another
sorted list L2 from the most similar article to user profile Pui to the least similar one. As a last
step, we aggregate the two lists L1 and L2 to obtain the final list of sorted articles from which
we recommend the topk articles to user ui. It is to note that we have adopted cosine similarity
to compute the similarity between profiles. This measure has been shown to be very effective
in measuring similarity and detecting novelty between news articles [LMK+11]. In a standard
search problem, a news article or user profile is represented by a vector of n dimensions where a
term is assigned to each dimension and the value of the dimension represents the frequency of
the term in the profile. In our setting we are interested in computing similarity between profiles
described by a set of tuples, for this end we modify the vector representation as follows: each
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profile is represented by one vector representing the set of tuples and the value of each dimension
represents the frequency of the tuple on news article or user profile.

3.4.4 Experiments

Setup

We have crawled a dataset based on the activities of 164 users from The Independent news website.
The choice of this site was based on the fact that it has a large number of active users that
continuously post opinions on articles of various topics. Additionally and more importantly,
users of The Independent follow also other news websites including The Telegraph, CNN and
Al-Jazeera, so they have access to different types of articles covering different aspects for the same
entity. For each one among those users, we have crawled his opinions in the four news websites
mentioned earlier. Additionally, we have collected all the articles commented by each user from
May 2010 to December 2013. Statistics about the number of opinions and articles from each
news website are shown in Table 3.4 . To evaluate our approach, we have randomly selected 23
users. For each user we performed recommendation at different time points t1, t2, ..tn. The reason
behind time dependent evaluation is two fold: (1) to take into account profile updates since users
continuously post opinions bringing new information about their interests, and (2) to use data
before time point ti for recommendation and data starting from time point ti for assessment, as
described later. The time points t1, t2, ..tn are chosen in such a way that between ti−1 and ti,
there is at least m opinions posted by the user. In our experiments, we have set m = 100 to have
enough evidence that the user profile needs to be updated. This setting resulted in 189 rounds of
recommendation. We have simulated the recommendation system in the following way. For each
user and at each time point ti, we build the user profile based on his opinions posted before ti.
Then, we choose as a seed article the first article that the user commented after time point ti.
We choose an article commented by the user to make sure that it matches user’s interests. Based
on the seed article and the user profile we return a set of articles that are similar to the seed
article and at the same time have similar interests as the ones expressed in the user profile.

#Opinions 482, 073
#Independent articles 26, 096
#Telegraph articles 23, 154
#CNN articles 535

#Al-Jazeera articles 303

Table 3.4: Datasets Statistics

Figure 3.4 shows the distribution of articles by topic. We can see that most articles and
opinions are related to the topic politic. Note that the list of the seed articles we have selected
follows a very similar distribution to the overall set of articles. To assess the effectiveness of our
approach we have used an automatic evaluation to avoid the subjectivity of manual assessments.
We have considered the action of commenting on an article to be an indicator that the article fits
the interests of the user. Based on this assumption, we check the list of recommended articles.
The one that the user has commented on are considered relevant. Note that it is probable that
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we systematically underestimate the interest of the user . A person might well be interested in
an article even though he does not comment on it.

Results

We use two baselines strategies to assess our approach. The first one is based on aspect-
centric profiles for both users and articles. The aspects were generated from users’ opinions
and news articles content using the ODP taxonomy as we have described earlier. The second
strategy is based on entity-centric profiles for both users and articles. This strategy has been
proposed in [AAYIM13] and it represents our second baseline. We compare both strategies to
our contribution where we define a global profile for both users and articles. To compare the
results of the different strategies, we use Precision and NDCG at k (P@k and NDCG@k). The
P@k is the fraction of recommended articles that are relevant to the user considering only the
top-k results. It is given by:

P@k = |Relevant_Articles ∩ topk_Articles_Results|
k
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Figure 3.4: Statistics about categories of used articles in Evaluation
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Additionally, we compute NDCG to measure the usefulness (gain) of recommended articles
based on their (geometrically weighted) positions in the result list. It is computed as follows:

NDCG(E, k) = 1
|E|

|E|∑
j=1

Zkj

k∑
i=1

2rel(j,i) − 1
log2(1 + i)

where Zkj is a normalization factor calculated to make NDCG at k equal to 1 in case of perfect
ranking, and rel(j, i) is the relevance score of a news article at rank i. In our setting, relevance
scores rel(j, i) have boolean values: 1(relevant) if the news article was commented by the user
u, and 0(not relevant) if the news article was not commented by the user u. The precision and
NDCG results for the three strategies are shown in Table 3.5. We can clearly see that our

P@5 P@10 NDCG @5 NDCG @10
Aspect-centric Profile 0.396 0.392 0.734 0.689

Entity-centric Profile [AAYIM13] 0.412 0.409 0.806 0.768
Global Profile 0.52 0.507 0.855 0.797

Table 3.5: Precision and NDCG values for all users

approach of using global profile outperforms the baseline approach with a gain of 10% in terms
of precision and 5% in term of ranking at NDCG@5. We also observe that using only aspects to
build user and article profiles performs worst. The reason is that most of the news articles do
not address certain aspects without relating them to some entities. Thus, disregarding entities
leads to worst results. Moreover, when viewpoints are expressed about entities, they usually
refer to certain aspects of those entities. Thus, using only entities to build profiles decreases the
performance. Consequently the combination of both entities and aspects give the best results.
Note that real precision values must be higher than the one presented here. The reason is that
opinions can tell us if a user is interested in an article or not but their absence does not mean
the opposite. To sum up, we have proposed a new model for user and article profiles based on
entities and their related aspects. We have performed experiments based on four news websites,
namely The Independent, The Telegraph, CNN and Al-Jazeera. The results show that using both
entities and aspects in the profile outperforms both entity-centric and aspect-centric approach
with a minimum precision gain of 10% and 5% in term of ranking at NDCG@5.

3.5 Mixture Profile

3.5.1 Motivation

News recommendation services select often to users a list of news articles that match with their
interests in the same form than retrieval results, i.e. as a ranked list. In most settings, the
news recommendation service must recommend sets of news articles, rather than individual news
article. Thus, a relevance score is computed for each news article to rank the list of recommended
news articles. The accuracy of news recommendation service is very important facet of usefulness
but it is not enough in practice. For instance, recommending redundant news articles leads to
diminishing returns on utility, since users need to consume redundant information only once.

66



Thus, the recommended list of news articles should be well diversified. Diversification of the
results list has recently been identified as a critical factor that significantly influences end-user
satisfaction with a recommender system [VC11,LHCA10,HZ11]. To this end, we propose a 2
steps model: (i) First, we select only news articles that match with users’ interests as done in
previous section using a new similarity measure between user and news articles profiles.
(ii) Second, we diversify the list of selected news articles by applying a news articles diversification
model based on two main components: (1) semantic diversification on the list of relevant news
articles to avoid redundancy and to cover a diverse set of news articles presenting different
arguments, and (2) sentiment diversification to cover different types of sentiments that can
be positive, negative or neutral. We evaluate our approach using four real datasets including,
The Independent, The Telegraph, CNN, and Al-Jazeera. The results show that users tend to
comment diverse news articles and thus applying diversification help on improving the quality of
recommendation.

3.5.2 Profile Generation

We define the content of news articles by a set of triplets < ei, aij , si > extracted from its content.
Practically, to build a news article profile, we first identify all sentences of its content using
OpenNLP. For each sentence, we define its sentiment orientation using the Alchemy Api. The
sentiment orientation of a sentence can be positive, negative or neutral. Thus, for each news
article we obtain three group of sentences corresponding to positive, negative and neutral profiles
of the news article. For each group of sentences, we extract their tuples corresponding to entities
and their related aspects. The weight of each tuple is defined through tf*idf technique where tf
is the tuple frequency in the sentences of a given news article and idf is the inverted document
frequency in all sentences of all candidate news articles. Combining entity elements, their related
aspects and sentiment orientations, we define each news article as a set of triplets:

A = {< ei, aij , s >} (3.5)

To define users’ interests, we have used the same technique described in previous section by a set
of tuples (ei, aij) representing entities and their aspects. The entities and their related aspects
are extracted from the opinions of each user.

3.5.3 Application: Diversification of Recommended News Articles

We propose a two stage recommendation model: In a first step, we select the topk6 relevant news
articles by computing cosine similarity between user profile and news articles profiles, where the
unit item is a tuple (ei, cij). This measure has been shown to be very effective in measuring
similarity between documents [Sin01]. In a standard search problem, a document is represented
by a vector of n dimensions where a term is assigned to each dimension and the value of the
dimension represents the frequency of the term in the document. In our setting we are interested
in computing similarity between tuples, so each profile is represented by a vector where the
dimensions of each vector are assigned tuples and the value of each dimension represents the

6In this work we have empirically set k=200

67



tf*idf score of the tuple for the given profile. Formally the cosine similarity between a news
article profile A and a user profile B is given by:

Similarity(A,B) = 1
3( B.A+

||B||||A+||
+ B.A−

||B||||A−||
+ B.Ao

||B||||Ao||
)

where B is the vector corresponding to the user profile B, and A+, A−, and Ao are respectively
the positive, negative, and neutral vectors corresponding to the news article profile A. We
compute the cosine similarity between each type of vector and then we average the results to
obtain the final similarity values. The more tuples an article profile and a user profile have
in common, the more interesting is the article for the user. Note here that in this first stage
we do not consider sentiments s to define news articles profiles. Thus, the profile of each news
article is described like the user profile by a set of weighted tuples (ei, aij). Consequently, we
can formalize the relevance of each news article by a function r : A× U → R+ , where a higher
value implies that the news article is more relevant to the user profile. In the second stage,
we perform diversification of news articles. The technique used to diversify news articles was
inspired by the works of Kacimi et al. in [KG11,KG12]. We are given a set of news articles
A = {a1, a2, ...., an} where n ≥ 2. Our goal is to select a subset Lk ⊆ A of news articles that is
diverse. We assume that three main components define the diversity of a set of news articles :
relevance, semantic diversity, and sentiment diversity. Naturally, before discussing whether a
set is diverse or not, it should first contain relevant news articles. This is why it is important
to include the relevance in diversification models [GS09a,AGHI09]. Note that the relevance of
each news article is given by the cosine similarity score as described earlier. To diversify a set of
news articles, we need to give more preference to dissimilar news articles. We assume that two
news articles are dissimilar if (1) they contain different tuples of entities and/or aspects, and/or
(2) they exhibit different sentiments about those tuples. To satisfy these two requirements, we
define two distance functions. The first one is a semantic distance function d : A × A → R+

between news articles, where the smaller the distance, the more similar two news articles are.
This distance measures the semantic diversity of the set. The second one is a sentiment distance
function s : A × A → R+ between news articles, where the smaller the distance, the closest
in sentiments two news articles are. The sentiment distance is used to compute the sentiment
diversity. We formalize a set selection function f : 2A × r × d× o→ R+, where we assign scores
to all possible subsets of C, given a relevance function r(.), a semantic distance function d(., .), a
sentiment distance function s(., .), and a given integer k ∈ Z+(k ≥ 2). The goal is to select a set
Lk ⊆ D of news articles such as the value of f is maximized. In other words, the goal is to find:

L∗k = MaxLk⊆D,|Lk|=kf(Lk, r(.), d(., .), s(., .))

where all arguments other than Lk are fixed inputs to the function. The purpose of this model is
to maximize the sum of the relevance, the semantic dissimilarity, and the sentiment dissimilarity
of the selected set. The function we aim at maximizing can be formalized as follows:

f(L) = α(k − 1)
∑
a∈L

r(a) + 2β
∑

a,b∈L

d(a, b)
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+2γ
∑

a,b∈L

s(a, b)

where |L| = k, and α, β, γ > 0 are parameters specifying the trade-off between relevance, semantic
diversity, and sentiment diversity7. The model allows to put more emphasis on relevance, on
semantic diversity, on sentiment diversity, or on any mixture of these measures. Note that we
need to scale up the three terms of the function. The reason is that there are k(k−1)

2 numbers
in the semantic similarity sum, and k(k−1)

2 in the sentiment sum as opposed to k numbers in
the relevance sum. The relevance scores are computed using cosine similarity and the semantic
distance is computed using Jaccard similarity function. As for sentiment distance, we define it as
follows:

s(a, b) =

0, if the tuples have the same sentiment;

1, otherwise.

where the sentiment orientation includes positive, negative, and neutral sentiments.
The problem of diversifying search results is NP-hard [GS09b,AGHI09]. However, there

exist a well-known approximation algorithm to solve it [GS09b], which works well in practice
[KG11,KG12]. Gollapaudi et al. [GS09b] show that their Max-sum diversification objective
can be approached as a facility dispersion problem, known as the MaxSumDispersion problem
[HRT97,KH78]. In our work, we follow the same principle and model our diversification problem
as a MaxSumDispersion problem having the following objective function:

f ′(L) =
∑

a,b∈L

d′(a, b)

where d’(.,.) is a distance metric. We show in the following that f ′ is equivalent to our f function.
To this end, we define the distance function d′(a, b) as follows:

d′(a, b) =


0, if a=b
r(a) + r(b)) + 2βd(a, b)
+2γs(a, b), otherwise

Considering the binary sentiment function, we claim that if d(.,.) is a metric then d’(.,.) is
also a metric (proof skipped). We replace d’(.,.) by its definition in f’(L), disregarding pairwise
distances between identical pairs, thus we obtain:

f ′(L) = α(k − 1)
∑
a∈L

r(a) + 2β
∑

a,b∈L

d(a, b)

+2γ
∑

a,b∈L

s(a, b)

we can easily see that each r(a) is counted exactly (k − 1) times. Hence, the function f ′ is
equivalent to our function f . Given this mapping, we can use a 2-approximation algorithm
proposed in [HRT97,KH78] and illustrated by algorithm 1 to maximize our MaxSum objective f.

7In our implementation we have set α = β = γ = 1
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Algorithm 1 Algorithm for MaxSumDispersion
Input: News articles C, k
Output: Set L(|L| = k) that maximizes f(L)
Initialize the set L = ∅
for i← 1 to k

2 do
Find(a, b) = Maxx,y∈Dd(x, y)
Set L = L ∪ {a, b}
Delete all edges from E that are incident to a or b

end for
If k is odd, add an arbitrary news article to L

3.5.4 Experiments

We have used the same data collection described in previous section 3.4.4. For the evaluation
of our approach we have proceeded as follows: For each user, we performed recommendation
after a time point t. We used data before time point t for creating the user profile and data
starting from time point t for assessment. The time point t is chosen in such a way that there is
at least 200 opinions posted by the user. We have used an automatic evaluation to avoid the
subjectivity of manual assessments, where we consider the action of commenting on an article
to be an indicator that the article fits the interests of the user. So, among the recommended
articles, the ones commented by the user are considered relevant. Note that a person might well
be interested in an article even though she/he does not comment on it but we did not consider
that in our evaluation. As a baseline, we used the strategy proposed in [AAYIM13] where user
profiles are represented by a set of entities and their related sentiments. Similarly, to the work
done on [AAYIM13] we used the tool OpenCalais to extract entities from news articles content
and users’ opinions. To compare the results of the different strategies, we use Precision and
NDCG at k (P@k and NDCG@k). The P@k is the fraction of recommended articles that are
relevant to the user considering only the top-k results. It is given by:

P@k = |Relevant_Articles ∩ topk_Articles_Results|
k

Additionally, we compute NDCG to measure the usefulness (gain) of recommended articles
based on their (geometrically weighted) positions in the result list. It is computed as follows:

NDCG(E, k) = 1
|E|

|E|∑
j=1

Zkj

k∑
i=1

2rel(j,i) − 1
log2(1 + i)

where Zkj is a normalization factor calculated to make NDCG at k equal to 1 in case of perfect
ranking, and rel(j, i) is the relevance score of a news article at rank i.

In our setting, relevance scores rel(j, i) have two different values: 1(relevant) if the news
article was commented by the user u, and 0(not relevant) if the news article was not commented
by the user u. The precision and NDCG results for the three strategies are shown in Table 3.6.
We can see in Table 3.6 that our approach of using global profile outperforms the baseline
approach with a gain between 4 and 7 of % in term of precision and 5% in term of ranking at
NDCG@5. The reason is that most of news articles do not address entities without relating
them to some aspects. Moreover, when viewpoints are expressed about entities, they usually

70



P@5 P@10 NDCG @5 NDCG @10
Entity-centric Profile [AAYIM13] 0.512 0.551 0.812 0.794

Global Profile 0.586 0.593 0.872 0.816

Table 3.6: Precision and NDCG values for all users

refer to certain aspects of those entities. Thus, using only entities to build profiles gives less
room for diversification which penalizes the performance. Consequently the combination of both
entities and aspects give the best results.

3.6 Conclusions

In this chapter we present our profile model used to describe either users’ interests or the content
of news articles. We have tested two variations of our profile model on three different applications.
Firstly, we have used a sentiment-dependent profile on defining users’ interests to identify their
political orientation. Secondly, we have used a sentiment-dependent profiles for defining users’
interests and the content of news articles on the context of news recommendation. Thirdly,
we improve the quality of recommendation by applying a diversification model to reduce the
redundancy of news articles using sentiment-dependent profile for defining the content of news
articles and a sentiment-independent profile to define users’ interests. We have observed that
using only aspects to build user’s and article profiles slightly performs. The reason is that most of
the news articles do not address certain aspects without relating them to some entities. Further,
viewpoints expressed about entities are usually referred to certain aspects of those entities. Thus,
using only entities to build profiles decreases the performance. Consequently the combination of
both entities and aspects give the best results on defining users’ interests or even news articles.
Sentiments might also be a valuable feature to increase the accuracy of news recommendation.
In this thesis we have used sentiment feature to identify the political orientation of users and
also as feature on a diversification model having as main goal to reduce the redundancy of
the recommended news articles. During this thesis, we have used two techniques to extract
entities and aspects. The first one is based on text mining techniques such as tf*idf and pointwise
mutual information to define a list of n-grams presenting extracted entities and aspects. The main
weakness of this approach that does not differentiate between entities and aspects. In fact, it is
used mainly when we don’t need to know whether the generated n-grams concern an entity or an
aspect as was used to identify the political orientation of users. The second approach used to
extract the list of entities and the list of aspects is based on OpenCalais and ODP taxonomy.
This approach allows to make the difference between entities and aspects. However it is too
time-demanding. Thus, it is not well appropriate for the case where we need to us it on real-time
applications.
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Chapter 4

Extraction of prominent opinions from
news articles

4.1 Introduction

4.1.1 Motivation

News websites, like CNN and Al-Jazeera, provide the possibility to write opinions about any
published article and engage in discussions with other users. Figures 4.1 and 4.2 present two
examples of opinions space from two different news websites namely The Telegraph and Al-Jazeera.
In these figures, we identify three different elements namely opinions, nested opinions and
feedbacks. Opinions correspond to comments or reviews, given by users, for a news article to
present often an agreement or disagreement about either the whole content of the news article or
a specific aspects related to the main topic of the news article. Nested opinion is an opinion that
replies to another opinion. A nested opinion has a sentiment orientation that can be positive,
negative, or neutral. The set of nested opinions, related to a given opinion, forms a debate.
Feedbacks are reactions to a given opinion or nested opinion. They can be one of the following
types: like or dislike. Typically, opinions on news websites are unstructured making it hard to

Figure 4.1: Opinions and nested opinions from
Al-Jazeera news website

Figure 4.2: Opinions and nested opinions from
the Telegraph news website

catch the flow of debates and to understand their main points of agreements and disagreements.
Thus, there is a need for organizing opinions to (1) have a better understanding of the main
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aspects related to each topic and to (2) facilitate the participation to debates and thus increase
the chance of acquiring new opinions.

4.1.2 Contribution

This contribution have as main goal to organize user’s opinions in news websites to facilitate
their access, understand their trends, and provide a valuable source for enriching article contents
by opinions presenting valuable information about the main topic of the news articles. The
result of this work can be useful for many applications including news recommendation (such as
our contribution in the context of personalized news recommendation which is more detailed in
chapter 5), and the assessment of public opinion polls. However, this task can be very challenging
since opinions are a free source of information which can be subject to a much of noise. Therefore,
we focus on how to select high quality opinions about the different aspects of a given topic.
Our proposed approach goes beyond existing opinions ranking techniques [HLY+12,KPCP06,
LHAY08,TR09,DNMKKL09,LM13a] in several ways.
Firstly, determining prominent opinions about daily life topics is much more complex than
identifying helpful product reviews as suggested in prior work [HLY+12,KPCP06,LHAY08,TR09,
DNMKKL09].
Secondly, the previous proposed approaches use different features to define the helpfulness of
a review ranging from its content and the expertise of its author to the preferences of users.
However none of them takes into account the relationships between the reviews, meaning the
debates that users engage into to discuss a given product. In our work, we take into account the
relationships between opinions and their replies, which we call nested opinions, propagating the
sentiments along those relations to compute the final score of an opinion.
Thirdly, unlike existing approaches, we define user expertise not only based on explicit ratings,
but also on implicit ratings the user gets from his actions. This is due to the fact that explicit
ratings are impacted from different kind of bias [LCL+07] such as the winner circle bias, where
opinions with many votes get more attention therefore accumulate votes in a disproportionate
way, and the early-bird bias where the first opinion to be made tends to get more votes.
To sum up, the novel contribution by this work has the following salient properties:

1. We propose a novel scoring model for opinions based on their relevance to a given topic
aspect and their prominence. We define the prominence of an opinion based on how much
it is subject to replies and discussions, and the expertise of users reacting to it.

2. We model users’ debates as a directed graph of opinions where links can either be positive
or negative and represent agreements and disagreements between opinions.

3. We propose a new variation of the PageRank algorithm which handles both positive and
negative links between graph nodes. The idea is to boost opinions scores along positive
links and decrease them along negative links.

4. We test our approach by running experiments on three datasets crawled from, CNN, The
Independent, and The Telegraph Web sites. The results show that our model achieves high
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quality results, particularly for highly popular and highly controversial topics having a large
amount of user debates. Thus, our model points out a very promising direction towards
achieving our goal of finding valuable information despite the dramatic increase of the
number of opinions and their noisy nature.

4.2 Debate-based Scoring Model

We consider a query Q(u, q1...qn), issued by a query initiator u, as a set of keywords q1...qn

that describe one or several aspects related to a given news article. The goal is to retrieve high
quality opinions that satisfy the user query. Result opinions should contain at least one of the
query terms and be ranked according to a query-specific opinion score. Additionally, we propose
to boost or decrease the score of an opinion based on the reactions of users to it. Users often
start debates around a given opinion by providing feedbacks, supportive opinions, opposing
opinions, or complementary ones. We capture the impact of these reactions around the opinion
by introducing the concept of prominence. Both relevance and prominence scores are used to
rank opinions that best match with the user query. Formally, we define the score of an opinion
O about a news article, given a query Q, as follows:

Score(O,Q) = αRel(O,Q) + (1− α)Pro(O)

where Rel(O,Q) reflects the relevance of opinion O to query Q, Pro(O) reflects the prominence
of opinion O, and α is a parameter used to balance the two components of the model.

4.2.1 Opinion Relevance

To compute the relevance of an opinion to user query about a news article A, we use BM25 (or
Okapi) scoring function given by:

BM25(O, qi) = IDF (qi)
f(qi, O).(k1 + 1)

f(qi, O) + k1.(1− b+ b. |O|avgol )

Where f(qi, O) is the count of term qi in opinion O, |O| is the length of opinion O, avgol
is the average opinion length in the collection of opinions about news article A, k1 = 1.2 and
b = 0.75. IDF (qi) is the inverse document frequency weight of the query term qi which is
computed as:

IDF (qi) = log
Ne − n(qi) + 0.5
n(qi) + 0.5

where Ne is the total number of opinions about a news article A, and n(qi) is the number of
opinions about a news article A containing term qi. Thus, the relevance score of an opinion is
given by:

Rel(O,Q) =
n∑

i=1
BM25(O, qi)
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4.2.2 Opinion Prominence

An opinion might trigger reactions in the news platform and thus becomes the starting point
of a debate. We call this kind of opinions seed opinions. A seed opinion can get replies from
other users, then these replies get other replies and so on, and form a debate. We call an opinion
replying to another opinion a nested opinion. Based on these patterns, we model the structure of
a debate as a graph of opinions. More specifically, we use a directed tree as shown in figure 4.3
where the root represents a seed opinion. Each non root node is a nested opinion that replies

Figure 4.3: Content relations

to its parent. Leaf nodes are nested opinions that do not get any reply. Figure 4.4 shows an
example of a debate structure. Edges are directed from children to parents where each link can
be either positive or negative reflecting the sentiment the child expresses for its parent. Note
that to get information about the sentiment orientation of nested opinions we have used Alchemy
API. Using the debate graph, we compute the prominence of each opinion based on the number
and quality of its incoming links. The underlying assumption is that prominent opinion are likely
to receive many positive links from other opinions while less prominent ones are more likely
(i) to receive more negative links or (ii) not to receive any reaction. To this end, we adopt a
PageRank algorithm to compute the prominence scores of seed opinions as described in the next
section. Note that nested opinions do not take part of query results because considering them
as independent components risk to be meaningless. This means that nested opinions are not
returned as results of the query. A nested opinion is answering another opinion, so getting it as a
single result would be like looking at a part of a discussion without knowing why it started and
what it is exactly about. Thus, we return to the user only seed opinions since they are certainly
self-contained, and we use the nested opinions to compute the final score of their related seed
opinions. When the user is interested in a seed opinion, then he/she can click on it to have access
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OR−(A) = (1− d) + d

 k∑
i=1

OR−(Pi) +
m∑

j=1
OR+(Nj)


where OR+(Pi) and OR−(Pi) are the OpinionRanks of opinions Pi which have a positive

link to A.
Similarly, OR+(Nj) and OR−(Nj) are the OpinionRanks of opinions Ni which have a negative

link to A. OR+(A) reflects the probability of reaching A with a positive sentiment and OR−(A)
reflects the probability of reaching A with a negative sentiment.

As shown in figure 4.5, reaching A can be done via opinions B and E that agree with A

or via opinions C and D that disagree with A. The intuition is that what agrees with B and
E consequently agrees with A, and what disagrees with C and D consequently agrees with A.
Thus, OR+(A) is computed as the sum of OR+(B), OR+(E), OR−(C), and OR−(D). Similarly,
what disagrees with B and E consequently disagrees with A and what agrees with C and D
consequently disagrees with A. Thus, OR−(A) is computed as the sum of OR−(B), OR−(E),
OR+(C), and OR+(D).

To be able to compute the OpinionRank scores using the PageRank principle, each of the
scores needs to satisfy the flow equation of PageRank given by:

r = M.r

r is a vector with an entry per page where ri represents the importance score of page i. Each
entry in the vector is computed by rj =

∑
i→j

ri
di
, as described in the PageRank formula given

earlier, which results in
∑

i ri = 1. M is a Stochastic adjacency matrix. Considering page i has
di outgoing links (in our case di is always 1), the entries of matrix M are given by:

Mij =
{ 1

di
if i→ j

0 else

From the matrix representation of the flow equation, it can be easily proven that r is an
eigenvector of M and M.r <= 1, hence the power iteration method can be used to solve the
problem efficiently. Additionally, the random walk interpretation considering the rank vector r
as a probability distribution over pages would then lead to the stationary distribution.

It is clear, that in our case, the scores OR+ and OR− do not satisfy the flow equation of
PageRank since they depend on each other and not only on their previously computed values
due to the presence of negative links. This violates the properties of the rank vector r and
the probability distribution, thus we cannot directly apply the PageRank algorithm. To solve
this problem, we propose to convert the opinion graph with positive and negative links to an
equivalent graph with only positive links. The resulting graph keeps the same properties of
the original graph and allows the computation of both OpinionRank scores for each type of
sentiment.

To convert the opinion graph into a graph with only positive links, we create a mirror node
Am for each opinion node A. The opinion node A would hold a score that reflects the probability
that the random surfer reaches A with a positive sentiment, and its mirror node Am would hold
a score that reflects the probability that the random surfer reaches A with a negative sentiment.
Further, for each node A, we check its outgoing link and we distinguish two cases.
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Firstly, if A points its next node X with a positive link then we create a link from the mirror
node Am to the mirror node Xm. The reason is that, as described earlier, positive links keep the
same sentiment from a node to its next node. Thus when the surfer arrives to A, this means
that he has a positive sentiment for it, and when following its outgoing link, he will reach X
with a positive sentiment.

By contrast, when the surfer reaches at node Am, this means that he/she has a negative
sentiment for A, consequently following its outgoing link he/she will end up in Xm meaning that
he will have a negative sentiment for X. Second, if A points its next node X with a negative
link, we change the outgoing link of A to point Xm instead of X. Then, we create a link from
the mirror node Am to the node X. Similarly, the reason is that negative links mean that a node
has the opposite sentiment of its next node.

Consequently, when the surfer arrives to A meaning that he has a positive sentiment for it,
he will have a negative sentiment for X which explains the link from A to Xm. By contrast,
when the surfer arrives at node Am meaning that he has a negative sentiment for A, he will end
up in X meaning that he will have a positive sentiment for X. This graph would then allow the
computation of OR+ and OR− without using negative links. In the following, both scores will be
described by a single score OR since the sentiment is embedded in the nodes of the mirror graph.

Figure 4.6 shows an example of the graph transformation explained above. We can see that
since node B has a positive link to A, it keeps the same link in the mirror graph while Bm points
to Am. In the case of D which has a negative link to B, the outgoing link is changed to point
Bm and a link is created from Dm to B. The resulting graph connects nodes with positive links
that can be considered as votes. Thus, we can use the PageRank algorithm on the mirror graph
to compute the OpinionRank of each node. Recalling that each node in our case has only one
outgoing edge, the OpinionRank Algorithm is given by:

OR(A) = (1− d) + d (OR(O1) + ...+OR(On))

where OR(A) is the OpinionRank of opinion node A, where A can be an original or a mirror
node, OR(Oi) is the OpinionRank of opinion node Oi which links to the opinion node A in the
mirror graph, and d is a damping factor which can be set between 0 and 1.

Typically, PageRank assumes a probability distribution between 0 and 1. Hence, the initial
value for the score of each page is 1

N where N is the total number of pages in the graph. In our
setting, we assume a non-uniform probability distribution where the initial score of each opinion
is a function of the number of feedbacks it receives from users. The intuition is to boost opinions
receiving positive feedbacks and lower those receiving negative feedbacks. In news websites, an
opinion can receive two kinds of feedbacks: like and dislike. Thus, for each opinion Oi we set its
OpinionRank score OR(Oi) = Li

F and the OpinionRank score for its mirror to OR(Om
i ) = Di

F

where Li and Di are the number of likes and dislikes for opinion Oi respectively, and F is the
total number of feedbacks for all opinions about the news article of interest.

When we compute for an opinion O the OpinionRank for positive sentiments and the
OpinionRank for negative sentiments, reflected by the OpinionRanks of nodes O and Om, its
prominence score can be computed by:

Pro(O) = OR(O)−OR(Om)
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in our work. For this reason, we use a simple and intuitive way of computing user’s confidence
based on the reactions the user receives for his provided contents.

A user can provide different types of content including seed opinions, nested opinions, or
feedbacks. Each of the seed and nested opinions belongs to a given topic and might receive
reactions from other users. We represent the actions and the reactions a user performs within
a given topic T by the graph shown in figure 4.7. To compute the user’s confidence, we first
compute the prominence score for each of its provided opinions and nested opinions. Then, the
user’s confidence is computed as the sum of the prominence scores of all the opinions he provided
within topic T . Formally, user’s confidence is given by:

CU,T =
∑n

i=1 Pro(Oi)
MaxCT

Note that user’s confidence is normalized over the maximum user’s confidence value MaxCT
in

Topic T . The figure 4.8 presents an example of users’ confidence distribution on the topic Politic
for around 10000 users.

Figure 4.8: An Example of users’ confidence distribution-Politic Topic

4.5 Experiments

4.5.1 Experimental Setup

Datasets. We have crawled three datasets of news websites from CNN, The Telegraph, and The
Independent, which have a social service allowing users to communicate, discuss around topics,
and perform a variety of rating actions. The choice of these datasets was based on their rich
content of opinions and the possibility to get information about all actions and feedbacks of
users allowing us to have a complete implementation of our model and validate our approach.
Note that we could not implement our approach on any of the opinion datasets available in the
literature, such as TREC datasets [GCC10,ZYM07,SHMO09], due to their lack of information
about user reactions and the relations between seed opinions and nested opinions. We have
crawled 40, 334 articles from CNN, 40, 136 articles from The Telegraph, and 10, 408 from The
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Independent. We have extracted all seed opinions related to these articles together with their
nested opinions, and feedbacks. For each user who provided opinions, we have extracted his/her
activities and the feedbacks he received for them. More statistics about these datasets are shown
in Table 4.1.

Table 4.1: Datasets Statistics

#News articles #Users #Seed opinions #Nested opinions #Feedbacks
CNN 40, 334 753, 185 12, 516, 409 23, 389, 867 80, 585, 030

Telegraph 40, 136 151, 813 7, 096, 741 11, 822, 323 122, 895, 681
Independent 10, 408 62, 171 747, 665 1, 411, 996 14, 445, 661

Baselines. We have used three baselines from the literature to assess the effectiveness of our
approach.
BM25. We have chosen BM25 (or Okapi) scoring function to compute the relevance score of
each opinion. Since BM25 does not incorporate any exploitation of opinions, it cannot be used
for a fair comparison. So, the point of using BM25 as a baseline is to show the impact of the
prominence score on the ranking and study the behavior of our model rather than assessing the
effectiveness of our approach.
RevRank. We have chosen the RevRank technique [TR09], as a representative of the approaches
using helpfulness to rank opinions. The proposed model can be applied on any type of opinions
not only product reviews, which have motivated our choice. The idea of this work is to use the
dominant terms as indicators for the key-concepts with respect to a specific news article, in
order to compute a helpfulness score for each opinion. For example, the terms election or Obama
are usually very frequent in the opinions about a news article on Obama presidential campaign.
However their contribution to the helpfulness of an opinion is limited as they do not provide the
user any new information or any new insights beyond the most trivial. On the other hand, terms
like foreign policy and government are not very frequent but are potentially important, therefore
the scoring algorithm should allow them to gain a dominance score. We have implemented the
process of identifying dominant terms, as suggested by [TR09], in two stages. Firstly we compute,
for each news article, the frequency of all terms that appear in its related opinions. Secondly, we
re-rank the resulting terms by their frequency in the British National Corpus (BNC). To make
the RevRank technique query-dependent, we have excluded the query terms from the process of
defining dominant terms. In fact, for each news article a and query term qi, we select the d most
dominant terms to define a feature vector representation of c opinions containing term qi. We
refer to the feature vector having 1 in all of its coordinates as the core vector (CVi) related to
the query qi. Each opinion O of news article e containing the query term qi is mapped to VO, a
feature vector representation such that a coordinate k is 1 or 0 depending on whether or not
the opinion O contains the kth dominant term. Based on the feature vector representation of
opinions and CVi, we computed the helpfulness score of an opinion O with respect to the query
term qi as follows:

Help(O, qi) = b(O, qi)×
VO.CVi

p(|O|)× |O|

83



Where b(O, qi) equals to 1 if the opinion O contains the query term qi and 0 otherwise, VO.CVi is
the dot product of the representation vector of opinion O and CVi, |O| is the length of the opinion
O, and p(|r|) is a lowering factor equals to f1 if |O| < |O| and 1 otherwise. The penalization
factor f is needed to penalize opinions that are too short while the penalization for an excessive
length is already given by the denominator |O|. Once the Helpfulness score is computed for each
query term, we compute the RevRank score of an opinion O with respect to query Q(q1...qn), as
follows:

RevRank(O,Q) =
n∑

i=1
Help(O, qi)

Smart. We have chosen SmartNews [LM13a] as our third baseline since this work is very close to
ours. The idea of Smart is to rank opinions based on their relevance to a given paragraph which
would be a query in our context. After relevance ranking, Smart proposes to boost or decrease
the rank of opinions using PageRank scores. To construct the graph of opinions, the authors
define each opinion by a vector of terms containing the tf ∗ idf score of each term. Then they
define an outgoing link between two opinions Oi and Oj if their cosine similarity is higher than
a given threshold 2. We have implemented Smart in the very same way we have implemented
our approach. The difference is that our opinion graph is different since it is based on users’
reactions, moreover we additionally boost the scores with user’s confidence.
Evaluation Metrics. To compare the results of the different methods, we use two quality
measures: Precision at k (P@k) and Normalized Discounted Cumulative Gain (NDCG). The
P@k is the fraction of retrieved opinions that are relevant to the query considering only the
top-k results. It is given by:

P@k = |Relevant_opinions ∩ topk_opinions_Results|
k

Additionally, we compute NDCG to measure the usefulness (gain) of opinions based on their
(geometrically weighted) positions in the result list.

NDCG(E, k) = Zk

k∑
i=1

2rel(i) − 1
log2(1 + i)

where Zk is a normalization factor calculated to make NDCG at k equal to 1 in case of perfect
ranking, and rel(i) is the relevance score of an opinion at rank i. In our setting, relevance scores
rel(i) have three different values: 2(very relevant), 1(relevant), and 0(non relevant).

4.5.2 Strategies Under Comparison

We evaluate the effectiveness of our scoring model by using different strategies. For each news
article, we rank its related opinions using the following strategies:
Rel. Results are ranked using the BM25 scoring described in section 4.2.1.
RevRank. Results are ranked on the basis of RevRank technique described in section 4.5.1.
Smart. Results are ranked based on Smart technique described in section 4.5.1.

1We have experimentally chosen f = 3
2we choose experimentally 0.5 as a threshold
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Rel+Pro Results are ranked based on relevance and prominence computed using the opinionRank
algorithm described in section 4.3.
Rel+Pro(Conf). Results are ranked based on relevance and prominence computed using the
User-Sensitive opinionRank algorithm described in section 4.4 Finding a good set of queries is
not an easy task since users might be interested in searching opinions on different aspects of a
given news article, depending on their personal context and interests. Thus, we have conducted
a user study with manual query selection and assessment. The task was carried out by 30 human

Figure 4.9: Education level of assessors

assessors who were researchers and students which are not involved in this project. More details
about about those assessors are shown in figure 4.9. We have asked our human assessors to
choose news articles of interests and suggest queries related to them according to their interests.
This process resulted in 206 queries dealing on 206 topics from the three datasets. In Table 4.2,
we have selected randomly some chosen queries classified by category. More precisely, we have
tested 108 queries on CNN, 70 queries on The Telegraph and 28 queries on The Independent.
For each query, we have applied the strategies described earlier and got the top 20 results for
each strategy. We have shown the total results to our human assessors who evaluated them
according to the following guidelines: (1) an opinion is considered as non relevant, and gets a
score of 0, if it does not give an opinion related to the query, (2) an opinion is considered as
relevant if it contains information about the query. In this case it gets a score of 1, (3) an opinion
is considered very relevant if it is relevant to the query and provides additional information that
was not given by the news article itself such as new view point, new arguments, or references to
more information about the query topic. In this case it gets a score of 2. The assessment is done
without having any idea about the adopted strategy.

4.5.3 Results and Analysis

The overall results on the three datasets are shown in Table 4.3. We can see that our approach
almost always outperforms the most effective baseline approach by an increase up to 12% in
terms of precision, and 3% in terms of NDCG. This shows that the prominence component of
the model plays an important role in improving users’ satisfaction. The datasets CNN, and
The Telegraph have very similar performances while The Independent is slightly worse regarding
NDCG values. The reason is that The Independent dataset does not contain a lot of users’
reactions, which makes the prominence component weaker. Additionally, the dataset having less
queries makes it very sensitive to outliers. Average number of opinions, nested opinions and
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Category Generated queries

Business Avoid inheritance tax, Titan French workers
UK economy rating, European banker’s bonuses

Media Stop page3 Sun, Armageddon movie
Jenna star news, Death Annette Funicello

Living Infertility children couple, Horse meat scandal
Antibiotics resistance, Women egg freezing

opinion Solitary confinement for kids, Gun control laws
Terrorist Boston attack, Dental patients tested for hepatitis

Politics Obama Guantanamo plan, Obama Romney Job plans
American president vote, Israel settlement

Table 4.2: Sample seed queries used to rank opinions

Table 4.3: Precision and NDCG values per DATASET

P@10 P@20 NDCG@10 NDCG@20

CNN Rel 0.610 0.624 0.816 0.798
RevRank 0.708 0.645 0.844 0.797
Smart 0.712 0.667 0.844 0.833

Rel+ Pro 0.771 0.737 0.800 0.799
Rel+ Pro (Conf) 0.801 0.772 0.836 0.832

Telegraph Rel 0.665 0.674 0.811 0.804
RevRank 0.789 0.704 0.862 0.844
Smart 0.799 0.712 0.857 0.822

Rel+ Pro 0.839 0.807 0.858 0.848
Rel+ Pro (Conf) 0.851 0.835 0.870 0.858

Independent Rel 0.694 0.652 0.843 0.832
RevRank 0.773 0.710 0.879 0.866
Smart 0.757 0.713 0.864 0.858

Rel+ Pro 0.794 0.760 0.849 0.825
Rel+ Pro (Conf) 0.805 0.778 0.854 0.831

feedbakcs per news article for the three datasets are shown in figure 4.10. It is also observed
that User-sensitive opinionRank improves the effectiveness of opinionRank algorithm. Therefore,
including user’s confidence to compute prominence scores gives better results for opinion ranking.
We also note that Smart is the technique with a performance close to our approach and in few
cases slightly improves performance in terms of NDCG.

To have a more insightful analysis, we looked at the topic of news articles for 193 queries
falling into 5 categories: Business (33 queries), Media (32 queries), Living (34 queries), Opinions
(40 queries), and Politics (54 queries). Our results per category are shown in table 4.4. For all
categories, our strategy almost always improves the two measures of Precision and NDCG. It is
also noteworthy to say that the performance gain varies with the topic of the news article. For
example, in the Business category the Precision@10 increased to 87.5% using our User-sensitive
opinionRank model from 76.8% using Smart technique. By contrast, for the Politics, the absolute
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Figure 4.10: Average number of opinions, nested opinions and feedbacks for news articles per
dataset

improvement is of 0.3% in Precision@10 which increases to 2% Precision@20. However, the rise

Table 4.4: Precision and NDCG values for Relevance-based Ranking per category

Precision NDCG
P@10 P@20 NDCG@10 NDCG@20

Business Rel 0.85 0.625 0.911 0.790
RevRank 0.768 0.656 0.907 0.890
Smart 0.768 0.781 0.911 0.906

Rel+ Pro 0.862 0.815 0.892 0.889
Rel+Pro (Conf) 0.875 0.837 0.902 0.895

Media Rel 0.587 0.556 0.857 0.813
RevRank 0.668 0.571 0.849 0.828
Smart 0.662 0.593 0.882 0.865

Rel+ Pro 0.687 0.646 0.761 0.750
Rel+ Pro (Conf) 0.737 0.696 0.832 0.813

Living Rel 0.742 0.725 0.812 0.813
RevRank 0.814 0.760 0.852 0.836
Smart 0.742 0.732 0.835 0.826

Rel+ Pro 0.814 0.817 0.858 0.845
Rel+ Pro (Conf) 0.821 0.835 0.863 0.861

Opinion Rel 0.621 0.683 0.797 0.794
RevRank 0.757 0.681 0.859 0.830
Smart 0.790 0.750 0.861 0.851

Rel+ Pro 0.866 0.821 0.860 0.853
Rel+ Pro (Conf) 0.872 0.846 0.869 0.862

Politics Rel 0.667 0.645 0.789 0.772
RevRank 0.739 0.611 0.854 0.747
Smart 0.8 0.75 0.845 0.844

Rel+ Pro 0.791 0.746 0.812 0.805
Rel+ Pro (Conf) 0.803 0.775 0.861 0.803
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in our approach can be much higher for many individual queries. Examples are shown in table
4.5. For instance, considering the query ’Osama bin laden death’, the precision surged from 50%
using RevRank and 65% using Smart to 100% using our User-sensitive opinionRank approach,
and the NDCG from 73.9% and 67% to 98.1%. Similarly, we improve the precision of the query
’Gun control and suicide’ from 60% and 70% to 100%, and the NDCG from 85.8% and 86% to
92.2%, giving high quality results.

The experimental results show that our model almost always outperforms the native rankings
of opinions by a significant margin. In some cases, however, the gain improvements are small
and generally depend on the category type. One explanation to this behavior is that topics
of Media and Opinion, and Politics are usually very popular, gossip appealing, controversial,
and about daily life subjects. Examples include, Gun control and suicide and Kevin hart arrest.
Due to the large number of opinions and discussions in these categories, the prominence score
improves the overall performance of our model. By contrast, other categories, such as Living,
generally contain topics that are not very controversial and consequently generate less debates
and discussions between users (e.g.,School academies overspend). Consequently, our model is
less effective categories containing unpopular topics.

A closer look at Table 4.5 shows that we are performing particularly well for news articles
about highly controversial and highly popular topics, which are subject to gossiping. For instance,
we can clearly see the difference between the query about the Gun control and suicide, a highly
controversial topic, and the School academies overspend where opinions are less diverse. The
precision improves for the first query from 60% using RevRank and Smart techniques to 100%
using User-sensitive opinionRank technique, while there is a slight improvement for the second
query.

To sum up, our model works best for topics with very large number of opinions and debates.
Figure 4.11 presents statistics about the average number of opinions, nested opinions and feedback
per category for the queries extracted from CNN. It is clear that the number of reactions depends
mainly on the topic of the news article. For instance, queries about the topic Business or Opinion
gather more reactions than queries about topics Living or Culture. This is a very promising
step towards our initial goal of selecting valuable information from the increasing amount of
opinions in news sites. It is also clear that our model does not perform well with categories
and news articles related to unpopular topics. To cope with that, one solution for selecting
prominent opinions is to use the Smart technique which creates links between opinions based
on their similarities. An opinion with many incoming links will thus be prominent even though
there are no strong debates around it. Additionally, it would help filtering noisy content.

To have a concrete idea about the results of our approach, we take our motivation example
of the news article "Boston Bombing" and we retrieve the top5 opinions about the topic by using
(1) relevance only and (2) relevance and prominence. We can see, in Figure 4.12 that both result
lists are relevant, however using the prominence score results in more opinions that bring new
insights about the topic which is clearly an added value.
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Table 4.5: Individual Precision and NDCG values for Relevance-based and Helpfulness-based
Ranking
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retrieve the most prominent opinions. Our experiments showed that these debates, enhanced by
explicit feedbacks, are definitely valuable and should be taken into account for ranking opinions.
Thus, our proposed approach achieves its best performance when the query topic is highly
controversial or popular. We have shown that our model can effectively exploit the large amount
of debates and reactions to select the best opinions that are relevant to the user query. Further,
using user’s confidence to compute prominence scores gives better results for opinion ranking.
An explanation is that opinions given by experts have more relevance and impact than opinions
given by novice users It is also clear that our model does not perform well with categories and
news articles related to unpopular topics.
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Chapter 5

Enriching news articles using hidden
aspects

5.1 Introduction

5.1.1 Motivation

News websites often allow users to express freely their opinions about the published information,
except in cases where some users can go beyond the pale and consequently their opinions can
be censured. The editorial content is generated using a top down approach where the provided
information follows the publisher plan and target specific aspects that are made explicit in the
editorial content through the headline of the news article and the article content. By contrast,
opinions follows a bottom up approach where users start discussing some specific issues forming
debates around a given topic. Consequently, they might reveal aspects that are not well described
or even not presented in the content of news articles. We called, hidden aspects, such aspects
which are not confined to any predefined plan and thus extend information by continuously
bringing new insights. In other terms, we define hidden aspects as the set of aspects revealed on
users’ opinions which are related to the topic of news article, but which are not clearly described
or even not presented in the editorial content . For example, Figure 5.1 shows a concrete example
of extracting different hidden aspects from the users’ opinions and which are not presented on the
editorial content. This news article was published on CNN news websites and its title is Boston
bombing shouldn’t derail immigration reform. In this news article, the main content is about the
consequences of Boston bombing event on the Immigration reform. By analyzing the content
of users’ opinions, we have discovered different aspects which are related to the main topic of
this news article but which are not explicitly presented or described on the editorial content
such as Green card, Border Control, and Employers Persecution. Table 5.1 shows more detailed
examples of the explicit aspects provided by the editorial content extracted from the news article.
It also shows the hidden aspects expressed by users on the same topic. Both explicit and hidden
aspects presented in this table are extracted using a manual analysis of the article content and a
list of selected opinions. The rich structure of news websites make them a valuable source for
building knowledge bases about daily-life topics and their various sides. For this purpose, the
knowledge extraction process should use editorial content as a seed for getting information, about
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Explicit topic aspects from an editorial content
- Opponents use terrorist attacks as a reason for scuttling efforts
to achieve immigration reform
- Many Latinos believe that this is immensely unfair
- Immigration reform would lead to the end of America
Hidden topic aspects from opinions
- Comprehensive reform is costly for US tax payers
- Need to put more control on the borders
- No green card should be given to immigrants
- Visitors to US must be tracked
- Bombings should not stop immigration reform
- Employers of illegal immigrants should be persecuted
- Sealing borders and deporting cost less than allowing illegal immigration
- Any suspect should be deported after his domestic
violence conviction to avoid future crimes

Table 5.1: Example of topic aspects of “Immigration reform"

any topic of interest, and then extend it with opinions to have a more complete picture. Thus, it
is important to increase the number of opinions on published news articles and more importantly
make them much apparent for users. This calls for an effective strategy for news recommendation
that would provide users the news articles that match with their interests and on which they
are willing to comment. The willingness to comment on a news article is driven by the kind of
aspects discussed by users on the topic. Consequently, it is important to capture that information
when recommending an article to a user. A straightforward way to achieve this goal is to enrich
the content of news articles with user’s opinions for a more effective recommendation. Typically,
the editorial content is a reliable source of information since it is provided by professionals and is
carefully reviewed before publication. However, opinions is a free source of information which can
be subject to a lot of noise. Thus, it is important to select only prominent opinions using ranking
strategy. Moreover, these opinions have to be representative which requires the application of
diversification techniques to capture a wide set of aspects.

5.1.2 Contribution

Several approaches employing opinions for purpose of search and recommendation have been
proposed previously [AAYIM13,SKKL12,YYLF09,GZV12,YYLF09]. Shmueli et al., [SKKL12]
analyze the co-commenting patterns of users for recommending news articles to users who will
likely comment them. Abbar et al., [AAYIM13] extract from the content of users’ opinions a set
of features to be used for news articles diversification. The works which are close to ours are by
Yee et al., [YYLF09] and Ganesan et al., [GZV12] which exploit users’ opinions to enrich the
content of documents. Yee et al., [YYLF09] prove that the potential of Youtube users’ opinions
in the search index yields up to a 15% improvement in search accuracy compared to user-supplied
tags or video titles.
Similarly, Ganesan et al., [GZV12] use the content of customer’s reviews to represent entities
(hotels and cars) in the context of entity ranking. They measure the score of entities based on
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how their reviews match with users’ keyword preferences.
Two main points make the difference between our work and these approaches. First, Ganesan
et al., [GZV12] use product reviews which belong to an already known set of aspects. In our
work, we are interested in aspects about daily life topics reported by news articles. These aspects
are not classified but we extract them automatically using an unsupervised approach. Second,
opinions on news websites usually contain a lot of noise, thus unlike the approach by Yee et
al., [YYLF09] we do not use all opinions to enrich the content of news articles but we select
only the topk opinions. Additionally, we perform diversification on those opinions to have a
larger coverage of new aspects. To the best of our knowledge, there is no existing work that
exploits opinions to enrich news articles in the context of personalized news recommendation.
Our work aims at providing an effective news recommendation to facilitate the access of users to
published news articles. More importantly, it also aims at motivating users to comment on the
news articles of interests and get involved in discussions with other users. These opinions are a
valuable source of information that can bring new insights by revealing hidden aspects about
topics and thus extending our knowledge about daily life topics. The novel contribution by this
work has the following salient properties.

1. Firstly, we propose a novel recommendation approach that (1) enriches the content of
news articles with opinions to improve the effectiveness of recommendation, (2) ranks news
article opinions to select only prominent content and filter noise, and (3) offers an opinion
diversification model based on authorities, semantic and sentiment diversification.

2. Secondly, we test our approach by running large experiments on four datasets crawled from
CNN, The Independent, The Telegraph, and Al-Jazeera. The results show that our model
achieves high quality results, particularly for diversified opinions which provide insightful
aspects for enriching the content of news articles.

5.2 Problem formulation

Our goal is to propose a personalized news recommendation model tailored to users’ interests.
In our setting, we identify the profile of a given user from the type of articles he/she reads by
exploiting the opinions he posts on the news website.
Formally, we define a news website to contain a set U of users and a set A of articles. Each user
ui ∈ U provides a set of opinions Ci about a set of articles Ai where Ai ⊂ A. We assign a profile
Pui for each user ui extracted from the set of his opinions Ci.
Similarly, we assign a profile Paj for each article aj extracted from its content. When user ui

connects to the news website, we compute the similarity between the user profile Pui and the
profiles of the set of articles At ⊂ A where At corresponds to all articles published in the time
interval t. By this way, we can restrict our search space to any time period specified by the
user, otherwise we set it to the latest period. The time interval can range from few days to
months depending on user’s preferences. The k most similar articles to user profile Pui are then
recommended to user ui.
We have adopted cosine similarity to compute the similarity between the user profile Pui and
news articles profiles At. This measure has been shown to be very effective in measuring similarity
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between documents [Sin01]. In a standard search problem, a document is represented by a vector
of n dimensions where a term is assigned to each dimension and the value of the dimension
represents the frequency of the term in the document. In our setting we are interested in
computing similarity between n-grams, so each profile is represented by a vector where the
dimensions of each vector are assigned aspects and the value of each dimension represents the
average tf*idf score of the aspect terms for the given profile. Formally the cosine similarity
between a news article profile A and a user profile P is given by:

Similarity(P,A) = P.A

||P ||||A||

where P is the vector corresponding to the user profile u, and A is the vector corresponding to
the news article profile a.
The key components of our model are user’s and article profiles. To define the profile of a given
user ui, we collect the opinions Ci he/she has expressed during a period of time T . Then, we
extract from them all the aspects user ui has discussed. As a result, the profile Pui of user ui is
described by a set of aspects {as1, ...asm}. Similarly, we define the profile Paj of a given article
aj as a set of aspects {as1, ...asl} extracted from its content.

A successful recommendation of an article aj to user ui would result in user ui commenting
on article aj . Commenting an article goes beyond just finding its content interesting to read.
It shows the involvement of the user in discussing, with other users, his/her opinions about
the news article. These discussions can turn around aspects that are explicitly mentioned in
the content of the news article or some hidden aspects brought up by users. In both cases the
interesting aspects for the user (besides the general topic of the news articles) are the aspects
discussed in the opinions of users. Thus, it will be valuable enriching the content of news articles
with user opinions for a more effective recommendation. Naturally, the increasing number of
opinions on news articles makes them more subject to noise and redundant information. To this
end, we need to select the most prominent opinions to be added to the content of a news article.
Moreover, the set of selected opinions should be diverse to avoid redundancy and increase the
coverage of new topic aspects.
To sum up, we need two main components to perform news recommendation using our model.
Firstly, a strategy for aspects extraction from users’ opinions and the content of news articles.
Secondly, an opinion diversification model. In the following we describe each of these components
separately.

5.3 Aspects Extraction

In the following paragraph, we describe how aspects are extracted from users’ opinions and news
article content. Note that the same extraction method is used for both types of content. The only
difference is the computation of aspects scores which depends either on the corpus of opinions or
on the one of articles.
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5.3.1 Generation of Candidate Aspects

To extract aspects from the opinions of user ui, we first identify the sentences, using OpenNLP,
expressed in all his/her opinions. We take all the extracted sentences, and we rank their contained
terms using tf ∗ idf scoring function. In our work, tf represents the term frequency in the set
of sentences of the user ui, and idf represents the inverted document frequency in the set of
sentences of all users in the news website. The idea is to select highly scored unigrams as a
base for generating candidate aspects. Similarly, for a given article aj , we use the same unigram
extraction from its content however this time tf represents the term frequency in the set of
sentences of article aj and idf represents the inverted document frequency in the set of sentences
of all news articles in the news website. From the selected unigrams, we generate bi-grams,
then we take the bi-grams as input and we build a set of n-grams by concatenating bi-grams
that share an overlapping word. At each step we take the topk n-grams based on the score of
their composed unigrams1. We check the redundancy of the generated candidates using Jaccard
similarity [RV96]. If two n-grams have a similarity higher than a defined threshold, we would
discard one of them. In our work, we have set the maximum length of the n-grams to 3 since
there were no meaningful n-grams with a higher length.

5.3.2 Selection of Promising Aspects.

Generating n-grams that have high tf∗idf scores is not enough for identifying the aspects discussed
in users’ opinions and articles content. It is important for the words in the generated n-grams to be
strongly associated within a sentence in the original text to avoid covering incorrect information.
To capture this association, we use the modified pointwise mutual information [TC03], already
described in section 3.3.2, of words in n-grams based on its alignment to the narrow opinions of
each user or the article content. Table 5.2 shows some examples of n-grams extracted from the
content of a news article and its related opinions using our unsupervised approach.

N-grams Generated aspects

Unigrams Paris, Obama, Crisis, Settlement, Palestine
Israel, Quds, Syria, Rape, Economy, European, Live, RealMarid

Bi-grams Israel settlement, Obama president, Avoid tax, Titan workers
UK economy, European banker’s, London Live

Tri-grams Solitary confinement kids, Stop page3 Sun, Gun control laws
Terrorist Boston attack, Dental patients hepatitis

Table 5.2: Sample of generated aspects

5.4 Opinions Diversification

In this section, we introduce the technique used to diversify opinions on news sites which was
inspired by the work in [KG11]. We aim by diversifying opinions to remove redundancies and

1In this work we have set k=500
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thus provide a wide coverage of topic aspects. We are given a set of opinions C = {c1, c2, ...., cn}
where n ≥ 2. Our goal is to select a subset Lk ⊆ C of opinions that is diverse. We assume three
main components that define the diversity of a set of opinions : authority, semantic diversity,
and sentiment diversity. Naturally, before discussing whether a set is diverse or not, it should
first contain opinions with high authority scores. This is why the relevance is important to
include in diversification models [GS09a,AGHI09]. Note that the authority of each opinion is
given by applying our approach of opinion ranking described in section 4.3. To diversify a set of
opinions, we need to give more preference to non similar opinions. We assume that two opinions
are dissimilar if (1) they discuss different entities or aspects, and/or (2) they exhibit different
sentiments about the news article topic, including positive, negative, and neutral sentiments. To
satisfy these two requirements, we define two distance functions. The first one is a semantic
distance function d : C ×C → R+ between opinions, where smaller the distance, the more similar
the two opinions are. This distance measures the semantic diversity of the set. The second one
is a sentiment distance function s : C × C → R+ between opinions, where smaller the distance,
the closest in sentiments the two opinions are. The sentiment distance is used to compute the
sentiment diversity. Using the diversification framework proposed in [GS09a] and detailed in
section 3.5.3, we formalize a set selection function f : 2C × h × d × o → R+, where we assign
scores to all possible subsets of C, given an authority function h(.), a semantic distance function
d(., .), a sentiment distance function s(., .), and a given integer k ∈ Z+(k ≥ 2). The goal is to
select a set Lk ⊆ D of opinions such as the value of f is maximized. In other words, the objective
is to find:

L∗k = MaxLk⊆D,|Lk|=kf(Lk, h(.), d(., .), s(., .))

where all arguments other than Lk are fixed inputs to the function. The goal of this model is to
maximize the sum of the authority, the semantic dissimilarity, and the sentiment dissimilarity of
the selected set of opinions. The function we aim at maximizing can be formalized as follows:

f(L) = α(k − 1)
∑
a∈L

h(a) + 2β
∑

a,b∈L

d(a, b) + 2γ
∑

a,b∈L

s(a, b)

where |L| = k, and α, β, γ > 0 are parameters specifying the trade-off between relevance, semantic
diversity, and sentiment diversity2. The model allows to put more emphasis on relevance, on
semantic diversity, on sentiment diversity, or on any mixture of these measures. The authority
scores of opinions are computed based on opinion ranking strategy described in section 4.3
and the semantic distance is computed based on Jaccard similarity function. As for sentiment
distance, we define it as follows:

s(a, b) =

0, if a and b have the same sentiment orientation;

1, otherwise.

where the sentiment orientation includes positive, negative, and neutral sentiments. We have
used Alchemy Api to identify the sentiment of each opinion. As described in section 3.5.3, our
diversification problem follow the same principle and model MaxSumDispersion problem which

2In our implementation we have set α = β = γ = 1
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have as objective to maximize the sum of all pairwise distances between points in a set S. We
have used the 2-approximation algorithm proposed in [HRT97,KH78] and illustrated by algorithm
2 to maximize our MaxSum objective f.

Algorithm 2 Algorithm for MaxSumDispersion
Input: Opinions C, k
Output: Set L(|L| = k) that maximizes f(L)
Initialize the set L = ∅
for i← 1 to k

2 do
Find(a, b) = Maxx,y∈Dd(x, y)
Set L = L ∪ {a, b}
Delete all edges from E that are incident to a or b

end for
If k is odd, add an arbitrary opinion to L

5.5 Experiments

5.5.1 Real-World Dataset

We have crawled four real datasets based on the activities of 645 users on four news websites
namely CNN, The Telegraph, The Independent, and Al-Jazeera. The choice of these users was
based on two key-properties: the number of users’ opinions and whether they follow the four
news websites or not. More precisely, we start, by selecting the most active users on each news
website based on the number of posted opinions and then we choose principally users that have
posted opinions on the four news websites. This process results in the selection of four datasets,
the first one contains the activities of 150 users which are a subset of the most active users on
CNN, the second dataset contains the activities of 180 users which are a subset of the most active
users on The telegraph, the third dataset contains the activities of 164 users which are a subset
of the most active users on The Independent and the last dataset contains the activities of 151
users which are a subset of the most active users on Al-Jazeera. Note that the four news websites
mentioned earlier are using the same framework for commenting their news articles. It allows
the extraction of the opinions of each user on the four news websites. For each of those users, we
have collected the details of his opinions in the four news websites mentioned earlier (content,
published time, etc.). Additionally, we have collected the details of all the commented news
articles (e.g., news title, content, opinions, published time, etc.) from May 2010 to December
2013.
These news websites contain stories ranging from national and international events, sports,
business to culture and entertainment. Statistics about the number of commented articles and
the number of opinions for each dataset are shown in Table 5.3. It is clear from these statistics
that most of users comment more than once opinion on news articles because in a lot of cases
the number of opinions is largely higher than the number of commented news articles.
We can also see, in Figure 5.2, the distribution of users’ opinions and commented news articles
for each dataset.
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Figure 5.2: Users’ Opinions and commented News articles Distribution per user for the four
datasets

Dataset1 (CNN Seed) Dataset2 (Telegraph Seed)
#articles #opinions #articles #opinions

CNN 41, 245 12, 056, 789 665 874, 879
Telegraph 1, 908 1, 257, 645 56, 527 10, 704, 741

Independent 1, 412 987, 437 7, 999 1, 608, 665
Al-Jazeera 801 102, 254 451 62, 835

Dataset3 (Independent Seed) Dataset4 (Al-Jazeera Seed)
CNN 528 421, 542 2, 233 1, 652, 875

Telegraph 23, 272 6, 710, 580 1, 126 894, 710
Independent 27, 012 2, 985, 412 394 54, 760
Al-Jazeera 303 48, 058 9, 313 531, 452

Table 5.3: Dataset statistics

5.5.2 Setup

To evaluate our approach, we have randomly selected 233 users among the most active users in
the 4 news websites described above. In fact, we have selected only users that have a continuous
activity for at least 15 months and moreover they have commented at least 500 news articles.
For each user we have performed recommendation at different time points t1, t2, ..tn. The reason
behind time dependent evaluation is twofold: (1) to take into account profile updates since users
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continuously post opinions bringing new information about their interests, and (2) to use data
before time point ti for recommendation and data starting from time point ti for assessment,
as described later. The time points t1, t2, ..tn are chosen in such a way that between ti−1 and
ti, there is at least m news articles commented by the user. For each user ui, we have chosen
m = Ni

10 where Ni is the total number of commented news articles by the user ui. This setting
resulted in 2330 rounds of recommendation.

To assess the effectiveness of our approach we have used an automatic evaluation to avoid
the subjectivity of manual assessments. We have considered the action of commenting on an
article to be an indicator that the article fits the interests of the user. Based on this assumption,
we check the list of recommended articles. The one that user has commented on are considered
relevant. Note that it is probable that some information is missing. A person might well be
interested in an article even though he does not comment on it. So, the actual results are most
probably higher than our findings.

5.5.3 Strategies & Measures

We have used two baseline approaches and tested several variations of our proposed technique.
The strategies that we have used are:
NoEnrich: The first baseline is a simple content filtering approach based solely on the content of
news articles, meaning that no enrichment with opinions was performed.
Yee: The second baseline is the closest works to ours which exploit all the set of opinions related
to each news article to enrich its content.
Authority_k: We use our approach to enrich news articles with the topk authoritative opinions
related to it. The topk opinions are selected using the strategy described in section 4.3. In our
experiments we used k = 5, k = 10, and k = 20
Diversity_k: We use our approach to enrich news articles with the most diverse topk opinions
related to it. The diversification is performed as described in section 5.4. In our experiments we
used k = 5, and k = 10

To compare the results of the different methods, we use Precision at k (P@k). The P@k is
the fraction of recommended articles that interest the user in question considering only the top-k
results. It is given by:

P@k = |Relevant_Articles ∩ topk_Articles_Results|
k

5.5.4 Results

In a first step, we have compared the accuracy of news recommendation using only the news
article content to the case when we enrich that content by all its related opinions as proposed in
Yee’s approach [YYLF09]. As shown in figure 5.3, it is clear that the precision has decreased
while leveraging the news article contents by all its related opinions. For instance, the precision
P@1 was dropped down from 42, 4% to 39, 3%, and from 48, 1% to44, 5% for the precision P@5.
In order to perceive the reason behind such a decrease, we have selected some articles and

extracted the aspects representing the news article profile for both cases, namely (i) the case
when we have used only the content of news article, and (ii) the case when we have used the
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Figure 5.3: Impact of leveraging with all opinions

content of news article along with all its related opinions. In table 5.4, we randomly present
some examples. By analyzing the extracted aspects for both cases, we have observed that the
profile of news article, when it is leveraged with all its related opinions, contains some aspects
that are far away from the main topic of news article. An explanation of such noise aspects
might be referred to the presence of a lot of noise among the list of opinions which deviate the
profile of news article from its main topic.
Once the quality of the generated news article profile is affected, the accuracy of news recom-
mendation might decrease as the accuracy of news article profile is considered as one of the
key-elements for revealing an accurate recommendation to users. To summarize, defining a news
article profile using its content and all of its related opinions might likely be subject to raise
an impact on the quality of news article profile, and hence the accuracy of recommendation.
Ultimately, relying only on the news article content seems to exhibit a better performance.
In a second step, we have compared the recommendation of news articles between NoEnrich

Article Title NoEnrich Yee [YYLF09]

British couple to be deported from
Astralia for living in wrong suburb

Australia Living,
British Australia,
couple Live, Australia life

Immigrants life, couple Law,
Australian goverment,
Australian suburb

Barack-Obama a dithering
controlling risk averse

Obama policies,
Clinton foreign policy,
American policies

Obama foreign policy,
president budget,
world policy, Obama election

Cameron needs to capture some of
Boris Johnson sunshine

Boris Johnson, Cameron
Johnson, Cameron party

Cameron party, Boris Johnson,
Cameron voters, Election

Table 5.4: Example of aspects extracted from news article profiles

and Authority. In other terms, we have compared the accuracy of recommendation by using two
different news article profiles. Firstly, with profiles defined using only the content of news article
and profiles defined using the news article content and a set of topk opinions ranked using our
strategy of opinion ranking.
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We have obtained a slight improvement compared to the approach where only the content of

Figure 5.4: Impact of leveraging topk opinions

news article is used. For instance, the precision P@10 was increased to 53, 4% from 51, 3% with
top5 opinions and to 56, 5% from 54% with top10 opinions.
Subsequently, we have used three primitives, news articles profiles with top5, top10, and top20

Article Title NoEnrich Authority_10

Argentina pulls out of
falklands talks

Islanf falkland,
Island Argentina,
referendum

Island referundum, Argentina regime,
British colonialism, Argentina Island

Barack-Obama a dithering
controlling risk averse

Obama policies,
Clinton foreign policy,
American policies

Foreign policy, foreign budget,
Obama foreign policy, World policy

Cameron needs to capture
some of Boris Johnson sunshine

Boris Johnson, Cameron
Johnson, Cameron party

Cameron policies, economy, Cameron
finance policies, Economic leaders

Table 5.5: Example of aspects extracted from news articles profiles

relevant opinions. Thus, the aspects describing news articles profiles are defined in a second case
using the content of news article and the content of topk opinions. We have obtained a slight
improvement as compared to the approach where only the content of news article is employed.
For instance, the precision P@10 has increased to 53, 4% from 51, 3% with top5 opinions and to
56, 5% from 54% with top10 opinions.
For a deep comprehension of the reasons leading to this improvement, we present below the
aspects defining the news articles profiles without leveraging opinions, as well as with leveraging
the top10 opinions. We have also observed a slight increase of the accuracy of news recommen-
dation between leveraging top10 and top20 opinions. This might be due to the redundancy of
opinions, and thus lowering the quality of news article profile.
As a last comparison, we have compared the results of NoEnrich strategy with Diverse strategy. In
this case, we have compared the recommendation of news articles between the case when we have
used only the content of news article and the case where we apply the ranking and diversification
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approaches described earlier on opinions related to each news article. Thus, the news articles
profiles are described using their content and a list of prominent and diverse opinions.
In this case, we have observed a significant improvement in terms of Precision either when

Figure 5.5: Impact of leveraging relevant and diverse users’ opinions

opinions. For instance, the precision P@5 was raised to 58, 7% from 48, 1% for Diversity5 and
to 65, 4% from 48, 1%. The profile of news article profiles are more relevant to the topic of news
article and contain diverse aspects than other profiles. It is also clear that most of used aspects
to describe the news article are well attached to the topic of news article.
To sum up, we can clearly observe that leveraging all opinions to define the news article contents

Article Title NoEnrich Diversity_10

Argentina pulls out of
falklands talks

Islanf falkland,
Island Argentina,
referendum.

Falkland living, Falkland people,
Colonialism, Referendum,
Argentina government.

Barack-Obama a dithering
controlling risk averse

Obama policies,
Clinton foreign policy,
American policies.

Afghanistan policy, American foreign
policies, Clinton policy, Foreign policy
budget.

British couple to be deported
from Australia for living in
wrong suburb

Australia living,
British Australia,
Couple live,
Australia life.

Australian Tax, Australian people,
Deportation, Australian Visa,
Contract people, Live rules,
living condition.

Table 5.6: Example of aspects extracted from news articles profiles

can affect the accuracy of news recommendation. Moreover, leveraging opinions by applying
only opinion ranking strategy can improve the accuracy. The recommendation has also some
limits due mainly to the redundancy of selected opinions. Thus, ranking opinions and use them
to enrich the news article contents is not enough. Enriching the content of news articles with a
subset of diverse opinions give a better results on the accuracy of recommendation. This is might
be explained by the fact that when we apply this strategy we can deal with two key-weaknesses
of leveraging opinions which are noise and redundancy of opinions. The detailed results of
our experiments are depicted in table 5.7. To sum up, we can clearly see that our approach
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Figure 5.6: All results

P@1 P@3 P@5 P@10 P@20
NoEnrich 0.424 0.494 0.481 0.513 0.540

Yee [YYLF09] 0.393 0.474 0.445 0.453 0.503
Authority_5 0.439 0.510 0.509 0.534 0.558
Authority_10 0.454 0.535 0.530 0.550 0.565
Authority_20 0.439 0.530 0.521 0.553 0.559
Diversity_5 0.484 0.575 0.587 0.595 0.586
Diversity_10 0.575 0.646 0.654 0.640 0.607

Table 5.7: Overall performance of our approach

outperforms the baseline approaches by a significant margin. The improvement goes up to 17%
in terms of precision@5 compared to NoEnrich and 21% compared to Yee, which is substantial.
Having a closer look at the results, we notice see that relying only on the content of news articles
does not provide a good performance. Furthermore, even when trying to enrich the content by
all users’ opinions, the precision decreases. By applying ranking, the precision improves but the
performance gain is small, ranging from 1% to 4%. However, when we apply diversification to
ranked opinions opinions, the top5 and top10 diversified opinions give the best results.
These results meet our expectations since they perfectly reflect the role and the nature of opinions
in news websites. Relying only on the content of articles does not perform well because user
profiles built from opinions focus on some aspects that might be different from the one provided
by the news article. Regarding the enrichment of news article with opinions there are different
observations. First, taking all opinions into account is not a good idea since opinions are subject
to noise and some of them might even deviate from the topic of interest. Yet, this approach had
the worst performance. Second, selecting the topk opinions to be included in the article content
is a good idea. However, due to redundancies, this method loses its effect especially when k

increases, which is the case of Authority20.
Finally, diversifying opinions before enriching the content of articles provides a high gain in
precision. This is because of the wider coverage of aspects. If the aspects discussed in the
opinions are explicit in the news article, then their weight is increased, otherwise they are added
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extensive set of experiments, showed that diverse opinions achieve the best results compared to
baseline approaches. This result shows that opinions is a valuable source of information that can
capture well users’ interests and contribute to the extension of knowledge about daily life topics.
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Part III

Conclusions and Outlooks
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Chapter 6

Conclusions and Future Work

The main motivation of this thesis was to propose a personalized news recommender that facilitates
access of users to the news articles that match with their interests. We have demonstrated that
opinions can be exploited to boost the quality of personalized news recommendation. During
this thesis, we have addressed this problem by proposing three main contributions. Firstly, we
have proposed a profile model that accurately describes both users’ interests and news article
contents. The profile model was tested on three different applications ranging from identifying
the political orientation of users to the context of news recommendation and the diversification
of the list of recommended news articles. Results show that our profile model give much better
results compared to state-of-the-art models. Secondly, we have investigated the problem of
noise on opinions and how we can retrieve only relevant opinions in response to a given query.
The proposed opinion ranking strategy is based on users’ debates features. We have used a
variation of PageRank technique to define the score of each opinion. Results show that our
approach outperforms two recent proposed opinions ranking strategies, namely Smart [LM13b]
and RevRank [TR09], particularly for controversial topics. Thirdly, we have investigated different
ways of leveraging opinions on news article contents including all opinions, topk opinions based
on opinion ranking strategy, and a set of diverse opinion. To extract a list of diverse opinions, we
have employed a variation of an existing opinion diversification model. Results show that diverse
opinions give the best performance over other leveraging strategies. In section 6.1, we present
our answers to research questions that were raised in the first chapter of this thesis. Then, in
section 6.2, we list the future research directions following from this thesis.

6.1 Answers to Research Questions

Research question 1. How should users’ interests and news articles be described ?
In chapter 3, we have proposed a profile model that accurately describes users’ interests and news
article contents. The proposed model is based on three main components which are respectively
entities, aspects and sentiments. Indeed, by analyzing the content of a large number of opinions
and news article contents, we have observed that their content is often composed by one or a
set of following three components which are entities, aspects, and sentiment. Entities represent
well known concepts such as persons, locations, and organizations. The aspects might be a list
of concepts extracted from a given ontology or entities’ properties. The last component of our
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profile model is the sentiment which represents the feeling towards one or both of the first two
components and it can be either positive, negative or neutral.
To assess the effectiveness of our profile model, we have tested two versions of our profile
model which are sentiment-independent and sentiment-dependent. The first version, sentiment-
independent, is a set of tuples (entity, aspects) while the second version is represented by two
different tuples (aspect, sentiment) and (entity, sentiment). We have tested our model on two
different applications.
In the first application, we have used our profile model to propose a new technique for identifying
the political orientation of users based on their opinions around news articles. We define users
based on a set of tuples (entity, sentiment) and (aspect, sentiment). The proposed approach is
promising as it is completely unsupervised which makes it flexible to be applied on any kind
of dynamic knowledge such as opinions. Moreover, it provides a means for dealing with an
unstructured source of information. The proposed approach is an unsupervised technique because
we have created a knowledge base of political orientations based on Wikipedia. For each political
orientation, we start from a Wikipedia seed pages that describe this political leaning. We extract
from the textual part of the pages all outgoing links that point to other Wikipedia articles.
Then, we select the anchor text of these links which correspond either to a set of entities or
aspects related to the political orientation. Each entity or aspect occurring in a sentence that
has a sentiment orientation is extracted. Thus, in a similar way to the user profile, we describe
each political orientation by a set of entities {e1, ...en}, aspects {a1, ...am} , and their related
sentiments {s1, ...sm}. We have conducted experiments with US and Egypt user groups crawled
from CNN and Al-Jazeera English news websites. We have run our experiments on 500 users: 290
from US (CNN) and 210 from Egypt (Al-Jazeera). The results show that through our profile
model the results in most cases are improved by providing the best accuracy over the state-of-the
art methods and goes up to 95, 07%.
In the second application, we have used a sentiment-independent version of our profile model
in the context of classic personalized news recommendation. To this end, we introduce a new
approach that models the profile of users and articles based on a set of tuples representing entities
and their aspects. The idea is to have a fine-grained description of users and articles regarding
general topics together with more specific issues. The profile of a user is extracted from the set
of opinions he provides in the news websites, and the article profile is extracted from its content
and described by a set of tuples (entity; aspect). These profiles are then matched to recommend
to each user the list of articles that match with user profile interests and the current article he
is reading. We evaluate our approach using four real datasets including The Independent, The
Telegraph, CNN, and Al-Jazeera. The experiments show that our approach outperforms baseline
approaches with a large margin, in term of precision and NDCG.
In the third application, we have used a combination of sentiment-dependent and sentiment-
independent profiles on the context of personalized news recommendation. The main contribution
in this application was the adapting of a diversification model to diversify the list of recommended
news articles. We have used a sentiment-independent profile to describe users’ interests based
on a set of weighted tuples <entity,aspect>. We define the news articles profiles based on
sentiment-dependent profile namely a list of triplets corresponding to the three components of
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the profile model namely entity, aspect and sentiment. We have applied a diversification model
on the list of recommended news articles to deal with problem of redundancy. The model is based
on two components: (1) semantic diversification to avoid redundancy and to cover a diverse
set of news articles presenting different arguments, and (2) sentiment diversification to cover
different types of sentiments that can be positive, negative or neutral. The results show that
diversification of news articles can have a positive impact on the accuracy of recommended news
articles.
Research question 2. How to deal with the problem of noise on opinions ?
To deal with the problem of noise on opinions and get only relevant opinions in response to a
given query, we have proposed in chapter 4 an opinion ranking model. This work aims at the
organization of opinions on news websites to facilitate their access, understand their trends, and
provide a valuable source for enriching article contents. The result of this work can be useful for
many applications including news recommendation, and the assessment of public opinion polls.
Our approach goes beyond existing approaches for three main reasons.
Firstly, determining prominent opinions about daily life topics is much more complex than
identifying helpful product reviews as suggested in prior work.
Secondly, unlike existing approaches, we define user expertise not only based on explicit ratings,
but also on implicit ratings the user gets for his actions. This is due to the fact that explicit
ratings suffer different kinds of bias [LCL+07] such as the winner circle bias, where opinions with
many votes get more attention and therefore, accumulate votes disproportionately, and the early
bird bias where the first opinion to be published tends to get more votes.
Thirdly, none of the existing approaches takes into account implicit ratings provided by users’
debates and exchange of opinions. In our work, we take into account the relationships between
opinions and their replies, which we call nested opinions, propagating the sentiments along those
relations to compute the final score of an opinion. We model users’ debates as a directed graph of
opinions where links can either be positive or negative representing agreements and disagreements
between opinions. Then, we propose a new variation of the PageRank algorithm which handles
both positive and negative links between graph nodes. The idea is to boost opinions scores
along positive links and decrease them along negative links. We test our approach by running
experiments on three datasets crawled from CNN, The Independent, and The Telegraph news
websites. The results show that our model achieves high quality results, particularly for highly
popular and highly controversial topics having a large amount of user debates.
Research question 3. How to improve the effectiveness of personalized news recommendation
with opinions ?
In chapter 5, we have investigated the impact of leveraging opinions on the content of news
articles. Two main points highlight the difference between our work and previous approaches.
Firstly, approaches that use product reviews to enrich the description of their products assume
that these reviews belong to an already known set of aspects. In our work, we are interested in
aspects about daily life topics reported by news articles. These aspects are not classified but we
extract them automatically using an unsupervised approach.
Secondly, opinions on news sites usually contain a lot of noise, and thus, unlike the approach
by Yee et al., [YYLF09] applied on YouTube videos, we do not use all opinions to enrich the

113



content of news articles but we select only the top-k opinions. Additionally, we have used a
diversification model to diversify the list of opinions to have a large coverage of new aspects.
To the best of our knowledge, there is no existing work that exploits opinions to enrich news
articles in the context of personalized news recommendation. Our work aims at providing an
effective news recommendation to facilitate the access of users to published news articles. More
importantly, it motivates readers to comment on the news articles of interests and get involved
in discussions with other users. For this reason, we have proposed a novel recommendation
approach that enriches the content of news articles with opinions to improve the effectiveness of
recommendation. We have adopted three strategies to enrich the content of news articles. We
have applied our strategies on real data activities of users extracted from four datasets crawled
from CNN, The Independent, The Telegraph, and Al-Jazeera. Firstly, by leveraging the content of
news articles with all its related opinions. In this case, we got worst results than using only the
content of news articles. By analyzing the extracted aspects from news articles profiles, we have
observed that it contains some aspects that are far away from the main topic of news articles.
An explanation of the presence of such aspects might be referred to the presence of a lot of noise
among the list of opinions, which points out aspects that are far away from the main topic of the
news article.
Secondly, by selecting only prominent opinions. In this case, we have obtained a slight improve-
ment compared to the approach where only the content of news article is used. For instance, the
precision P@10was improved from 51, 3% to 53, 4% with top5 opinions and from 54% to 56, 5%
with top10 opinions.
Thirdly, by leveraging the content of news articles using a list of diverse opinions. To diversify
opinion on news websites, we have employed an opinion diversification model based on three
components namely authorities, semantic and sentiment component. In which case, we have
observed a significant improvement in terms of Precision. For instance, the precision P@5 was
raised from 48, 1% to 58, 7% for Diversity_5 and from 48, 1% to 65, 4%.
In the rest of this chapter, we will outline our plans for future work, and discuss possible research
topics beyond what have been addressed in this thesis.

6.2 Future Work

There are many potential directions for future work to improve the accuracy of personalized
news recommendation. Some research directions that can be envisioned from the current status
of this work are sketched in the following.

• Time-sensitive user’s profile This thesis presents a user profile model that shows
within several empirical studies that it achieves better results compared to previous works.
However, this thesis does not explore the impact of time on defining users’ interests and
does not analyze the evolution of users’ interests over time. This is useful to give insights
on the exploration of users’ commenting and reading behaviors. Further, in the proposed
model we do not take into account viewpoint changes through time which can be a problem
if there are many contradicting pairs in the profile.
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• Opinion ranking For pragmatic reasons, our experiments included news datasets that
have very similar structures. However, exploring other datasets of different types of entities,
of users, and kinds of opinions is worthwhile in order to show the wide applicability of our
model. To this end, we are planning to assess the effectiveness of our approach using a
dataset crawled from Youtube, which is more subject to noise.

• Opinion Summarization Presenting the list of relevant opinions in response to a given
query is not always enough. The reason is that the user has to go through all opinions to
understand the most important aspects revealed on opinions. Thus an improvement might
be an approach that summarize the most important aspects and sentiments revealed for
each given aspects.

• News recommendation Lastly, we aim at deploying the proposed approach on live
traffic data which will bring us new challenges and opportunities on the context of news
recommendation.
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