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RÉSUMÉ

La dynamique d’un difféomorphisme d’une variété compacte est essentielle-
ment concentrée sur l’ensemble récurrent par chaînes, qui est partitionné en
classes de récurrence par chaînes, disjointes et indécomposables. Le travail de
Bonatti et Crovisier [15] montre que, pour les difféomorphismes C1-génériques,
une classe de récurrence par chaînes ou bien est une classe homocline, ou bien
ne contient pas de point périodique. Une classe de récurrence par chaînes sans
point périodique est appelée classe apériodique.

Il est clair qu’une classe homocline hyperbolique ni contient d’orbite péri-
odique faible ni supporte de mesure non hyperbolique. Cette thèse tente de
donner une caractérisation des classes homoclines non hyperboliques en mon-
trant qu’elles contiennent des orbites périodiques faibles ou des mesures er-
godiques non hyperboliques. Cette thèse décrit également les décompositions
dominées sur les classes apériodiques.

Le premier résultat [69, 71] de cette thèse montre que, pour les difféomorphi-
smes C1-génériques, si les orbites périodiques contenues dans une classe ho-
mocline H(p) ont tous leurs exposants de Lyapunov bornés loin de zéro, alors
H(p) doit être (uniformément) hyperbolique. Ceci est dans l’esprit des travaux
sur la conjecture de stabilité, mais il y a une différence importante lorsque la
classe homocline H(p) n’est pas isolée. Par conséquent, nous devons garantir
que des orbites périodiques “faibles”, crées par perturbations au voisinage de la
classe homocline, sont contenues dans la classe. En ce sens, le problème est de
nature “intrinsèque”, et l’argument classique de la conjecture de stabilité est
impraticable.

Le deuxième résultat [29] de cette thèse prouve une conjecture de Díaz
et Gorodetski [41] : pour les difféomorphismes C1-génériques, si une classe
homocline n’est pas hyperbolique, alors elle porte une mesure ergodique non
hyperbolique. C’est un travail en collaboration avec C. Cheng, S. Crovisier, S.
Gan et D. Yang. Dans la démonstration, nous devons appliquer une technique
introduité dans [41], et qui améliore la méthode de [46], pour obtenir une
mesure ergodique comme limite d’une suite de mesures périodiques.

Le troisième résultat [70] de cette thèse énonce que, génériquement, une dé-
composition dominée non-triviale sur une classe apériodique stable au sens de
Lyapunov est en fait une décomposition partiellement hyperbolique. Plus pré-
cisément, pour les difféomorphismes C1-génériques, si une classe apériodique
stable au sens de Lyapunov a une décomposition dominée non-triviale E ⊕ F ,
alors, l’un des deux fibrés est hyperbolique: soit E contracté, soit F dilaté.

Dans les démonstrations des résultats principaux, nous construisons des
perturbations qui ne sont pas obtenues directement à partir des lemmes de
connexion classiques. En fait, il faut appliquer le lemme de connexion un grand
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nombre (et même un nombre infini) de fois. Nous expliquons les méthodes de
connexions multiples dans le Chapitre 3.

MOTS CLÉS : Classe homocline, classe apériodique, ensemble hyperbolique,
ensemble partiellement hyperbolique, décomposition dominée, mesure ergodique,
exposant de Lyapunov, généricité, stabilité au sens de Lyapunov.
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Non-hyperbolic chain recurrence
classes of C1 diffeomorphisms

Xiaodong Wang (Mathematical science)
Supervisors: Professor Lan Wen and Professor Sylvain Crovisier

ABSTRACT

The dynamics of a diffeomorphism of a compact manifold concentrates es-
sentially on the chain recurrent set, which splits into disjoint indecomposable
chain recurrence classes. By the work of Bonatti and Crovisier [15], for C1-
generic diffeomorphisms, a chain recurrence class either is a homoclinic class or
contains no periodic point. A chain recurrence class without a periodic point
is called an aperiodic class.

Obviously, a hyperbolic homoclinic class can neither contain weak periodic
orbit or support non-hyperbolic ergodic measure. This thesis attempts to give
a characterization of non-hyperbolic homoclinic classes via weak periodic orbits
inside or non-hyperbolic ergodic measures supported on it. Also, this thesis
gives a description of the dominated splitting on Lyapunov stable aperiodic
classes.

The first result [69, 71] of this thesis shows that for C1-generic diffeomor-
phisms, if the periodic orbits contained in a homoclinic class H(p) have all
their Lyapunov exponents bounded away from 0, then H(p) must be (uni-
formly) hyperbolic. This is in spirit of the works of the stability conjecture,
but with a significant difference that the homoclinic class H(p) is not known
isolated in advance. Hence the “weak" periodic orbits created by perturbations
near the homoclinic class have to be guaranteed strictly inside the homoclinic
class. In this sense the problem is of an “intrinsic" nature, and the classical
argument of the stability conjecture does not pass through.

The second result [29] of this thesis proves a conjecture by Díaz and Gorodet-
ski [41]: for C1-generic diffeomorphisms, if a homoclinic class is not hyperbolic,
then there is a non-hyperbolic ergodic measure supported on it. This is a joint
work with C. Cheng, S. Crovisier, S. Gan and D. Yang. In the proof, we have
to use a technic introduced in [41], which developed the method of [46], to get
an ergodic measure by taking the limit of a sequence of periodic measures.

The third result [70] of this thesis states that, generically, a non-trivial
dominated splitting over a Lyapunov stable aperiodic class is in fact a par-
tially hyperbolic splitting. To be precise, for C1-generic diffeomorphisms, if
a Lyapunov stable aperiodic class admits a non-trivial dominated splitting
E ⊕ F , then one of the two bundles is hyperbolic: either E is contracted or F
is expanded.
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In the proofs of the main results, we construct several perturbations which
are not simple applications of the connecting lemmas. In fact, one has to apply
the connecting lemma several (even infinitely many) times. We will give the
detailed explanations of the multi-connecting processes in Chapter 3.

KEY WORDS: Homoclinic class, aperiodic class, hyperbolic set, partially
hyperbolic set, dominated splitting, ergodic measure, Lyapunov exponent,
genericity, Lyapunov stability.
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Chapter 1

Introduction and statements of the
results

1.1 Introduction (Français)

1.1.1 Contexte

L’un des objectifs des systèmes dynamiques est de décrire la plupart des sys-
tèmes, c’est-à-dire un ensemble dense, résiduel, ou ouvert et dense. Dans les
années 1960, Abraham et Smale [5, 68] ont montré que l’ensemble des dif-
féomorphismes hyperboliques (c’est-à-dire satisfaisant l’axiome A et n’ayant
pas de cycle) n’est pas dense dans l’espace des systèmes dynamiques. Par
conséquent, l’étude de la dynamique loin du cas uniformément hyperbolique
est devenue depuis lors un problème majeur pour les dynamiciens. Le défaut
d’hyperbolicité peut être caractérisé de différentes façons. Soit M une variété
différentiable compacte sans bord de dimension d, et soit Diffr(M) l’espace de
difféomorphismes Cr de M , pour tout r ≥ 1.

– Grâce aux contributions de Liao, Mañé, Aoki et Hayashi [53, 54, 6, 50]
sur la conjecture de stabilité C1, il est connu qu’un difféomorphisme non
hyperbolique peut être perturbé pour obtenir une orbite périodique non
hyperbolique. En particulier, un difféomorphisme C1-générique (c’est-
à-dire un difféomorphisme appartenant à un sous-ensemble Gδ dense de
Diff1(M)) qui n’est pas hyperbolique a des orbites périodiques arbitraire-
ment “faibles”.

– La théorie de Pesin [60] affaiblit la notion d’hyperbolicité (en hyperbol-
icité non uniforme), et donne une approche possible pour caractériser le
comportement non hyperbolique par les mesures invariantes.

– Une autre obstruction à l’hyperblicité globale vient des célèbres bifurca-
tions homoclines, dans l’esprit des travaux de Poincaré : il s’agit des tan-
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gences homoclines ou des cycles hétérodimensionnels, qui sont également
relatifs aux orbites périodiques. Palis a conjecturé [58, 59] qu’un difféo-
morphisme peut être Cr-approché par un difféomorphisme hyperbolique
ou par un difféomorphisme qui présente une bifurcation homocline. Ces
bifurcations ont des conséquences dynamiques fortes, et peuvent parfois
être renforcé pour aboutir à des obstructions robustes à l’hyperbolicité,
voir [20]. Plusieurs progrès ont été obtenus en direction de cette conjec-
ture [24, 33, 34, 37, 39, 64].

La discussion ci-dessus porte sur les obstructions globales à l’hyperbolicité.
Nous voulons également étudier le défaut “local" d’yperbolicité, c’est-à-dire le
défaut d’hyperbolicité d’une pièce élémentaire de la dynamique. La dynamique
est essentiellement concentrée sur l’ensemble des points qui ont des propriété
de récurrence, par exemple, l’ensemble récurrent par chaînes, qui est parti-
tionné en classes de récurrence par chaînes, disjointes et indécomposables,
voir [30]. Pour les difféomorphismes C1-génériques, les orbites périodiques
sont denses dans l’ensemble récurrent par chaînes, et la classe de récurrence
par chaînes contenant un point périodique p coïncide avec sa classe homocline,
i.e. avec l’adhérence de l’ensemble des points d’intersection transverse entre
les variétés stables et instables de Orb(p), voir [15, 32]. Ainsi deux classes ho-
moclines ou bien coïncident, ou bien sont disjointes pour les difféomorphismes
C1-génériques. Mais cela n’est pas vrai en général. En outre, les classes ho-
moclines sont généralement en nombre infini, même pour les difféomorphismes
C1-génériques. Une classe de récurrence par chaînes sans point périodique est
appelée classe apériodique.

Cette thèse caractérise la non-hyperbolicité d’une classe homocline par
l’existence d’orbites périodiques faibles contenues dans la classe ou par les
mesures ergodiques non hyperboliques qu’elle porte. Nous énoncerons égale-
ment un résultat portant sur les classes apériodiques et discuterons de la con-
jecture de Palis.

1.1.2 Hyperbolicité versus orbites périodiques faibles

Nous étudions un problème qui est dans l’esprit des travaux sur la conjecture
de stabilité, mais qui a une nature plus “intrinsèque”. La conjecture de sta-
bilité formulée par Palis et Smale affirme que, si un difféomorphisme f est
structurellement stable, alors il est hyperbolique (c’est-à-dire qu’il satisfait
l’axiome A et n’a pas de cycle). Une version plus forte de cette conjecture
affirme que, si f est Ω-stable, alors il est hyperbolique. Ces deux conjectures
remarquables ont été respectivement résolues par Mañé [55] et Palis [57].

Durant la longue période d’étude des conjectures de stabilité, l’attention
s’est concentrée de plus en plus sur les orbites périodiques du difféomorphisme

2
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(non perturbé) f et de ses perturbations g. Liao [53] et Mañé [54] ont indépend-
amment proposé une conjecture (plus précisément un problème sans ébauche
de solution), connue sous le nom “conjecture étoile”. Elle affirme que si f n’a
pas d’orbite périodique non hyperbolique, même après perturbation, alors f
est hyperbolique. Cette hypothèse (la condition d’étoile) est clairement plus
faible que l’Ω-stabilité. Par conséquent, la conjecture étoile est considérée
comme une version forte de la conjecture de stabilité. Elle a été résolue par
Aoki et Hayashi [6, 50]. Afin de la comparer précisément avec notre résultat
énoncé ci-dessous, nous exposons une version générique de leurs résultats.

Rappelons qu’à chaque mesure invariante ergodique µ d’un difféomorphisme
f ∈ Diff1(M), le théorème de Oseledets [56] associe d nombres χ1(µ, f) ≤
χ2(µ, f) ≤ · · · ≤ χd(µ, f), tels que, pour µ-presque tout point x ∈ M et tout
v ∈ TxM \ {0}, nous avons limn→+∞

1
n

log ‖Dfn(v)‖ = χi pour un certain
i ∈ {1, 2, · · · , d}. Les d nombres χi(µ, f) sont appelés les exposants de Lya-
punov de la mesure µ. Nous disons qu’une mesure µ est hyperbolique, si tous
ses exposants de Lyapunov sont non-nuls. En particulier, si µ est une mesure
atomique distribuée uniformeément sur une orbite périodique Orb(p), les ex-
posants de Lyapunov de µ sont aussi appelés les exposants de Lyapunov de
l’orbite périodique Orb(p) (ou du point périodique p).

Théorème 1 ([6, 50]). Un difféomorphisme C1-générique f ∈ Diff1(M) qui
n’est pas hyperbolique possède des orbites périodiques faibles : il existe une suite
d’orbites périodiques dont l’un des exposants de Lyapunov converge vers zéro.

Il est naturel de se demander si le Théorm̀e 1 est vrai ou non pour les
ensembles élémentaires d’un difféomorphisme, c’est-à-dire pour ses classes ho-
moclines. Rappelons que deux points périodiques hyperboliques p et q sont
homocliniquement reliés, si W u(Orb(p)) a des intersections transversales non
vides avec W s(Orb(q)) et vice versa. La classe homocline d’un point péri-
odique hyperbolique p est aussi égale à l’adhérence de l’ensemble des points
périodiques hyperboliques qui lui sont homocliniquement reliés. Voici un prob-
lème proposé dans [39].

Problème (Problem 1.8 dans [39]). Considérons un difféomorphisme C1-
générique f ∈ Diff1(M), et une classe homocline H(p). Est-il vrai que

• ou bien H(p) est hyperbolique,

• ou bien H(p) contient des orbites périodiques faibles qui sont homoclin-
iquement reliées avec p?

En fait, il est facile de prouver (en suivant la démonstration classique de
la conjecture de stabilité) qu’il doit y avoir des orbites périodiques faibles
arbitrairement près de la classeH(p). Mais on ne sait pas si elles sont contenues
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dans la classe. Bien sûr, si la classe homocline H(p) est supposée isolée, alors
“être près de” est égale à “être contenu”. Mais nous ne savons pas en général
si H(p) est isolée (il peut y avoir un nombre infini de classes), même pour les
difféomorphismes C1-génériques. Nous exposons le premier résultat de cette
thèse, qui donne une réponse positive à ce problème, voir [69, 71].

Théorème A. Pour un difféomorphisme C1-générique f ∈ Diff1(M), si une
classe homocline H(p) n’est pas hyperbolique, alors H(p) contient des orbites
périodiques faibles qui sont homocliniquement reliées avec p.

Remarquons que, contrairement aux arguments classiques portant sur la
conjecture de stabilité, Le théorème A affirme qu’il doit y avoir des orbites
périodiques faibles qui sont non seulement près de mais aussi contenues dans
la classe H(p). Ceci est la clé principale du Théorème A. À chaque étape de
la démonstration, nous devons garantir que les orbites périodiques créées par
les perturbations appartiennent à la classe homocline. En ce sens, nous disons
que le problème est de nature “intrinsèque”, et les arguments classiques de la
conjecture de stabilité sont impraticables.

Dans [55], Mañé a introduit un lemme (Theorem II.1) très utile pour
obtenir des orbites périodiques faibles sous certaines hypothèses. Son énoncé
est très technique et la preuve originale de Mañé est difficile, donc nous ne
l’indiquons pas ici. En modifiant de la preuve de Mañé, Bonatti, Gan et Yang
ont obtenu un résultat pour les classes homoclines, voir [25]. Nous remar-
quons ici que, à la différence du Théorème II.1 de [55] et du résultat de [25],
le Théorème A comporte une hypothèse de généricité. Autrement dit, la con-
clusion du Théorème A est un résultat perturbatif et elle n’est peut-être pas
valable pour tous les difféomorphismes.

Nous remarquons que l’hypothèse de généricité est essentielle dans le Théor-
ème A. Un exemple est donné par [66, 28], montre que, en détruisant les
fers à cheval hyperboliques d’une famille à paramètres de difféomorphismes de
surface, on peut obtenir un difféomorphisme qui appartient à la frontière de
l’ensemble des difféomorphismes hyperboliques, et qui possède une classe ho-
mocline présentant une tangence homocline. La classe homocline n’est pas hy-
perbolique en raison de l’existence de la tangence. En outre, tous les exposants
de Lyapunov de toutes les mesures ergodiques invariantes sont uniformément
bornés loin de zéro, et en particulier, tous les exposants de Lyapunov de toutes
les orbites périodiques contenues dans la classe sont uniformément bornés loin
de zéro.

Rappelons qu’une décomposition dominée E⊕F sur un ensemble compact
invariant Λ est une décomposition Df-invariante de TΛM telle que la norme de
Df le long du sous-fibré E est controlée par celle obtenue long du sous-fibré F .
L’ensemble Λ est partiellement hyperbolique, si TΛM possède une dćomposition
dominée en trois sous-fibrés Es⊕Ec⊕Eu telle que, les deux sous-fibrés extré-
maux sont hyperboliques et le fibré central est neutre (voir la Définition 2.6).
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Des exemples de classes homoclines non hyperboliques avec une décomposi-
tion dominée ont été trouvés dans [31, 40, 65], mais les classes homoclines
dans ces exemples contiennent des orbites périodiques faibles. Pour les difféo-
morphismes C2 sur les surfaces, les conclusions de [65] montrent que l’on ne
peut pas trouver de classe homocline non hyperbolique avec une décomposition
dominée non-triviale et sans orbite périodique faible. Ceci est inconnu dans le
cadre de la dynamique C1. Nous obtenons donc la question suivante.

Question 1. Existe-t-il un difféomorphisme f ∈ Diff1(M) et une classe ho-
mocline non hyperbolique H(p) avec une décomposition dominée non-triviale,
tel que, tous les exposants de Lyapunov de toutes les orbites périodiques homo-
cliniquement reliées avec Orb(p) sont uniformément borné loin de zéro?

Il y a d’autres conjectures proposant des dichotomies pour la dynamique
globale. Rappelons qu’une tangence homocline d’un point périodique hyper-
bolique p est une intersection non transverse entre W u(p) et W s(p). Un
difféomorphisme présente un cycle hétérodimensionnel, s’il y a deux points
périodiques hyperboliques d’indices (de dimension stable) différentes, tel que
W s(p) ∩W u(q) 6= ∅ et W s(q) ∩W u(p) 6= ∅. Il est évident qu’un difféomor-
phisme avec une tangence ou un cycle hétérodimensionnel n’est pas hyper-
bolique. Palis [58, 59] a conjecturé que ces deux phénomènes sont les seules
obstructions à l’hyperbolicité. Cette conjecture a été résolue par [64] en di-
mension 2, et pour la dimension supérieure, les travaux de [34, 39, 37] ont
donné des réponses partielles : génériquement, les difféomorphismes loin des
bifurcations homoclines prśentent certaines formes faibles d’hyperbolicité (hy-
perbolicité partielle ou essentielle). Basé sur les résultats suivants, Bonatti
et Díaz ont conjecturé que l’ensemble des difféomorphismes qui sont hyper-
boliques et qui présentent un cycle hétérodimensionnel est dense dans l’espace
de difféomorphismes, voir [14, 20].

A partir du lemme de Franks [42, 48], nous pouvons perturber des orbites
périodiques faibles pour obtenir des orbites périodiques d’indices différents.
Mais on ne sait pas si ces orbites périodiques sont encore contenues dans la
classe homocline non hyperbolique après la perturbation. Ainsi, nous énonçons
la conjecture suivante, qui est une version intrinsèque de la conjecture de Palis
pour les classes homoclines.

Conjecture 1 ([14, 17, 20, 34]). Pour un difféomorphisme C1-générique f ∈
Diff1(M), une classe homocline H(p) qui n’est pas hyperbolique contient un
point périodique q ∈ H(p) d’indice différent de celui de p.

1.1.3 Hyperbolicité versus mesures non hyperboliques

Il est clair qu’un difféomorphisme possédant une mesure ergodique non hy-
perbolique ne peut pas être hyperbolique (c’est-à-dire qu’il ne satisfait pas
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l’axiome A ou bien il présente un cycle). L’inverse n’est pas vrai en général,
voir [10, 28], mais nous espérons que c’est le cas des systemes typiques, comme
l’on conjecturé Díaz et Gorodetski dans [41].

Conjecture 2 (Conjecture 1 de [41]). Il existe un sous-ensemble ouvert et
dense U ⊂ Diffr(M) pour r ≥ 1, tel que, chaque difféomorphisme f ∈ U ou
bien est hyperbolique, ou bien possède une mesure ergodique invariante non
hyperbolique.

Remarquons que la Conjecture 2 est vraie si nous remplaçons ouvert et
dense par dense seul, ceci est un corollaire direct de la conjecture étoile. Une re-
formulation légèrement différente et plus faible consiste à considérer les difféo-
morphismes génériques. Comme Corollaire du Théorème 2 énoncé ci-dessous,
la version générique de la Conjecture 2 est vérifiée pour les difféomorphismes
modérés, i.e. pour ceux dont toutes les classes homoclines sont robustement
isolées , voir [41].

Théorème 2 (Théorème 1 de [41]). Pour les difféomorphismes C1-génériques,
si une classe homocline contient des orbites périodiques d’indices différents,
alors elle supporte une mesure ergodique non hyperbolique µ.

Comme nous l’avons mentionné dans la Section 1.1.2, en général, une classe
homocline n’est pas isolée, même pour les difféomorphismes C1-génériques. Le
Théorème 2 indique que, pour résoudre la version générique de la Conjecture 2,
il suffit de prouver que chaque difféomorphisme sauvage (i.e. qui n’est pas
modéré) a une classe homocline qui contient des points périodiques d’indices
différents.

On aussi espère que le Théorème 2 se généralise, comme il a été conjectué
dans [41].

Conjecture 3 (Conjecture 2 de [41]). Pour les difféomorphismes C1-génériques,
une classe homocline ou bien est uniformément hyperbolique, ou bien supporte
une mesure ergodique invariante non hyperbolique.

Nous remarquons ici que, la Conjecture 3 n’est pas vraie pour un difféomor-
phisme général. [66, 28] donne l’exemple d’une classe homocline qui n’est pas
hyperbolique en raison de l’existence de tangences homoclines, mais elle est
uniformément hyperbolique au sens de la mesure. Plus précisement, tous les
exposants de Lyapunov de toutes les mesures invariantes qu’elle supporte sont
uniformément bornés loin de zéro. Remarquons qu’une tangence homocline ne
persiste pas aux perturbations. Par conséquent, on peut s’attendre à ce que
la Conjecture 3 ait une réponse positive. Ceci est le prochain résultat de cette
thèse. C’est un travail en collaboration avec C. Cheng, S. Crovisier, S. Gan et
D. Yang, voir [29].
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Théorème B. Pour un difféomorphisme C1-générique f ∈ Diff1(M), une
classe homocline H(p) qui n’est pas hyperbolique porte une mesure ergodique
non hyperbolique µ.

Soulignons que le même résultat n’est pas valable pour les classes apériodi-
ques: [18] a construit un ensemble ouvert de difféomorphismes dont les élé-
ments C1-génériques ont des classes apériodiques qui supportent seulement des
mesures ergodiques hyperboliques. Nous n’avons pas de réponse à la Conjec-
ture 2. Une approche possible serait de répondre au problème suivant, voir [2,
Conjecture 1], [14, Conjecture 1] ou [36, Section 6.2.Ia].

Conjecture 4. Un difféomorphisme C1-générique qui est non hyperbolique
possède une classe homocline non hyperbolique.

Nous commentons à présent les techniques permettant d’obtenir des mesures
ergodiques ayant un exposant de Lyapunov nul.

Dans le cas particulier où une classe homocline H(p) a une décomposition
partiellement hyperbolique Es⊕Ec⊕Eu, avec dim(Ec) = 1, alors, la classe est
hyperbolique si et seulement si toutes ses mesures ergodiques ont un exposant
de Lyapunov central non nul, de même signe ; chaque mesure hyperbolique
est alors approchée par des orbites périodiques hyperboliques de même indice
(voir [34] et Proposition 2.45 ci-dessous).

Par conséquent, si H(p) n’est pas hyperbolique, soit elle supporte une
mesure ergodique non hyperbolique (comme souhaité), soit elle contient deux
orbites périodiques hyperboliques d’indices différents. Dans le second cas,
il est possible de construire une mesure non hyperbolique qui mélange les
deux orbites périodiques, en utilisant certaines propriétés de pistage. Ceci
a été développé dans de nombreux travaux, [46, 41, 22, 13] entre autres.
L’hyperbolicité partielle sur un sous-ensemble de la classe est suffisante pour
cet argument, voir par exemple le Théorème 2.

La difficulté principale de la preuve du Théorème B est d’obtenir des points
périodiques d’indices différents dans une même classe homocline non hyper-
bolique. Ceci est réalisé sous de nouvelles hypothèses, gràce au Théorème A
(qui produit des orbites périodiques faibles) combiné à [17] (pour les trans-
former en des cycles hétérodimensionnels). Il y a encore des cas où nous ne
parvenons pas à obtenir ces points périodiques (voir les discussions dans la Sec-
tion 4.5 ci-dessous), mais l’existence de mesures non hyperboliques est assurée.

Nous discutons maintenant de différrentes propriétés de ces mesures non
hyperboliques.

Plusieurs exposants de Lyapunov nuls Pour les mesures ergodiques non
hyperboliques mentionnées ci-dessus nous ne pouvons que garantir l’existence
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d’un seul exposant de Lyapunov nul. L’exemple de [12] montre qu’il y a des
systèmes de fonctions itérées (IFS) qui présentent robustement des mesures
ergodiques non hyperboliques avec tous leurs exposants de Lyapunov nuls.
Pour les classes homoclines, on peut se poser la question suivante :

Question 2. Sous quelle hypothèse, existe-t-il une mesure ergodique non hy-
perbolique supportée sur une classe homocline et ayant plus d’un exposant de
Lyapunov nul ?

Le résultat de [41] dit que, génériquement, si une classe homocline contient
des points périodiques d’indices différents, alors, la classe supporte une mesure
ergodique non hyperbolique, voir le Théorème 2. Inspiré par ce résultat, on
souhaite considérer la question suivante :
Si une classe homocline contient des orbites périodiques d’indices i et j re-
spectivement, où i < j, est-ce qu’il existe une mesure ergodique supportée sur
la classe homocline, telle que les exposants de Lyapunov (i+ 1) à j sont tous
nuls ?

Évidemment, ce n’est pas vrai si la classe homocline a une décomposition
dominée E ⊕ F avec i < dim(E) < j. Que se qui se passe-t-il s’il n’y a pas de
telle décomposition dominée ? Nous énonçons un travail en collaboration avec
J. Zhang [72], qui répond partiellement à la Question 2. Rappelons que pour
une décomposition dominée E ⊕ F , nous appelons dim(E) son indice.

Théorème 3 ([72]). Pour un difféomorphism C1-générique f ∈ Diff1(M),
considérons un point périodique hyperbolique p. Soit H(p) une classe homocline
satisfaisant les propriétés suivantes :

– la classe homocline H(p) contient deux points périodiques hyperboliques
q1, q2 d’indices i et j respectivement, où i < j,

– la classe homocline H(p) n’a pas de décomposition dominée d’indice k
pour tout k = i+ 1, · · · j − 1.

Alors il y a une mesure ergodique µ satisfaisant dont le kème exposant de Lya-
punov est nul pour tout k = i+ 1, · · · j, et son support est H(p).

Nous ne donnerons pas la preuve du Théorème 3 dans la thèse.

Support Le Théorème B et le Théorème 2 permettent d’obtenir des mesures
ergodiques non hyperboliques supportées sur une classe homocline. On s’intéresse
à la question suivante:
Est-ce que les supports des mesures ergodiques non hyperboliques peuvent être
la classe homocline tout entière ?

La réponse est connue dans certains cas, voir par exemple le Théorème 3 ci-
dessus. Un résultat précédent [22] avait montré que, pour les difféomorphismes
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C1-génériques, si une classe homocline a une décomposition dominée en trois
fibrés E ⊕ F ⊕G avec dim(F ) = 1, et si elle contient deux orbites périodique
d’indices respectifs dim(E) et dim(E) + 1, alors il y a une mesure ergodique
non hyperbolique µ, dont l’exposant de Lyapunov le long de le fibré F est nul
et dont le support est la classe homocline toute entière .

Nous donnerons un résultat plus général que celui proposé par [22] en la
Section 5.4 : il dit que, génériquement, si une classe homocline contient des
points périodiques d’indices différents, alors elle porte une mesure ergodique
non hyperbolique, dont le support est la classe homocline tout entière. Ce
résultat généralise également le Théorème 2.

Existence robuste On voudrait aussi savoir si l’existence de mesures er-
godiques non hyperboliques est une propriété robuste, comme pour la Con-
jecture 2. Une question similaire a été soulevée dans [12] pour les mesures
ergodiques comportant plus d’un exposant de Lyapunov nul.

Question 3. Existe-t-il un ensemble ouvert U de difféomorphismes possédant
une mesure ergodique ayant plus d’un exposant de Lyapunov nul ?

Autres questions D’autres questions concernant des mesures ergodiques
non hyperboliques supportées par des classes homoclines peuvent être posées.
Bonatti a proposé les deux suivantes :
(1) Est-ce qu’il existe une telle mesure d’entropie positive?
Ceci a été obtenu dans [13] pour les classes homoclines contenant des points
périodiques d’indices différentes.
(2) Considérons l’adhérence de l’ensemble des mesures ergodiques dont le ième

exposant de Lyapunov s’annule. Est-ce un ensemble convexe ?

1.1.4 Décompositions dominées sur les classes apériodiques
stables au sens de Lyapunov

On souhaite aussi étudier les classes de récurrence par chaînes qui admettent
une base de voisinages attractifs, par exemple [7, 19, 37, 62, 80]. Rappelons
qu’un ensemble compact invariant K est stable au sens de Lyapunov, si pour
chaque voisinage U de K, il y a un autre voisinage V , tel que fn(V ) ⊂ U pour
tout n ≥ 0. Et K est appelé bi-stable au sens de Lyapunov, si il est stable au
sens de Lyapunov pour f et f−1.

Par [34, 39, 81], pour les difféomorphismes C1-génériques loin des bifurca-
tions homoclines (ou des tangences homoclines seulement), une classe apériodi-
que est partiellement hyperbolique avec un fibré central de dimension 1. Les
travaux [37, 80] ont prouvé que, pour un difféomorphisme C1-générique loin
des bifurcations homoclines, une classe apériodique ne peut pas être stable au
sens de Lyapunov. Mais dans [19], il est montré qu’il y a un ensemble ouvert

9



PhD Thesis of Peking University & Université Paris-Sud 11

U ⊂ Diff1(M), tel que, les difféomorphismes génériques f ∈ U ont un nombre
infini de classes apériodiques qui sont bi-stables au sens de Lyapunov, et qui
n’admettent pas de décomposition dominée. Dans [62], Potrie a prouvé que,
pour les difféomorphismes C1-génériques, si une classe homocline est bi-stable
au sens de Lyapunov, alors elle admet une décomposition dominée non-triviale,
et sous certaines hypothèses, elle coïncide avec la variété tout entière. Il y a
aussi beaucoup d’autres résultats pour des classes homoclines stables au sens
de Lyapunov dans [62, 7].

Nous exposons ici une conjecture sur les classes apériodiques par Crovisier
dans son rapport pour l’ICM 2015, qui implique la non-existence de classe
apériodique pour les difféomorphismes C1-génériques loin des bifurcations ho-
moclines (ou des tangences homoclines).

Conjecture 5 ([36]). Soit f ∈ Diff1(M) un difféomorphisme C1-générique et
Λ une classe apériodique de f . Soit Es ⊕ Ec ⊕ Eu la décomposition dominée
sur Λ telle que le fibré Es est le sous-fibré contracté maximal et le fibré Eu est
le sous-fibré dilaté maximal. Alors le fibré Ec a une dimension au moins égale
à deux et n’admet aucune décomposition dominée non-triviale.

Le Théorème suivant est le troisième résultat de cette thèse, voir [70]. Il
affirme qu’une décomposition dominée non-triviale sur une classe apériodique
stable au sens de Lyapunov est en fait une décomposition partiellement hy-
perbolique pour les difféomorphismes C1-génériques. Ceci donne une réponse
partielle à la Conjecture 5.

Théorème C. Pour un difféomorphisme C1-générique f ∈ Diff1(M), si une
classe apériodique Λ stable au sens de Lyapunov de f admet une décomposition
dominée TΛM = E⊕F , alors, ou bien le fibré E est contracté, ou bien le fibré
F est dilaté.

Comme conséquence du Théorème C, pour les difféomorphismes C1-génériq-
ues, si on considére la décomposition dominée Es⊕Ec⊕Eu sur une classe apéri-
odique stable au sens de Lyapunov, pour laquelle le fibré Es est le sous-fibré
contracté maximal et le fibré Eu est le sous-fibré dilaté maximal, alors le sous-
fibré Ec n’admet aucune décomposition dominée non-triviale. En outre, par
les arguments de [36, 37], en utilisant le “modèle central” construit dans [33],
on sait que la dimension du sous-fibré Ec est au moins de deux. Par con-
séquence, la Conjecture 5 est valable pour les classes apériodique stables au
sens de Lyapunov.

Nous remarquons que l’énoncé du Théorème C n’est pas valable pour les
classes homoclines, ce qui montre que l’apériodicité est une hypothèse es-
sentielle. En effet, [27] a construit un difféomorphisme robustement transi-
tif de T4, pour lequel la variété entière est une classe homocline stable au
sens de Lyapunov, et n’admettant qu’une décomposition dominée E ⊕ F avec
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dim(E) = dim(F ) = 2. De plus, il y a des orbites périodiques de toutes les
indices possibles, ce qui implique que ni E est contracté, ni F est dilaté.

Avec le Théorème C, on peut obtenir qu’un (et seulement un) des deux sous-
fibrés E et F est hyperbolique, mais on ne sait pas lequelle. Pour un point x
contenu dans une classe de récurrence par chaînes stable au sens de Lyapunov,
l’ensemble instable W u(x) = {y ∈ M : limn→+∞ d(f−n(x), f−n(y)) = 0} est
aussi contenu dans la classe. Par conséquent, si le sous-fibré F est dilaté,
par [51], la classe apériodique stable au sens de Lyapunov est feuilletée par les
variétés instables qui sont tangentes au sous-fibré F ; par conséquent, elle ne
peut pas être minimale. Nous conjecturons que ce cas n’est pas possible.

Conjecture 6. Pour un difféomorphisme C1-générique f ∈ Diff1(M), si une
classe apériodique Λ stable au sens de Lyapunov de f admet une décomposition
dominée TΛM = E ⊕ F , alors le fibré E est contracté.

Bonatti et Shinohara ont un programme pour construire des classes apériod-
iques avec une décomposition dominée non-triviale. Puisque les classes apériod-
iques ne sont pas isolées, ces exemples ne sont pas facile à construire. Même
la construction des classes homoclines stables au sens de Lyapunov non isolées
est délicate, voir [26].

En fait, chaque classe apériodique bi-stable au sens de Lyapunov construité
dans [21] est un ensemble de Cantor minimal, et elle n’admet aucune décom-
position dominée non-triviale. Par conséquent, nous énonçons une seconde
conjecture, qui est évidemment vraie si la Conjecture 6 est vraie.

Conjecture 7. Pour un difféomorphisme C1-générique f ∈ Diff1(M), si une
classe apériodique Λ de f est bi-stable au sens de Lyapunov, alors elle n’admet
pas de décomposition dominée non-triviale.

Un résultat [82] lié à la Conjecture 7, affirme que, si un difféomorphisme
est minimal (la variété entière est alors une classe apériodique stable au sens
de Lyapunov), alors il n’admet aucune décomposition dominée non-triviale.
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5,� [20]. 3Palisßÿ�¡k��1�c÷ó�,� [24, 33, 34, 37, 39,

64].

þã?Ø´'uV­5��N{N.<��¬ïÄ/ÛÜ�0�V­5,�

Ò´ÄåXÚ��Ä�¬þ�V­5. �©Ó��Äå5��ª´Ny3@


äk�½£E5�:�8Üþ,'Xóóó£££EEE888, Ùq�±�©)�pØ��

�Ø�2©)�óóó£££EEEaaa,� [30]. éu C1 Ïk�©Ó�,±Ï;3ó£E8

¥´È��,�?Û���¹��±Ï: p �ó£EaÒ´ÙÓÓÓ���aaaµp :

12
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;��­½6/ÚØ­½6/î��:�4�,� [15, 32]. l
éu C1 Ïk

�©Ó�,ü�Ó�a½ö­Ü½öpØ��,
ù:éu����©Ó�´

Øé�. ���¹e,=¦´ C1 Ïk�©Ó�,�¬�¹Ã¡õ�Ó�a. ·

�¡��Ø�¹±Ï:�ó£Ea����±±±ÏÏÏaaa.

�©òÏLÓ�a�¹�f±Ï;½öÙ| ��V­H{ÿÝ5�x

Ù�V­5. ,	,�©��Ñ
'u�±Ïa���(J,±9�7 Palis ß

ÿ��
?Ø.

1.2.2 Hyperbolicity versus weak periodic orbits (Chinese)

·�ïÄ��[«­½5ßÿ,
qäk�«/S305��¯K. PalisÚ

Smale JÑ�­½5ßÿäó,XJ���©Ó� f ´(�­½�,@oÙ´

V­�£=÷vún A ÚÃ�^�¤. ���r�/ª´XJ f ´ Ω−­½

�,@oÙ´V­�. ùü�­��ßÿ©Od Mañé [55] Ú Palis [57] )û.

3ïÄ­½5ßÿ�û�L§¥,£�²6Ä�¤�©Ó� f ±

9Ù6Ä���©Ó� g �±Ï;�5�áÚ<��5¿å. 
ì

7 [53] Ú Mañé [54] Õá�JÑ��ßÿ£(��`´��vk��5

�Y�¯K¤,=(ÒßÿµXJ�©Ó� f ±Y�vk�V­±Ï;,@o

Ù´V­�. ��b�,(Ò^�²w�' Ω−­½�f,l
(Òb���@

�´­½5ßÿ�,�£r¤/ª. (Òßÿd Aoki Ú Hayashi [6, 50] )

û. �
��©�(J?1é',·�ò¦��(J�ã�Ïk/ª.

£��e,d Oseledets ½n [56],éu�©Ó� f ∈ Diff1(M) ���

ØCH{ÿÝ µ, �3 d �~ê χ1(µ, f) ≤ χ2(µ, f) ≤ · · · ≤ χd(µ, f),÷

v,éu µ A�??�: x ∈ M ±9?¿�þ v ∈ TxM \ {0}, �3 i ∈

{1, 2, · · · , d},¦� limn→+∞
1
n

log ‖Dfn(v)‖ = χi ¤á. ù d�~ê χi(µ, f)¡

� µ � Lyapunov ���êêê. XJ µ�¤k Lyapunov �êÑ�",@o¡ µ VVV

­­­. AO�,XJ µ ´²þ©Ù3��±Ï;� Orb(p) þ��fÿÝ, @

o µ � Lyapunov �ê�¡�±Ï; Orb(p) £½ö±Ï: p ¤� Lya-

punov ���êêê.

13
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½½½nnn 1 ([6, 50]) éuÏk��©Ó� f ∈ Diff1(M),XJ f ØV­,@

o7kf±Ï;µ�3��±Ï;¦�Ù,� Lyapunov �êªu 0.

<�g,��Ä½n 1 éu���©Ó��Ä�¬,�Ò´Ó�

a,´ÄE,¤á. £�,ü�V­±Ï: p Ú q ¡�ÓÓÓ������'''�,X

J W u(Orb(p)) � W s(Orb(q)) k���î��:,��½,. ��V­

±Ï: p �Ó�a��u¤k�ÙÓ��'�±Ï:�¤�8Ü�4�.e

¡´©z [39] JÑ���¯K.

¯̄̄KKK ([39] ¥Problem 1.8) éuÏk��©Ó� f ∈ Diff1(M) ±9?

ÛÓ�a H(p),´Äkµ

• ½ö H(p) V­,

• ½ö H(p) �¹� p Ó��'�f±Ï;º

¢Sþ,�±��y²£^­½5ßÿ�²;y²�{¤,Ó�a H(p) N

C�½�3f±Ï;.�´·�Ø��f±Ï;´Ä�¹3Ù¥. �,,XJ

b�Ó�a H(p) ´�á�,@o/3NC0Ò�u/3Ù¥0. ùp�'�

:3u=¦éu C1 Ïk��©Ó�,��Ó�a H(p) �Ø´k��á�

£�UkÃ¡õ�a¤. e¡·��ã�©�1��(J,ù�Ñ5þã¯K

����½£�,� [69, 71].

½½½nnn A. éuÏk��©Ó� f ∈ Diff1(M),XJ��Ó�a H(p) Ø

V­,@o H(p) �¹� p Ó��'�f±Ï;.

5¿�,�­½5ßÿ�²;?ØØÓ�´,ùp½n A äó�½kf±

Ï;,Ø==´3 H(p) NC,
�¢Sþ´3Ù¥. ù´½n A �'�¤

3.3y²�z�Ú½¥,·���yÏL6Ä���±Ï;�¹3Ó�a¥.

lù�¿Âþù,ù�¯K´äk/S3�05�,
­½5ßÿ�²;?Ø

3ùp1ØÏ.

©z [55] ¥,Mañé Ú\���~k^�Ún£Theorem II.1¤,3,
b

�e5��f±Ï;. Ù�ã�~E|z,
� Mañé��©y²�~E,,·

�Ø3�©¥�Ñ�ã. Äué Mañé �y²���?�,Bonatti,[�ÅÚ

14
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������'uÓ�a�(J,� [25]. 3ùp·��Ñ,� [55] ¥ Theo-

rem II.1 Ú [25] �(JØÓ,½n A ¥kÏkb�. �Ò´`½n A ´��

6Ä(J,�U¿Ø´é¤k��©Ó�Ñ¤á.

·��Ñ,½n A ¥�Ïkb�´'��. ©z [66, 28] �E
�

�~f,ÏL»�­¡þ���©Ó�ëêx�V­�êL,��V­X

Ú8Ü>.þ����©Ó�. dXÚ���Ó�a¥¹kÓ��.d

uÓ����3,��ù�Ó�aØV­. ,
,dÓ�a| �¤kH

{ÿÝ� Lyapunov �ê´���l"�,AO�,Ó�a¥¤k±Ï;

� Lyapunov �ê´���l"�.

£��e,��;�ØC8 Λ þ���������©©©))) E ⊕ F ´ TΛM þ��

� Df ØC�©), 
� Df ÷fm E þ���Ù÷fm F þ����.

¡ Λ ´ÜÜÜ©©©VVV­­­�,XJ TΛM k©)�n�fm Es ⊕ Ec ⊕ Eu���©

), ÷vfm Es Ú Eu ´V­�,� Definition 2.6. äk��©)��V­

Ó�a�~f�� [31, 40, 65],
ù
~f¥�Ó�aÑ´�¹f±Ï;�.

d [65] �(Ø��,éu­¡þ C2 �©Ó�,vkØ¹f±Ï;
äk��

©)��V­Ó�a. ù�:éu C1 XÚ´���.·�ke¡��¯K.

¯̄̄KKK 1 ´Ä�3���©Ó� f ∈ Diff1(M) ±9���V­Ó�

a H(p),÷v H(p) äk�²���©),
� Orb(p) Ó��'�¤k±Ï

;� Lyapunov �ê´���l"�º

éuÄåXÚ�N©a,�kÙ¦�ßÿ.£�,��V­±Ï: p �ÓÓÓ���

���,´ W u(p) Ú W s(p) ��î��:. ¡���©Ó�¹kÉÉÉ������,XJ�

3ü�ØÓ���III£­½�ê¤�±Ï: p Ú q, ÷v W s(p) ∩W u(q) 6= ∅ ±

9 W s(q) ∩W u(p) 6= ∅. ´�?Û¹kÓ��ÚÉ����©Ó�Ñ´ØV

­�.Palis [58, 59] ßÿùü«y�´V­5���{N. ù�ßÿ����

/d [64] )û,
3p��/,©z [34, 39, 37] ��
é��?ÐµÏk�

¹e,�lÓ��ÚÉ���XÚäk,
fV­5£Ü©V­½ö��V

­¤. Äu±��ó�,Bonatti Ú DíazßÿV­XÚÚäkÉ���XÚ�

¤�8Ü3�©ÄåXÚ�m¥È�,� [14, 20].

15
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dFranksÚn [42, 48],·��±ÏL6ÄUCf±Ï;��I,�´·�

Ø��6Ä����±Ï;´Ä�3�Ó�a¥. ·�ke¡�ßÿ,�±ò

Ùw� Palis ßÿ3Ó�aþ��«S3/ª.

ßßßÿÿÿ 1 ([14, 17, 20, 34]) éuÏk�©Ó� f ∈ Diff1(M),XJ��Ó

�a H(p) ØV­,@o�3�IØÓu p �±Ï: q ∈ H(p).

1.2.3 Hyperbolicity versus non-hyperbolic measures (Chi-
nese)

w,,XJ���©Ó�k���V­H{ÿÝ,@oÙ�½ØV­£=÷

vún A ÚÃ�^�¤. ��KØ,,� [10, 28],�´�X Díaz Ú Gorodet-

ski [41]�ßÿ,·�Ï"éu;.�XÚ,��½,,

ßßßÿÿÿ 2 ([41] ¥ Conjecture 1) éu r ≥ 1,�3 Diffr(M) ¥�mÈf

8 U ,¦�?¿�©Ó� f ∈ U , ½öV­,½ök�V­H{ÿÝ.

5¿�,XJ·�òmmmÈÈÈO�¤ÈÈÈ,@oßÿ 2 g,¤á, ù´(Òßÿ

�����íØ.����f�:�/ª,´�ÄÏk��©Ó�.��eã

½n 2 ���íØ, éu���ÅÅÅ�©Ó�µÙ¤k�Ó�a´±Y�á�, ß

ÿ 2 �Ïk/ª´¤á�,� [41].

½½½nnn 2 ([41] ¥ Theorem 1) éuÏk�©Ó� f ∈ Diff1(M),XJ��

Ó�a�¹ØÓ�I±Ï;, @oÙþ7| ���V­H{ÿÝ µ.

�X·�31 1.2.2 !¥¤J,��5`,=¦´é C1 Ïk��©Ó�,Ó

�a  Ø´�á�. ½n 2 L²,�)ûßÿ 2, �Iy²?Û����Å

�©Ó�Ñk��Ó�a�¹ØÓ�I�±Ï;.

·�Ï"½n 2 ���/ª´¤á�,ù�´ [41] �ßÿ.

ßßßÿÿÿ 3 ([41] ¥ Conjecture 2) éuÏk�©Ó� f ∈ Diff1(M),?Û�

�Ó�a½öV­,½ö|±���V­H{ÿÝ.

·��Ñ,ßÿ 3 éu����©Ó�´Øé�. ©z [66, 28] ¥�~f

´��¹kÓ��l
ØV­�Ó�a,
Ù3ÿÝ¿Âþù´��V­�.
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(��`,ù�Ó�a| �¤kØCÿÝ�¤k Lyapunov �ê´���l

"�. ,
,Ó��36Äe¬�»�,l
·�Ï"�Ñßÿ 3 ���½�

�Y. ù�´�©�1��(J,ù´�ö�§ª!S. Crovisier![�ÅÚ


��Ü����(J,� [29].

½½½nnn B. éuÏk�©Ó� f ∈ Diff1(M),��ØV­Ó�a H(p) 7

| ���V­H{ÿÝ µ.

·�rN�e,Ó���ãéu�±Ïa´Ø¤á�µ©z [18] �E
�

©ÄåXÚ�m���mÈ8Ü,÷véuÙ¥ C1 Ïk���,Ù�±Ïa

�| V­H{ÿÝ. ·�ØU�Ñßÿ 2 ��£�. ���U�}Á´£

�eãßÿ,� [2, Conjecture 1], [14, Conjecture 1] ½ö[36, Section 6.2.Ia].

ßßßÿÿÿ 4 ?Û C1 Ïk�©Ó�XJØV­,K7�¹�V­Ó�a.

·�5�ã�e���V­H{ÿÝ��
E|.

3�
AÏ�/e,'XÓ�a H(p) k¥%��Ü©V­©) Es⊕Ec⊕

Eu, d�Ó�aV­��=�Ù| �¤kH{ÿÝ¥%�ê�"�ÎÒ�

�. ?Û��V­ÿÝ�±�Ó�a¥�Ó�I�±Ï;%C,� [34] ±9�

©¥ Proposition 2.45. l
XJ H(p) ØV­,K�oÙ| ���V­ÿÝ

£�X·�¤Ï"�¤,�oÙ�¹ØÓ�I±Ï;. 31�«�/e,��

�U��{´^,«�l5�,ÏL·Üü�ØÓ�I±Ï;5�E�V­

ÿÝ. ù«E|3éõó�¥^�,Ù¥'X [46, 41, 22, 13]. ¢Sþ,éuù

«?Ø,Ó�a���f8þ�Ü©V­©)Òv

,'X½n 2.

y²½n B �Ì�(J´3Ó�a¥��ØÓ�I±Ï;. (Ü½

n A£��f±Ï;¤±9 [17] ¥�(J£òf±Ï;6ÑÉ��¤, ·�

�±3�
#��½e��ØÓ�I±Ï;. 3�
�/e,·�E,ØU�

�ù��±Ï;£��© Section 4.5 ¥�?Ø¤,�´�V­H{ÿÝ��

35�±�y.

·�25?Ø�V­H{ÿÝ��õ�5�.

17
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õõõ���òòòzzz Lyapunov ���êêê þ©¥J���V­H{ÿÝ�U�yk��

òz� Lyapunov �ê. 
©z [12] ¥�~fL²,�3±Y�S�¼êX

Ú£IFS¤| ¤k Lyapunov �êÑòz��V­H{ÿÝ. Ó�éuÓ�

a,·��±JÑaq�¯Kµ

¯̄̄KKK 2 3Û«^�e,�3��| 3Ó�aþ�õ� Lyapunov �ê

òz��V­H{ÿÝº

©z [41]�(JL²,Ïk^�e,XJ��Ó�a�¹ØÓ�I±Ï;,

@oÙ7| ���V­H{ÿÝ,�½n 2. Äud(J,·��±�Äeã

¯Kµ

XJ��Ó�a�¹�I©O� i Ú j �±Ï;,Ù¥ i < j, ´Ä�3�V

­H{ÿÝ,Ù1 i+ 1 ��1 j � Lyapunov �êþòzº

w,,XJÓ�ak��©) E ⊕ F ,÷v i < dim(E) < j,@oþã¯K

´Ø¤á�. XJÓ�a��©)¬N�Qº·�5�ã�©�ö�Ü7u

�C���Ü�(J [72], ù�Ñ
¯K 2 ���Ü©)�. £��e,·�

¡ dim(E) �����©) E ⊕ F ����III.

½½½nnn 3 ([72]) éuÏk�©Ó� f ∈ Diff1(M),�Ä��V­±Ï: p.

b�ÙÓ�a H(p) ÷v±e5�:

– Ó�a H(p) �¹�I©O� i Ú j �±Ï; q1, q2,Ù¥ i < j¶

– é?¿ k = i+ 1, · · · , j − 1,Ó�a H(p) �vk�I� k ���©).

@oÓ�a H(p) | ��H{ÿÝ µ,Ù|8���Ó�a H(p),�Ù

1 i+ 1 ��1 j � Lyapunov �êþòz.

�©¥Ø�Ñ½n 3 �y².

|||888 ½n BÚ½n 2 U��| 3Ó�aþ��V­H{ÿÝ. ·�g,

�±¯±e'uÙ|8�¯Kµ

| 3Ó�aþ��V­H{ÿÝ�|8U´��Ó�aíº

18
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3�
�¹e·��±�Ñ�½�Y,'X½n 3. ©z [22] y²
,é

u C1 Ó��©Ó�,XJ��Ó�ak¥%����©) E ⊕ F ⊕ G, ��

¹�I©O� dim(E) Ú dim(E) + 1 �±Ï;,@odÓ�a| ��÷f

m F �� Lyapunov �êòz��V­ÿÝ, �dÿÝ�|8���Ó�a.

·�31 5.4 !�Ñ
 [22] �������(JµÏk�¹e,XJ��

Ó�a�¹ØÓ�I±Ï;,@oÙ| ��|8���Ó�a��V­H

{ÿÝ. ù�(JÓ��´½n 2 ���í2.

±±±YYY���333555 <�Ó����Ä�V­H{ÿÝ¬Ø¬±Y�3,'Xß

ÿ 2. ©z [12] ékõ�òz Lyapunov �ê�H{ÿÝJÑ��aq�¯

Kµ

¯̄̄KKK 3 ´Ä�3�©Ó��m¥���m8 U ,¦�?Û f ∈ U Ñk

��õ� Lyapunov �êòz�H{ÿÝº

ÙÙÙ¦¦¦¯̄̄KKK ·��±JÑ'uÓ�a| ��V­H{ÿÝ�õ�¯K,e

¡´ Bonatti JÑ�ü�µ

(1) ´Ä�3ù���V­H{ÿÝÙÿÝ���º

©z [13] éu�¹ØÓ�I±Ï;�Ó�a�Ñù�¯K���)�.

(2) �Ä¤k1 i � Lyapunov �êòz�H{ÿÝ8Ü�4�,ù�8Ü´

Ø´��à8º

1.2.4 Dominated splitting over Lyapunov stable aperi-
odic classes (Chinese)

<��¬ïÄ�akØ ���AÏó£Ea,'X©z [7, 19, 37, 62, 80].

¡��;�ØC8Ü K ´ Lyapunov ­­­½½½�,XJéu K �?Û�� U ,�

3 K �,	���� V , ¦�éu n ≥ 0,·�k fn(V ) ⊂ U . XJ K é

u f Ú f−1 Ñ´ Lyapunov ­½,·�¡ K ´VVV��� Lyapunov ­­­½½½.

d [34, 39, 81],·���,éu�lÓ�6Ä£½ö�´Ó��¤� C1 Ï

k�©Ó�,���±Ïa´¥%��Ü©V­�. ©z [37, 80] y²
�
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lÓ�6Ä� C1 Ïk�©Ó�,?Û�±ÏaÑØ´ Lyapunov ­½�.


 [19] �(JL²,�3 Diff1(M) ���mf8 U , ÷véuU ¥Ïk��

©Ó� f �¹Ã¡õ�V� Lyapunov ­½�vk�²���©)��±

Ïa. 3©z [62] ¥,Potrie y²
éu C1 Ïk�©Ó�,XJ��Ó�a

´V� Lyapunov ­½�,@oÙþ7k�²����©), 
�3,
�¹

e,ù�Ó�a´��6/. 'u Lyapunov ­½�Ó�a�Ù¦�
(J�

� [62, 7].

·��ã Crovisier 32015cISêÆ[�¬£ICM¤�w¥JÑ�'u

�±Ïa���ßÿ,ù�ßÿL² C1 Ïk�lÓ�6Ä(½Ó��)��©

Ó�´vk�±Ïa�.

ßßßÿÿÿ 5 ([36]) �Ä�� C1 Ïk�©Ó� f ∈ Diff1(M) ±9 f ���

�±Ïa Λ.b� Es ⊕ Ec ⊕ Eu ´ Λ þ���©), ÷v Es ´���Ø 

fm
 Eu ´���*Üfm.@ofm Ec �ê��´��,¿� Ec vk�

²����©).

e¡�½n´�©�1n�(J,Ùäóéu C1 Ïk�©Ó�,�

� Lyapunov ­½��±Ïaþ��²���©)¢Sþ´��Ü©V­©

). ù�Ñ
ßÿ 5 ���Ü©)�.

½½½nnn C. éÏk��©Ó� f ∈ Diff1(M),XJ�� Lyapunov ­½�

�±Ïa Λ k��©) TΛM = E ⊕ F , @o½öfm E ´Ø �,½öf

m F ´*Ü�.

½n C ���íØL²,XJ·��Ä�� Lyapunov ­½��±Ïaþ

���©) Es ⊕ Ec ⊕ Eu, ÷v Es ´���Ø fm
� Eu ´���*

Üfm,@ofm Ec vk?Û�²���©). ,	,Uì [36, 37] ¥'u

é [33] ¥�E�/¥%�.0�?Ø,·��±��d� Ec ��´��. ù

�·���ßÿ 5 éu Lyapunov ­½��±Ïa´¤á�.

ùp·��Ñ½n C éuÓ�a´Ø¤á�,ùL²�±Ïb�´

7��. ©z [27] �E
 T4 þ��±YD4��©Ó�,l
��6/

´V� Lyapunov ­½�Ó�a. 
ù�Ó�a�k���²���©
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) E ⊕ F ,Ù¥ dim(E) = dim(F ) = 2. ,	,6/þ¹k�«�U�I�±Ï

Q:,l
fm E ØØ ,fm F Ø*Ü.

d½n C,·��±��fm EÚ F ¥���£¢Sþ�k��¤´V­

�,�´·�¿Ø��V­�´=�l. éu Lyapunov ­½�ó£Ea¥�

?Û: x,ÙØ­½8 W u(x) = {y ∈ M : limn→+∞ d(f−n(x), f−n(y)) = 0} �

�¹3ù�ap. l
XJfm F ´*Ü�,d [51],ù� Lyapunov ­½�

�±ÏaÒ´d�u F ���Ø­½6/¡�¤�,?
�±��ÙØ´4

��. ·�ßÿù«y�´Ø¬u)�.

ßßßÿÿÿ 6 éuÏk��©Ó� f ∈ Diff1(M),XJ�� Lyapunov ­½�

�±Ïa Λ k��©) TΛM = E ⊕ F ,@ofm E ´Ø �.

Bonatti Ú Shinoharak��ïÄ�KÒ´�Ek�²���©)��

±Ïa. du�±ÏaØ´�á�,ù«~f¿ØN´�E. =¦´��á

� Lyapunov ­½�Ó�a��E�´'�E,�,� [26].

¢Sþ,©z [21] ¥�E�V� Lyapunov ­½��±ÏaÑ´4��x

÷8,
�ÙþÑvk�²���©). Äud¯¢,·�ke¡�ßÿ.´�

XJßÿ 6 ¤á,@oe¡�ßÿ�´¤á�.

ßßßÿÿÿ 7 éuÏk��©Ó� f ∈ Diff1(M),��V� Lyapunov ­½�

�±Ïaþvk?Û�²���©).

©z [82] ¥�(J´�ßÿ 7 �'�. Ù(J´,XJ���©Ó�´4

��£l
��6/´��V� Lyapunov ­½��±Ïa¤,@où�Ó�

vk?Û�²���©).
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1.3 Introduction (English)

1.3.1 Backgrounds

One of the goals of dynamical systems is to describe most of the systems,
i.e. a dense, residual, or open and dense subset. In the 1960’s, Abraham and
Smale [5, 68] found that the set of hyperbolic diffeomorphisms (i.e. satisfying
the axiom A and the no-cycle condition) is not dense in the space of dynamical
systems. Hence the study of dynamics beyond uniform hyperbolicity became
a major problem for dynamists since then. The lack of hyperbolicity may
be characterized in different ways. Let M be a compact smooth manifold
without boundary of dimension d and denote by Diffr(M) the space of Cr-
diffeomorphisms of M for any r ≥ 1.

– Thanks to the contributions of Liao, Mañé, Aoki and Hayashi [53, 54, 6,
50] to the C1-stability conjecture, it is known that any non-hyperbolic dif-
feomorphism can be perturbed as a diffeomorphism with a non-hyperbolic
periodic orbit. In particular a C1-generic diffeomorphism (i.e. diffeo-
morphism in a dense Gδ subset of Diff1(M)) which is not hyperbolic has
arbitrarily “weak” periodic orbits.

– Pesin’s theory [60] weakens the notion of hyperbolicity (non-uniform hy-
perbolicity), and gives a possible approach to characterize non-hyperbolic
behavior through the invariant measures.

– Another global obstruction to hyperbolicity is the famous homoclinic
bifurcation in the spirit of Poincaré: homoclinic tangency or heterodi-
mensional cycle, which are still related to periodic orbits. Palis conjec-
tured [58, 59] that any diffeomorphism can be Cr-approximated by one
which is hyperbolic or by one which exhibits a homoclinic bifurcation.
These bifurcations have strong dynamical consequences and can some-
times be strengthened as robust obstructions to hyperbolicity, see [20].
Several progresses have been obtained in the direction of this conjec-
ture [24, 33, 34, 37, 39, 64].

The above discussions are about the global obstructions of hyperbolicity.
One also would like to study the “local” non-hyperbolicity, that is the non-
hyperbolicity on a basic set of the dynamics. The dynamics concentrates
essentially on the set of points that have some recurrence properties, for ex-
ample the chain recurrent set, which splits into disjoint indecomposable chain
recurrence classes, see [30]. For C1-generic diffeomorphisms, periodic orbits
are dense in the chain recurrent set and any chain recurrence class containing
a periodic point p coincides with its homoclinic class : the closure of transverse
intersections between the stable and unstable manifolds of Orb(p), see [15, 32].
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Hence two homoclinic classes either coincide or are disjoint for C1-generic dif-
feomorphisms, but this is not true in general. Also, homoclinic classes are
generally infinite in number, even for generic diffeomorphisms. A chain recur-
rence class without any periodic point is called an aperiodic class.

This thesis will characterize the non-hyperbolicity of a homoclinic class via
weak periodic orbits inside or via non-hyperbolic ergodic measures supported
on it. We also state a result for aperiodic classes and do some discussions
related to Palis’ conjecture.

1.3.2 Hyperbolicity versus weak periodic orbits

We study a problem that is in spirit of the works of the stability conjecture
but with an “intrinsic" nature. The stability conjecture formulated by Palis
and Smale claims that if a diffeomorphism f is structurally stable then it is
hyperbolic (i.e. satisfying the axiom A and the no-cycle condition). A stronger
version of the conjecture claims that if f is Ω-stable then it is hyperbolic. These
two remarkable conjectures are solved by Mañé [55] and Palis [57], respectively.

During the long way of study of the stability conjectures, the attention
was more and more concentrated on periodic orbits of the (unperturbed) dif-
feomorphism f as well as its perturbations g. Liao [53] and Mañé [54] raised
independently a conjecture (more precisely, a problem without a tentative
answer), known as the star conjecture, stating that if f has no, robustly, non-
hyperbolic periodic orbits then it is hyperbolic. Being an assumption, the star
condition is clearly weaker than the Ω-stability. Hence the star conjecture is
regarded as another (strong) version of the stability conjecture. It has been
solved by Aoki and Hayashi [6, 50]. To compare more precisely with our result
below we state their results in a generic version.

Recall that, By Oseledets’ Theorem [56], for an invariant ergodic measure µ
of a diffeomorphism f ∈ Diff1(M), there are d numbers χ1(µ, f) ≤ χ2(µ, f) ≤
· · · ≤ χd(µ, f), such that, for µ-a.e. point x ∈M , and for any v ∈ TxM\{0}, we
have limn→+∞

1
n

log ‖Dfn(v)‖ = χi for some i ∈ {1, 2, · · · , d}. The d numbers
χi(µ, f) are called the Lyapunov exponents of the measure µ. We call µ a
hyperbolic measure, if all its Lyapunov exponents are non-zero. In particular,
if µ is an atomic measure distributed averagely on a periodic orbit Orb(p),
the Lyapunov exponents of µ are also called the Lyapunov exponents of the
periodic orbit Orb(p) (or of the periodic point p).

Theorem 1 ([6, 50]). For generic f ∈ Diff1(M), if f is not hyperbolic, then
there are weak periodic orbits: there exists a sequence of periodic orbits that
have a Lyapunov exponent converging to 0.

One would consider naturally whether Theorem 1 is true or not for the
basic sets of a diffeomorphism, that is for homoclinic classes. Recall that two
hyperbolic periodic points p and q are homoclinically related, if W u(Orb(p))

23



PhD Thesis of Peking University & Université Paris-Sud 11

has non-empty transverse intersections with W s(Orb(q)) and vice versa. A
homoclinic class of a hyperbolic periodic point p also equals the closure of the
set of periodic points that are homoclinically related to it. Below is a problem
raised in [39].

Problem (Problem 1.8 of [39]). Is it true that for generic f ∈ Diff1(M), and
any homoclinic class H(p), either

• H(p) is hyperbolic, or

• H(p) contains weak periodic orbits homoclinically related to p ?

In fact, it is straightforward to prove (following the classical proof of the
stability conjecture) that, there must be a weak periodic orbit arbitrarily near
H(p). But one do not know whether the weak periodic orbits are contained
inside. Of course, if the homoclinic class H(p) is assumed to be isolated, then
being “near" will be equivalent to being “inside". The point is that here H(p)
is not known to be isolated (there may be infinitely many classes), even for
C1-generic diffeomorphisms. Now we state the first result of the thesis, which
gives a positive answer to this problem, see [69, 71].

Theorem A. For generic f ∈ Diff1(M), if a homoclinic class H(p) of f is
not hyperbolic, then H(p) contains weak periodic orbits homoclinically related
to p.

Notice that, in contrast to the classical arguments of the stability conjec-
ture, here Theorem A claims there must be a weak periodic orbit not only
near, but actually inside H(p). This is the main point of Theorem A. At
each step of the proof, the periodic orbits created by perturbations have to be
guaranteed to lie strictly inside the homoclinic class. In this sense we say the
problem is of an “intrinsic" nature, and the classical arguments of the stability
conjecture do not pass through.

In [55], Mañé introduced a very useful lemma (Theorem II.1) to get weak
periodic orbits under certain hypothesis. The statement is very technical and
the original proof of Mañé is difficult, thus we will not state it here. Based
on a modification of Mañé’s proof, Bonatti, Gan and Yang have a result for
homoclinic classes, see [25]. We point out here that, different from Theorem
II.1 of [55] and the result of [25], there is a genericity assumption in Theorem A.
That is to say, the conclusion of Theorem A is a perturbation result and may
not be valid for all diffeomorphisms.

We point out here that the genericity assumption is essential in Theorem A.
There is an example given by [66, 28], showing that, by destroying hyperbolic
horseshoes in a parameterized family of diffeomorphisms on surface, there is a
diffeomorphism which is on the boundary of the set of hyperbolic diffeomor-
phisms, and which has a homoclinic class containing a homoclinic tangency
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inside. Hence the homoclinic class is not hyperbolic because of the existence
of the tangency. Moreover, all the Lyapunov exponents of all ergodic measures
are uniformly bounded away from 0, and in particular all the Lyapunov expo-
nents of all periodic orbits contained in the class are uniformly bounded away
form 0.

Recall that a dominated splitting E ⊕ F on an invariant compact set Λ is
an Df-invariant splitting of TΛM and the norm of Df along E is controlled by
that along F , and Λ is partially hyperbolic if TΛM splits into three bundles
Es ⊕ Ec ⊕ Eu which is a dominated splitting such that the extremal bundles
are hyperbolic and the center bundle is neutral (see Definition 2.6). Examples
of non-hyperbolic homoclinic classes with a dominated splitting can be found
in like [31, 40, 65], but the homoclinic classes in these examples contain weak
periodic orbits. For C2 diffeomorphisms on surfaces, by the conclusions of [65],
one can not give a non-hyperbolic homoclinic class with domination and with-
out weak periodic orbits, which is unknown in the C1 dynamics. Hence we
have the following question.

Question 1. Does there exist a non-hyperbolic homoclinic class H(p) with a
non-trivial dominated splitting for a diffeomorphism f ∈ Diff1(M) satisfying
that all the Lyapunov exponents of all periodic orbits homoclinically related to
Orb(p) are uniformly bounded away from 0 ?

There are other conjectures aimed to give a dichotomy of global dynamics.
Recall that a homoclinic tangency of a hyperbolic periodic point p is a non-
transverse intersection between W u(p) and W s(p). A diffeomorphism exhibits
a heterodimensional cycle if there are two hyperbolic periodic points p and q
with different indices (i.e. stable dimensions) such that W s(p) ∩W u(q) 6= ∅
and W s(q) ∩W u(p) 6= ∅. It is obvious that any diffeomorphism with either
a tangency or a heterodimensional cycle is not hyperbolic. Palis [58, 59] con-
jectured that these two phenomenons are the only obstacles for hyperbolicity.
This conjecture was solved by [64] in dimension 2, and for higher dimension,
works by [34, 39, 37] got progress: generically, far from homoclinic bifurcations,
the systems has some weak hyperbolicity (partially hyperbolic or essentially
hyperbolic). Based on the results afterwards, Bonatti and Díaz conjectured
that the union of diffeomorphisms that are hyperbolic and those with heterodi-
mensional cycles is dense in the space of diffeomorphisms, see [14, 20].

By the Franks’ lemma [42, 48], we can perturb weak periodic orbits to
get periodic orbits with different indices. But it is not clear whether these
periodic orbits are still contained in the non-hyperbolic homoclinic class after
perturbation. Thus we have the following conjecture, which is an intrinsic
version of Palis conjecture for homoclinic classes.

Conjecture 1 ([14, 17, 20, 34]). For generic f ∈ Diff1(M), a non-hyperbolic
homoclinic class H(p) contains a periodic point q ∈ H(p), whose index is
different from that of p.
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1.3.3 Hyperbolicity versus non-hyperbolic measures

Clearly if a diffeomorphism has a non-hyperbolic ergodic measure it can not be
hyperbolic (i.e. satisfying Axiom A and the no cycle condition). The converse
is not true in general, see [10, 28], but we may expect that it is the case for
typical systems, as conjectured by Díaz and Gorodetski in [41].

Conjecture 2 (Conjecture 1 of [41]). There is an open dense subset U ⊂
Diffr(M) where r ≥ 1, such that, every diffeomorphism f ∈ U either is uni-
formly hyperbolic or has an ergodic non-hyperbolic invariant measure.

Notice that Conjecture 2 is true if we replace open dense by just dense,
which is a direct corollary of the star conjecture. An alternative (weaker)
slightly different reformulation is to consider generic diffeomorphisms. As a
corollary of Theorem 2 below, the generic version of Conjecture 2 holds for tame
diffeomorphisms: those such that all homoclinic classes are robustly isolated,
see [41].

Theorem 2 (Theorem 1 of [41]). For generic f ∈ Diff1(M), if a homoclinic
class contains periodic points with different indices, then it supports a non-
hyperbolic ergodic measure µ.

As we have mentioned in Section 1.3.2, in general, a homoclinic class is
not isolated, even for C1-generic diffeomorphisms. Theorem 2 shows that to
settle the generic version of Conjecture 2, it is enough to prove that every wild
diffeomorphism (one which is not tame) has a homoclinic class which contains
periodic points with different indices.

One also expects that the generalization of Theorem 2 holds, as conjectured
in [41].

Conjecture 3 (Conjecture 2 of [41]). For generic f ∈ Diff1(M), every homo-
clinic class either is uniformly hyperbolic or supports an ergodic non-hyperbolic
invariant measure.

We point out here that, Conjecture 3 is not true for a general diffeomor-
phism. The example of [66, 28] is a homoclinic class which is not hyperbolic
because of the existence of homoclinic tangencies, but it is uniformly hyper-
bolic in the measure sense. To be precise, all Lyapunov exponents of all invari-
ant measures supported on the homoclinic class are uniformly bounded away
from 0. However, a homoclinic tangency is not persistent under perturbations,
hence one expects a positive answer to Conjecture 3, which is the next result
of this thesis. It is a joint work with C. Cheng, S. Crovisier, S. Gan and D.
Yang, see [29].

Theorem B. For generic f ∈ Diff1(M), a homoclinic class H(p) which is not
hyperbolic supports a non-hyperbolic ergodic measure µ.
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Let us emphasize that the same result does not hold for aperiodic classes:
[18] builds an open set of diffeomorphisms whose C1-generic elements have
aperiodic classes which only support hyperbolic ergodic measures. We do not
have an answer to Conjecture 2. A possible approach would be to answer
the following problem, see [2, Conjecture 1], [14, Conjecture 1] or [36, Section
6.2.Ia].

Conjecture 4. Any C1-generic diffeomorphism which is not hyperbolic has a
non-hyperbolic homoclinic class.

Let us comment the technics for getting ergodic measures with one zero
Lyapunov exponent.

In the special case a homoclinic class H(p) has a partially hyperbolic split-
ting Es ⊕ Ec ⊕ Eu, where dim(Ec) = 1, then the class is hyperbolic if and
only if all its ergodic measures have a non-zero center Lyapunov exponent,
with the same sign; any hyperbolic measure is approximated by hyperbolic
periodic orbits in the class with the same index (see [34] and Proposition 2.45
below). Hence if H(p) is not hyperbolic, either it contains a non-hyperbolic er-
godic measure (as required), or it contains two hyperbolic periodic orbits with
different indices. In this second case, it is possible to build a non-hyperbolic
measure by mixing the two period orbits, using certain shadowing properties.
This has been developed by many works [46, 41, 22, 13] among others. The
partial hyperbolicity on a subset of the class is enough for this argument, for
example Theorem 2.

The main difficulty in the proof of Theorem B is to obtain periodic points
with different indices in a same non-hyperbolic homoclinic class. This is
achieved under new settings, thanks to Theorem A (which produces weak
periodic orbits) combined to [17] (in order to turn them to heterodimensional
cycles). There are still cases where we do not manage to get such periodic
points (see the discussion in Section 4.5 below), but the existence of non-
hyperbolic measures is ensured then.

Let us discuss more properties of these non-hyperbolic measures.

Several vanishing Lyapunov exponents The non-hyperbolic ergodic mea-
sures mentioned above can only be assured to have one vanishing Lyapunov
exponent. The example in [12] shows that there exist iterated function sys-
tems (IFS) persistently exhibiting non-hyperbolic ergodic measures with all
the Lyapunov exponents equal to zero. For homoclinic classes, one can ask the
following question:

Question 2. Under what kind of assumption, dose there exist a non-hyperbolic
ergodic measure supported on a homoclinic class with more than one vanishing
Lyapunov exponents ?
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Results of [41] tell that, generically, if a homoclinic class contains periodic
points of different indices, then the class supports a non-hyperbolic ergodic
measure, see Theorem 2. Inspired by this result, we would like to consider the
question that:
If the homoclinic class contains periodic points of indices i and j respectively,
where i < j, does there exist an ergodic measure supported on the homoclinic
class such that all its (i+ 1)th to jth Lyapunov exponents vanish ?

Obviously, it is not true if the homoclinic class admits a dominated splitting
E ⊕ F with i < dim(E) < j. What happens when there is no such dominated
splitting over the class? We state a recent joint work with J. Zhang [72], which
partially answers Question 2. Recall that for a dominated splitting E ⊕F , we
call dim(E) its index.

Theorem 3 ([72]). For generic f ∈ Diff1(M), consider a hyperbolic periodic
point p. Assume the homoclinic class H(p) satisfies the following properties:

– there exist hyperbolic periodic points q1, q2 contained in H(p) of indices i
and j respectively, where i < j,

– there is no dominated splitting of index k for any k = i+ 1, · · · j − 1.

Then there exists an ergodic measure µ whose support is H(p), such that the
kth Lyapunov exponents of µ vanish, for all k = i+ 1, · · · j.

We would not give the proof of Theorem 3 in the thesis.

Support Theorem B and Theorem 2 can obtain non-hyperbolic ergodic mea-
sures supported on the homoclinic class. One consider a question that:
Can the supports of the non-hyperbolic ergodic measures be the whole homo-
clinic class ?

It is proved in some cases, for example Theorem 3 above. A previous
result by [22] proved that, for C1-generic diffeomorphisms, if a homoclinic class
admits a dominated splitting into three bundles E⊕F⊕G with dim(F ) = 1 and
if it contains both hyperbolic periodic orbits of indices dim(E) and dim(E)+1,
then there is a non-hyperbolic ergodic measure µ whose Lyapunov exponent
along the bundle F vanishes and whose support is the whole homoclinic class.

We give in Section 5.4 a general result of [22], which tells that, generically, if
a homoclinic class contains periodic points of different indices, then it supports
a non-hyperbolic ergodic measure with full support. This also generalized
Theorem 2.

Robustness of existence One also would like to see, whether the existence
of non-hyperbolic ergodic measures are robust, as one can see in Conjecture 2.
A similar question was raised in [12] for ergodic measures with more than one
vanishing Lyapunov exponents.
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Question 3. Does there exist an open set U of diffeomorphisms such that
any f ∈ U has an ergodic measure with more than one vanishing Lyapunov
exponents ?

Further questions Further questions about the non-hyperbolic ergodic mea-
sures supported on the class may be asked. Bonatti proposed the following
two:
(1) Is there such a measure with positive entropy ?
This has been obtained in [13] for homoclinic classes containing periodic points
with different indices.
(2) Consider the closure of the set of ergodic measures whose ith Lyapunov
exponent vanishes. Is it a convex set ?

1.3.4 Dominated splitting over Lyapunov stable aperi-
odic classes

One also would like to study some special chain recurrence class that admits
trapping neighborhoods, for example [7, 19, 37, 62, 80]. Recall that an invariant
compact set K is called Lyapunov stable, if for any neighborhood U of K, there
is another neighborhood V of K, such that fn(V ) ⊂ U for all n ≥ 0. And K
is called bi-Lyapunov stable, if it is Lyapunov stable both for f and f−1.

By [34, 39, 81], for C1-generic diffeomorphisms far from homoclinic bifurca-
tions (or just homoclinic tangencies), an aperiodic class is partially hyperbolic
with center bundle of dimension 1. The papers [37, 80] prove that any aperiodic
class of a C1-generic diffeomorphism that is far from homoclinic bifurcations
can not be Lyapunov stable. But in [19], it is showed that there is an open
set U ⊂ Diff1(M), such that for generic f ∈ U , there are infinitely many bi-
Lyapunov stable aperiodic classes which admits no dominated splitting. In [62],
Potrie proved that for C1-generic diffeomorphisms, if a homoclinic class is bi-
Lyapunov stable, then it admits a non-trivial dominated splitting, and under
some more hypothesis, it is the whole manifold. There are also many other
results for Lyapunov stable homoclinic classes in [62, 7].

We state here a conjecture for aperiodic classes by Crovisier in his report to
ICM 2015, which implies the non-existence of aperiodic classes for C1-generic
diffeomorphisms far from homoclinic bifurcations (or homoclinic tangencies).

Conjecture 5 ([36]). Let f ∈ Diff1(M) be a C1-generic diffeomorphism and
Λ be an aperiodic class of f . Assume that Es⊕Ec⊕Eu is the dominated split-
ting on Λ such that Es (resp. Eu) is the maximal contracted (resp. expanded)
sub-bundle, then Ec has dimension at least two and admits no non-trivial dom-
inated splitting.

The following theorem is the third result of the thesis, see [70]. It claims
that a non-trivial dominated splitting on a Lyapunov stable aperiodic class is
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actually a partially hyperbolic splitting for C1-generic diffeomorphisms. This
gives a partial answer to Conjecture 5.

Theorem C. For generic f ∈ Diff1(M), if a Lyapunov stable aperiodic class
Λ of f admits a dominated splitting TΛM = E ⊕ F , then one (and only one)
of the two cases happens: E is contracted or F is expanded.

As a consequence of Theorem C, for C1-generic diffeomorphisms, if we
consider the dominated splitting Es⊕Ec⊕Eu on a Lyapunov stable aperiodic
class, such that Es (resp. Eu) is the maximal contracted (resp. expanded)
sub-bundle, then the sub-bundle Ec admits no non-trivial dominated splitting.
Moreover, with the arguments of [36, 37], using the “central model” constructed
in [33], one knows that the dimension of Ec is at least two. Hence Conjecture 5
holds for Lyapunov stable aperiodic classes.

We point out that the statement of Theorem C fails for homoclinic classes,
which shows that the aperiodicity is an essential assumption. The paper [27]
constructs a robustly transitive diffeomorphism of T4, hence the whole mani-
fold is a bi-Lyapunov stable homoclinic class, and it admits only one dominated
splitting E⊕F with dim(E) = dim(F ) = 2. Moreover, there are periodic sad-
dles of all possible indices, which implies that neither E is contracted nor F is
expanded.

By Theorem C, we can get that one (and only one actually) of the two
bundles E and F is hyperbolic, but we do not know which one it is. For any
point x contained in a Lyapunov stable chain recurrence class, the unstable
set W u(x) = {y ∈ M : limn→+∞ d(f−n(x), f−n(y)) = 0} is also contained in
the class. Hence if the bundle F is expanded, by [51], the Lyapunov stable
aperiodic class is foliated by unstable manifolds that are tangent to F , and
thus it can not be minimal. We conjecture that such phenomenon can not
happen.

Conjecture 6. For generic f ∈ Diff1(M), if a Lyapunov stable aperiodic
class Λ of f admits a dominated splitting TΛM = E⊕F , then the bundle E is
contracted.

Bonatti and Shinohara have a programme to construct aperiodic classes
with a non-trivial dominated splitting. Since aperiodic classes are not isolated,
such examples are not easy to construct. Even the construction of non-isolated
Lyapunov stable homoclinic classes is delicate, see [26].

Actually, each of the bi-Lyapunov stable aperiodic classes constructed in [21]
is a minimal Cantor set, and admits no non-trivial dominated splitting. Hence
we have the second conjecture that is obviously true if Conjecture 6 is true.

Conjecture 7. For generic f ∈ Diff1(M), if an aperiodic class Λ of f is
bi-Lyapunov stable, then it admits no non-trivial dominated splitting.
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There is a result [82] related to Conjecture 7 stating that, if a diffeomor-
phism is minimal (and hence the whole manifold is a bi-Lyapunov stable ape-
riodic class), then it admits no dominated splitting.

Organization of the thesis In Chapter 2, we give the definitions and some
known results. Chapter 3 proves four multi-connecting propositions that we
need to apply in the proofs of the main theorems. We present the proof of
Theorem A, and give some applications in Chapter 4. The proofs of Theorem B
and Theorem C are given in Chapter 5 and Chapter 6 respectively.
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Chapter 2

Preliminaries

In this chapter, we give some definitions and some well known results. Denote
by Diff1(M) the space of C1-diffeomorphisms of M , where M is a compact
smooth manifold without boundary and dim(M) = d ≥ 2.

2.1 Hyperbolicity
Definition 2.1. Consider a diffeomorphism f ∈ Diff1(M). Assume K is an
invariant compact set and E is a Df-invariant sub-bundle of TKM . For any two
constants C > 0 and λ ∈ (0, 1), we say that the bundle E is (C, λ)-contracted
if

‖Dfn|E(x)‖ < Cλn,

for all x ∈ K and all n ≥ 1. We say that E is (C, λ)-expanded if it is (C, λ)-
contracted with respect to f−1. If the tangent bundle of Λ has an invariant
splitting TKM = Es⊕Eu, such that, Es is (C, λ)-contracted and Eu is (C, λ)-
expanded for some constants C > 0 and λ ∈ (0, 1), then we call K a hyperbolic
set and dim(Es) the index of the hyperbolic splitting. Moreover, if a periodic
orbit Orb(p) is a hyperbolic set, then we call p a hyperbolic periodic point,
and the dimension of the contracted bundle Es in the hyperbolic splitting is
called the index of p, denoted by Ind(p).

Definition 2.2. For any point x ∈ M and any number δ > 0, we define the
local stable set and local unstable set of x of size δ respectively as follows:

W s
δ (x) = {y : ∀n ≥ 0, d(fn(x), fn(y)) ≤ δ; and lim

n→+∞
d(fn(x), fn(y)) = 0};

W u
δ (x) = {y : ∀n ≥ 0, d(f−n(x), f−n(y)) ≤ δ; and lim

n→+∞
d(f−n(x), f−n(y)) = 0}.

We define the stable set and unstable set of x respectively as follows:

W s(x) = {y : lim
n→+∞

d(fn(x), fn(y)) = 0};
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W u(x) = {y : lim
n→+∞

d(f−n(x), f−n(y)) = 0}.

Remark 2.3. (1) It is obvious that, for any δ > 0, we have

W s(x) = ∪n≥0f
−n(W s

δ (fn(x)))

and
W u(x) = ∪n≥0f

n(W u
δ (f−n(x))).

(2) To belong to a same stable set is an equivalent relation, thus two stable
sets either coincide or are disjoint with each other. Similarly with the unstable
set.

For hyperbolic sets, the (local) stable (resp. unstable) set has the following
properties, see for example [51].

Lemma 2.4. If K is a hyperbolic set and TKM = Es ⊕ Eu is the hyperbolic
splitting, then there is a number δ > 0, such that, for any x ∈ K, the local
stable (resp. unstable) set W s

δ (x) (resp. W u
δ (x)) is an embedding disk with

dimension dim(Es) (resp. dim(Eu)) and is tangent to Es (resp. Eu) at x.
Moreover, the stable (resp. unstable) set W s(x) (resp. W u(x)) of x is an
immersed submanifold of M .

Definition 2.5. Assume that f is a diffeomorphism in Diff1(M) and p, q ∈M
are two hyperbolic periodic point of f , we say p and q are homoclinically related,
if W u(Orb(p)) has non-empty transverse intersections with W s(Orb(q)), and
W s(Orb(p)) has non-empty transverse intersections withW u(Orb(q)), denoted
by W u(Orb(p)) t W s(Orb(q)) 6= ∅ and W s(Orb(p)) t W u(Orb(q)) 6= ∅. We
call the closure of the set of periodic orbits homoclinically related to Orb(p)
the homoclinic class of p and denote it by H(p, f) or H(p) for simplicity.

Definition 2.6. Consider a diffeomorphism f ∈ Diff1(M), an integer m > 0
and a constant λ ∈ (0, 1). An invariant compact set K is said to have an
(m,λ)-dominated splitting, if the tangent bundle has an Df-invariant splitting
TKM = E ⊕ F such that

‖Dfm|E(x)‖ · ‖Df−m|F (fmx)‖ < λ,

for any x ∈ K. We call dim(E) the index of the dominated splitting. We say
K has a partially hyperbolic splitting, if the tangent bundle has an Df-invariant
splitting TKM = Es⊕Ec⊕Eu, which are both dominated splittings considering
(Es ⊕ Ec)⊕ Eu and Es ⊕ (Ec ⊕ Eu) satisfying that, the extreme bundles are
hyperbolic: the bundle Es is contracted and the bundle Eu is expanded, the
central bundle Ec is neither contracted nor expanded, and moreover, at least
one of Es and Eu is non-trivial.
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We give another definition of dominated splitting by using one parameter.
One can see that the two definitions are equivalent.

Definition 2.7. Assume f ∈ Diff1(M) and T is a positive integer. A T -
dominated splitting over an invariant compact setK is a continuous Df-invariant
splitting TKM = E ⊕ F , such that,

‖DfT |E(x)‖ · ‖Df−T |F (fT (x))‖ < 1
2
,

for any x ∈ K. We say K has a dominated splitting, if K has a T -dominated
splitting for some T . Moreover, the dimension of the bundle E is called the
index of the dominated splitting.

Remark 2.8. (1) We point out here that if an invariant compact set K has two
dominated splittings TKM = E1⊕F1 = E2⊕F2 such that dim(E1) ≤ dim(E2),
then we have E1 ⊂ E2. Hence two dominated splittings on an invariant com-
pact set with the same index would coincide.

(2) A T -dominated splitting (or (m,λ)-dominated splitting) over an invari-
ant compact set K of f can be extended to the maximal invariant compact set
of a neighborhood U of K for any diffeomorphism g in a neighborhood U of f .

By [47], there is always an adapted metric for a dominated splitting, that
is to say, an (m,λ)-dominated splitting is a (1, λ)-dominated splitting by con-
sidering a metric equivalent to the original one. Also, it is obvious that an
(m,λ)-dominated splitting is always an (mN,λ)-dominated splitting for any
positive integer N .

2.2 Lyapunov exponents

For an f -invariant measure µ, we list all its Lyapunov exponents as χ1(µ, f) ≤
χ2(µ, f) ≤ · · · ≤ χd(µ, f). Denote by χi(µ) if there is no ambiguity. We define
a function

Li(µ, f) = lim inf
m→+∞

IntL
(m)
i (x, f)dµ(x),

where
L

(m)
i (x, f) =

1

m
log ‖ ∧i Dfm(x)‖.

Then χi(µ, f) = Ld−i+1(µ, f) − Ld−i(µ, f). In particular, if µ is ergodic, then
for µ-a.e. x ∈M , we have

Li(µ, f) = lim
m→+∞

L
(m)
i (x, f),

and
χi(µ, f) = lim

m→+∞
(L

(m)
d−i+1(x, f)− L(m)

d−i(x, f)).
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For an atomic measure µ which is distributed averagely on a periodic orbit
Orb(p), we denote by χ1(p, f) ≤ χ2(p, f) ≤ · · · ≤ χd(p, f) the Lyapunov
exponents of µ, and also call them the Lyapunov exponents of the periodic
point p. A hyperbolic saddle p of index i is said to be center-dissipative if
χi(p, f) + χi+1(p, f) < 0.

2.3 Decomposition of dynamics
The dynamics concentrates essentially on the set of points which has some
recurrence properties. In this section, we give some definitions of recurrence.

Definition 2.9. For a diffeomorphism f ∈ Diff1(M) and a number ε > 0, we
call a sequence of points {xi}bi=a ofM an ε-pseudo orbit of f , if d(f(xi), xi+1) <
ε for any i = a, a+1, · · · , b−1, where −∞ ≤ a < b ≤ ∞. An invariant compact
set K is called a chain transitive set, if for any ε > 0, there is a periodic ε-
pseudo-orbit contain in K and ε-dense in K.

Definition 2.10. Assume f ∈ Diff1(M). We say a point y is chain attainable
from x, if for any number ε > 0, there is an ε-pseudo orbit of f (x0, x1, · · · , xn)
such that x0 = x and xn = y, and we denote it by x a y. The chain recurrent
set of a diffeomorphism f ∈ Diff1(M), denoted by R(f), is the union of the
point x such that x is chain attainable from itself.

It is well known that the chain recurrent set R(f) of f can be decom-
posed into a disjoint union of invariant compact "undecomposable" sets. More
precisely, we give the definition as the following.

Definition 2.11. Assume f ∈ Diff1(M). For any two points x, y ∈M , denote
by x à y if x a y and y a x. Obviously à is an equivalent relation on R(f),
and an equivalent class of à is called a chain recurrence class.

Definition 2.12. Assume f ∈ Diff1(M) and Λ is an invariant compact set of
f . We say that Λ is shadowable, if for any ε > 0, there is δ > 0, such that for
any δ-pseudo orbit {xi}bi=a ⊂ Λ of f , where −∞ ≤ a < b ≤ ∞, there is a point
y ∈M , such that d(f i(y), xi) < ε for all a ≤ i ≤ b.

Now we give another definition of a relation, denoted by ≺, that was first
introduced in [8] and [44], also see [32].

Definition 2.13. Assume f is a diffeomorphism in Diff1(M) and W is an
open set of M . For any two points x, y ∈ M , we denote by x ≺ y if for any
neighborhood U of x and any neighborhood V of y, there are a point z ∈ M
and an integer n ≥ 1, such that z ∈ U and fn(z) ∈ V . We denote x ≺W y
if for any neighborhood U of x and any neighborhood V of y, there is a piece
of orbit (z, f(z), · · · , fn(z)) contained in W such that z ∈ U and fn(z) ∈ V .
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Moreover, letK be a compact set ofM , then we denote x ≺ K (resp. x ≺W K)
if there is a point y ∈ K, such that x ≺ y (resp. x ≺W y). Similarly, one can
define x aW y and x aK y.

For the relation ≺, we have the following result, whose proof is similar to
the proof of Lemma 6 in [32].

Lemma 2.14. Assume that K is an invariant compact set. Then for any two
neighborhoods U2 ⊂ U1 of K and any point y ∈ U1 satisfying y ≺U1 K, there
is a point y′ ∈ U2 \K, such that y ≺U1 y

′ ≺U2 K and the positive orbit of y′ is
contained in U2.

It is obvious that x ≺ y implies x a y, but the two relations are not
equivalent. In [15], they have proved that for generic diffeomorphisms, the two
relations are equivalent, see Theorem 2.46 below.

Definition 2.15. Assume f ∈ Diff1(M). An invariant compact set K ⊂ M
is Lyapunov stable for f , if for any neighborhood U of K, there is another
neighborhood V of K, such that fn(V ) ⊂ U for all n ≥ 0. We say that K is
bi-Lyapunov stable, if K is both Lyapunov stable for f and for f−1.

2.4 Pliss points and weak sets
Definition 2.16. Assume there is a dominated splitting TKM = E ⊕ F over
an invariant compact set K of a diffeomorphism f ∈ Diff1(M) and 0 < λ < 1.
A point x ∈ K is called an (m,λ)-E-Pliss point (resp. (m,λ)-F -Pliss point),
if

n−1∏
i=0

‖Dfm|E(f im(x))‖ ≤ λn (resp.
n−1∏
i=0

‖Df−m|F (f−im(x))‖ ≤ λn)

holds for any n ≥ 1. If x is both an (m,λ)-E-Pliss point and an (m,λ)-F -
Pliss point, then it is called an (m,λ)-bi-Pliss point. Two (m,λ)-E-Pliss points
(fk(x), f l(x)) on an orbit Orb(x) are called consecutive (m,λ)-E-Pliss points,
if k < l and f i(x) is not an (m,λ)-E-Pliss point for any k < i < l. Similarly
we define consecutive (m,λ)-F -Pliss points. In particular, when m = 1, we
just call λ-E-Pliss point, λ-F -Pliss point or λ-bi-Pliss point for short.

Remark 2.17. It is well known that the stable manifold of a λ-E-Pliss point
has a uniform scale of dimension dim(E) which depends only on the diffeo-
morphism f , see for example [1].

Definition 2.18. Consider a diffeomorphism f ∈ Diff1(M) and a constant
0 < λ < 1. An invariant compact set K with a dominated splitting TKM =
E ⊕ F is called a λ-E-weak set (resp. λ-F -weak set), if there is no λ-E-Pliss
point (resp. λ-F -Pliss point) contained in K.
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We have the following lemma stating that for an invariant compact set
admitting a dominated splitting, if one of the two bundles is weak enough,
then the other bundle is uniformly hyperbolic.

Lemma 2.19. Given a diffeomorphism f ∈ Diff1(M), consider an invariant
compact set K which admits a (1, λ2)-dominated splitting TKM = E ⊕ F .
For any constant λ′ ∈ (λ, 1), assume that K is a λ′-F -weak set, then E|K is
uniformly contracted. Similarly, if K is a λ′-E-weak set, then F |K is uniformly
expanded.

Proof. By Definitions 2.16 and 2.18, for any point y ∈ K, there is an integer
ny ≥ 1, such that

ny−1∏
i=0

‖Df−1|F (f−i(y))‖ > (λ′)ny .

Then one has that

ny−1∏
i=0

‖Df |E(f i(f−ny (y)))‖ <
(
λ2

λ′

)ny
< λny .

By the compactness of the setK, the integers ny are uniformly bounded. Hence
by a standard argument, one can see that E|K is uniformly contracted.

One can obtain Pliss points by the following lemma given by V. Pliss,
see [61, 64].

Lemma 2.20 (Pliss lemma). Assume that K is an invariant compact set of a
diffeomorphism f in Diff1(M) and E is an invariant sub-bundle of TKM . For
any two numbers 0 < λ1 < λ2 < 1, we have:

1. There are a positive integer N = N(λ1, λ2, f) and a number c = c(λ1, λ2, f)
such that for any x ∈ K and any number n ≥ N , if

n−1∏
i=0

‖Df |E(f ix)‖ ≤ λ1
n,

then there are 0 ≤ n1 < n2 < · · · < nl ≤ n such that l ≥ cn, and, for
any j = 1, · · · , l and any k = nj + 1, · · · , n,

k−1∏
i=nj

‖Df |E(f ix)‖ ≤ λ2
k−nj .
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2. For any point x ∈ K, and any integer m, if for all n ≥ m,

n−1∏
i=0

‖Df |E(f ix)‖ ≤ λ1
n,

then there is an infinite sequence 0 ≤ n1 < n2 < · · · , such that

k−1∏
i=nj

‖Df |E(f ix)‖ ≤ λ2
k−nj ,

for all k > nj and all j = 1, 2, · · · .

Corollary 2.21. Consider a diffeomorphism f ∈ Diff1(M) and an invariant
compact set K which admits a dominated splitting TKM = E ⊕ F . For any
x ∈ K, we have that:

1. If x is an (m,λ)-E-Pliss point, then there is a point y ∈ ω(x), such that
y is also a (m,λ)-E-Pliss point.

2. If for any y ∈ ω(x), there is an integer ny ∈ N, such that

ny−1∏
i=0

‖Dfm|E(f im(y))‖ ≤ λny ,

then for any λ′ ∈ (λ, 1), there are infinitely many (m,λ′)-E-Pliss points
on Orb+(x).

Proof. By considering the diffeomorphism fm instead of f , we can assume that
m = 1. The proof of the general case is similar.

(1) By item 2 of Pliss lemma, for any λ′ ∈ (λ, 1), there are infinitely
many λ′-E-Pliss points on Orb+(x). Take a limit point of these λ′-E-Pliss
points, denote it by yλ′ , then yλ′ ∈ ω(x) is a λ′-E-Pliss point. We take a
sequence of numbers (λn)n≥1 such that λn ∈ (λ, 1) and λn → λ when n goes
to infinity. Then for any n ≥ 1, there is a λn-E-Pliss point yλn ∈ ω(x). Taking
a subsequence if necessary, we assume (yλn)n≥1 converges to a point y ∈ ω(x).
Then y is a λn-E-Pliss point for any n ≥ 1. Since λn → λ, the point y is a
λ-E-Pliss point.

(2) By the compactness of ω(x), there is an integer N , such that ny ≤ N
for any y ∈ ω(x). There is a constant C > 0, such that, for any y ∈ ω(x), we
have for any n ≥ 1,

n−1∏
i=0

‖Df |E(f i(y))‖ < Cλn.

Take a constant λ′ ∈ (λ, 1). Take three constants λ1 < λ2 < λ3 contained
in (λ, λ′). There is N ∈ N, such that Cλn < λn1 for any n ≥ N . There
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is ε > 0, such that, for any two points x1, x2 ∈ K, if d(f(x1), f(x2)) < ε,
then

‖Df |E(fi(x1))
‖

‖Df |E(fi(x2))
‖ <

λ2
λ1
, for all i = 0, 1, · · · , N . By considering an iterate of x

instead of x, we can assume that dH(Orb+(x), ω(x)) < ε, where dH(·, ·) is the
Hausdorff distance. Then for any n ≥ 1, we have

nN∏
i=0

‖Df |E(f i(x))‖ < (CλN)n
(
λ2

λ1

)nN
< λnN2 .

There is T > 0, such that, for any k ≥ T , we have λkN2 ‖Df‖j < λkN+j
3 for

all j = 0, 1, · · · , N − 1. Then for any n > TN , assume n = kN + j, where
0 ≤ j < N , we have

n∏
i=0

‖Df |E(f i(x))‖ ≤

(
kN∏
i=0

‖Df |E(f i(x))‖

)
‖Df‖j < λkN2 ‖Df‖j < λn3 .

Then by item 2 of Pliss lemma, there are infinitely many (m,λ′)-E-Pliss points
on Orb+(x).

For Pliss-points, we have the following lemma. The technics of the proof
can be found in many papers, for example [64, 65].

Lemma 2.22. Assume K is an invariant compact set of a diffeomorphism
f ∈ Diff1(M) with an (m,λ2)-dominated splitting TKM = E ⊕ F . We have
that, for any λ′ ∈ (λ, 1):

1. If a sequence of consecutive (m,λ′)-E-Pliss points (fni(xi), f
li(xi))i≥0

satisfies that li − ni → +∞, then, take any limit point y of the sequence
(f li(xi)), we have that y is a (m,λ′)-bi-Pliss point.

2. If there are both (m,λ′)-E-Pliss points for f on Orb+(x) and (m,λ′)-F -
Pliss points on Orb−(x), then there is at least one (m,λ′)-bi-Pliss point
on Orb(x).

3. If x ∈ K is an (m,λ′)-E-Pliss point and there are no other (m,λ′)-E-
Pliss points on Orb−(x), then x is also an (m,λ)-F -Pliss point. Thus x
is an (m,λ′)-bi-Pliss point.

We have the following selecting lemma of Liao to get weak periodic orbits
(see [52], [75]).

Lemma 2.23 (Liao’s selecting lemma). Assume f ∈ Diff1(M). Consider an
invariant compact set Λ with a non-trivial (m,λ)-dominated splitting TΛM =
E ⊕ F , and λ0 ∈ (λ, 1), if the following two conditions are satisfied:

• The bundle E is not uniformly contracted.
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• For any invariant compact subset K $ Λ, there is an (m,λ0)-E-Pliss
point x ∈ K.

Then for any neighborhood U of Λ, for any λ1 < λ2 contained in (λ0, 1), there
is a periodic orbit Orb(q) ⊂ U with period τ(q) a multiple of m, such that, for
all n = 1, · · · , τ(q)/m, the following two inequalities are satisfied:

n−1∏
i=0

‖Dfm|E(f im(q))‖ ≤ λ2
n,

and
τ(q)/m−1∏
i=n−1

‖Dfm|E(f im(q))‖ ≥ λ1
τ(q)/m−n+1.

Particularly, one can find a sequence of periodic points that are homoclinic
related with each other and converges to a point in Λ. Similar assertions for
F hold with respect to f−1.

2.5 Perturbation technics
Consider a diffeomorphism f and a neighborhood U of f in Diff1(M). We
call two perturbations f1 and f2 have disjoint support, if fi|M\Ui = f |M\Ui for
i = 1, 2, and U1∩U2 = ∅. In general, the diffeomorphism g, where g|M\(U1∪U2) =
f |M\(U1∪U2) and g|Ui = fi|Ui for i = 1, 2, is not contained in U any more.
However, there is a basis of neighborhoods U of f , such that if the element of
U is of the form f ◦ φ with φ ∈ V , where V is a C1 neighborhood of Id, then
V satisfies the following property (F), see Section 2 of [63].

Definition 2.24 (Property (F)). Assume V is a C1 neighborhood of Id. We
say V satisfies the property (F), if for any perturbations φ and φ′ of Id in V
with disjoint support, the composed perturbation φ ◦ φ′ is still in V .

We give some tools for C1-perturbation. First is the famous Hayashi’s
connecting lemma, see [49, 77].

Theorem 2.25. Assume f is a diffeomorphism in Diff1(M). For any neigh-
borhood U of f , there is an integer N ∈ N, satisfying the following property:
For any point x that is not a periodic point of f with period less than or equal
to N , for any neighborhood Vx of x there is a neighborhood V ′x ⊂ Vx, such that,
for any two points p, q /∈

⋃N−1
i=0 f i(Vx), if p has a positive iterate fnp(p) ∈ V ′x

and q has a negative iterate f−nq(q) ∈ V ′x, where np, nq ∈ N, then there is a
diffeomorphism g ∈ U that coincides with f outside

⋃N−1
i=0 f i(Vx) and q is on

the positive orbit of p. Moreover, assume gm(p) = q, then m ≤ np + N + nq
and {p, g(p), · · · , gm(p) = q} ⊂

⋃np
i=0{f i(p)} ∪

⋃N−1
i=0 f i(Vx) ∪

⋃nq
i=0{f−i(q)}.
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Theorem 2.25 deals with a single diffeomorphism and a given neighbor-
hood. Here we give a uniform version that is valid to a neighborhood of a
diffeomorphism, see [74].

Theorem 2.26 (A uniform connecting lemma, Theorem A of [74]). Assume
that f is a diffeomorphism in Diff1(M). For any C1 neighborhood U of f in
Diff1(M), there are three numbers ρ > 1, δ0 > 0 and N ∈ N, together with a
C1 neighborhood U1 ⊂ U of f in Diff1(M), that satisfy the following property:
For any f1 ∈ U1, any point z ∈M and any number 0 < δ < δ0, as long as the N
balls (f i1(B(z, δ)))0≤i≤N−1 are pairwise disjoint and each is of size smaller than
δ0 (that is to say, f i1(B(z, δ)) ⊂ B(f i1(z), δ0)), then for any two points x and
y that are outside the set ∆ =

⋃
0≤i≤N−1 f

i
1(B(z, δ)), if there are two positive

integers nx and ny such that fnx1 (x) ∈ B(z, δ/ρ) and f−ny1 (y) ∈ B(z, δ/ρ), then
there are a diffeomorphism g ∈ U and a positive integer m such that gm(x) = y
and g = f1 off ∆. Moreover, the piece of orbit {x, g(x), · · · , gm(x) = y} is
contained in the set {x, f1(x), · · · , fnx1 (x)} ∪∆∪ {y, f−1

1 (y), · · · , f−ny1 (y)} and
the number m is no more than nx + ny.

To control the perturbing neighborhood when connecting two points that
are close, we have the following lemma, see [8], also see [63, Theorem 6.1],
and [77, Lemma 2.1].

Lemma 2.27 (Basic perturbation lemma). For any neighborhood U of a dif-
feomorphism f ∈ Diff1(M), there are two numbers θ > 1 and r0 > 0 satisfying:
for any two points x, y ∈M contained in a ball B(z, r), where r ≤ r0, there is
a diffeomorphism g ∈ U , such that g(x) = f(y), and g coincides with f outside
the ball B(z, θ · r).

Definition 2.28. For a chart ϕ : V → Rd of M , a set C is called a cube of ϕ
if ϕ(C) is the image of [−a, a]d by a translation of Rd, where a is the radius of
the cube. If a cube with radius (1 + ε)a and the same center of ϕ(C) is still
contained in ϕ(V ), we denote by (1 + ε)C its pre-image of ϕ.

Definition 2.29. Consider a chart ϕ : V → Rd. A tiled domain according to
the chart of ϕ is an open set U ⊂ V and a family C of cubes of ϕ (called tiles
of domain), such that:

1. the interior of the tiles are pairwise disjoint;

2. the union of all tiles of C equals to U ;

3. the geometry of the tiling is bounded, i.e.

– the number of tiles around each point is uniformly bounded (by 2d), that
is to say, there is a neighborhood for each point that meets at most 2d

tiles,
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– for any two pairs (C,C ′) of intersecting tiles, the rate of their diameters
is uniformly bounded (by 2).

By a standard construction, any open set U ⊂ V can be tiled according to
the coordinates of ϕ (e.g. [15, 35]).

Definition 2.30. Assume f ∈ Diff1(M). Consider a neighborhood U ⊂
Diff1(M) and a number N . A tiled domain (U, C) is called a perturbation
domain of order N of (f,U), if the following properties are satisfied.

1. U is disjoint from its N first iterates of f .

2. For any finitely many sequence of pairs of points {(xi, yi)}1≤i≤l in U ,
such that for any i = 1, 2, · · · , l, the points xi and yi are contained in
the same tile of C, then there exist:

• a diffeomorphism g ∈ U , that coincides with f outside
⋃

0≤i≤N−1 f
i(U),

• a strictly increasing sequence 1 = n0 < n1 < · · · < nk ≤ l, such
that gN(xni) = fN(yni+1−1) for any i 6= k, and gN(xnk) = fN(yl).

The union
⋃

0≤i≤N−1 f
i(U) is called the support of the perturbation domain

(U, C) and denoted by Supp(U).

Definition 2.31. A pseudo-orbit (x0, x1, · · · , xl) is said to keep the tiles of
a perturbation domain (U, C) of order N of (f,U), if the intersection of the
pseudo-orbit and Supp(U) is a union of segments xni , xni+1, · · · , xni+N−1 of the
form that xni ∈ U and for any j = 1, 2, · · · , N−1, xni+j = f j(yni), where yni is
a point contained in the same tile of C as xni . A pseudo-orbit (x0, x1, · · · , xk)
is said to have jumps only in tiles of a perturbation domain (U, C) of order N
of (f,U), if it keeps the tiles and for any xi /∈ Supp(U), we have xi+1 = f(xi).
For a family of perturbation domains (Uk, Ck)k≥0 of order Nk of (f,Uk) with
disjoint support, we say that a pseudo-orbit (x0, x1, · · · , xl) has jumps only
in tiles of the perturbation domains (Uk, Ck)k≥0, if it keeps the tiles of the
perturbation domains and for any xi /∈

⋃
k Supp(Uk), we have xi+1 = f(xi).

By the proof of connecting lemma in [9], the perturbation domain always
exists (see also [15, Théorème 2.1] and [35, Théorème 3.3]).

Theorem 2.32 (Another statement of the connecting lemma). For any neigh-
borhood U of f , there is an integer N ≥ 1, and for all point p ∈ M , there is
a chart ϕ : V → Rd such that any tiled domain (U, C) according to ϕ disjoint
from its N first iterates is a perturbation domain of order N for (f,U).

From the definitions above, we can get the following lemma easily.
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Lemma 2.33 (Lemme 2.3 of [15]). For a family of disjoint perturbation do-
mains (Uk, Ck) of order Nk of (f,Uk) with disjoint support, if there is a pseudo-
orbit (p = p0, p1, · · · , pm = q) that has only jumps in the tiles of (Uk, Ck)k≥0

and p0, pm 6∈ Uk ∪ · · · ∪ fNk−1(Uk) for all k ≥ 0, then for any i, there is gi ∈ Ui
and a new pseudo-orbit (p = p′0, · · · , p′m′ = q) of gi that has only jumps in the
tiles of domains (Uk, Ck)k≥0,k 6=i. Moreover, gi = f outside Ui ∪ · · · ∪ fNi−1(Ui)
and {p′0, · · · , p′m′} \ (Ui ∪ · · · ∪ fNi−1(Ui)) ⊂ {p0, p1, · · · , pm}, and m′ ≤ m.

2.6 Topological towers
In this subsection, we introduce two lemmas of [15] that are useful to get a
true orbit by perturbing a pseudo-orbit. These two lemmas are the key tools
in the proof of Proposition 3.6. First we give the following lemma to choose
perturbation neighborhoods. In fact, it is a generalized result of Lemme 3.7
of [15], but one can get the conclusion from the proof in [15].

Lemma 2.34. There is a constant κd > 0 (which only depends on the dimen-
sion d of M) satisfying the following property.
Consider an integer T > 0. Assume that W ′ and V ′ are two compact d-
dimensional sub-manifolds with boundary, satisfying V ′ is disjoint from its
κdT first iterates. Then for any neighborhood U1 of W ′ and any neighborhood
U2 of V ′, there are two open sets W and V , satisfying the following properties.

1. W and V are two compact d-dimensional sub-manifolds with boundary;

2. W ′ ⊂ W ⊂ W ⊂ U1 and V ′ ⊂
⋃κdT
i=0 f

−i(V );

3. V is contained in U2 ∪ f(U2) ∪ · · · ∪ fκdT (U2) and disjoint from its N
first iterates.

4. W ∩ (
⋃T
i=−T f

i(V )) = ∅.

Remark 2.35. (1) We point out here that, Lemme 3.7 of [15] assumes more
that W ′ is disjoint from its T first iterates, and in the conclusion the set
W ∪ V is disjoint from its T first iterates. Moreover, the statement of Lemme
3.7 of [15] does not involve the two neighborhoods U1 and U2. But the proof
of Lemme 3.7 of [15] gives all the information stated in Lemma 2.34, see [15,
Page 61–62].

(2) In Lemma 2.34, if we assume more that W ′ is disjoint with its first T ′
iterates where T ′ ≤ T , then by taking U1 small enough, we can obtain that W
is disjoint from its T1 first iterates, and the union W ∪ V is also disjoint from
its T1 first iterates.

Then, we give a lemma of [15] for the construction of what they called
topological tower (see Théorème 3.1 and Corollaire 3.1 in [15]). Denote by
PerT (f) the set of periodic orbits with period less than T .
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Lemma 2.36 (Topological tower). There is a constant κd > 0 (which only
depends on the dimension d of M), such that, for any T ∈ N, any constant
δ > 0, any compact set K of f ∈ Diff1(M) that does not contain any non-
hyperbolic periodic orbits with periods less than κdN and any neighborhood U
of K, there exist an open set V and a compact set D ⊂ V , satisfying the
following properties:

1. The closure of V is a compact d-dimensional sub-manifold with boundary.

2. For any point x ∈ K with x 6∈
⋃
p∈PerT (f) W

s
δ (p), there is n > 0, such

that fn(x) ∈ Int(D).

3. The sets V , f(V ), · · · , fT (V ) are pairwise disjoint.

4. The set V is contained in U ∪ f(U) ∪ · · · ∪ fκdT (U).

Moreover, the diameter of all connected components of V can be arbitrarily
small.

Remark 2.37. (1) In [15], Théorème 3.1 is stated for an invariant compact
set K, and the items 1 and 4 in the conclusion of Lemma 2.36 are not stated.
But from the proof (see [15, Page 62–63]), we can see that the conclusion is
also true for non-invariant compact sets and also the items 1 and 4 are true.

(2) We give a sketch of the proof of Lemma 2.36. Take κd to be the constant
in Lemma 2.34. First, one can take a compact sub-manifold U0 of M with
boundary that is disjoint from its first N iterates, such that, any point in a
small neighborhood O of PerT (f) that is not on the local stable manifold of
PerT (f) has a positive iterate in the interior of U0. Then one can take a
finite cover of the compact set K \ O by open sets {Vi}0≤i≤r that are disjoint
from their first κdT iterates (they are not disjoint from each other in general).
Moreover, for each 0 ≤ i ≤ r the closure of Vi is a compact d-dimensional
sub-manifold with boundary. Then one can apply Lemma 2.34 inductively to
T1 = T2 = T , Ui and Vi, considering Ui and Vi to be W ′ and V ′ respectively,
and obtain Ui+1 as S in Lemma 2.34. Moreover, since in this setting, U0 is
disjoint from its first T iterates, one can obtain that Ui is disjoint from its first
T iterates for each 1 ≤ i ≤ r+ 1. Finally, one can take V to be the interior of
Ur+1. For more details, the reader should refer to [15, Page 62–63].

2.7 Sufficient conditions for existence of an er-
godic measure

We define a relationship calledmultiple almost shadowing between two periodic
orbits, which was called good approximation in [22, 41].
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Definition 2.38 (Multiple almost shadowing). Consider two periodic orbits
P and Q of a map f : M →M and two numbers γ > 0 and 0 < κ ≤ 1. Denote
by π(P ) the period of P . We say P is (γ,κ)-multiple almost shadowed by Q,
if there are a subset Γ ⊂ Q and a map ρ : Γ → P , that satisfy the following
properties.

– #Γ
#Q
≥ κ.

– #ρ−1(f j(p)) is constant, for any p ∈ P .

– d(f j(q), f j(ρ(q))) < γ, for any q ∈ Γ and for any j = 0, 1, · · · , π(P )− 1.

One says a periodic point p has simple spectrum, if the d Lyapunov expo-
nents of Orb(p) are mutually different. The following lemma is standard, see
a similar statement in [22, Theorem 3.5].

Lemma 2.39. For generic f ∈ Diff1(M), consider a periodic point p with
simple spectrum whose homoclinic class H(p) is non-trivial. Then for any
ε, γ > 0, and any κ ∈ (0, 1), there is a periodic point q with simple spectrum
homoclinically related to p, such that the following properties are satisfied:

1. Orb(q) is ε-dense in H(p),

2. Orb(p) is (γ,κ)-multiple almost shadowed by Orb(q).

3. χi(q, f) is ε-close to χi(p, f), for any i = 1, 2, · · · , d.

In particular, if p is center-dissipative, then q can be chosen to be center-
dissipative.

Sketch of the proof. The properties in the statement are persistent under C1

perturbations. Hence we only show that one can obtain such a periodic point q
by C1-small perturbations, and by a standard Baire argument, the statement
holds for generic systems.

Since p has simple spectrum, there is a dominated splitting E1⊕E2⊕· · ·⊕Ed
over Orb(p), such that, each Ei is the one dimensional sub-bundle correspond-
ing to the ith Lyapunov exponent of Orb(p). Take a transverse homoclinic
point x ∈ W s(p) ∩W u(p), such that Orb(x) ∪ Orb(p) is ε

2
-dense in H(p). By

similar technics to the proof of [34, Proposition 1.10, Page 689], arbitrarily
C1-close to f in Diff1(M), there is a diffeomorphism g, which coincides with
f on Orb(x) and outside a small neighborhood of the point x, such that the
dominated splitting E1⊕E2⊕· · ·⊕Ed can be spread to the set Orb(x)∪Orb(p).
Since Orb(x) ∪Orb(p) is still a hyperbolic set with respect to g, by the shad-
owing lemma, there is a hyperbolic periodic point q homoclinically related to
p, such that Orb(q) spends an arbitrarily large portion of time close to Orb(p),
and ε

2
-shadows Orb(x) ∪ Orb(p). Then the items 1, 2 are satisfied. Since the
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dominated splitting E1 ⊕ E2 ⊕ · · · ⊕ Ed with each bundle of dimension one
spreads to the set Orb(x) ∪ Orb(q), each Lyapunov exponent χi(q, g) can be
presented as 1

π(q,g)
log ‖Dgπ(q,g)|Ei(q)‖. Then the item 3 can be obtained by the

fact that Orb(q) spends most of the time close to Orb(p).

The following lemma is proved in [22] to obtain ergodic measures, using
the method developed in [46], by taking the weak-∗-limit of atomic measures
supported on periodic orbits.

Lemma 2.40 (Lemma 2.5 of [22]). Consider two sequences of numbers (γn)n≥1

in (0,+∞), and (κn)n≥1 in (0, 1], such that
∑∞

n=1 γn < ∞ and
∏∞

n=1 κn >
0. Assume (pn)n≥1 is a sequence of periodic points of a map f : M → M
with increasing periods π(pn), and denote by µn the probability atomic measure
uniformly distributed on the orbit of pn. If Orb(pn) is (γn,κn)-multiple almost
shadowed by Orb(pn+1) for any n ≥ 1, then the sequence of measures (µn)

converges to an ergodic measure µ and supp(µ) =
⋂∞
n=1(

⋃∞
k=n Orb(pk)).

2.8 Perturbation lemmas about periodic cocy-
cles

Consider a family of linear maps A1, · · · , An ∈ GL(d,R). Denote by B =
An ◦ · · · ◦A1 and denote by λ1(B), · · · , λd(B) the eigenvalues of B counted by
multiplicity such that |λ1| ≤ · · · ≤ |λd|. Then the ith Lyapunov exponent of B
is defined as χi(B) = 1

n
log |λi(B)|.

The following statement follows from [11], which allows to modify only two
consecutive Lyapunov exponents of a cocycle, see also [17, Lemma 4.4]. A
similar result can also be found in [43, Theorem 1.2].

Lemma 2.41 ([11],Theorem 4.1 and Proposition 3.1). For any constants D >
1, ε > 0 and d ≥ 2, there are two constants T and n0 satisfying the following
property.

Consider a family of linear maps A1, · · · , An ∈ GL(d,R) with n ≥ n0, such
that ‖Ai‖, ‖A−1

i ‖ ≤ D, and the linear map B = An◦· · ·◦A1 has no T -dominated
splitting of index i for some i ∈ {1, · · · , d−1}. Then there exist one-parameter
families of linear maps (Am,t)t∈[0,1] for any 1 ≤ m ≤ n, satisfying the following
properties.

1. Am,0 = Am, for any 1 ≤ m ≤ n.

2. ‖Am,t − Am‖ < ε and ‖A−1
m,t − A−1

m ‖ < ε, for any t ∈ [0, 1] and for any
1 ≤ m ≤ n.

3. Consider the linear map Bt = An,t◦· · ·◦A1,t, then the Lyapunov exponents
of Bt satisfy the following properties.
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– χj(Bt) = χj(B) for any j 6= i, i+ 1,

– χi(Bt) + χi+1(Bt) = χi(B) + χi+1(B),

– χi(Bt) is non-decreasing and χi+1(Bt) is non-increasing, that is

χi(Bt) ≤ χi(Bt′) ≤ χi+1(Bt′) ≤ χi+1(Bt), for any t < t′,

– χi(B1) = χi+1(B1).

We state a generalized version of Franks’ Lemma [42], which is proved
in [48].

Lemma 2.42 ([48]). Consider a diffeomorphism f ∈ Diff1(M), a hyperbolic
periodic point q of period π and a constant ε > 0. Assume that for any n =
0, 1, · · · , π − 1, there is a one-parameter family of linear maps (An,t)t∈[0,1] in
GL(d,R), such that the following properties are satisfied:

– An,0 = Df(fn(q)),

– ‖Df(fn(q)) − An,t‖ < ε and ‖Df−1(fn+1(q)) − A−1
n,t‖ < ε, for any t ∈

[0, 1],

– Aπ−1,t ◦ · · · ◦ A0,t is hyperbolic for any t ∈ [0, 1],.

Then, for any neighborhood V of Orb(q), any constant δ > 0, and any pair
of compact sets Ks ⊂ W s

δ (q, f) and Ku ⊂ W u
δ (q, f) that are disjoint from V ,

there is a diffeomorphism g that is ε-close to f in Diff1(M), and that satisfies
the following properties:

1. g coincides with f on M \ V and Orb(q);

2. Ks ⊂ W s
δ (q, g) and Ku ⊂ W u

δ (q, g);

3. Dg(gn(q)) = Dg(fn(q)) = An,1 for all n = 0, · · · , π − 1.

2.9 Some previous results
In this section, we give some previous results, which are applied in the proofs
of the theorems.

The following result is a combination of Proposition 7.1 and Proposition
8.1 of [17].

Proposition 2.43. Consider a diffeomorphism f ∈ Diff1(M), and a hyperbolic
periodic point p of index i, where 2 ≤ i ≤ d−1. Assume the following properties
are satisfied:

– H(p) has no dominated splitting of index i− 1,
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– for any ε > 0, there is a periodic point pε homoclinically related to the
orbit of p, such that χi(pε) ∈ (−ε, 0).

Then for any C1-neighborhood U of f , there is a diffeomorphism g ∈ U
having a heterodimensional cycle associated with Orb(pg) and a periodic point
qg of g of index i− 1.

The next result is a combination of [22, 41].

Theorem 2.44 ([22, 41]). For generic f ∈ Diff1(M), assume that p is a
hyperbolic periodic point of index i. If the homoclinic class H(p) contains a
hyperbolic point q of index smaller than i, then there is an ergodic measure
supported on H(p) whose ith Lyapunov exponent is 0. Moreover, if Ind(q) =
i − 1 and there is a dominated splitting TH(p)M = E ⊕ F ⊕ G such that
dim(E) = i− 1 and dim(F ) = 1, then, there is an ergodic measure µ such that
supp(µ)= H(p) and the ith Lyapunov exponent of µ is 0.

Recall that for a hyperbolic ergodic measure µ, there is a full µ-measure
set Λ, such that, there is a splitting TΛM = Es ⊕ Eu such that, the bundles
Es and Eu are associated to the negative and positive Lyapunov exponents
respectively. We call this splitting the non-uniform hyperbolic splitting of µ
and the dimension of Es is called the index of µ. The following result claims
the support of a hyperbolic measure intersects a homoclinic class if the above
splitting is a dominated splitting.

Proposition 2.45 (Proposition 1.4 of [34]). Let µ be a hyperbolic ergodic
measure of index i. If the non-uniform hyperbolic splitting of µ is a domi-
nated splitting, then there is a hyperbolic periodic point p of index i, such that
supp(µ) ∩H(p) 6= ∅. Moreover, if µ is ergodic, then supp(µ) ⊂ H(p).

2.10 Generic properties
A set R of a topological Baire space X is called a residual set, if R contains
a dense Gδ set of X. We say a property is a generic property of X, if there
is a residual set R ⊂ X, such that each element contained in R satisfies the
property. We give some well known C1-generic properties of diffeomorphisms
in the following theorem. These results can be found in many papers like [3,
15, 21, 23, 32, 41, 62].

Theorem 2.46. There is a residual set R in Diff1(M) of diffeomorphisms,
such that any f ∈ R satisfies the following properties:

1. The diffeomorphism f is Kupka-Smale: all periodic points are hyperbolic
and the stable and unstable manifolds of any two periodic orbits intersect
transversely. Moreover, every periodic point is center-dissipative with
respect to f or to f−1.
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2. The periodic points are dense in the chain recurrent set and any any chain
recurrence class containing a periodic point coincides with its homoclinic
class, hence two homoclinic classes either coincide or are disjoint.

3. For any two points x, y ∈ M and any open set W , if x a y then x ≺ y,
and if x aW y, then x ≺W y.

4. For a periodic point p of f , there exists a C1-neighborhood U1 of f , such
that every g ∈ U1 ∩ R is a continuity point for the map g 7→ H(pg, g)
where pg is the continuation of p for g, where the continuity is with
respect to the Hausdorff distance between compact subsets of M .

5. If H(p) is a homoclinic class of f , then there exists an interval [α, β] of
natural numbers and a C1-neighborhood U2 of f , such that for every g ∈
U2, the set of indices of hyperbolic periodic points contained in H(pg, g)
is [α, β]. Also, all periodic points of the same index contained in H(p)
are homoclinically related.

6. If a homoclinic class H(p) contains periodic orbits with different indices,
then f can be C1 approximated by diffeomorphisms having a heterodi-
mensional cycle.

7. If a homoclinic class H(p) is Lyapunov stable, then there is a C1 neigh-
borhood U3 of f , such that for any g ∈ U3 ∩ R, the homoclinic class
H(pg, g) is also Lyapunov stable.

8. Consider a periodic point p. If for any C1-neighborhood U of f , there is
a diffeomorphism g ∈ U having a heterodimensional cycle associated with
pg and some periodic point q, then the homoclinic class H(p) contains a
periodic point whose index equals Ind(q).

9. Consider an invariant compact set K which is a Hausdorff limit set of a
sequence of periodic orbits On. If for any neighborhood U of f and any
N > 0, there is g ∈ U and n > N , such that On is a periodic orbit of
g of index i, then K is the Hausdorff limit set of a sequence of periodic
orbits of f of index i.

10. Consider a non-trivial homoclinic class H(p) of f . For any ε > 0, and
for any i = 1, 2, · · · , d, the set

{q ∈ Per(f): q has simple spectrum, and |χi(q)− χi(p)| < ε}

is dense in H(p).
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Chapter 3

Multi-connecting perturbations

In this chapter, we give several propositions allowing to connect several (even
infinitely many) orbits at the same time. The proof of each proposition ap-
plies the connecting lemma several times. We point out here that, Propo-
sitions 3.1, 3.5 and 3.6 are applied to prove Theorem A in Chapter 4, and
Proposition 3.3 is applied to prove Theorem C in Chapter 6.

3.1 Statement of the propositions
Propositions 3.1 and 3.3 aim to obtain periodic orbits that spend certain long
time close to some invariant compact sets. Proposition 3.1 tells that for any
hyperbolic periodic orbit Orb(p) and any invariant compact set K of a dif-
feomorphism f linked by heteroclinic orbits, we can get a periodic orbit that
spends a given proportion of time close to Orb(p) and K by arbitrarily C1

small perturbation, see Figure 3.1 when p is a fixed point.

Proposition 3.1. Let f ∈ Diff1(M). Consider a hyperbolic periodic point p
and an invariant compact set K, satisfying that all periodic point contained in
K are hyperbolic and p /∈ K. Assume moreover that there are two points x
and y, satisfying that:

• x ∈ W u(p) and ω(x) ∩K 6= ∅,

• y ∈ W s(p) and α(y) = K.

Then for any neighborhood U of f in Diff1(M), any neighborhood Up of
Orb(p), and any neighborhood UK of K, there are two integers l and n0, such
that, for any integer TK,

1. there is h ∈ U such that:

• h coincides with f outside UK,

• the point y is on the positive orbit of x under h,
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• #(Orb(x, h) ∩ UK) ≥ TK and #((Orb(x, h) \ (UK ∪ Up)) ≤ n0.

2. for any m ∈ N, there is hm ∈ U such that:

• hm coincides with h on Orb(p) and outside Up,

• hm has a periodic orbit O, satisfying O \Up = (Orb(x, h)) \Up, and
#(O ∩ Up) ∈ {l +mτ, l +mτ + 1, · · · , l + (m+ 1)τ − 1}.
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Figure 3.1: Periodic orbits shadows a set and a hyperbolic fixed point

Remark 3.2. It is obvious that, in the settings of the proposition, if we change
“ω(x)∩K 6= ∅ and α(y) = K” to “α(y)∩K 6= ∅ and ω(x) = K”, the conclusion
still holds. In the proof of Theorem A, we will use the assumption that “α(y)∩
K 6= ∅ and ω(x) = K”.

Proposition 3.3 gives periodic orbits that spend most of the time close to an
invariant compact set and visit a small neighborhood of a point, see Figure 3.2
when p is a fixed point.

Proposition 3.3. For generic f ∈ Diff1(M), assume K is a chain transitive
set of f and x ∈ K. If x /∈ α(x), then for any C1-neighborhood U of f , any
neighborhood U of α(x), any neighborhood Ux of x and any neighborhood W
of K, there is an integer L ∈ N, with the following property. For any integer
m ∈ N, there is a diffeomorphism g ∈ U with a periodic point p ∈ Ux whose
orbit is contained in W , satisfying that:

• #(Orb(p, g) ∩ U) ≥ m,

• #(Orb(p, g) \ U) ≤ L.

Remark 3.4. (1) Clearly, if we replace α(x) by ω(x) in the hypothesis, the
conclusions are still valid. We point out here that, in the proof of Theorem C,
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Figure 3.2: Periodic orbits travel close to a set and a point

we use the assumption that x /∈ ω(x). But to simplify the notations, we prove
Proposition 3.3 under the assumption x /∈ α(x).

(2) For the proof of Theorem C, we only have to consider the case where K
contains no periodic point. But to give a general statement of Proposition 3.3,
we will also prove the case when K contains periodic points.

Proposition 3.5 and 3.6 are in some sense doing an asymptotic connecting
process from a point to an invariant compact set. Proposition 3.5 tells that if
a point on the unstable manifold of a periodic orbit satisfies that its positive
limit set intersects an invariant compact set, then we can make its positive limit
set contained in this invariant compact set by a small perturbation. Moreover,
the perturbation will not change certain pieces of orbit. In fact, we can get
the first property directly by the conclusions of [32], but the second property
is not a direct consequence.

Proposition 3.5 (A modified case of Proposition 10 in [32]). Let f ∈ Diff1(M).
Consider an invariant compact set K which contains no non-hyperbolic peri-
odic point and a point x ∈ M with α(x) ⊂ K. Assume p is a hyperbolic
periodic point satisfying that p /∈ K and W u(p) ∩K 6= ∅.
Then for any neighborhood U of f in Diff1(M), there is a diffeomorphism
g ∈ U , satisfying the following properties:

1. g coincides with f on Orb(p) ∪K;

2. g and Dg coincides with f and Df respectively on Orb−(x), hence α(x, g) ⊂
K;
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3. there is a point y ∈ W u(p, g), such that ω(y, g) ⊂ K.

In the assumptions of Propositions 3.1 and 3.5, the point and invariant
compact sets are linked by true orbits. However, Proposition 3.6 deals with
the case that they are linked by pseudo-orbits which is more complicated. We
use the technics of [15, 32].

Proposition 3.6. Assume f0 is a diffeomorphism in Diff1(M). For any neigh-
borhood U of f0 in Diff1(M), there are a smaller neighborhood U ′ of f0 with
U ′ ⊂ U and an integer T , with the following properties.
For any diffeomorphism f ∈ U ′, considering an invariant compact set K, a
positively invariant compact set X and a point z ∈ X, suppose that the follow-
ing conditions are satisfied:

• all periodic orbits contained in K are hyperbolic,

• all periodic orbits contained in X with period less than T are hyperbolic,

• for any ε > 0, there is an ε-pseudo-orbit contained in X connecting z to
K,

then for any neighborhood U of X \K and for any γ > 0, there is a diffeomor-
phism g ∈ U , such that: g|M\U = f |M\U and ω(z, g) ⊂ K. Moreover, the C0

distance between g and f is smaller than γ.

Remark 3.7. (1) Proposition 3.5 is not a direct corollary of Proposition 3.6,
because we wish to keep the negative orbit of a point that accumulates to the
invariant compact set unchanged after perturbation in Proposition 3.5.

(2) In Proposition 3.6, we can see that X ∩ K 6= ∅. Thus X \ K is not
a compact set and we have that U ∩ K 6= ∅, where U is the neighborhood of
X \K.

(3) In the proof, we will show that the perturbation neighborhoods can be
chosen to have very small diameters, hence the C0 distance between g and f
can be small.

The following sections in this chapter give the proofs of the above proposi-
tions.

3.2 Periodic orbits shadowing a periodic orbit
and a set: proof of Proposition 3.1

In this section, we give the proof of Proposition 3.1. We consider the periodic
point p and the invariant compact set K satisfying that p /∈ K and K contains
no non-hyperbolic periodic point. Recall that the point x ∈ W u(p) satisfies
ω(x) ∩K 6= ∅ and the point y ∈ W s(p) satisfies α(y) = K.
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Taking a smaller neighborhood if necessary, we can assume that the element
of U is of the form f ◦ φ with φ ∈ V , where V is a C1 neighborhood of Id and
satisfies the property (F) in Definition 2.24. By Theorem 2.25, there is an
integer N associated to the neighborhood U . By the Lemma 2.27, there are
two numbers θ > 1 and r0 > 0 associated to U .

It is easy to see that we only need to prove the proposition for Up and UK
small. More precisely, we assume that Up∩UK = ∅ and (Orb−(x)∪Orb+(y))∩
UK = ∅. Moreover, by the hyperbolicity of periodic orbits in K, we assume
that there are no periodic points with period less than or equal to N contained
in UK \K.

To simplify the notation, we assume that p is a hyperbolic fixed point of f ,
and the proof of the general case is similar. The only difference is that, in item
2 of the conclusion, the condition #(O ∩ Up) ∈ {l + mτ, l + mτ + 1, · · · , l +
(m+ 1)τ − 1} should be #(O ∩ Up) = l +m. In the general case, the number
#(O ∩ Up) cannot be chosen arbitrarily, but we can make sure it is contained
in an interval whose length is the period of p.

Now we fix the neighborhoods U , Up and UK , and the numbers N , θ and
r0.

3.2.1 The choice of n0, the point z1 and the perturbation
domain at z1.

Recall that the point x ∈ W u(p) satisfies ω(x) ∩K 6= ∅.

Lemma 3.8. There is a point z1 ∈ UK \K, such that:

• for any neighborhood Vz1 of z1, there is n ≥ 1 such that fn(x) ∈ Vz1;

• z1 ≺UK K and Orb+(z1) ⊂ UK.

Proof. The proof is similar to that of Lemma 2.14. We take a smaller open
neighborhood V of K such that V ⊂ UK . Since ω(x) ∩ K 6= ∅, then for
any k ≥ 1, there is nk ≥ 1, such that fnk(x) ∈ B(K, 1

k
). Take the smallest

integer mk, such that the piece of orbit (fmk(x), fmk+1(x), · · · , fnk(x)) is con-
tained in V . Taking a convergent subsequence if necessary, we assume that
the sequence {fmk(x)}k≥1 converges to a point z1 ∈ V ⊂ UK and the sequence
{fnk(x)}k≥1 converges to a point z2 ∈ K. Then we have that z1 ≺UK z2,
and the pieces of orbit that connects the neighborhoods of z1 and z2 are
(fmk(x), fmk+1(x), · · · , fnk(x))k≥1. Since z2 ∈ K, we have that z1 ≺UK K.
By the choice of mk, we have that fmk−1(x) ∈ M \ V . Since M \ V is com-
pact, and f−1(z1) is a limit point of the sequence {fmk−1(x)}k≥1, we have that
f−1(z1) ∈ M \ V . By the invariance of K, we have that z1 /∈ K and nk −mk

goes to +∞. Since (fmk(x), fmk+1(x), · · · , fnk(x)) is contained in UK and by
the fact that fmk(x) converges to z1, we have that Orb+(z1) ⊂ V ⊂ UK . Thus
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the second item is satisfied. The first item is a trivial fact by the choice of
z1.

By the assumption on UK , we have that z1 is not a periodic point with
period less than or equal to N . Also, since y ∈ W s(p) and Orb+(z1) ⊂ UK ,
we have z1 /∈ Orb(y). Moreover, by the fact that α(y) = K, we know z1 /∈
Orb(y). Then there are two neighborhoods Vz1 ⊂ Uz1 of z1 satisfying the
conclusion of Theorem 2.25 for the triple (f,U , N), and also satisfying the
following conditions:

• Uz1 ∪ f(Uz1) ∪ · · · ∪ fN(Uz1) ⊂ UK \K;

• (Uz1 ∪ f(Uz1) ∪ · · · ∪ fN(Uz1)) ∩Orb(y) = ∅.

By Lemma 3.8, there is n1 ∈ N such that fn1(x) ∈ Vz1 . Moreover, since
α(y) = K, there is n2 ∈ N, such that, for any n ≥ n2, we have f−n(y) ∈ UK .
Let n0 = n1 + n2.

3.2.2 The choices of points and perturbation domains in
K and to get h.

Take any integer TK . By Lemma 3.8, we have that z1 ≺UK K, that is to say,
there is a point z2 ∈ K such that z1 ≺UK z2. Now we consider two cases,
depending on whether there is such a point z2 that is not a periodic point with
period less than or equal to N .

The non-periodic case

Assume that there is a point z2 ∈ K which is not a periodic point with period
less than or equal to N , and z1 ≺UK z2. Then there are two neighborhoods
Vz2 ⊂ Uz2 of z2 satisfying the conclusion of Theorem 2.25 for the triple (f,U , N)
and also satisfying the following conditions:

• Uz2 ∪ f(Uz2) ∪ · · · ∪ fN(Uz2) ⊂ UK ;

• (Uz1 ∪ f(Uz1) ∪ · · · ∪ fN(Uz1)) ∩ (Uz2 ∪ f(Uz2) ∪ · · · ∪ fN(Uz2)) = ∅;

• fn(x) /∈ Uz2 ∪ f(Uz2) ∪ · · · ∪ fN(Uz2), for any −∞ < n ≤ n1;

• f−n(y) /∈ Uz2 ∪ f(Uz2) ∪ · · · ∪ fN(Uz2), for any n ≤ n2 + TK .

Then there is n3 > n2 + TK , such that f−n3(y) ∈ Vz2 . Since we have the fact
that z1 ≺UK z2, there is a piece of orbit (w, f(w), · · · , fk(w)) contained in UK ,
such that w ∈ Vz1 and fk(w) ∈ Vz2 . Moreover, since Uz1 ∩ Orb(y) = ∅ and
w ∈ Vz1 ⊂ Uz1 , we have that w /∈ Orb(y).
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Perturbations to get h in the non-periodic case. Now we do the perturbations
step by step to get the conclusion.

Step 1. From the choice of points and neighborhoods above, we can see
that the point x has a positive iterate fn1(x) ∈ Vz1 and the point fk(w) has
a negative iterate w ∈ Vz1 . Then by Theorem 2.25, there is a diffeomorphism
f1 ∈ U , such that f1 coincides with f outside Uz1 ∪ f(Uz1)∪ · · · ∪ fN(Uz1) and
fk(w) is on the positive orbit of x under f1.

Step 2. For the diffeomorphism f1, the point x has a positive iterate
fk(w) ∈ Vz2 , and the point y has a negative iterate f−n3(y) ∈ Vz2 . Since f1

coincides with f outside Uz1 ∪ f(Uz1)∪ · · · ∪ fN(Uz1) and (Uz1 ∪ f(Uz1)∪ · · · ∪
fN(Uz1)) ∩ (Uz2 ∪ f(Uz2) ∪ · · · ∪ fN(Uz2)) = ∅, then by Theorem 2.25, there is
a diffeomorphism h ∈ U , such that y is on the positive orbit of x under h and
h coincides with f1 outside Uz2 ∪ f(Uz2) ∪ · · · ∪ fN(Uz2).

By the constructions above, h coincides with f outside (Uz1 ∪ f(Uz1) ∪
· · · ∪ fN(Uz1)) ∪ (Uz2 ∪ f(Uz2) ∪ · · · ∪ fN(Uz2)). Hence h coincides with f on
Orb(p)∪Orb−(x)∪Orb+(y) and outside UK . Moreover, #(Orb(x, h)∩UK) ≥
n3 − n2 ≥ TK and #(Orb(x, h) \ (UK ∪ Up)) ≤ n1 + n2 ≤ n0.

The periodic case

Assume that any point z2 ∈ K satisfying z1 ≺UK z2 is a periodic point with
period less than or equal to N . We take such a point q ∈ K. In this case,
we cannot use Theorem 2.25 at the point q since its period is small but we
can do perturbations at the stable and unstable manifolds of q since it is
hyperbolic. To simplify the proof, we assume that q is a hyperbolic fixed point
of f , but the general case is identical. We take a neighborhood Uq of q such
that Uq ⊂ UK \ (Uz1 ∪ f(Uz1) ∪ · · · ∪ fN(Uz1)), and such that for any point
w satisfying Orb+(w) ⊂ Uq (rep. Orb−(w) ⊂ Uq), we have w ∈ W s(q) (resp.
w ∈ W u(q)).

Since z1 ≺UK q, by a similar argument as in Lemma 3.8, we can get that,
there is a point x′ ∈ Uq, such that z1 ≺UK x′ and Orb+(x) ⊂ Uq. By the choice
of Uq, we have that x′ ∈ W s(q) and x′ /∈ Uz1 ∪ f(Uz1) ∪ · · · ∪ fN(Uz1). Notice
that, since x′ is not a periodic point, we have x′ /∈ K = α(y).

Since q ∈ α(y), there is y′ ∈ W u(q)∩Uq, such that for any neighborhood U
of y′, there is an integer n ≥ 1, such that f−n(y) ∈ U . (In fact, if α(y) = {q},
we can choose y′ to be a negative iterate of y. If {q} $ α(y), we can choose y′
to be contained in α(y) ∩W u(q)).

By the λ-Lemma, there are two neighborhoodsWx′ andWy′ of x′ and y′ re-
spectively such that, for any two smaller neighborhoods W ′

x′ ⊂ Wx′ and W ′
y′ ⊂

Wy′ of x′ and y′ respectively, there are a piece of orbit (z′, f(z′), · · · , f t(z′))
contained in Uq, such that z′ ∈ Vx′ , f t(z′) ∈ f−1(Wy′), f i(z′) /∈ Ux′ for any
i ∈ {1, 2, · · · , t} and t ≥ TK .

Now we construct the perturbation domains at the points x′ and y′ re-
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spectively. Recall that θ > 1 and r0 > 0 are the two constants obtained by
Lemma 2.27 associated to U and f .

Perturbation domain at x′ We can take two neighborhoods Vx′ ⊂ Ux′ of x′
that satisfy the conclusions of Theorem 2.25 for the triple (f,U , N), and also
satisfy that

• Ux′ ⊂ Wx′ ;

• Ux′ ∪ f(Ux′) ∪ · · · ,∪fN(Ux′) ⊂ Uq;

• fn(x) /∈ Ux′ ∪ f(Ux′) ∪ · · · ∪ fN(Ux′), for any −∞ < n ≤ n1;

• Ux′ ∩Orb(y) = ∅ and q /∈ Ux′ .

Then, there is a piece of orbit (w′, · · · , fk′(w′)) contained in UK , such that
w′ ∈ Vz1 and fk′(w′) ∈ Vx′ . Moreover, w′ /∈ Orb(y).

Perturbation domain at y′ We take a number r′ < r0 small enough, such
that: if we take the neighborhood Uy′ = f(B(f−1(y′), θr′)) of y′, then the
following properties are satisfied:

• Uy′ ⊂ Wf−1(y′);

• Uy′ ∪ f−1(Uy′) ⊂ Uq \ ({q} ∪ Ux′ ∪ f(Ux′) ∪ · · · ,∪fN(Ux′));

• Uy′ ∩ f−1(Uy′) = ∅;

• fn(x) /∈ Uy′ ∪ f−1(Uy′), for any −∞ < n ≤ n1;

• {w′, · · · , fk′(w′)} ∩ (Uy′ ∪ f−1(Uy′)) = ∅.

Then by the choice of Ux′ and Uy′ , there is a piece of orbit (z′, f(z′), · · · ,
fn4(z′)) contained in Uq, such that z′ ∈ Vx′ , fn4(z′) ∈ B(f−1(y′), r′), f i(z′) /∈
Ux′ for any i ∈ {1, 2, · · · , n4} and n4 ≥ TK . By the choice of y′, there is a
negative iterate f−n5(y) of y contained in B(f−1(y′), r′).

Perturbations to get h in the periodic case. From the above constructions,
we can see that the perturbation domains are pairwise disjoint and contained
in UK , and the pieces of orbits that connects two perturbation domains are
pairwise disjoint and disjoint from the other perturbation domains. Then we
can do the perturbations step by step as in Case 1.

Step 1. By Lemma 2.27, there is f1 ∈ U , such that, f1 coincides with f
outside f−1(Uy′) and f1(fn4(z′)) = f−n5+1(y). Since fn(x) /∈ Uy′ ∪ f−1(Uy′),
for any −∞ < n ≤ n1, we have that f1 coincides with f on {fn(x)}−∞<n≤n1 .

Step 2. For the diffeomorphism f1, the point y has a negative iterate
z′ ∈ Vx′ , and the point w′ has a positive iterate fk′(w′) ∈ Vx′ . Then by
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Theorem 2.25, there is f2 ∈ U , such that f2 coincides with f1 outside Ux′ ∪
f(Ux′) ∪ · · · ∪ fN(Ux′), and w′ is on the negative orbit of y under f2. fn(x) /∈
Ux′ ∪ f(Ux′) ∪ · · · ∪ fN(Ux′), for any −∞ < n ≤ n1, we have that f1 coincides
with f on {fn(x)}−∞<n≤n1 .

Step 3. For the diffeomorphism f2, the point y has a negative iterate w′ in
Vz1 and the point x has a positive iterate fn1(x) ∈ Vz1 . By Theorem 2.25, there
is h ∈ U , such that, h coincides with f2 outside Uz1 ∪ f(Uz1) ∪ · · · ∪ fN(Uz1)
and y on the positive orbit of x under h.

By the constructions above, the diffeomorphism h coincides with f outside
(Uz1 ∪f(Uz1)∪· · ·∪fN(Uz1))∪ (Ux′ ∪f(Ux′)∪· · ·∪fN(Ux′))∪f−1(Uy′). Hence
h coincides with f on Orb(p)∪Orb−(x)∪Orb+(y) and outside UK . Moreover,
#(Orb(x, h) ∩ UK) ≥ n4 ≥ TK and #(Orb(x, h) \ (UK ∪ Up)) ≤ n1 + n2 ≤ n0.

Remark 3.9. We point out that, in the construction, each of the perturbations
supports are pairwise disjoint with each other. Since U = f ◦ V, where V is
a C1 neighborhood of Id and satisfies the property (F) in Definition 2.24, the
perturbations f1, f2 and h are still contained in U .

3.2.3 The choice of l and the perturbation domains at x
and y, and to get hm.

From the constructions in section 3.2.2, we get the diffeomorphism h that sat-
isfies the first item of Proposition 3.1. In this section, we do the perturbations
to get the diffeomorphism hm.

Assume ht(x) = y. By replacing x and y to a negative or positive iteration,
we assume that x, y ∈ Up and Orb−(x, h) ∪ Orb+(y, h) ⊂ Up. Assume that
#({hn(x)}1≤n≤t∩Up) = m0. We take a number r < r0 small enough, such that,
if we take the neighborhood Ux = h(B(h−1(x), θr)) of x and the neighborhood
Uy = B(y, θr) of y, then, the four sets Ux, h−1(Ux), Uy and h(Uy) are contained
in Up and pairwise disjoint from each other and disjoint with {hn(x)}1≤n≤t. By
the λ-Lemma, there is l0 ∈ N, such that, for any m ≥ 1, there is a piece of
orbit (h(z), h2(z), · · · , hl0+m−1(z)) contained in Up, such that h(z) ∈ B(y, r),
hl0+m−1(z) ∈ B(h−1(x), r) and hi(z) /∈ Uy ∪ h−1(Ux) for any i = 2, 3, · · · , l0 +
m− 2. Let l = l0 +m0.

By Lemma 2.27 and the disjointness of Uy, f−1(Ux) and UK , there is hm ∈
U , such that, hm coincides with h outside Uy ∪ f−1(Ux), and hm(y) = h2(z),
hm(f l0+m−1(z)) = hl0+m−1

m (y) = x. Hence hm coincides with h on Orb(p)
and outside Up. Moreover, the point x is a periodic point of hm, and putting
O = Orb(x, hm), we have that O \ Up = Orb(x, h) \ Up, and #(O ∩ Up) =
l0 +m0 +m = l +m.

This finishes the proof of Proposition 3.1.

Remark 3.10. We point out here that, in the periodic case, we cannot do the
same perturbations at x′ to connect fk′(w′) to f(z′) just as at the points y′ to
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connect fn4(z′) and f−n5+1(y). Because the piece of orbit (w′, · · · , fk′(w′)) that
connects the neighborhoods Vz1 and Vx′ of z1 and x′ respectively may enter into
the neighborhood Ux′ many times before fk′(w′). Thus if we use the basic per-
turbation lemma to connect fk′(w′) to f(z′), the piece of orbit (w′, · · · , fk′(w′))
may be modified and it is not clear if the negative orbit of y can intersect Vz1
after such perturbation. Thus we can not get a periodic orbit.

3.3 Connecting a set and a point by periodic
orbits: proof of Proposition 3.3

In this section, we prove Proposition 3.3.
Consider a diffeomorphism f that satisfies the properties stated in Theo-

rem 2.46, a chain-transitive set K of f , a point x ∈ K satisfying x /∈ α(x)
(hence x is not a periodic point) and a C1-neighborhood U of f . By taking a
smaller neighborhood if necessary, we assume that the elements of U are of the
form f ◦ φ with φ ∈ V , such that V is a C1-neighborhood of Id which satisfies
the property (F). For the C1-neighborhood U of f , there is an integer N given
by Theorem 2.25.

We fix the triple (f,U , N), and fix the three neighborhoods Ux of x, U of
α(x) and W of K from now on. We consider two cases.

• The non-periodic case: there is a point z ∈ α(x) such that z is not a
periodic point of f with period less than or equal to N .

• The periodic case: any point contained in α(x) is a periodic point of
f with period less than or equal to N , which in particular implies that
α(x) is a finite set.

3.3.1 The non-periodic case.

We construct three perturbation neighborhoods at three points, and choose
segments of orbits that connect them one by one and then we use the con-
necting lemma to get a periodic orbit by perturbations. We point out here
that the perturbation neighborhoods are pairwise disjoint and the segments
of orbits are also pairwise disjoint. Moreover, any perturbation neighborhood
is disjoint with the segment of orbit that connects the two other perturbation
neighborhoods.

Choice of points and connecting orbits

The perturbation neighborhoods at x. We take two small neighborhoods V ′x ⊂
Vx ⊂ Ux of x, such that the following properties are satisfied:

• (
⋃N
i=0 f

i(Vx)) ∩ α(x) = ∅,
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•
⋃N
i=0 f

i(Vx) ⊂ W ,

• V ′x ⊂ Vx satisfy Theorem 2.25 for the triple (f,U , N).

The point y. Since all periodic points of f are hyperbolic, then there are only
finitely many periodic points with period less than or equal to N . Hence there
is a small neighborhood V ⊂ U of α(x), such that

• V ⊂ W and V ∩ (
⋃N
i=0 f

i(Vx)) = ∅,

• there is no periodic point with period less than or equal to N in V \K.

Since K is a chain transitive set and x ∈ K, we have that x aK α(x). By
item 3 of Theorem 2.46, we have that x ≺W α(x). By Lemma 2.14, there is
a point y ∈ V \ α(x), such that x ≺W y ≺V α(x), and Orb+(y) ⊂ V . Since
x /∈ V , we have that y /∈ Orb−(x). Moreover, there is an integer n0, such that,
for any i ≥ n0, f−i(x) ⊂ V .

The perturbation neighborhoods at y, the connecting orbit from x to y and the
number L. By the choice the neighborhood V , the point y is not a periodic
point with period less than or equal to N . By the facts that y /∈ Orb−(x) and
Orb+(y) ⊂ V , there are two small neighborhoods V ′y ⊂ Vy of y, such that the
following properties are satisfied:

•
⋃N
i=0 f

i(Vy) ⊂ V , which implies that (
⋃N
i=0 f

i(Vy)) ∩ (
⋃N
i=0 f

i(Vx)) = ∅,

• Orb−(x)∩(
⋃N
i=0 f

i(Vy)) = ∅, which implies that (
⋃N
i=0 f

i(Vy))∩α(x) = ∅,

• V ′y ⊂ Vy satisfy Theorem 2.25 for the triple (f,U , N).

Since x ≺W y, there is a piece of orbit segment {w1, f(w1), · · · , fn1(w1)} ⊂
W , such that w1 ∈ V ′x and fn1(w1) ∈ V ′y . By the choice of Vy, one can see that
w1 /∈ Orb−(x). Take L = n0 + n1 +N . Then we take an integer m ∈ N.

The point z and the perturbation neighborhoods at z. Now take z ∈ α(x) such
that z is not a periodic point of f with period less than or equal to N . Since
α(x) is a chain transitive set and y ≺V α(x), by item 3 of Theorem 2.46, we
know that y ≺V z. By the fact that z ∈ α(x) and (

⋃N
i=0 f

i(Vy))∩α(x) = ∅, we
can take two neighborhoods V ′z ⊂ Vz of z, such that the following properties
are satisfied:

•
⋃N
i=0 f

i(Vz) ⊂ V , which implies that (
⋃N
i=0 f

i(Vz)) ∩ (
⋃N
i=0 f

i(Vx)) = ∅,

• (
⋃N
i=0 f

i(Vz)) ∩ (
⋃N
i=0 f

i(Vy)) = ∅,

• {w1, f(w1), · · · , fn1(w1)} ∩ (
⋃N
i=0 f

i(Vz)) = ∅,
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• f−i(x) /∈
⋃N
i=0 f

i(Vz), for any 0 ≤ i ≤ n0 +m,

• V ′z ⊂ Vz satisfy Theorem 2.25 for the triple (f,U , N).

The connecting orbits from y to z and from z to x. Since y ≺V z, there is a
piece of orbit segment {w2, f(w2), · · · , fn2(w2)} ⊂ V , such that w2 ∈ V ′y and
fn2(w2) ∈ V ′z . By the choice of Vy, we have that w2 /∈ Orb−(x). By the choice of
the neighborhood V , we have that {w2, f(w2), · · · , fn2(w2)} ∩ (

⋃N
i=0 f

i(Vx)) =
∅.

Since z ∈ α(x), there is n3, such that f−n3(x) ∈ V ′z . Since Vy∩Orb−(x) = ∅,
we have that {f−n3(x), f−n3+1(x), · · · , x} ∩ (

⋃N
i=0 f

i(Vy)) = ∅. Moreover, by
the choice of Vz, we have that n3 > n0 +m.

To sum up, we have obtained three pairwise disjoint perturbation neigh-
borhoods

⋃N
i=0 f

i(Vx),
⋃N
i=0 f

i(Vy) and
⋃N
i=0 f

i(Vz), and three pairwise disjoint
pieces of orbit segment {w1, f(w1), · · · , fn1(w1)}, {w2, f(w2), · · · , fn2(w2)}
and {f−n3(x), f−n3+1(x), · · · , x} that connect the perturbation neighborhoods
one by one. And all these perturbation neighborhoods and pieces of orbit
segments are contained in the neighborhood W of K, and each perturbation
neighborhood is disjoint with the piece of orbit segment that connects the other
two perturbation neighborhoods. Moreover, we have that n3 > n0 +m > m.

The connecting process

Now, by Theorem 2.25, we will do perturbations of f in U on the three pairwise
disjoint neighborhoods

⋃N
i=0 f

i(Vx),
⋃N
i=0 f

i(Vy) and
⋃N
i=0 f

i(Vz). By Remarque
4.3 of [15] and the Property (F), one can get a diffeomorphism in U with the
composition of the three perturbations.

The perturbation at x. The point f−n3(x) has a positive iterate x ∈ V ′x and
the point fn1(w1) has a negative iterate w1 ∈ V ′x. By Theorem 2.25, there is a
diffeomorphism f1 ∈ U , such that:

• f1 coincides with f outside
⋃N
i=0 f

i(Vx),

• the point fn1(w1) is on the positive orbit of f−n3(x) under f1.

Moreover, the piece of orbit segment {f−n3(x), f1(f−n3(x)), · · · , fn1(w1)}
under f1 satisfies the following properties:

• it is contained in
⋃n3

i=0{f−i(x)} ∪ (
⋃N−1
i=0 f i(Vx)) ∪

⋃n1

i=0{f i(w1)},

• it intersect Vx and has at most n0 +n1 points outside V , where n0 +n1 <
L,
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• it contains the piece of orbit segment {f−n0(x), f−n0−1(x), · · · , f−n0−m(x)}
under f .

We take a point p ∈ Vx ∩ {f−n3(x), f1(f−n3(x)), · · · fn1(w1)}, then the point
fn1(w1) is on the positive orbit of p and f−n3(x) is on the negative orbit of p
under f1.

The perturbation at y. By the above construction, f1 coincides with f in⋃N
i=0 f

i(Vy). Hence the piece of orbit {w2, f(w2), · · · , fn2(w2)} is not modified.
Under the iterate of f1, the point p has a positive iterate fn1(w1) ∈ V ′y and
the point fn2(w2) has a negative iterate w2 ∈ V ′y . By Theorem 2.25, there is
f2 ∈ U , such that:

• f2 coincides with f1 outside
⋃N
i=0 f

i(Vy), hence f2 coincides with f outside
(
⋃N
i=0 f

i(Vx)) ∪ (
⋃N
i=0 f

i(Vy)),

• fn2(w2) is on the positive iterate of p under f2, and f−n3(x) is on the
negative of p under f2,

• the piece of orbit segment {f−n3(x), f2(f−n3(x)), · · · , p, f2(p), · · · ,
fn2(w2)} under f2 has at most L = n0 + n1 +N points outside V ,

• the piece of orbit segment {f−n0(x), f−n0−1(x), · · · , f−n0−m(x)} under
f is contained in the piece of orbit segment {f−n3(x), f2(f−n3(x)), · · · ,
p, f2(p), · · · , fn2(w2)} under f2.

The perturbation at z. By the above constructions, f2 coincides with f in⋃N
i=0 f

i(Vz), and, under the iterate of f2, the point p has a positive iterate
fn2(w2) ∈ V ′z and a negative iterate f−n3(x) ∈ V ′z . By Theorem 2.25, there is
g ∈ U , such that:

• g coincides with f2 outside
⋃N
i=0 f

i(Vz), hence g coincides with f outside
(
⋃N
i=0 f

i(Vx)) ∪ (
⋃N
i=0 f

i(Vy)) ∪ (
⋃N
i=0 f

i(Vz)),

• the point p ∈ Ux is a periodic point of g,

• the piece of orbit segment {f−n0(x), f−n0−1(x), · · · , f−n0−m(x)} under f
is contained in Orb(p, g), hence Orb(p, g) has at least m points contained
in V ⊂ U ,

• Orb(p, g) has at most L = n0 + n1 +N points outside V ⊂ U .

This finishes the proof of Proposition 3.3 in the non-periodic case.
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3.3.2 The periodic case.

In this case, any point contained in α(x) is a periodic point with period less
than or equal to N . By the assumption that all periodic point of f is hyper-
bolic, we have that α(x) is a finite set. Since α(x) is chain transitive, this gives
the following claim.

Claim 3.11. In this case, α(x) is a hyperbolic periodic orbit Orb(q), and
x ∈ W u(Orb(q)).

Choice of points and connecting orbits

By Claim 3.11, we have that x ∈ W u(Orb(q)) \ {q} for a hyperbolic periodic
point q. To simplify the notations, we just assume that q is a hyperbolic fixed
point of f , but the general case is identical. Now U is a neighborhood of
{q} = α(x).

The perturbation neighborhoods at x. We take two small neighborhoods V ′x ⊂
Vx ⊂ Ux of x, such that the following properties are satisfied:

• q /∈
⋃N
i=0 f

i(Vx),

•
⋃N
i=0 f

i(Vx) ⊂ W ,

• V ′x ⊂ Vx satisfy Theorem 2.25 for the triple (f,U , N).

The neighborhood V and the point y. By the hyperbolicity of the fixed point
q, there is a neighborhood V of q, such that, if the positive orbit of a point
is contained in V , then this point is in W s(q). Moreover, we can assume V
is small such that V ∩ (

⋃N
i=0 f

i(Vx)) = ∅ and V ⊂ U . By the assumption, we
have that x aK q, hence by item 3 of Theorem 2.46, we have that x ≺W q.
By Lemma 2.14, there is a point y ∈ V \ q, such that x ≺W y ≺V q, and
Orb+(y) ⊂ V . Then we can see that y ∈ W s(q). Moreover, since x /∈ V , we
have that y /∈ Orb−(x).

The perturbation neighborhoods at y, the connecting orbit from x to y and the
number L. We take two neighborhoods V ′y ⊂ Vy of y, such that the followings
are satisfied:

•
⋃N
i=0 f

i(Vy) ⊂ V \Orb−(x), which implies that:
(
⋃N
i=0 f

i(Vy)) ∩ (
⋃N
i=0 f

i(Vx)) = ∅,

• f j(y) /∈
⋃N
i=0 f

i(Vy), for any j ≥ N + 1,

• V ′y ⊂ Vy satisfy Theorem 2.25 for the triple (f,U , N).
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Since x ≺W y, there is a piece of orbit segment {w1, f(w1), · · · , fn1(w1)} ⊂
W , such that w1 ∈ V ′x and fn1(w1) ∈ V ′y . Since x ∈ W u(p), there is an integer
n0, such that f−i(x) ∈ V for any i ≥ n0. By the fact that Orb+(fN+1(y)) ∪
Orb−(f−n0(x)) ⊂ V , and V ∩ (

⋃N
i=0 f

i(Vx)) = ∅, we can see that the piece
of orbit segment {w1, f(w1), · · · , fn1(w1)} is disjoint with Orb+(fN+1(y)) ∪
Orb−(f−n0(x)). Take L = n0 + n1 +N .

The connecting process: to get a transverse homoclinic point

Now we do the perturbations by Theorem 2.25 and get a homoclinic point of
q contained in Ux.

The perturbation at x. The point f−n0(x) has a positive iterate x ∈ V ′x and
the point fn1(w1) has a negative iterate w1 ∈ V ′x. By Theorem 2.25, there is a
diffeomorphism f1 ∈ U , such that:

• f1 coincides with f outside
⋃N
i=0 f

i(Vx),

• fn1(w1) is on the positive orbit of f−n0(x) under f1,

Then there is a point z ∈ Vx, such that fn1(w1) is on the positive orbit
of z under f1 and f−n0(x) is on the negative orbit of z under f1. Assume
that fn1(w1) = fm1

1 (z) and f−n0(x) = f−m0
1 (z), we have that m1 + m0 ≤

n1 + n0 +N = L. Moreover, the negative orbit of f−n0(x) under f is still the
negative orbit of f−n0(x) under f1, hence z ∈ W u(q, f1). Also, by the fact that⋃N
i=0 f

i(Vy) ⊂ V \Orb−(x), one can see (
⋃N
i=0 f

i(Vy)) ∩Orb−(z, f1) = ∅.

The perturbation at y. By the above construction, f1 coincides with f in⋃N
i=0 f

i(Vy), and, under the iterate of f1, the point z has a positive iterate
fm1

1 (p) = fn1(w1) ∈ V ′y and the point fN+1(y) has a negative iterate y ∈ V ′y .
By Theorem 2.25, there is f2 ∈ U , such that:

• f2 coincides with f1 outside
⋃N
i=0 f

i(Vy), hence f2 coincides with f outside
(
⋃N
i=0 f

i(Vx)) ∪ (
⋃N
i=0 f

i(Vy)),

• the point fN+1(y) is on the positive iterate of z under f2.

By the fact that (
⋃N
i=0 f

i(Vy)) ∩ Orb+(fN+1(y), f) = ∅, we can see that
the positive orbit of fN+1(y) under f is still the positive orbit of fN+1(y)

under f2. Hence z ∈ W s(q, f2). Since (
⋃N
i=0 f

i(Vy)) ∩ Orb−(z, f1) = ∅, we
have that Orb−(z, f1) = Orb−(z, f2), hence z ∈ W u(q, f2). Then the point
z ∈ W s(q, f2)∩W u(q, f2) is a homoclinic point of the hyperbolic fixed point q
of f2.

By perturbing f2 to a diffeomorphism g ∈ U with an arbitrarily C1 small
perturbation, we can assume that z is a transverse homoclinic point of the
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hyperbolic fixed point q of g. Moreover, the orbit of z under g is the same
as that of f2, hence the number of points of Orb(z, g) \ V is no more than
m1 +m0, hence no more than L.

Periodic orbits shadowing the orbit of a homoclinic point: end of
the proof

Now we have obtained a diffeomorphism g ∈ U , a hyperbolic fixed point q and
a transverse homoclinic point z ∈ W s(q, g) t W u(q, g) whose orbit under g
has at most L points outside V . Then the set Orb(z, g) ∪ {q} is a hyperbolic
set. By a standard argument with the λ-lemma and the Smale’s homoclinic
theorem, for any integer m ∈ N, there is a periodic point p ∈ Vx of g, such that
Orb(p, g) has at most L points outside V and has at least m points inside V .
The proof of Proposition 3.3 in the periodic case is finished by the fact that
V ⊂ U .

The proof of Proposition 3.3 is completed.

3.4 Asymptotic approximation for true orbits:
proof of Proposition 3.5

In this section, we give the proof of Proposition 3.5. In fact, the proof is almost
the same as the proof of Proposition 10 in [32]. Recall that K is an invariant
compact set and α(x) ⊂ K. We consider the hyperbolic periodic point p /∈ K
with W u(p) ∩ K 6= ∅. We assume that for any point y ∈ W u(p, f), we have
ω(y) \ K 6= ∅, otherwise there is nothing needed to prove. Also we assume
that x /∈ K because the other case can be obtained directly if the proposition
is true under the assumption x /∈ K. We take two steps to get our purpose:

• we choose a sequence of non-periodic points (zn)n≥0, such that:

z0 ≺ z1 ≺ · · · ≺ K, z0 ∈ W u(p) and zn /∈ Orb−(x), for any n ≥ 0,

• then we perturb at every zn to connect all the points together and avoid
Orb−(x).

In order to prove Proposition 3.5, we take a decreasing sequence of C1-
neighborhoods (Un) of f that satisfies the following properties:

• U0 ⊂ U ,

• the element of Un is of the form f ◦ φ with φ ∈ Vn, where (Vn) is a
decreasing sequence of C1 neighborhoods of Id that satisfy the property
(F) in Definition 2.24, and ∩nVn = {Id}.
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Then we have that ∩nUn = {f}. Theorem 2.25 associates to each pair (f,Uk)
a number Nk.

Recall that α(x) ⊂ K and we have assumed that x /∈ K. We need the
following three lemmas for the proof of Proposition 3.5.

Lemma 3.12. For any neighborhood W of K, there is a point z ∈ (W ∩
W u(p)) \K, such that, z ≺W K and Orb+(z) ⊂ W . Moreover, z /∈ Orb−(x).

Proof. The proof is similar to the proof of Lemma 3.8. We assumeW is a small
neighborhood of K such that x 6∈ W and p /∈ W . Take an open neighborhood
V ⊂ W of K, such that V ⊂ W . Since W u(p)∩K 6= ∅, for any k ≥ 1, there is
a point xk ∈ W u(p) and a positive integer n(k), such that fn(k)(xk) ∈ B(K, 1

k
).

For k large, the set B(K, 1
k
) is contained in V . We consider the smallest integer

m(k) such that the piece of orbit (fm(k)(xk), · · · , fn(k)(xk)) is contained in V .
By the assumption that ω(xk) \ K 6= ∅ for any k ≥ 1, we can see that both
m(k) and n(k)−m(k) go to infinity as k goes to infinity.

By taking convergent subsequence if necessary, assume that the sequence
{fm(k)(xk)} converges to a point z ∈ V , and {fn(k)(xk)} converges to a point
z′ ∈ K. It can be obtained directly that z ∈ W u(p). By a similar argument
as in the proof of Lemma 3.8, we can obtain the fact that z /∈ K, and z ≺W
z′. Then we have z ≺W K since z′ ∈ K. Since fm(k)(xk), · · · , fn(k)(xk) is
contained in V and n(k) − m(k) go to infinity, we have that Orb+(z) ⊂ W .
Then by the assumption x /∈ W , we have z /∈ Orb−(x). Hence z /∈ Orb−(x)

because Orb−(x) ⊂ Orb−(x) ∪K.

Lemma 3.13. There are a point y ∈ W u(p), a sequence of points (zk)k≥1,
three sequences of neighborhoods (Uk)k≥1, (Vk)k≥1, (Wk)k≥0 and a sequence of
finite segment of orbits Yk = (yk, f(yk), · · · , fm(k)(yk))k≥0, such that:

1. Wk+1 ⊂ Wk and ∩kWk = K;

2. Theorem 2.25 can be applied to zk ∈ Vk ⊂ Uk for the triple (f,Uk, Nk),
and fn(Uk) ⊂ Wk \Wk+1 for all 0 ≤ n ≤ Nk;

3. Uk ∩Orb−(x) = ∅, for any k ≥ 1;

4. zk ≺Wk
zk+1 and zk ≺Wk

K, for any k ≥ 1;

5. the points fm(k)(yk) and yk+1 are contained in Vk+1 for all k ≥ 0 where
y0 = y, and Orb−(y) ∩W1 = ∅;

6. Yk ⊂ Wk \Wk+2 for all k ≥ 0 and Yk ∩Orb−(x) = ∅, for all k ≥ 0;

Proof. We build all the sequences by induction. Set W0 = M . We first choose
W1, z1, V1, U1 and Y0.
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Since all periodic orbits in K are hyperbolic, there is a neighborhood W1

of K, such that there is no periodic points with period less than or equal to N1

contained in W1 \K. Also we can assume that p /∈ W1. By Lemma 3.12, there
is z1 ∈ W1 \K, such that z1 ≺W1 K, z1 /∈ Orb−(x), and z1 ∈ W u(p). By the
choice ofW1 and by the fact z1 ∈ W1\K, there is a neighborhood U1 of z1, that
is disjoint from its N1 first iterates and fn(U1) ⊂ W1 \K for any 0 ≤ n ≤ N1.
Moreover, because z1 /∈ Orb−(x), we can assume U1 ∩ (Orb−(x)∪K) = ∅. By
Theorem 2.25, there is V1 ⊂ U1 associated to (f,U1, N1). Then there are a
point y ∈ W u(p) \W1 and a positive integer m(0), such that fm(0)(y) ∈ V1.
Moreover, by considering a negative iterate of y if necessary, we can assume
that Orb−(y) ∩W1 = ∅. We take y0 = y and Y0 = (y, f(y), · · · , fm(0)(y)). To
sum up, we have obtained W1, z1, V1, U1 and Y0.

Now we construct the sequences by induction on k. After Wk, zk, Vk, Uk
and Yk−1 have been built, there is Wk+1 ⊂ Wk such that

• there is no periodic point with period less than or equal toNk+1 contained
in Wk+1 \K;

• fn(Uk) ∩Wk+1 = ∅, for all 1 ≤ n ≤ Nk;

• Wk+1 ∩ Yk−1 = ∅;

• Wk+1 is contained in B(K, 1
k
).

By Lemma 2.14, there is zk+1 ∈ Wk+1 \K, such that zk ≺Wk
zk+1 ≺Wk+1

K
and Orb+(zk+1) ⊂ Wk+1. Since Orb+(zk+1) ⊂ Wk+1 and x /∈ Wk+1, we have
that zk+1 /∈ Orb−(x). Moreover, by the fact that zk+1 /∈ K and α(x) ⊂ K,
we have that zk+1 /∈ Orb−(x). By Theorem 2.25, there are neighborhoods
Vk+1 ⊂ Uk+1 of zk+1 associated to (f,Uk+1, Nk+1), such that:

• Uk+1 ∩ (Orb−(x) ∪K) = ∅,

• fn(Uk+1) ⊂ Wk+1 for all 0 ≤ n ≤ Nk+1.

Then there is Yk = (yk, f(yk), · · · , fm(k)(yk)), such that yk ∈ Vk and fm(k)(yk) ∈
Vk+1. Since Uk ∩ Orb−(x) = ∅, we have that yk /∈ Orb−(x), and hence Yk is
disjoint from Orb−(x).

Then we finish the proof of Lemma 3.13.

Remark 3.14. We point out here that, in Lemma 3.13, there is an open set
V containing Orb−(x), such that V ∩ Uk = ∅ for all k ≥ 1. In fact, since
x /∈ K, for any integer n ∈ N, there is nk, such that f−n(x) /∈ Wnk . By the
fact that Uk ⊂ Wk and Uk ∩ Orb−(x) = ∅, for any n ≥ 0, there is an open
neighborhood Bn of f−n(x), such that Bn ∩ Uk = ∅ for any k ≥ 1. Then we
take V =

⋃
n≥0Bn.
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Now we fix the point y ∈ W u(p), the open set V and the sequences (zk)k≥1,
(Uk)k≥1, (Vk)k≥1, (Wk)k≥0 and (Yk)k≥0 as in Lemma 3.13. We have the following
lemma.

Lemma 3.15. There are a sequence of perturbations (gk)k≥0 of f and a strictly
increasing sequence of integers (nk)k≥0, such that,

1. g0 = f and n0 = 0;

2. there is φk ∈ Vk, such that φk|M\(Uk∪···∪fNk−1(Uk)) = Id|M\(Uk∪···∪fNk−1(Uk))

and gk = gk−1 ◦ φk, for k ≥ 1;

3. for any l = {0, 1, · · · , k−1}, the piece of orbit (gnlk (y), gnl+1
k (y), · · · , gnl+1

k (y))
is contained in Wl \Wl+2.

Proof. We build inductively the sequences (gk) and (nk) and another sequence
of integers (mk)k≥0 which satisfy the conclusions and also the following prop-
erties:

• mk > nk and gmkk (y) ∈ Vk+1;

• the piece of orbit (gnkk (y), gnk+1
k (y), · · · , gmkk (y)) is contained inWk\Wk+2.

First, we take g0 = f and n0 = 0. By Lemma 3.13, there is m0 > 0,
such that gm0

0 (y) ∈ V1 and the piece of orbit (y = gn0
0 (y), g0(y), · · · , gm0

0 (y)) is
contained in W0 \W2.

Now assume that gk, nk and mk have been built, we explain how to get
gk+1, nk+1 and mk+1.

The forward orbit of gnkk (y) has a positive iterate gmkk (y) ∈ Vk+1, and the
backward orbit of fm(k+1)(yk+1) has a negative iterate yk+1 ∈ Vk+1. Moreover,
these segments of orbit are contained in Wk \Wk+3. Since gk coincides with
f on the set Uk+1 ∪ f(Uk+1) ∪ · · · ∪ fNk+1(Uk+1), one can apply Theorem 2.25
to (gk,Uk+1, Vk+1, Uk+1) and get a diffeomorphism gk+1. The new diffeomor-
phism gk+1 is of the form gk ◦ φk+1, where φk+1|M\(Uk+1∪···∪fNk+1−1(Uk+1)) =

Id|M\(Uk+1∪···∪fNk+1−1(Uk+1)) and f ◦ φk+1 ∈ Uk+1, thus φk+1 ∈ Vk+1.
Since gk+1|M\(Uk+1∪···∪fNk+1−1(Uk+1)) = gk|M\(Uk+1∪···∪fNk+1−1(Uk+1)), the piece

of orbit (y, gk(y), · · · , gnkk (y)) under gk coincides with the one (y, gk+1(y), · · · ,
gnkk+1(y)). By the new diffeomorphism gk+1, the forward orbit of gnkk+1(y) has an
iterate fm(k+1)(yk+1) under gk+1 contained in Vk+2. That is to say, there is an
integer mk+1 > nk, such that fm(k+1)(yk+1) = g

mk+1

k+1 (y). Moreover, there exists
an integer nk+1 with nk < nk+1 < mk+1, such that:

– the piece of orbit (gnkk+1(y), · · · , gnk+1

k+1 (y)) is contained in the union of
{gnkk (y), · · · , gmkk (y)} and Uk+1∪· · ·∪fNk+1−1(Uk+1), hence it is contained
in Wk \Wk+2,
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– the piece of orbit (g
nk+1

k+1 (y), · · · , gmk+1

k+1 (y)) is contained in the union of
Uk+1 ∪ · · · ∪ fNk+1−1(Uk+1) and {yk+1, · · · , fm(k+1)(yk+1)}, hence it is
contained in Wk+1 \Wk+3.

Then the conclusions are satisfied for k+1. This ends the proof of Lemma 3.15.

End of the proof of Proposition 3.5. Since the supports Ui∪· · ·∪fNi−1(Ui) and
Uj∪· · ·∪fNj−1(Uj) of the perturbations φi and φj are disjoint for any i 6= j, and
(Vn) satisfy the property (F), then the sequence gk = f ◦φ1 ◦ · · · ◦φk converges
to a diffeomorphism g ∈ U0 ⊂ U . By the constructions, g coincides with f ◦φk
in the set Uk ∪ · · · ∪ fNk−1(Uk) and with f elsewhere. We take V to be the
neighborhood of Orb−(x) in Remark 3.14, then it holds that g coincides with
f on the set Orb(p)∪K ∪ V ∪Orb−(y) and ω(y, g) ⊂ K. Since Orb−(x) ⊂ V ,
we have that Dg coincides with Df on Orb−(x). Moreover, since g is the limit
of the sequence (gk), by Lemma 3.15, for any n > nk, gn(y) ∈ Wk. Then we
have that ω(y, g) ⊂ K. This finishes the proof of Proposition 3.5.

3.5 Asymptotic approximation for pseudo-orbits:
proof of Proposition 3.6

To prove Proposition 3.6, we use the techniques of [15, 32] to get true orbits by
perturbing a pseudo-orbit. Similarly to the proof of Proposition 3.5, we have
to perturb infinitely many times in a special neighborhood to keep some part
of the initial dynamic unchanged. The proof refers a lot to [15] and Section
3.2 of [35].

We take several steps. First, we choose an open set that covers all positive
orbits of X that are not on the local stable manifold of periodic orbits with
small periods. Actually, we choose a special topological tower for X. Sec-
ond, we construct a sequence of disjoint perturbation domains containing in
their interior the special topological tower. Then, we choose an infinitely long
pseudo-orbit in X that goes from z to K, has jumps only in the perturba-
tion domains and accumulates to K in the future. Finally, we perturb in the
perturbation domains to construct a true orbit which goes from z to K and
accumulates to K in the future.

We take a C1 neighborhood U0 of the diffeomorphism f0 with U0 ⊂ U ,
such that, the element of U0 is of the form f ◦ φ with φ ∈ V0, where V0 is a
C1-neighborhood of Id that satisfies the property (F) in Definition 2.24. Then
there is a smaller C1 neighborhood U ′ ⊂ U0 of f0 and an integer N0 associated
to (f0,U0) by Theorem 2.26. Take the integer T = 10κddN0 where the integer
κd ≥ 1 is the number given by Lemma 2.36.
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From now on, we fix the C1 neighborhoods U ′ ⊂ U0 of f0 and the integer
T . Consider a diffeomorphism f ∈ U ′, an invariant compact set K, a positive
invariant compact set X and a point z, satisfying the following properties:

– all periodic points contained in K are hyperbolic,

– all periodic points contained in X with period less than or equal to T
are hyperbolic,

– for any ε > 0, there is an ε-pseudo-orbit contained in X that connects
from z to K.

Also we fix a neighborhood U of X \K.
We take a decreasing sequence of C1-neighborhoods (Un)n≥1 of f such that,

U1 ⊂ U0, and ∩nUn = {f}. Moreover, the element of Un is of the form f ◦ φ
with φ ∈ Vn, where (Vn) is a decreasing sequence of C1 neighborhoods of Id
that satisfy the property (F) in Definition 2.24. For any k ≥ 1, Theorem 2.25
associates to each pair (f,Uk) an integer Nk. We can assume that (Nk)k≥0 is
an increasing sequence. We assume also that z /∈ K, otherwise, there is noting
to prove. For an integer N , denote by PerN(f) the set of periodic points of f
whose period is no more than N . Fix a small number γ > 0 (to determine the
C0 distance between the new created diffeomorphism and f).

3.5.1 Choice of topological towers

In this section, we construct a family of special topological towers for the set
X with the properties stated in Lemma 3.16.

Lemma 3.16. For any δ > 0, for any decreasing sequence of positive constants
(γn)n≥0, and for any increasing sequence of integers (Lk)k≥0 where L0 = 10dN0,
there are a decreasing sequence of neighborhoods (Uk)k≥0 of K, a sequence of
open sets (Wk)k≥0, and a sequence of compact sets (Dk)k≥0, such that, putting
Xk = X ∩ (Uk \ Uk+1) for all k ≥ 0, the following properties are satisfied.

• U0 = M , z /∈ U1, and
⋂
k≥0 Uk = K,

• For any k ≥ 0,

1. there is no periodic orbit with period less than κ2
dLk+1 contained in

Uk+1 \K,

2. f i(Uk+1) ⊂ Uk, for all −4κ2
dLk+1 ≤ i ≤ 4κ2

dLk+1,

3. the Lk sets Wk, f(Wk), · · · , fLk−1(Wk) are pairwise disjoint, con-
tained in U \ K, and also contained in Uk−1 \ Uk+2, where we put
U−1 = U0 = M ,

4. f i(Uk+2)∩ (W0 ∪ · · · ∪Wk) = ∅, for any −4κ2
dLk+2 ≤ i ≤ 4κ2

dLk+2,
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5. for any l < k, any 0 ≤ i ≤ Ll and any 0 ≤ j ≤ Lk, we have that
f i(Wl) ∩ f j(Wk) = ∅,

6. the set Dk is contained in Wk, satisfying that, any point in X0 \
(
⋃
p∈PerL0

(f)W
s
δ (p)) has a positive iterate in Int(D0), and for k ≥ 1,

any point in Xk has a positive iterate in Int(Dk ∪Dk−1),

7. the diameter of every connected component of Wk is smaller than
γk.

Remark 3.17. The set W0∪· · ·∪Wk can be seen as a special topological tower
for X0 ∪ · · · ∪Xk, from the items 3, 5, and 6.

Proof. We build inductively the sequences (Uk)k≥0, (Wk)k≥0 and (Dk)k≥0 from
a sequence of open sets (W ′

k)k≥0 and a sequence of compact sets (D′k)k≥0, which
satisfy the following additional properties: for any k ≥ 0,

• 1′. the set Wk is contained in a small neighborhood of W ′
k, and W ′

k ⊂ Wk,

• 2′. the sets W ′
k, f(W ′

k), · · · , fLk−1(W ′
k) are pairwise disjoint, contained

in U \K, and also contained in Uk−1 \ Uk+2, (notice that U−1 = M),

• 3′. for all −4κ2
dLk+2 ≤ i ≤ 4κ2

dLk+2, we have f i(Uk+2))∩(W ′
0 ∪ · · · ∪W ′

k) =
∅,

• 4′. for any l < k, any 0 ≤ i ≤ Ll and any 0 ≤ j ≤ Lk, we have
f i(Wl) ∩ f j(W ′

k) = ∅,

• 5′. Dk = (D′k ∪D′k+1) ∩Wk, where D′0 ⊂ W ′
0 and D′k+1 ⊂ Wk ∪W ′

k+1,

• 6′. any point in X0 \(
⋃
p∈PerL0

(f) W
s
δ (p)) has a positive iterate in Int(D′0)

and any point in Xk has a positive iterate contained in Int(D′k) for any
k ≥ 1,

• 7′.the diameter of every connected component of W ′
k is smaller than γk

2
.

Put U−1 = U0 = M . We construct inductively the sets Uk+1, W ′
k, D′k, Wk−1

and Dk−1.

The sets U1, W ′
0, and D′0: the case where k = 0. By the assumption of

hyperbolicity of periodic orbits inK, we can take a neighborhood U1 ⊂ B(K, 1)
of K such that z /∈ U1 and there is no periodic orbit with periodic less than
κ2
dL1 in U1 \K. Notice that U0 = M . The properties 1 and 2 are satisfied.
Recall that X contains no non-hyperbolic periodic orbit with period less

than T , where T = 10κddN0 = κdL0. Hence X0 contains no non-hyperbolic
periodic orbit with period less than κdL0. By Lemma 2.36, there are an open
set W ′

0 ⊂ U whose closure W ′
0 is a compact d-dimensional sub-manifold with
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boundary and a compact set D′0 ⊂ W ′
0, such that W ′

0 is disjoint from its
L0 iterates, which is the first property of item 2′. Moreover, any point in
X0 \ (

⋃
p∈PerL0

(f) W
s
δ (p)) has a positive iterate contained in Int(D′0) and hence

the item 6′ is satisfied. By the item 4 of Lemma 2.36, the setW ′
0 is contained in

a small neighborhood of X0∪f(X0)∪· · ·∪fκdL0(X0). Moreover, we can choose
W ′

0 such that the diameter of every connected component ofW ′
0 is smaller than

γ0
2
, which is the item 7′. Hence we can assume that

⋃L0

i=0 f
i(W ′

0) ⊂ U \ K,
since X is positively invariant. To make the sequences complete, we could put
D′−1 = D−1 = W−1 = ∅. Notice that, we do not need to check other items for
the case k = 0.

The sets Uk+2, W ′
k+1, D

′
k+1, Wk and Dk. Assume Uj+1, W ′

j , D′j, Wj−1 and
Dj−1 have been constructed for any 0 ≤ j ≤ k. Now we build the sets Uk+2,
W ′
k+1, D′k+1, Wk and Dk.

We take a neighborhood Uk+2 ⊂ Uk+1 ∩B(K, 1
k+2

) of K, such that:

• there is no periodic orbit with periodic less than κ2
dLk+2 in Uk+2 \ K,

which is the property 1,

• f i(Uk+2) ⊂ Uk+1, for all −4κ2
dLk+2 ≤ i ≤ 4κ2

dLk+2, which is the prop-
erty 2,

• W ′
k ∩ f i(Uk+2) = ∅ for all −4κ2

dLk+2 ≤ i ≤ 4κ2
dLk+2, which implies the

item 3′ and the last property of item 2′.

Consider the compact set Xk+1 = X ∩ Uk+1 \ Uk+2. Notice that Xk+1 con-
tains no periodic orbit of period less than or equal to κ2

dLk+1. By Lemma 2.36,
there is an open set V ′k+1 whose closure V ′k+1 is a compact d-dimensional sub-
manifold with boundary such that any point in Xk+1 has a positive iterate
contained in V ′k+1. Moreover, the set V ′k+1 is disjoint from its first κdLk+1 first
iterates and V ′k+1 is contained in a small neighborhood of

⋃κ2dLk+1

i=0 f i(Xk+1). By
taking this neighborhood small, we can assume that V ′k+1 satisfies the following
properties:

• Since f i(Uk+1) ⊂ Uk for any −4κ2
dLk+1 ≤ i ≤ 4κ2

dLk+1, andXk+1 ⊂ Uk+1,
we have that f i(V ′k+1) ⊂ Uk, for any −2κ2

dLk+1 ≤ i ≤ 2κ2
dLk+1.

• Since f i(Uk+1)∩(W0 ∪ · · · ∪Wk−1) = ∅ for any −4κ2
dLk+1 ≤ i ≤ 4κ2

dLk+1,
we have that f i(V ′k+1)∩ (W0 ∪ · · · ∪Wk−1 ∪K) = ∅ for any −2κ2

dLk+1 ≤
i ≤ 2κ2

dLk+1.

Moreover, we can choose V ′k+1 such that the diameter of all its connected
components is small enough, such that all the ith iterates of every connected
component of V ′k+1 is of diameter smaller than γk+1

3
, for any 0 ≤ i ≤ κdLk+1.
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Recall that W ′
k and V ′k+1 are two compact d-dimensional sub-manifolds

with boundary and V ′k+1 is disjoint from its first κdLk+1 first iterates. By
Lemma 2.34, considering W ′

k and V ′k+1 as W ′ and V ′, and considering the
integer Lk+1 as the integer T , there is an open set Sk = Wk ∪ Vk+1 satisfying
the following properties:

• Wk and Vk+1 are two compact d-dimensional sub-manifolds with bound-
ary.

• Wk ∪ Vk+1 ⊂ U \K.

• Wk is a small neighborhood of W ′
k, and hence Wk is disjoint with its

first Lk iterates. Moreover, the properties 2′, 3′, 4′ of W ′
k implies the

properties of 3, 4, 5 of Wk. The property 1′ is automatically satisfied.

• V ′k+1 ⊂
⋃κdLk+1

i=0 f−i(Sk),

• Wk ∩ f i(Vk+1) = ∅ for all i = 0,±1, · · · ,±Lk+1,

• Vk+1 is contained in a small neighborhood of V ′k+1 ∪ f(V ′k+1) ∪ · · · ∪
fκdLk+1(V ′k+1) and disjoint from its Lk+1 iterates. Thus we can assume
that K ∩ Vk+1 = ∅, and for all −κdLk+1 ≤ i ≤ κdLk+1, we have
f i(Vk+1)) ∩ (W0 ∪ · · · ∪Wk−1) = ∅ and f i(Vk+1)) ⊂ Uk.

Moreover, by the assumption of the diameter of every connected component of
W ′
k and V ′k+1, we can take Wk and Vk+1 such that every connected component

of Wk is of diameter less than γk and every connected component of Vk+1 is of
diameter less than γk

2
. Then the item 7 is satisfied.

By the fact that any point in Xk+1 has a positive iterate contained in
V ′k+1, and V ′k+1 ⊂

⋃κdLk+1

i=0 f−i(Vk+1), one can see that any point in Xk+1 has
a positive iterate contained in Sk. By the compactness of Xk+1, there is a
compact set D′k+1 ⊂ Sk, such that all such iterates are contained in Int(D′k+1).
Put W ′

k+1 = Vk+1 and Dk = (D′k ∪ D′k+1) ∩Wk. Then we have D′k+1 ⊂ Sk =
Wk ∪W ′

k+1. From the construction of Vk+1, we can see that W ′
k+1 and D′k+1

satisfy the properties 6, 2′, 3′, 4′, 5′, 6′, 7′.
This finishes the construction of the sets Uk+2, W ′

k+1, D′k+1 Wk and Dk.

Notice that
⋂
k≥0 Uk = K and z /∈ U1 are obviously satisfied by the choice

of Uk. This finishes the proof of Lemma 3.16.

3.5.2 Construction of perturbation domains

We take Lk = 10dNk for all k ≥ 0, and take a small number δ > 0, such
that for any two different hyperbolic periodic points q1, q2 ∈ PerN0(f)∩X, we
have W σ1

δ (q1) ∩W σ2
δ (q2) = ∅, where σi ∈ {u, s}. By Lemma 3.16, we get the
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sequences (Uk)k≥0, (Wk)k≥0 and (Dk)k≥0. We still denote Xk = X∩(Uk \ Uk+1)
for all k ≥ 0.

Now we build the perturbation domains for the family (Xk). The techniques
are mainly from Section 4.1 and 4.2 of [15]. First, we build the perturbation
domains that covers the points which are not on the local stable manifolds of
periodic orbits with period less than or equal to N0. The proof is essentially
due to Corollaire 4.1 of [15]. They deal with a family of perturbation domains
with the same order, thus the union forms a perturbation domain. Here we
have a sequence of perturbation domains with different orders, however, the
construction of each perturbation domain can be separated.

Lemma 3.18. There is a perturbation domain Bk of order Nk for (f,Uk) for
each k ≥ 0, such that the sequence (Bk)k≥0 satisfies the following properties.

1. The supports of the perturbations domains Bk are pairwise disjoint, con-
tained in U , and also contained in Uk−1 \ Uk+2.

2. Any point of X0\(
⋃
p∈PerN0

(f) W
s
δ (p)) has a positive iterate in the interior

of one tile of the perturbation domain B0 and any point of Xk has a
positive iterate in the interior of one tile of the perturbation domain
Bk−1 ∪Bk for k ≥ 1.

In consequence, for any k ≥ 0, there is a finite family of tiles Ck associated
to Bk, and a family of compact sets Dk contained in the interior of tiles of Ck,
such that:

• each tile of Ck contains exactly one element of Dk, for all k ≥ 0 and each
element of Dk is contained in a tile of Ck,

• any point of X0\(
⋃
p∈PerN0

(f) W
s
δ (p)) has a positive iterate in the interior

of one element of D0 and any point of Xk has a positive iterate in the
interior of one element of Dk−1 ∪ Dk for k ≥ 1.

Moreover, the diameter of any connected component of Bk is smaller than γ.

Proof. Consider the sequence of open sets (Wk)k≥0 and the sequence of com-
pact sets (Dk)k≥0 obtained by Lemma 3.16. Moreover, by the item 7 of
Lemma 3.16, the diameters of components of each Wk can be chosen small
enough such that all their first Lk iterates are contained in a perturbation
domain of order Lk by Theorem 2.32.

AssumeW is a component ofWk, and put D = Dk∩W . By assumption,W
is contained in a chart of perturbation ϕ : W → Rd. We can tile W with tiles
of proper size such that any cube that intersects ϕ(D) is contained in ϕ(W ).
We do the same thing for all other components of Wk that has non-empty
intersection with Dk and we get a finite family P0 of perturbation domains,
each of them being an open set, pairwise disjoint, contained in Wk, and the
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union of their closure contains Dk in its interior. Denote Φ0 the family of
perturbation charts in the construction of P0.

Repeat the construction for f 2iNk(Wk) and f 2iNk(Dk), i ∈ {1, · · · , 5d− 1},
and we get the families Pi of perturbation domains contained in f 2iNk(Wk),
pairwise disjoint and the union of their closure contains f 2iNk(Dk) in its inte-
rior. Denote Φi the family of perturbation charts corresponding to Pi. Con-
sider the family f−2iNk(Pi) contained in Wk. The union of the closure of all
cubes of f−2iNk(Pi) contains Dk in its interior. By a C1 small perturbation of
Φi, we can suppose that a point in Dk can only be contained on the boundary
of at most d different cubes of all cubes contained in ∪5d−1

i=0 f−2iNk(Pi) 1. Since
there are at least 5d families of cubes, we get that any point of Dk is contained
in the interior of at least 4d families of such cubes.

We replace every cube in Rd by another one with the same center and
homothetic with rate ρ < 1 close to 1. Then we get the families Pi,ρ of
perturbation domains whose closures are pairwise disjoint. If we choose ρ
close enough to 1, then any point of Dk is still contained in the interior of a
cube of at least 4d families of (f−2dNk(Pi,ρ))0≤k≤5d−1. By the compactness of
Dk, for each i, there is a finite family Γi of tiles of the domains f−2iNk(Pi,ρ),
such that the union Σi of the tiles of Γi satisfies: any point of Dk is contained
in the interior of at least 4d compact (f−2iNk(Σi))0≤k≤5d−1.

By another C1 small perturbation of Φi, we can suppose that any point
of Dk is contained on the boundary of the tiles of at most d families of
(f−2iNk(Γi))0≤k≤5d−1. Any point is contained in at least 4d families of tiles,
hence any point is contained in the interior of at least one of these tiles. De-
fine Bk and Ck to be the union of the families Pi,ρ and the union of the families
Γi respectively.

Then the compact set Dk is covered by the interior of the tiles of the family
f−2iNk(Γi). We can take all the components of the intersection of f 2iNk(Dk)
and the elements of the family Γi, and this is the family Dk.

Finally, by the assumption that Lk = 10dNk and the choice of Wk in
Lemma 3.16, the supports of perturbation domains (Bk)k≥0 are pairwise dis-
joint and are contained in U . Moreover, the support of the perturbation do-
main Bk is also contained in Uk−1\Uk+2. This finishes the proof of Lemma 3.18.

We also have to construct perturbation domains that cover the stable and
unstable manifolds of periodic orbits contained in X0 ∩ PerN0(f). By the
assumption of hyperbolicity of periodic orbits, X0 ∩ PerN0(f) is a finite set.
By Proposition 4.2 in [15], we can construct in the following way.

Lemma 3.19 (Proposition 4.2 of [15]). For any periodic orbit Q ⊂ X ∩
PerN0(f), any neighborhood V of Q, there are a neighborhood W of Q, two

1In [15], they call the sets of ∪5d−1
i=0 f−2iNk(Pi) on general position. We do not introduce

this definition in our paper. The reader can refer to Section 3.3 of [15] for more details.
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perturbation domains Bs and Bu of order N0 for (f,U0), two finite families
of tiles Cs and Cu associated to Bs and Bu respectively, two finite families of
compact sets Ds and Du, and an integer n0(Q), such that:

1. V contains W and
⋃

0≤i≤N0−1 f
i(Bs ∪Bu).

2. f i(Bs) ∩ f j(Bu) = ∅ for all 0 ≤ i, j ≤ N0 − 1,

3. each element of Ds is contained in the interior of an element of Cs, and
each element of Du is contained in the interior of an element of Cu.
Moreover, each tile of Cs and Cu contains exactly an element of Ds ∪Du

4. for any two pairs Ds ∈ Ds and Du ∈ Du, there is n ∈ {0, · · · , n0(Q)},
such that fn(Ds) ∩Du 6= ∅.

5. for any point z ∈ W \W s
loc(Q), there is n > 0 and D ∈ Du, such that

fn(z) ∈ Int(D) and f i(z) ∈ V for all 0 ≤ i ≤ n. Moreover, if f(z) 6∈ W ,
then n ≤ n0(Q).

6. for any point z ∈ W \W u
loc(Q), there is n > 0 and D ∈ Ds, such that

f−n(z) ∈ Int(D) and f−i(z) ∈ V for all 0 ≤ i ≤ n. Moreover, if
f−1(z) 6∈ W , then n ≤ n0(Q).

3.5.3 Choice of a pseudo-orbit

By Lemma 3.18, we have the sequences of perturbation domains (Bk)k≥0, tiles
(Ck)k≥0 and families of compact sets (Dk)k≥0. Since there are only finitely
many periodic orbits contained in PerN0(f) ∩X, and they are all outside U1,
we can take for each periodic orbit Q ⊂ PerN0(f) ∩X an open neighborhood
V (Q) ⊂ U that are pairwise disjoint, disjoint from U1 and disjoint from f i(Bk)
for any 0 ≤ i ≤ Nk−1 and any k ≥ 0. By Lemma 3.19, we have for each Q the
open set W (Q), the perturbation domains Bs(Q) and Bu(Q), the families of
tiles Cs(Q) and Cu(Q), the families of compact sets Ds(Q) and Du(Q) and the
number n0(Q). By the choice of V (Q), we have that f i(Bσ(Q)) ∩ f j(Bk) = ∅
for any σ = s, u, any 0 ≤ i ≤ Nk − 1 and any k ≥ 0.

We take the union of (Bs(Q), Cs(Q),Ds(Q)), (Bu(Q), Cu(Q),Du(Q)) and
(B0, C0,D0). To simplify the notations, we still denote the union by (B0, C0,D0).
By Remark 2.33, we know the modified (B0, C0,D0) is still a perturbation do-
main of order N0 for (f,U0). Denote D′k the union of the compact sets of the
family Dk for each k ≥ 0. By a similar argument as in [15, Section 4.3], we
assume that z is not in any of the perturbation domains that we have choose.

Recall that the support of the perturbation domain Bk is Supp(Bk) =⋃
0≤n≤Nk−1 f

n(Bk). From the above constructions, the supports of the pertur-
bation domains (Bk)k≥0 are pairwise disjoint and are contained in U . Moreover,
we have that Supp(Bk) ⊂ Uk−1 \ Uk+2 for any k ≥ 0.
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Lemma 3.20. There is an infinitely long pseudo-orbit Y = (y0, y1, · · · ) for
f contained in X that has jumps only in tiles of (Ck)k≥0 with y0 = z and
d(yn, K) → 0 as n → ∞. Moreover, for each k ≥ 0, there is a minimal
number lk, such that yi ∈ Uk for all i ≥ lk.

Proof. By the former constructions, any point x ∈ X0 has a positive iterate
contained in the union of the interior of the compact set D′0 and the open sets
W (Q) for all periodic orbits Q ⊂ X ∩ PerN0(f). Any point x ∈ Xk has a
positive iterate contained in the union of the interior of compact sets D′k for
k ≥ 1. By the compactness of the sets Xk, there are integers Tk, compact sets
D̃k ⊂ D′k, and compact sets W̃ (Q) ⊂ W (Q), such that

• all points x ∈ X0 will enter the union of D̃0 and W̃ (Q) for all Q ⊂
X ∩ PerN0(f) in time bounded by T0,

• all points x ∈ Xk will enter in D̃k for k ≥ 1 in time bounded by Tk.

We can assume that T0 is larger than n0(Q), for any Q ⊂ X ∩PerN0(f) (recall
that n0(Q) is obtained from Lemma 3.19).

Setting of the constants. For any k ≥ 0, set ηk to be smaller than half of
the minimum of the distances between a point in the (

⋃
Q⊂X∩PerN0

(f) W̃ (Q))∪
(
⋃

0≤i≤k D̃i) and a point in the completement of the set (
⋃
Q⊂X∩PerN0

(f) W (Q))∪
(
⋃

0≤i≤kD
′
i). Moreover, we also assume that ηk is smaller than half of the min-

imum of the distances between a point in f(M \ Uk) to a point in Uk+1, and
smaller than the minimum of the distances between a point in a compact set
D ∈ Dk and a point on the boundary of the tile C ∈ Ck that contains D. Then
for any k ≥ 0, there is a number 0 < εk < ηk, such that for any εk-pseudo-orbit
(x0, · · · , xTk), we have d(xi, f

i(x0)) < 1
2
ηk, and d(xi, f

i−Tk(xTk)) <
1
2
ηk for all

0 ≤ i ≤ Tk. For each εk, there is a number δk ∈ (0, 1
3
εk), such that, for any

two points x, y ∈ M , if d(x, y) < δk, then d(f(x), f(y)) < 1
3
εk. Without loss

of generality, we can assume that the sequences (ηk)k≥0, (εk)k≥0 and (δk)k≥0

are strictly decreasing sequences.

The sets X̃k and the pseudo-orbits Zk. Now we take a finite δk-dense set
X̃k of Xk for any k ≥ 0, such that z ∈ X̃0. For any k ≥ 0, take a δk-pseudo-
orbit (yk1 , · · · , ykmk) in X \K, such that yk1 = z and d(ykmk , K) < δk. Then we
project this pseudo-orbit to the set

⋃
i≥0 X̃i: if ykj ∈ Xi \ Xi+1, then there is

zkj ∈ X̃i, such that d(ykj , z
k
j ) < δi. Then the pseudo-orbit Zk = (zk1 , · · · , zkmk) is

a pseudo-orbit contained in
⋃
i≥0 X̃i that connects z to K, where zk1 = z.

Recall that (Uk)k≥0 is a sequence of decreasing neighborhoods of K and
Xk = X ∩ (Uk \ Uk+1). Hence, if ykj , ykj+1 ∈ Ui, then we have d(f(zkj ), zkj+1) ≤
d(f(zkj ), f(ykj ))+d(f(ykj ), ykj+1)+d(ykj+1, z

k
j+1) < 1

3
εi +δk+δi <

2
3
εi +

1
3
εk. Thus
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d(f(zkj ), zkj+1) < εi when k ≥ i. For any k ≥ 0, by cutting some part of Zk, we
can assume that zkj 6= zkl for any j 6= l. Then for any k ≥ 0, there is a minimal
integer l(m, k), such that zki ∈ Um for all i > l(m, k).

The infinitely long pseudo-orbit Z. Since X̃k is a finite set for any k ≥ 0,
one can extract a subsequence (Z1

k) of (Zk), such that all pseudo-orbits in
this subsequence have the same piece before staying in U1, that is to say,
(zk1 , · · · , zkl(1,k)) are equal to each other for any Zk ∈ {Z1

k}. Similarly, there is a
subsequence (Z2

k) of (Z1
k), such that all pseudo-orbits in this subsequence have

the same piece before staying in U2. We can continue this process, and finally,
by taking the limit, we can get an infinitely long pseudo-orbit Z = (z1, z2, · · · )
such that z1 = z, d(zn, K) → 0 as n → ∞. Moreover, if zj, zj+1 ∈ Xi, then
d(f(zj), zj+1) < εi, since Z is a limit set of (Zk).

By the analysis of Lemma 4.6 in [15], the pseudo-orbit Z = (z1, z2, · · · ) has
the property stated in the following claim. We omit the proof here since it
follows exactly the proof of Lemma 4.6 in [15].

Claim 3.21. There is a strictly increasing sequence t0 = 1, t1, · · · , such that
for j > 0, ztj is contained in a compact set Ej of

⋃
k≥0Dk. Moreover, for any

j ≥ 0,

• if Ej ∈ D0, then either tj − tj−1 < T1 or there is Q ⊂ X ∩ PerN0(f),
such that Ej−1 ∈ Ds(Q) and Ej ∈ Du(Q),

• if Ej ∈ Dk for some k ≥ 1, then tj − tj−1 < Tk.

Construction of the pseudo-orbit Y from Z. Now we replace some part
of Z to get an infinitely long pseudo-orbit that connects Ũ to K, accumulates
toK in the future, and has jumps only in the tiles of the perturbation domains.
Using Claim 3.21, we construct Y as the following.

• If Ej ∈ D0 and tj − tj−1 < T1 or if Ej ∈ Dk where k ≥ 1, we re-
place the piece of pseudo-orbit (ztj−1+1, · · · , ztj) by the piece of true orbit
(f(ztj−1

), f 2(ztj−1
), · · · , f tj−tj−1(ztj−1

)).

• If Ej ∈ D0 and tj − tj−1 ≥ T1, we have that there is Q ⊂ X ∩ PerN0(f),
such that Ej−1 ∈ Ds(Q) and Ej ∈ Du(Q). By Lemma 3.19, there is
a piece of true orbit (x, f(x), · · · , f t(x)) such that x ∈ Ej−1, f t(x) ∈
Ej and t ≤ n0(Q) < T0. Then we replace the piece of pseudo-orbit
(ztj−1+1, · · · , ztj) by the piece of true orbit (f(x), f 2(x), · · · , f t(x)).

Then we get a new pseudo-orbit Y = (y0, y1, · · · ).
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The property of the pseudo-orbit Y . From the construction of the pseudo-
orbit Y , we can see that two nearby points yi, yi+1 satisfy the following prop-
erties.

• If yi /∈ Dk for any k ≥ 0, then f(yi) = yi+1.

• If there exists k ≥ 0, such that yi ∈ Dk, then yi and f−1(yi+1) are in a
same tile of Ck.

This implies that Y has jumps only in tiles of (Ck)k≥0 with y0 = z and
d(yn, K) → 0 as n → ∞. Moreover, there is a minimal number lk, such
that yi ∈ Uk for all i ≥ lk and all k ≥ 0.

This finishes the proof of Lemma 3.20.

Remark 3.22. In Lemma 3.20, we only need to guarantee that the pseudo-
orbit Y obtained has jumps only in the tiles of (Ck)k≥0. We do not have to
consider the scale of jumps at each step.

3.5.4 The connecting processes

We take the infinitely long pseudo-orbit Y = (y0, y1, · · · ) with y0 = z contained
in X from Lemma 3.20. Recall that Y has jumps only in tiles of (Ck)k≥0 and
d(yn, K)→ 0 as n→∞. Moreover, for each k ≥ 0, there is a minimal integer
lk, such that yi ∈ Uk for all i ≥ lk. We have the following lemma.

Lemma 3.23. For each k ≥ 0, there are a diffeomorphism fk, an infinitely
long pseudo-orbit Yk = (yk0 , y

k
1 , · · · ) of fk with yk0 = z, and two sequences of

positive integers (mk)k≥0 and (nk)k≥0, such that for any k ≥ 0, the following
properties are satisfied.

1. There is φk ∈ Vk, such that φk|M\Supp(Bk) = Id|M\Supp(Bk), and fk =
fk−1 ◦ φk, where we put f = f−1.

2. The integer mk is the smallest positive integer, such that fmkk+1(z) ∈ Uk.
Moreover, we have mk < mk+1.

3. The piece of pseudo-orbit (yk+1
0 , yk+1

1 , · · · , yk+1
mk−1) of fk+1 coincides with

(z, fk+1(z), · · · , fmk−1
k+1 (z)).

4. nk ≤ lk+2, and yknk+i = ylk+2+i, for all i ≥ 0.

5. The pseudo-orbit Yk of fk has jumps only in the tiles {Ck+1, Ck+2, · · · }.

Proof. We build the sequences by induction. We construct fk+1, Yk+1, nk+1

and mk after fk, Yk, nk and mk−1 has been built.
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The constructions of f0, Y0, n0: the case n = 0. Recall that the pseudo-
orbit Y of f has jumps only in tiles of (Ck)k≥0 and lk is the minimal integer,
such that yi ∈ Uk for all i ≥ lk.

We consider the finite pseudo-orbit (y0, y1, · · · , yl2), which also has jumps
only in titles of (Ck)k≥0 since it is a piece of Y . Moreover, we have that y0 = z
and y0, ylk /∈ Supp(B0) by the former constructions. By Lemma 2.33, there
are a diffeomorphism f0 ∈ U0, a positive integer n0 and a new pseudo-orbit
Y 0

0 = (ŷ0
0, ŷ

0
1, · · · , ŷ0

n0
) of f0, satisfying the following three properties.

• ŷ0
0 = y0 = z and ŷ0

n0
= yl2 .

• The diffeomorphism f0 coincides with f outside Supp(B0), hence there is
φ0 ∈ V0, such that φ0|M\Supp(B0) = Id|M\Supp(B0), and f0 = f ◦ φ0, which
is the item 1.

• The pseudo-orbit Y 0
0 has only jumps in the tiles {C1, C2, · · · }.

• n0 ≤ l2.

Now we consider the infinitely long pseudo-orbit Y0 = (y0
0, y

0
1, · · · ) of f0

which is a composition of Y 0
0 and (yl2 , yl2+1 · · · ). That is to say y0

i = ŷ0
i when

0 ≤ i ≤ n0 and y0
i = yl2+i−n0 when i > n0. Then the diffeomorphism f0, the

pseudo-orbit Y0 and the integer n0 satisfy the following properties.

• Y0 has jumps only in the tiles {C1, C2, · · · }, which is the item 5.

• n0 ≤ l2 and y0
n0+i = yl2+i for any i ≥ 0, which is the item 4.

Notice that we do not have to check the items 2 and 3 for the case k = 0.

The constructions fk+1, Yk+1, nk+1 and mk: the case n = k + 1. We
assume that fk, Yk, mk−1 and nk have been built. Then we have that the
infinitely long pseudo-orbit Yk = (yk0 , y

k
1 , · · · ) of fk with yk0 = z, has only

jumps in the tiles {Ck+1, Ck+2, · · · }. Moreover, the piece of the pseudo-orbit
(yk0 , y

k
1 , · · · , ykmk−1−1) coincides with (z, fk(z), · · · , fmk−1−1

k (z)) and the piece of
the pseudo-orbit (yknk , y

k
nk+1, · · · ) coincides with (ylk+2

, ylk+2+1, · · · ).
Similarly to the construction in the case k = 0, we consider the finite

pseudo-orbit (yk0 , y
k
1 , · · · , yknk , · · · , y

k
nk+lk+3−lk+2

) of fk which also has only jumps
in the tiles {Ck+1, Ck+2, · · · } since it is a piece of Yk. Notice that yknk+lk+3−lk+2

=

ylk+3
and Supp(Bk+1)∩Uk+3 = ∅. By Lemma 2.33, there are a diffeomorphism

fk+1, a positive integer nk+1 and a new pseudo-orbit Y 0
k+1 = (ŷk+1

0 , ŷk+1
1 , · · · ,

ŷk+1
nk+1

) of fk+1, satisfying the following three properties.

• ŷk+1
0 = z and ŷk+1

nk+1
= ylk+3

.
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• The diffeomorphism fk+1 coincides with fk outside Supp(Bk+1), hence
there is φk+1 ∈ Vk+1, such that φk+1|M\Supp(Bk+1) = Id|M\Supp(Bk+1), and
fk+1 = fk ◦ φk+1, which is the item 1.

• The pseudo-orbit Y 0
k+1 has only jumps in the tiles {Ck+2, C2, · · · }.

• nk+1 ≤ lk+3.

Similarly to the case when k = 0, we consider the infinitely long pseudo-
orbit Yk+1 = (yk+1

0 , yk+1
1 , · · · ) of fk+1 which is a composition of Y 0

k+1 and
(ylk+3

, ylk+3+1 · · · ). That is to say yk+1
i = ŷk+1

i when 0 ≤ i ≤ nk+1 and
yk+1
i = ylk+3+i−nk+1

when i > nk+1. Then the diffeomorphism fk+1, the pseudo-
orbit Yk+1 and the integer nk+1 satisfy the following properties.

• Yk+1 has jumps only in the tiles {Ck+2, Ck+3, · · · }, which is the item 5.

• nk+1 ≤ lk+3 and y0
nk+1+i = ylk+3+i for any i ≥ 0, which is the item 4.

Then we take the smallest integer mk, such that fmk+1

k+1 (z) ∈ Uk+1. To be
precise, we take mk in the following way:

• we take m0 = 1,

• when k ≥ 1, we take mk such that fmk+1

k+1 (z) ∈ Uk+1, and for all 0 ≤ i <
m+ k + 1, we have f ik+1(z) /∈ Uk.

Since Supp(Bk+1) ⊂ Uk \ Uk+3, the diffeomorphism fk+1 coincides with fk on
the piece of orbit (z, fk(z), · · · , fmk−1−1

k (z)). By the item 2 of Lemma 3.16, we
have that mk−1 < mk, which is the property 2. The property 3 is satisfied by
the choice of mk. This finishes the proof of Lemma 3.23.

End of the proof of Proposition 3.6. Now we consider the sequences (fk)k≥0,
(Yk)k≥0, (mk)k≥0 and (nk)k≥0 from Lemma 3.23. Recall that Uk = f ◦ Vk
where Vk satisfies the property (F) in Definition 2.24. Then the sequence of
diffeomorphism fk = f ◦ φ0 ◦ · · · ◦ φk converges to a diffeomorphism g ∈ U .
And since the diameters of the pairwise disjoint perturbations domains can
be chosen arbitrarily small by Lemma 2.36, we can take g to be arbitrarily
C0-close to f . Moreover, since the supports of all perturbation domains of
(Bk)k≤0 are contained in U , we have that g = f |M\U .

Since Supp(Bk+1) ⊂ Uk \ Uk+3, by the items 2 and 3 of Lemma 3.23, the
piece of orbit (z, fk(z), · · · , fmk−1−1

k (z)) is also a piece of orbit of fn, when
n ≥ k + 1. This implies that the limit of the sequence of pseudo-orbits Yk is
the positive orbit of z under g since the sequence (mk)k≥0 is strictly increasing.
By the item 4 of Lemma 3.23, we can see that Orb+(z, g) has only finitely many
points outside Uk for any k ≥ 0 (bounded by nk), hence ω(z, g) ⊂ K. This
finishes the proof of Proposition 3.6.
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Chapter 4

Weak periodic orbits inside
non-hyperbolic homoclinic classes

In this chapter, we give the proof of Theorem A and some applications in
Section 4.4 and Section 4.5. To make it convenient, we state again Theorem A.

Theorem A. For generic f ∈ Diff1(M), if a homoclinic class H(p) of f is
not hyperbolic, then H(p) contains weak periodic orbits: there exists a sequence
of periodic orbits homoclinically related to p that have a Lyapunov exponent
converging to 0.

4.1 A more general version of Theorem A
In this section, we give a more general result than Theorem A.

Theorem D. For generic f ∈ Diff1(M), assume that p is a hyperbolic periodic
point of f . If the homoclinic class H(p) has a dominated splitting TH(p)M =
E ⊕ F , with dimE ≤ Ind(p), such that the bundle E is not contracted, then
there are periodic orbits in H(p) with index dim(E) that have the maximal
Lyapunov exponents along E arbitrarily close to 0.

Remark 4.1. In the assumption of Theorem D, if dimE = Ind(p), then the
weak periodic orbits obtained have the same index as p. Thus by the genericity
assumption, they are homoclinically related with Orb(p).

We give an explanation how Theorem D implies Theorem A. We assume
that all Lyapunov exponents of periodic orbits that are homoclinically related
to Orb(p) are uniformly away from 0. Then by the genericity assumption, H(p)
has a dominated splitting TH(p)M = E⊕F , with dimE = Ind(p), (see [45] and
Proposition 4.8 of [17]). By the conclusion of Theorem D and the assumption
of no existence of weak periodic orbits homoclinically related to Orb(p), we
get that the bundle E is contracted. With the same argument for f−1, we get
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that the bundle F is expanded for f . Hence TH(p)M = E ⊕ F is a hyperbolic
splitting and we get the conclusion of Theorem A.

4.2 Norm of products and product of norms: re-
duction of the proof of Theorem D

Theorem D essentially follows from the theorem below.

Theorem E. For generic f ∈ Diff1(M), assume that p is a hyperbolic peri-
odic point of f and that the homoclinic class H(p) has a dominated splitting
TH(p)M = E ⊕ F , with dimE ≤ Ind(p), such that the bundle E is not con-
tracted. Then there are a constant λ0 ∈ (0, 1), an integer m0 ∈ N, satisfying:
for any m ∈ N with m ≥ m0, any constants λ1, λ2 ∈ (λ0, 1) with λ1 < λ2,
there is a sequence of different periodic orbits Ok = Orb(qk) with period τ(qk)
contained in H(P ), such that

λ1
τ(qk) <

∏
0≤i<τ(qk)/m

‖Dfm|E(f im(qk))‖ < λ2
τ(qk).

From Theorem E, we can get periodic orbits that have certain controls of
the product of norms along the bundle E. To control Lyapunov exponents of
the periodic orbits, we have to control the norm of products along the bundle
E. We have to use the following perturbation lemma for matrixes to control
exponents, see [35, 61] (also see [52, 54]).

Lemma 4.2. For any integer n ≥ 1, K ≥ 1, any constant ε > 0 and λ > 0,
there are two integers N and τ0, such that for any A1, · · · , Aτ in GL(n,R)
with τ ≥ τ0, and max1≤i≤τ{‖Ai‖, ‖A−1

i ‖} ≤ K, if∏
0≤i<τ/N

‖A(i+1)N · · ·AiN+2AiN+1‖ ≥ λτ ,

then, there are B1, · · · , Bτ in GL(n,R), with ‖Bi − Ai‖ < ε and ‖B−1
i −

A−1
i ‖ < ε, for all i = 1, · · · , τ , such that the maximal norm of eigenvalue of

Bτ ◦ · · · ◦B2 ◦B1 is bigger than λ.

Remark 4.3. In [35], it is presented for the constant λ = 1. If λ 6= 1, then
by considering A′i = λ−1Id ◦ Ai and applying the special case for the constant
1, we can get the general statement as above.

Corollary 4.4. For any integer n ≥ 1, K ≥ 1, any constant ε > 0 and
λ1 < λ2, there are two integers N and τ0, such that for any A1, · · · , Aτ in
GL(n,R) with τ ≥ τ0, and max1≤i≤τ{‖Ai‖, ‖A−1

i ‖} ≤ K, if

λτ1 <
∏

0≤i<τ/N

‖A(i+1)N · · ·AiN+2AiN+1‖ < λτ2,
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then, there are B1, · · · , Bτ in GL(n,R), with ‖Bi − Ai‖ < ε and ‖B−1
i −

A−1
i ‖ < ε, for all i = 1, · · · , τ , such that the maximal norm of eigenvalue of

Bτ ◦ · · · ◦B2 ◦B1 is in the interval (λ1, λ2).

Proof. We take ε small enough such that, for any A ∈ GL(d,R), if ‖A−1‖ ≤ K,
then B(A, ε) ∈ GL(d,R), where B(A, ε) is the ε ball of A. By the assumption
of Ai, we have that the maximal norm of eigenvalue of Aτ ◦· · ·◦A2◦A1 is smaller
than λ2. By Lemma 4.2, we can get B0

1 , · · · , B0
τ in GL(d,R) that satisfies the

conclusion for the number λ1. We take a path Ai,t|0≤t≤1 contained in B(Ai, ε)
that connects Ai to B0

i . We have that the maximal norm of eigenvalue of
B0
τ ◦ · · · ◦B0

2 ◦B0
1 is bigger than λ1. Then there must be a time 0 < t < 1, such

that the maximal norm of eigenvalue of Aτ,t ◦ · · · ◦A2,t ◦A1,t is in the interval
(λ1, λ2). We take Bi = Ai,t and get the conclusion.

Now we give the proof of Theorem D from Theorem E.

Proof. By Theorem E, we get two constants λ0 ∈ (0, 1) and m0 ∈ N. We prove
that for any λ0 < λ1 < λ2 < 1 and any ε > 0, there is a diffeomorphism g that
is ε-C1 close to f and g has a periodic orbit Orb(q) homoclinic related to pg
such that the largest Lyapunov exponent along E of Orb(q) is in the interval
(log λ1, log λ2). Then by the genericity assumption and Lemma 2.1 of [45], f
itself has such periodic orbits. Since λ1 can be taken arbitrarily close to 1, we
get the conclusion of the Theorem D.

Take d = dim(M) and K = max{‖Df‖, ‖Df−1‖}. Now we fix the con-
stants ε > 0 and λ1 < λ2 in (λ0, 1). Since E ⊕ F is a dominated splitting, the
two bundles E and F are transverse with each other, thus the angle between E
and F has a lower bound. As a result, the perturbation of f along the periodic
orbit Orb(q) can be realized by the perturbation restricted to the derivative
of f along the two bundles E and F . That is to say, for the constant ε > 0,
there is ε′ > 0, such that any ε′ perturbation of Df on the bundles E and F
independently gives an ε perturbation of f . For ε′ > 0, we get two integers N
and τ0 by Corollary 4.4.

By Theorem E, there is a periodic orbit Orb(q) of f with period τ > τ0

that is homoclinically related to Orb(p), such that,

λ1
τ <

∏
0≤i<τ/m

‖Dfm|E(f im(q))‖ < λ2
τ ,

where m > m0 is a multiple of N . Denote Ai = Df |f i(q) for i = 0, · · · , τ − 1.
Since E⊕F is a dominated splitting, the two bundles E and F are transverse
with each other, thus there is a lower bound of the angle between E and F .
By Corollary 4.4, there are B0, · · · , Bτ−1 in GL(d,R), with ‖Bi−Ai‖ < ε and
‖B−1

i −A−1
i ‖ < ε, for all i = 0, · · · , τ−1, such that, Bi coincides with Ai along

the bundle F and the maximal norm of eigenvalue of Bτ−1 ◦ · · · ◦B1 ◦B0 along
the bundle E is in the interval (λτ1, λ

τ
2). We take a path Ai,t|0≤t≤1 contained
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in B(Ai, ε) that connects Ai to Bi such that Ai,t coincides with Ai along the
bundle F for all i = 0, · · · , τ − 1 and all t ∈ (0, 1). If there is a time t ∈ (0, 1)
such that Aτ−1,t ◦ · · ·A0,t is not hyperbolic, then there must be a time t0 < t,
such that Aτ−1,s ◦ · · ·A0,s is hyperbolic for all 0 ≤ s ≤ t0, and the maximal
norm of eigenvalue of Aτ−1,t0 ◦ · · ·A0,t0 along the bundle E is in the interval
(λτ1, λ

τ
2). Otherwise, we can take t0 = 1

Take a small constant δ > 0, since Orb(q) is homoclinically related to
Orb(p), there exist two points x ∈ W s

δ (Orb(q)) t W u(Orb(p)) and y ∈
W u
δ (Orb(q)) t W s(Orb(p)). We take the pair of compact sets {x} ⊂ W s

δ (Orb(q))
and {y} ⊂ W u

δ (Orb(q)). Then we take a neighborhood V of Orb(q) such that
x, y /∈ V and V ∩ (Orb−(x) ∪Orb+(y)) = ∅. By Lemma 2.42, considering the
one-parameter family of linear maps (Ai,t)i=0,··· ,τ−1;t∈[0,t0], there is a diffeomor-
phism g that is C1-ε close to f , such that:

– g coincides with f on Orb(q) and outside V ;

– x ∈ W s
δ (Orb(q), g) and y ∈ W u

δ (Orb(q), g);

– Dg(gi(q)) = Dg(f i(q)) = Ai,t0 for all i = 0, · · · , τ − 1.

Then we have that x ∈ W s
δ (Orb(q), g)∩W u(Orb(p), g) and y ∈ W u

δ (Orb(q), g)∩
W s(Orb(p), g), and by another small perturbation if necessary, we can assume
that the two intersections are transverse. Then the two periodic orbits Orb(q)
and Orb(p) of g are still homoclinically related with each other, and the largest
Lyapunov exponent of Orb(q) along the bundle E under the diffeomorphism
g is in the interval (log λ1, log λ2). This ends the proof of Theorem D.

4.3 Existence of weak periodic orbits: proof of
Theorem E

This section will give the proof of Theorem E. We assume thatR is the residual
set of Diff1(M) stated in Theorem 2.46 and f ∈ R is a diffeomorphism that
satisfies the hypothesis of Theorem E. Later we will assume also that f belongs
to another two residual subsets R0 and R1 defined below.

Since E ⊕ F is a dominated splitting and dimE ≤ Ind(p), we have that:
there are λ0 ∈ (0, 1) and m0 ∈ N, such that, for any m ≥ m0, the splitting
E ⊕ F is (m,λ2

0)-dominated, and, for the hyperbolic periodic orbit Orb(p),

‖Df τ(p)|E(p)‖ < λ
τ(p)
0 ,

where τ(p) is the period of Orb(p). In the following, we fix m ≥ m0. In order
to simplify the notations, we will assume that m = 1 and that p is a fixed
point of f , but the general case is identical.
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4.3.1 Existence of weak sets

Lemma 4.5. For any λ ∈ (λ0, 1), there is a λ-E-weak set contained in H(p).

Proof. Since E is not contracted, the first assumption for the bundle E in
Lemma 2.23 is satisfied.

Assume by contradiction that there is a constant λ ∈ (λ0, 1), such that
there is no λ-E-weak set contained in H(p). Thus the seconde assumption in
Lemma 2.23 is satisfied for the bundle E and the constant λ. Hence, for any
λ1, λ2 ∈ (λ, 1) with λ1 < λ2, there is a sequence of periodic orbits Orb(qk)
with period τ(qk) that are homoclinically related with each other and that
converges to a subset of H(p) such that for any k ≥ 0, the following properties
are satisfied:

λ1
τ(qk) ≤

∏
0≤i<τ(qk)

‖Df |E(f i(qk))‖ ≤ λ2
τ(qk),

Then H(p) = H(qk) by item 2 of Theorem 2.46, hence qk ∈ H(p). It is obvious
that Orb(qk) is a λ1-E-weak set contained in H(p), thus is also a λ-E-weak
set. This contradicts the assumption that there is no λ-E-weak set contained
in H(p).

4.3.2 Existence of a bi-Pliss point accumulating back-
ward to an E-weak set

From now on, we fix any two numbers λ1 < λ2 in (λ0, 1). Then there is a
λ2-E-weak set contained in H(p). By Lemma 2.19, any λ2-E-weak set K is
(C, λ0, F )-expanded for some constant C > 0 depending on K. By [51], any
point x ∈ K has a uniform local unstable manifoldW u

loc(x) with a uniform size
depending on K.

We extend the dominated splitting E⊕F to the maximal invariant compact
set of a small neighborhood U of H(p) and denote it still by E ⊕ F . We take
a constant λ3 ∈ (λ2, 1).

Lemma 4.6. There are a λ2-E-weak set K, and a λ3-bi-Pliss point x ∈ H(p)\
K satisfying: α(x) = K.

It is obvious that any compact invariant subset of a λ2-E-weak set is still
a λ2-E-weak set. So we only have to prove that: there are a λ2-E-weak set K,
and a λ3-bi-Pliss point x ∈ H(p) \K satisfying: α(x) ⊂ K.

Proof. By Lemma 4.5, there exists a λ2-E-weak set inH(p). To prove Lemma 4.6,
we consider two cases: either all the λ2-E-weak sets are uniformly E-weak or
not. More precisely, if we take the closure of the union of all λ2-E-weak sets
contained in H(p), and denote it by K̂, then there are two cases: either K̂ is
still a λ2-E-weak set or not.
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The uniform case: K̂ is a λ2-E-weak set

In this case, K̂ is the maximal λ2-E-weak set in H(p) and we will take K = K̂.

Claim 4.7. K is locally maximal in H(p).

Proof. We prove by contradiction. Assume that K is not locally maximal in
H(p). Take a decreasing sequence of neighborhoods (Un)n≥0 of K, such that
∩nUn = K. Then for any n ≥ 0, there is a compact invariant set Kn ⊂
Un ∩ H(p) such that K $ Kn. Since K is the maximal λ2-E-weak set in
H(p), we have that Kn is not a λ2-E-weak set, thus there is a λ2-E-Pliss point
yn ∈ Kn. Take a converging subsequence of (yn), and assume y is the limit
point. Then we have that y ∈ K and y is a λ2-E-Pliss point. This contradicts
the fact that K is a λ2-E-weak set.

Since K is locally maximal in H(p), there is a neighborhood U of K such
that K is the maximal compact invariant set contained in U ∩ H(p). Then
there is a point z ∈ (U ∩H(p)) \K, such that α(z) ⊂ K.

Claim 4.8. There exists at least one λ2-E-Pliss point contained in ω(z).

Proof. We proof this claim by absurd. If ω(z) contains no λ2-E-Pliss points,
by item 1 of Corollary 2.21, Orb(z)∪ω(z) contains no λ2-E-Pliss points. Then
K ∪ Orb(z) ∪ ω(z) is a λ2-E-weak set, which contradicts the maximality of
λ2-E-weak set K since z 6∈ K. Thus ω(z) contains at least one λ2-E-Pliss
point.

Since K is a λ2-E-weak set, by the domination, for any point w ∈ K, there
is an integer nw, such that

∏nw−1
i=0 ‖Df−1|F (f−i(w))‖ ≤

(
λ20
λ2

)nw
< λ0

nw . By item
2 of Corollary 2.21, considering the bundle F , there are infinitely many λ1-F -
Pliss points for f−1 on Orb−(z). We take all the λ1-F -Pliss points {fni(z)}
with ni+1 > ni on Orb(z) and consider the following two cases:

• (a) either the sequence (ni) has an upper bound or (ni+1 − ni) can be
arbitrarily large;

• (b) the sequence (ni) has no upper bounds and (ni+1 − ni) is bounded.

Claim 4.9. In case (a), there exists a λ2-E-Pliss point y ∈ H(p), such that,
for any δ > 0, there is ni ∈ Z, satisfying d(y, fni(z)) < δ. Thus, by taking δ
small enough, we can take x ∈ W u(fni(z))∩W s(y), such that x is a λ3-bi-Pliss
point.

Proof. If the sequence {ni} has an upper bound, we take the maximal ni. That
is to say, fni(z) is a λ1-F -Pliss point for f−1, and, there is no λ1-F -Pliss point
for f−1 on Orb+(fni(z)). By item 3 of Lemma 2.22, we have that fni(z) is also
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a λ1-E-Pliss point, thus fni(z) is a λ1-bi-Pliss point. We take x = y = fni(z)
in this case.

Otherwise, the sequence {ni} has no upper bounds but (ni+1 − ni) can
be arbitrarily large. By item 1 of Lemma 2.22, we can take a subsequence
of {ni} such that fni(z) converges to a λ1-bi-Pliss point y ∈ ω(z). Then
for any δ > 0, we can take ni large enough, such that d(y, fni(z)) < δ, and
moreover, we can take x ∈ W u(fniz) ∩W s(y), such that, d(f j(x), f j(y)) < δ
and d(f−j(x), f−j(fniz)) < δ, for all j ≥ 0. Thus by taking δ small enough, x
is a λ3-bi-Pliss point.

Claim 4.10. In case (b), there is a λ2-E-Pliss point y ∈ ω(z), such that,
there is n ∈ N, satisfying W u(fn(z)) ∩W s(y) 6= ∅. Thus we can take a point
x ∈ W u(fn(z)) ∩W s(y), such that Orb(x) contains some λ3-bi-Pliss point.

Proof. In this case, there are infinitely many λ1-F -Pliss points for f−1 on
Orb+(z), and the time between any consecutive λ1-F -Pliss points for f−1 on
Orb+(z) is bounded. Then for any point w ∈ Orb+(z), there is an integer
nw ∈ N, such that

∏nw−1
i=0 ‖Df−1|E(f−i(w))‖ ≤ λnw . Hence Orb+(z) is a positive

invariant F -expanded compact set, and any point w ∈ Orb+(z) has a uniform
unstable manifold. By Claim 4.8, there is a λ2-E-Pliss point y ∈ ω(z). For any
δ > 0, there is n ∈ N, such that, d(y, fn(z)) < δ, and W u(fn(z)) ∩W s(y) 6=
∅. We take x ∈ W s(y) ∩ W u(fn(z)). Then α(x) = α(z) and by item 2 of
Corollary 2.21, there are λ3-F -Pliss points for f−1 on Orb−(x). Also by taking
δ small enough, d(f i(x), f i(y)) can be small for all i ≥ 0. Since y is a λ2-
E-Pliss point, we can take x to be a λ3-E-Pliss point. Then, by item 2 of
Lemma 2.22 there exists a λ3-bi-Pliss point on Orb(x), we assume that x is
such a point.

From the above two claims, we get a λ3-bi-Pliss point x ∈ H(p), such that
α(x) ⊂ K. We have to show that x 6∈ K. Notice that in the two cases, we both
have ω(x) = ω(y) where y is a λ2-E-Pliss point. By item 1 of Corollary 2.21,
ω(x) contains some λ2-E-Pliss point. Since K contains no λ2-E-Pliss point,
we have that x /∈ K.

The non-uniform case: K̂ is not a λ2-E-weak set

To prove the non-uniform case, we take a constant λ′ ∈ (λ2, λ3). We have the
following claim.

Claim 4.11. For any number L > 0 there are a λ2-E-weak set K and a point
z ∈ K, such that z is a λ1-F -Pliss point for f−1, and, for any 1 ≤ n ≤ L, one
has

n−1∏
i=0

‖Df |E(f i(z))‖ ≤ (λ′)n.
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Proof. Since K̂ is not a λ2-E-weak set, there is a λ2-E- Pliss point in K̂. Hence
for any number L > 0 there is a λ2-E-weak sets K, and a point z ∈ K, such
that, for 1 ≤ n ≤ L,

n−1∏
i=0

‖Df |E(f i(z))‖ ≤ (λ′)n.

We only have to show that we can choose z to be a λ1-F -Pliss point for
f−1. Since K is a λ2-E-weak set, similarly to the arguments above, by item 2
of Corollary 2.21, there are λ1-F -Pliss points for f−1 on Orb−(z). If z is not
a λ1-F -Pliss point for f−1, we can take the minimal number l ∈ N such that
w = f−l(z) is a λ1-F -Pliss point for f−1. We claim that for 1 ≤ n ≤ L,

n−1∏
i=0

‖Df |E(f i(w))‖ ≤ (λ′)n.

Hence if we replace z by w, we get the conclusion of the claim. To proof this,
we only have to show that for any 1 ≤ n ≤ l,

n−1∏
i=0

‖Df |E(f i(w))‖ ≤ λn2 ≤ (λ′)n.

We prove this by absurd. If the above statement is not true, then there is an
integer k ∈ {1, 2, · · · , l}, such that

k−1∏
i=0

‖Df |E(f i(w))‖ > λk2,

and for any 1 ≤ n < k,
n−1∏
i=0

‖Df |E(f i(w))‖ ≤ λn2 .

Thus, we have, for any 1 ≤ n ≤ k,
n∏
i=1

‖Df |E(fk−i(w))‖ =

(
k−1∏
i=0

‖Df |E(f i(w))‖

)
/

(
k−n−1∏
i=0

‖Df |E(f i(w))‖

)
> λn2 .

By the domination of E ⊕ F , we have, for all 1 ≤ n ≤ k

n−1∏
i=0

‖Df−1|F (fk−i(w))‖ ≤ (
λ2

0

λ2

)n ≤ λn1 .

Moreover, since w is a λ1-F -Pliss point for f−1, we will have, for any n ≥ 1,
n−1∏
i=0

‖Df−1|F (fk−i(w))‖ ≤ λn1 .
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Thus fk(w) = f−l+k(z) is a λ1-F -Pliss point, contradicting the choice of w.
This finishes the proof of Claim 4.11.

By taking L large enough, the point z in Claim 4.11 is close to a λ2-E-Pliss
point y 6∈ KL. Since z has a uniform local unstable manifold and y has a
uniform local stable manifold, we have that W s(y) ∩ W u(z) 6= ∅ if we take
these two points close enough. We take the proper L, z and KL, satisfying
this property. Let K = KL. We explain that the λ2-E-weak set K satisfies
Lemma 4.6.

By similar arguments as in the proof of Case (b) in the uniform case, we
can take a point x̄ ∈ W s(y) ∩ W u(z) satisfying that Orb(x̄) contains a λ3-
bi-Pliss point x ∈ H(p). Then we have that α(x) = α(z) ⊂ K. Moreover,
since y is a λ2-E-Pliss point, we know that ω(y) contains λ2-E-Pliss points
by item 1 of Corollary 2.21. Hence ω(x) contains λ2-E-Pliss points because
ω(x) = ω(y). This implies x /∈ K since K is a λ2-E-weak set. To sum up,
we have obtained a λ2-E-weak set K and a λ3-bi-Pliss point x ∈ H(p) \ K,
satisfying thatα(x) ⊂ K. This finishes the proof of Lemma 4.6.

4.3.3 Continuation of Pliss points

Denote by M the space of all compact subsets of M , associated with the
Hausdorff topology. Denote by S the space of all finite subsets of M ×M
associated with the Hausdorff topology. For any positive integer N ∈ N, and a
diffeomorphism g ∈ Diff1(M), denote by PerN(g) the set of periodic points of g
with period less than or equal to N , and denote by C(q, g) the chain recurrence
class of a periodic point q of g. It is well-known that for any N ≥ 1, there
is a dense and open subset UN ⊂ Diff1(M), such that, for any g ∈ UN , the
set PerN(g) is a finite set and any point q ∈ PerN(g) is a hyperbolic periodic
point.

We define a map ΦN : UN 7→ S, sending a diffeomorphism g to the set of
pairs (q, Pλ3(q, g)), where q ∈ PerN(g), and Pλ3(q, g) is a compact set contained
in C(q, g) defined as following:

• If C(q, g) has a λ2
0-dominated splitting E⊕F such that dim(E) = Ind(q),

then the set Pλ3(q, g) is the set of λ3-E-Pliss points contained in C(q, g).

• Otherwise, Pλ3(q, g) = ∅.

Lemma 4.12. For each positive integer N ∈ N, the set of continuity points of
ΦN , denoted by BN , is a residual subset of Diff1(M).

Proof. Assume g ∈ Diff1(M) and pg is a hyperbolic periodic point of g. There
is a C1-neighborhood U of g, such that, for any h ∈ U , the point pg has a
continuation ph. For any neighborhood V of C(q, g), there is a C1-neighborhood
U1 ⊂ U of g, such that C(q, h) ⊂ V for any h ∈ U1.
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If C(q, g) has a λ2
0-dominated splitting, then it is a robust λ2

0-dominated
splitting. More precisely, there is a C1-neighborhood U2 ⊂ U of g, such that
C(qh, h) has a λ2

0-dominated splitting for any h ∈ U . Hence by the choice of
UN , there is an open and dense subset U ′N ⊂ UN , such that, for any g ∈ U ′N ,
any q ∈ PerN(g), the chain recurrent class C(q, g) either has a robust λ2

0-
dominated splitting or has no λ2

0-dominated splitting robustly. Moreover, if
there is a sequence of diffeomorphisms {gn}n≥0 such that gn converges to g,
and gn has a λ3-E-Pliss point xn ∈ C(qh, h), then, any limit point x of the
sequence {xn} is a λ3-E-Pliss point of g.

By the above arguments, we can see that ΦN is an upper-semi-continuous
map restricted to U ′N . It is known that the set of continuity points of a semi-
continuous map is a residual subset. Then BN contained a residual subset of
U ′N . Since U ′N is open and dense in UN , we know that BN is a residual subset
of UN . Hence BN is a residual subset of Diff1(M), since UN is open and dense
in Diff1(M).

Denote by R0 = ∩N≥1BN , then R0 is a residual subset of Diff1(M). In the
following we take f ∈ R0 ∩R.

4.3.4 The perturbation to make W u(p) accumulate to K

We take the λ2-E-weak set K ⊂ H(p) of f obtained by Lemma 4.6. By
Proposition 3.5, one can obtain a heteroclinic orbit connecting p to K by a
C1 perturbation, since K ⊂ H(p). Hence the set K is still a λ2-E-weak set if
the perturbation is C1 small. Moreover, using the continuation of Pliss points
(Section 4.3.2 and 4.3.3), we can guarantee that the set K is contained in the
chain recurrence class of p after the perturbation.

Lemma 4.13. Assume f ∈ R0 ∩ R, then for any neighborhood U of f in
Diff1(M), there are a diffeomorphism g1 ∈ U and a point y ∈M , such that,

• (1) g1 coincides with f on the set K ∪Orb(p), and y ∈ W u(p, g1),

• (2) ω(y, g1) ⊂ K,

• (3) K is contained in C(p, g1).

Proof. By Lemma 4.6, we obtain that, for the diffeomorphism f , there is a
λ3-bi-Pliss point x ∈ H(p) \ K satisfying: α(x) = K. Since K ⊂ H(p), we
have that K ⊂ W u(p). By Proposition 3.5, for any neighborhood U of f
in Diff1(M), there are a point y ∈ W u(p, f) and a diffeomorphism g1 ∈ U ,
such that ω(y, g1) ⊂ K, and y ∈ W u(p, g1). Moreover, the diffeomorphism g1

coincides with f on the set Orb−(x)∪K ∪Orb(p) and Dg1 coincides with Df
on Orb−(x). Thus items (1) and (2) are satisfied, and x is a λ3-F -Pliss point
for g−1

1 .
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Since p is a hyperbolic fixed point and and x ∈ Pλ3(p, f), by Lemma 4.12
and the fact that f is a continuity point of Φ1, if we choose g1 close enough to
f (by taking the neighborhood U small), then there is a λ3-E-Pliss x′ close to
x, such that x′ ∈ C(p, g1). Moreover, if x′ is close enough to x (by taking g1

close to f), thenW u(x, g1)∩W s(x′, g1) 6= ∅. Hence K ⊂ C(p, g1). This finishes
the proof of Lemma 4.13.

4.3.5 The perturbations to connect p and K by true or-
bits

In this subsection, we prove that we can get heteroclinic connections between
the hyperbolic fixed point p and the weak set K for a diffeomorphism C1 close
to f . In the former subsection, we have got a diffeomorphism g1 that is C1 close
to f , and an orbit Orb(y) that connects p to K. Moreover K is still contained
in the chain recurrence class of p for g1. We take two steps to get heteroclinic
connections between p and K. First, since K ⊂ C(p, g1), by Proposition 3.6,
we can connect K by a true orbit to any neighborhood of p by a C1 small
perturbation. Then, by the hyperbolicity of p, we use the uniform connecting
lemma to “push” this orbit onto the stable manifold of p. We will see that in
these two steps, the orbit Orb(y) that connects p to K is not changed.

Lemma 4.14. Assume f ∈ R0 ∩ R, then for any neighborhood U of f in
Diff1(M), there are a diffeomorphism g2 ∈ U and two points y, y′ ∈ M , such
that,

• (1) y ∈ W u(p, g2) and ω(y, g2) ⊂ K,

• (2) y′ ∈ W s(p, g2) and α(y′, g2) ⊂ ω(y, g2),

• (3) g2 coincides with f on the set ω(y, g2) ∪Orb(p).

Proof. We take several steps to prove the lemma.

Choice of neighborhoods. For any any neighborhood U of f in Diff1(M),
there are a neighborhood U1 ⊂ U and three numbers ρ > 1, δ0 > 0 and
N ∈ N that satisfy the uniform connecting lemma (Theorem 2.26). And we
can assume that the fixed point p has a continuation for any g ∈ U1. For
the neighborhood U1, there are a smaller neighborhood U ′ ⊂ U1 of f and an
integer T satisfying the conclusions of Proposition 3.6. By the hyperbolicity of
periodic orbits of f , for the integer T , there is a neighborhood U2 ⊂ Diff1(M)
of f , such that, for any diffeomorphism h ∈ U2, any periodic point of h with
period less than or equal to T is hyperbolic. Take a neighborhood U3 of f in
Diff1(M), such that U3 ⊂ U2 ∩ U ′.
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The connection from K to a neighborhood of p by pseudo-orbits.
By Lemma 4.13, there are a diffeomorphism g1 ∈ U3 and a point y ∈M , such
that:

• g1 coincides with f on the set K ∪Orb(p) ∪Orb−(y),

• y ∈ W u(p, g1) and ω(y, g1) ⊂ K ⊂ C(p, g1).

Denote K0 = ω(y, g1).

Claim 4.15. For any neighborhood V of p, there are a g1 negative invariant
compact set X and a point z ∈ V ∩X, satisfying that

• the point p /∈ X,

• for any ε > 0, there is a g1-ε-pseudo-orbit Yε = (y0, · · · , ym) contained
in X such that y0 ∈ K0 and ym = z.

Proof. For any neighborhood V of p, take a smaller neighborhood V0 of p,
such that V0 ⊂ V . For any k ≥ 1, there is a g1- 1

k
-pseudo-orbit Xk =

{xk0, xk1, · · · , xkmk}, such that, Xk ∩ K0 = {xk0}, and Xk ∩ V0 = {xkmk}. Take
a subsequence of {Xk}k≥1 if necessary, we assume Xk converges to a compact
set X and xkmk converges to a point z ∈ V0 ⊂ V as k goes to +∞. Obviously,
X is a g1-negative-invariant set, p /∈ X and X ∩K0 6= ∅.

Now we prove that for any ε > 0, there is a g1-ε-pseudo-orbit contained
in X from K0 to z. By the continuity of g1, for any ε > 0, there is k > 3

ε
,

such that for all x, y ∈ M , if d(x, y) < 1
k
, then d(g1(x), g1(y)) < ε

3
. Then

we take a 1
k′
-pseudo-orbit Xk′ = {xk′0 , xk

′
1 , · · · , xk

′
mk
}, such that xk′0 ∈ K0 and

xk
′
mk′
∈ V0 for a number k′ > k. By choosing k′ large enough, we can assume

that dH(Xk′ , X) < 1
k
and there is a point y0 ∈ X ∩K0 such that d(y0, x

k′
0 ) < 1

k

and d(z, xk
′
mk′

) < 1
k
. By the assumption, for any 1 ≤ i ≤ mk′ − 1, there is

yi ∈ X, such that d(xk
′
i , yi) < η. Denote Yε = (y0, · · · , ymk′ = z), we prove

that Yε is a ε-pseudo-orbit of g1. In fact, for any 0 ≤ i ≤ mk′ − 1,

d(g1(yi), yi+1) ≤ d(g1(yi), g1(xk
′
i )) + d(g1(xk

′
i ), xk

′
i+1) + d(xk

′
i+1, yi+1) <

ε
3

+ 1
k′

+ 1
k
< ε.

Hence Yε ⊂ X is a ε-pseudo-orbit of g1 from the set K0 to the point z.

The perturbation to connect K to a neighborhood of p. We take a
local stable manifold W s

loc(p, g1) of p, and take a compact fundamental domain
Ig1 of W s

loc(p, g1). Then there is a number δ < δ0, such that, for any point w ∈
Ig1 , the N balls (gj1(B(w, 2δ)))0≤j≤N−1 are each of size smaller than δ0, pairwise
disjoint and disjoint with the set K ∪Orb(y, g1)∪Orb(p). By the compactness
of Ig1 , there are finite points w1, w2, · · · , wL ∈ Ig1 such that (B(wi, δ/ρ))1≤i≤L
is a finite open cover of Ig1 . There is a number η > 0 such that, for any
diffeomorphism h ∈ U1 that is η-C0 close to g1, we have that:
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• (a) W s
loc(ph, h) is C0 close to W s

loc(p, g1),

• (b) (B(wi, δ/ρ))1≤i≤L is still a finite open cover of a fundamental domain
Ih of W s

loc(ph, h)

• (c) for any 1 ≤ i ≤ L, the N balls (hj(B(wi, 2δ))0≤j≤N−1 are each of size
smaller than δ0, pairwise disjoint and disjoint with the setK∪Orb(y, g1)∪
Orb(p, g1).

Since y ∈ W u(p, g1), p /∈ X and X is negative invariant, we have that
Orb(y, g1) ∩ X = ∅. By the choice of g1, we have that all periodic orbits of
g1 contained in X with period less than or equal to T are hyperbolic. Under
all these hypothesis, (X \K0) ∩ Orb(y, g1) = ∅, then there is a neighborhood
U0 of X \ K0 such that U0 ∩ Orb(y, g1) = ∅. By Proposition 3.6, there is
a diffeomorphism h ∈ U1 which is η-C0 close to g1, such that h = g1 =
f |P∪Orb(y)∪K0 , and α(z, h) ⊂ K0. Thus the above items (a), (b) and (c) are
satisfied for such a diffeomorphism h.

The perturbation to get a heteroclinic connection between p and K.
By the hyperbolicity of the periodic point p, if we take the neighborhood V of
p small enough, then the diffeomorphism h and the point z chosen above would
satisfy that the negative orbit of z under h intersect B(wi, δ/ρ) for some i ∈
{1, 2, · · · , L}. Since α(z, h) ⊂ K0 and B(wi, δ/ρ)∩K0 = ∅, there is a point w =
h−t(z) for some integer t > 0, such that Orb−(w) ∩ B(wi, δ/ρ) = ∅ and w has
a positive iterate under h contained in B(wi, δ/ρ). By the item (b), there is a
point y′ ∈ W s(p, h), such that Orb+(y′, h)∩ (∪0≤j≤N−1h

i(B(wi, δ/ρ))) = ∅ and
y′ has a negative iterate under h contained in B(wi, δ/ρ). By Theorem 2.26,
there is a diffeomorphism g2 ∈ U , such that y′ is on the positive iterate of w
under g2. Moreover, g2 = g1 on the set K0 ∪ Orb(y) ∪ Orb(p) ∪ Orb−(w) ∪
Orb+(y′), hence g2 = f on the set Orb(p)∪K0, where K0 = ω(y, g1) = ω(y, g2).
Thus the three items of the lemma are satisfied for g2. This finishes the proof
of Lemma 4.14.

4.3.6 Last perturbation to get a weak periodic orbit

The following lemma estimates the average contraction along the bundle E on
periodic orbits.

Lemma 4.16. Assume f ∈ R0 ∩ R. Then for any neighborhood U of f in
Diff1(M), for any integer L > 0, any neighborhood Up of p, there is g ∈ U ,
which coincides with f on Orb(p), satisfying that, g has a periodic point q ∈ Up
with period τ > L such that, Orb(q) has the λ2

0-dominated splitting E⊕F , and

λ1
τ ≤

∏
0≤i≤τ−1

‖Dg|E(gi(q))‖ ≤ λ2
τ .
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Proof. We take several steps to prove the lemma. We take the λ2-E-weak set
K ⊂ H(p) of f obtained by Lemma 4.6. Take two numbers λ′1 and λ′2, such
that λ1 < λ′1 < λ′2 < λ2.

Choice of neighborhoods and constants. There is a neighborhood V of
H(p) and a neighborhood V ⊂ Diff1(M) of f , such that, for any h ∈ V , the
following properties are satisfied.

• The maximal invariant compact set of h in V has a dominated splitting
which is a continuation of E ⊕ F . To simplify the notations, we still
denote this domination by E ⊕ F .

• The fixed point p has a continuation ph ∈ V for h, and ‖Dh|E(ph)‖ < λ0.

• The chain recurrence class C(ph, h) of ph is contained in V .

Moreover, since K is a λ2-E-weak set for f , there are a neighborhood
UK ⊂ V of K and a number NK , such that, for any point z whose orbit is
contained in V , if the piece of orbit (z, f(z), · · · , fn(z)) is contained in UK
with n ≥ NK , we have: ∏

0≤i≤n−1

‖Df |E(f i(z))‖ > λ2
n.

To simplify the proof, we just assume that NK = 1, but the general case is
identical.

We can take the neighborhoods V and Up small, such that for any diffeo-
morphism h ∈ V , the following additional properties are satisfied.

• For any point z ∈ Up whose orbit under h is contained in V , we have
that λ1

λ′1
<
‖Dh|E(z)‖
‖Df |E(p)‖

< λ2
λ′2
.

• For any point z ∈ UK whose orbit under h is contained in V , we have
that ‖Dh|E(z)‖ > λ2.

We can assume more that UK ∩ Up = ∅ and UK ∪ Up ⊂ V . And moreover,
we can assume that U ⊂ V .

By Lemma 4.14, there are a diffeomorphism g2 ∈ U and two points y, y′ ∈
M , satisfying that:

• y ∈ W u(p, g2) and ω(y, g2) ⊂ K,

• y′ ∈ W s(p, g2) and α(y′, g2) ⊂ ω(y, g2),

• g2 coincides with f on the set ω(y, g2) ∪Orb(p).

We denote K0 = ω(y, g2). Since all periodic points of f are hyperbolic and
g2 = f |K0 , then by a C1 small perturbation if necessary, we can assume that
K0 contains no non-hyperbolic periodic point of g2.
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Choice of time. Now we fix the neighborhoods Up and UK0 . Then there are
two integers l and n0 satisfying the conclusion of Proposition 3.1 for g2 and
the neighborhood U . Then we take TK0 > L large, such that for any h ∈ V ,
the inequality

m(h)l+n0λ2
TK0 > (λ′2)TK0

+l+n0

holds.
By the first item of Proposition 3.1, there is a diffeomorphism h ∈ U , such

that

• h coincides with g2 on Orb(p) ∪Orb−(y) ∪Orb+(y′) and outside UK ;

• the point y′ is on the positive orbit of y under h, with nK0 = #(Orb(y, h)∩
UK0) ≥ TK0 and nc = #((Orb(y, h) \ (UK ∪ Up)) ≤ n0.

Hence by the choice of TK0 and the neighborhoods, we have that∏
hi(y)6∈Up

‖Dh|E(hi(x))‖ > (λ′2)nK0
+nc .

Claim 4.17. There is an integer m > 0, such that:

(λ′1)nK0
+nc+m+l < ‖Df |E(p)‖l+m ·

∏
hi(y) 6∈Up

‖Dh|E(hi(x))‖ < (λ′2)nK0
+nc+m+l.

Proof. We assume that ∏
hi(y)6∈Up

‖Dh|E(hi(x))‖ = λ̄nK0
+nc ,

then λ̄ > λ′2. The inequality in the claim is equivalent to

(nK0 + nc) log λ̄
λ′2

log
λ′2

‖Df |E(p)‖

< l +m <
(nK0 + nc) log λ̄

λ′1

log
λ′1

‖Df |E(p)‖

.

By the choice of TK0 and nK0 ≥ TK0 , we have that

(nK0 + nc) log λ̄
λ′2

log
λ′2

‖Df |E(p)‖

> l.

So we only need that

(nK0 + nc) log λ̄
λ′1

log
λ′1

‖Df |E(p)‖

−
(nK0 + nc) log λ̄

λ′2

log
λ′2

‖Df |E(p)‖

> 1.
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It is equivalent to

(
1

log
λ′1

‖Df |E(p)‖

− 1

log
λ′2

‖Df |E(p)‖

) log λ̄+
log λ′2

log
λ′2

‖Df |E(p)‖

− log λ′1

log
λ′1

‖Df |E(p)‖

>
1

nK0 + nc
.

Since λ̄ > λ′2, and nK0 > TK0 , it is sufficient to acquire that

TK0(log λ′2 − log λ′1)

log
λ′1

‖Df |E(p)‖

> 1.

By taking TK0 large enough, the above inequality is satisfied.

Choice of the diffeomorphism g. We take g = hm ∈ U from item 2 of
Proposition 3.1, then g has a periodic orbit O = Orb(q), such that, O \ Up =
(Orb(y, h) \ Up, and #(O ∩ Up) = l + m. Hence the period τ of O equals
nK0 + nc +m+ l. By the choice of the neighborhood U and the constants, we
have ∏

0≤i≤τ−1

‖Dg|E(gi(q))‖ =
∏

gi(q)∈Up

‖Dg|E(gi(q))‖
∏

hi(y)6∈Up

‖Dh|E(hi(x))‖.

By the choice of the neighborhoods V and Up, and the constants λ′1 and
λ′2, we have that(

λ1

λ′1

)l+m
‖Df |E(p)‖l+m <

∏
gi(q)∈Up

‖Dg|E(gi(q))‖ <
(
λ2

λ′2

)l+m
‖Df |E(p)‖l+m.

Then by the estimation in Claim 4.17, we can see that

λ1
τ ≤

∏
0≤i≤τ−1

‖Dg|E(gi(q))‖ ≤ λ2
τ

This finishes the proof of Lemma 4.16.

4.3.7 The genericity argument

In this subsection, we do the genericity argument to get the conclusion of
Theorem E, see like [44].

Take a countable basis (Vn)n≥1 ofM , and take the countable family (Un)n≥1,
where each Un is a union of finitely many sets of (Vn)n≥1. Take the countable
pairs (ηn, γn)n≥1 of rational numbers contained in (λ0, 1) with ηn < γn for each
n ≥ 1.

Let Hn,m be the set of C1 diffeomorphisms h such that, every h1 in a
C1 neighborhood V ⊂ Diff1(M) of h has a hyperbolic periodic point q ∈ Un
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satisfying that the hyperbolic splitting Es⊕Eu of Orb(q, h1) is a λ2
0-dominated

splitting and
ηm

τ(q) <
∏

0≤i≤τ(q)−1

‖Dh1|Es(hi1)‖ < γm
τ(q),

where τ(q) is the period of q. Let Nn,m be the set of C1 diffeomorphisms h
such that every h1 in a C1 neighborhood V ⊂ Diff1(M) of h has no hyperbolic
periodic point q ∈ Un satisfying that the hyperbolic splitting Es ⊕ Eu of
Orb(q, h1) is a λ2

0-dominated splitting and

ηm
τ(q) <

∏
0≤i≤τ(q)−1

‖Dh1|Es(hi1)‖ < γm
τ(q),

where τ(q) is the period of q.
Notice that Nn,m = Diff1(M) \ Hn,m. Hence Hn,m ∪ Nn,m is C1 open and

dense in Diff1(M). Let

R1 =
⋂
n≥1,m≥1(Hn,m ∪Nn,m).

Then R1 is a residual subset of Diff1(M), and R0 ∩ R1 ∩ R is also a residual
subset of Diff1(M).

Claim 4.18. Assume f ∈ R0 ∩R1 ∩R. Then for any two numbers λ1 < λ2 ∈
(λ0, 1), for any neighborhood Up of Orb(p), and any integer L > 0, there is a
periodic point q ∈ Up with period τ > L such that Orb(q) has the λ2

0-dominated
splitting E ⊕ F , and

λ1
τ ≤

∏
0≤i≤τ−1

‖Df |E(f i(q))‖ ≤ λ2
τ .

Proof. We take two rational numbers ηi, γi ∈ (λ0, 1), such that λ1 < ηi < γi <
λ2, and take Uj from the countable basis of M , such that Uj ⊂ Up. Then by
Lemma 4.16, there is a diffeomorphism g arbitrarily C1 close to f , such that
g has a periodic point q ∈ Up with period τ > T such that the λ2

0-dominated
splitting E ⊕ F is the hyperbolic splitting on Orb(q, g), and

ηi
τ ≤

∏
0≤i≤τ−1

‖Dg|E(gi(q))‖ ≤ γi
τ .

Then f /∈ Nj,i, thus f ∈ Hj,i and f satisfies the conclusion of Claim 4.18.

Claim 4.19. Theorem E holds for any diffeomorphisms in R0 ∩R1 ∩R.

Proof. Assume f ∈ R0∩R1∩R and f satisfies the assumptions of Theorem E.
By Claim 4.18, we get a sequence of periodic orbits Orb(qk) of f , such that
qk → p with τ(qk)→∞, and

λ1
τ(qk) ≤

∏
0≤i≤τ(qk)−1

‖Df |E(f i(qk))‖ ≤ λ2
τ(qk).
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Hence by the λ2
0-domination of E ⊕ F , we have that∏

0≤i≤τ(qk)−1

‖Df−1|F (f−i(qk))‖ ≤ λ2
τ(qk).

Then by item 2 of Lemma 2.21 and item 2 of Lemma 2.22, there is a λ2-bi-
Pliss point rk on Orb(qk) for each k. Taking a subsequence if necessary, we
assume (rk) is a converging sequence. Then there is l > 0, such that for any
m,n ≥ l, the stable and unstable manifolds of rm and rn intersect respectively,
since rk has uniform stable and unstable manifolds. Hence (Orb(qm))m≥l are
homoclinically related together, thus p ∈ H(qk). By item 2 of Theorem 2.46,
we have that qk ∈ H(p). This finishes the proof of the claim.

The proof of Theorem E is now completed.

4.4 Some applications of Theorem E

4.4.1 Structural stability and hyperbolicity

Recall that a diffeomorphism f ∈ Diff1(M) is structurally stable, if there is a C1

neighborhood U of f , such that, for any g ∈ U , there is a homeomorphism φ :
M →M , satisfying φ◦f = g ◦φ. The orbital structure of a structurally stable
diffeomorphism remains unchanged under perturbations. Mañé proved that
the chain recurrent set of a structurally stable diffeomorphism is hyperbolic,
see [55]. Here we give a local version about this result.

It is known that a hyperbolic periodic point has a continuation. More
precisely, for a hyperbolic periodic point p of a diffeomorphism f with period
τ , there is a neighborhood U of Orb(p) and a C1 neighborhood U of f , such
that, for any g ∈ U , the maximal invariant compact set of g in U is a unique
periodic orbit with period τ and with the same index as p. We denote this
continuation of p by pg for such a diffeomorphism g, and denote the homoclinic
class (and chain recurrence class resp.) of pg by H(pg) (and C(pg) resp.).
Thus we say that a homoclinic class H(p) of a diffeomorphism f is structurally
stable, if there is a C1 neighborhood U of f , such that, for any g ∈ U , there is
a homeomorphism φ : H(p)→ H(pg), satisfying φ ◦ f |H(p) = g ◦ φ|H(p), where
pg is the continuation of p. Similarly we can define the structurally stability
for a chain recurrence class C(p) of a hyperbolic point. One asks naturally
the following question, which can be seen as a “local" version of the stability
conjecture.

Question 4. Assume p is a hyperbolic point for a diffeomorphism, if H(p) (or
C(p)) is structurally stable, then is it hyperbolic?

There are many works related to this question, see for example [45, 67, 76,
79]. In [76] and [79], they prove that structural stability implies hyperbolicity
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for the chain recurrence class and the homoclinic class respectively of a hyper-
bolic periodic point, under the hypothesis that the diffeomorphism is far away
from tangency, or that the stable or the unstable dimension of this periodic
point is 1. With the conclusions of Theorem A, we can give a complete answer
to Question 4.

Corollary 4.20. Assume f is a diffeomorphism in Diff1(M) and p is a hy-
perbolic periodic point of f . If the homoclinic class H(p) is structurally stable,
then H(p) is hyperbolic. The conclusion is also valid for C(p).

To prove Corollary 4.20, we use some of the results in [67, 76, 78, 79]. We
take two steps: first, we prove that the statement is true for a residual subset
of Diff1(M), and then we prove it for all diffeomorphisms in Diff1(M).

Assume that H(p) is the homoclinic class of a hyperbolic periodic point p
of a diffeomorphism f ∈ Diff1(M). We state two properties as follows:

• (P1) There are m ∈ N, C > 0 and 0 < λ < 1, such that H(p) admits
an (m,λ)-dominated splitting TH(p)M = E ⊕ F with dim(E) = Ind(p).
And for any periodic point q homoclinically related to p, denote by τ(q)
the period of q, then the followings are satisfied:∏

0≤i<τ(q)/m

‖Dfm|E(f im(q))‖ < Cλτ(q),

∏
0≤i<τ(q)/m

‖Df−m|F (f−im(q))‖ < Cλτ(q).

• (P2) H(p) is shadowable and every periodic pseudo-orbit can be shad-
owed by a periodic orbit.

Now we state the following two Lemmas, whose proofs will be omitted.

Lemma 4.21 (Theorem 1.1 of [79]). Assume that f is a diffeomorphism in
Diff1(M). If a homoclinic class H(p) is structurally stable, then the property
(P1) is satisfied for H(p).

Lemma 4.22 (Proposition 4.1 of [79]). Assume that f is a diffeomorphism in
Diff1(M) and p is a hyperbolic periodic point. If the two properties (P1) and
(P2) are satisfied, then H(p) is hyperbolic.

Lemma 4.23 (Proposition 2.4 of [78] and Proposition 3.3 of [78]). The conclu-
sions of Lemma 4.21 and Lemma 4.22 are also valid for the chain recurrence
class C(p).
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Proof of Corollary 4.20. By Theorem D, for any diffeomorphism f contained
in a residual subset B ⊂ Diff1(M), if the property (P1) is satisfied for a
homoclinic class H(p) of f , then H(p) is hyperbolic. We can take B such that
B ⊂ R, whereR is the residual subset in Theorem 2.46. Hence by Lemma 4.21,
for any diffeomorphism f ∈ B, if a homoclinic class H(p) is structurally stable,
then it is hyperbolic.

Now we assume that f is an arbitrarily diffeomorphism in Diff1(M). If a ho-
moclinic class H(p) of f is structurally stable, then there is a C1 neighborhood
U of f , such that, for any h ∈ U , there is a homeomorphism φ : H(p)→ H(ph),
satisfying φ ◦ f |H(p) = h ◦ φ|H(p). Since B is residual in Diff1(M), we can take
a diffeomorphism g ∈ B ∩ U . Therefore, H(pg) is structurally stable, where U
is the neighborhood of g in the definition of structurally stable. Then H(pg)
is hyperbolic by the argument above, hence H(pg) satisfies the property (P2).
It is easy to see that the property (P2) is unchanged under conjugacy, thus
is satisfied by H(p) since f ∈ U . The property (P1) is satisfied by H(p) by
Lemma 4.21. Then by Lemma 4.22, we have that H(p) is hyperbolic. This
finishes the proof for homoclinic classes.

For chain recurrence classes of a hyperbolic periodic point, we only have to
show that Corollary 4.20 is valid for f ∈ B, and then with the same argument as
above, we can get the conclusion. Assume f ∈ B and p is a hyperbolic periodic
point of f . By item 2 of Theorem 2.46, C(p) = H(p). By Lemma 4.23, the
property (P1) is satisfied for C(p) and hence for H(p). Thus C(p) = H(p) is
hyperbolic. This finishes the proof of Corollary 4.20.

4.4.2 Partial hyperbolicity

Next result is that for a homoclinic class with a dominated splitting of a C1-
generic diffeomorphism, if the dimensions of the two bundles in the splitting
satisfy certain hypothesis, then the splitting is a partially hyperbolic splitting
(at least one bundle is hyperbolic).

Corollary 4.24. For generic f ∈ Diff1(M), if a homoclinic class H(p) has
a dominated splitting TH(p)M = E ⊕ F , such that dim(E) is smaller than
the smallest index of periodic orbits contained in H(p), then the bundle E is
contracted. Symmetrically, if dim(E) is larger than the largest index of periodic
orbits contained in H(p), then the bundle F is expanded.

Proof. We just prove when dim(E) is smaller than the smallest index of peri-
odic orbits contained in H(p), thus dim(E) < Ind(p). Assume E is not con-
tracted, by the conclusion of Theorem A, we can get a sequence of periodic or-
bits Orb(qn) ⊂ H(p) with arbitrarily long periods such that Ind(qn) = dim(E),
which contradicts to the assumption that dim(E) < Ind(qn).

As another consequence of Theorem A, we can give a proof of Theorem
1.1 (2) in [39] with a different argument. More precisely, we can prove that
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for a C1-generic diffeomorphism far from tangency, a homoclinic class has a
partially hyperbolic splitting whose center bundle splits into 1-dimensional
subbundles, and the Lyapunov exponents of the periodic orbits along each
the center subbundle can be arbitrarily close to 0. Denote HT the set of
diffeomorphisms of Diff1(M) that exhibit a tangency.

Corollary 4.25 ([39]). For generic f ∈ Diff1(M) \ HT , a homoclinic class
H(p) has a partially hyperbolic splitting TH(p)M = Es ⊕ Ec

1 ⊕ · · · ⊕ Ec
k ⊕ Eu

such that each of the center subbundles Ec
i is neither contracted nor expanded

and dim(Ec
i ) = 1, for all i = 1, · · · , k. Moreover, the minimal index of peri-

odic points contained in H(p) is dim(Es) or dim(Es) + 1, and symmetrically,
the maximal index of periodic points contained in H(p) is d − dim(Eu) or
d − dim(Eu) − 1. For each i = 1, · · · , k, there exist periodic orbits contained
in H(p) with arbitrarily long periods with a Lyapunov exponent along Ec

i arbi-
trarily close to 0.

Proof. We assume that f satisfies the properties in Theorem 2.46 and Theorem
A. For a homoclinic class H(p) of f , we denote by j ≥ 1 and l ≤ d − 1 the
smallest and the largest index of periodic point contained in H(p). By item 4
of Theorem 2.46 (Theorem 1 of [3]), for any j ≤ i ≤ l, there are periodic orbits
of index i contained in H(p). Moreover, for any j ≤ i ≤ l, the hyperbolic
periodic points with index i are dense in H(p). By Theorem A of [73], H(p)
admits a dominated splitting with index i. By Remark 2.8, we have that H(p)
admits a dominated splitting TH(p)M = Ecs ⊕ Ec

1 ⊕ · · · ⊕ Ec
n ⊕ Ecu, where

dim(Ecs) = j, n = l − j, and dim(Ec
i ) = 1 for all 1 ≤ i ≤ n. Since H(p)

contains hyperbolic periodic points with index i for all j ≤ i ≤ l, we can see
easily that the central bundle Ec

i is neither contracting nor expanding, for any
1 ≤ i ≤ n.

Now we consider whether the two bundles Ecs and Ecu are hyperbolic.
Here Ecs is hyperbolic means it is contracting and Ecu is hyperbolic means it
is expanding.

Case 1: both Ecs and Ecu are hyperbolic In this case, the splitting
TH(p)M = Ecs ⊕ Ec

1 ⊕ · · · ⊕ Ec
n ⊕ Ecu is a partially hyperbolic splitting. We

put Es = Ecs and Eu = Ecu. Then the the smallest and the largest index of
periodic orbits contained in H(p) are dim(Es) and d− dim(Eu) respectively.

Case 2: only one bundle of Ecs and Ecu is hyperbolic We only prove
the case where Ecs is not contracting and Ecu is expanding. The other case is
symmetric. We put Eu = Ecu. Since Ecs is not contracting, by Theorem D,
there are periodic orbits with arbitrarily long period and index j, whose largest
Lyapunov exponent along Ecs converges to 0. Moreover, such periodic orbits
form a dense set in H(p). Since f is far away from tangency, the other Lya-
punov exponents of such periodic orbits along Ecs are uniformly controlled by

103



PhD Thesis of Peking University & Université Paris-Sud 11

the largest one. Thus by the Franks’ Lemma, there are periodic orbits with
index j − 1 in any neighborhood of H(p) by C1 small perturbations. Then by
a genericity argument like in Section 4.3.7, for the diffeomorphism f , H(p) can
be accumulated by periodic orbits with index j − 1. Therefore, by Theorem
A of [73] and Remark 2.8, Ecs has a dominated splitting Ecs = Es ⊕ Ec

0 with
dim(Ec

0) = 1. By Corollary 4.24, we have that Es is contracting. Then the
splitting TH(p)M = Ecs⊕Ec

1⊕ · · ·⊕Ec
n⊕Ecu = Es⊕Ec

0⊕Ec
1⊕ · · ·⊕Ec

n⊕Eu

is a partially hyperbolic splitting with everything center bundle of dimension
one. The smallest index of periodic orbits contained in H(p) is dim(Es) + 1
and the largest one is d− dim(Eu).

Case 3: neither of Ecs and Ecu is hyperbolic In this case, we have
that Ecs is not contracting and Ecu is not expanding. With similar arguments
in Case 2, both the two bundles have a better dominated splitting Ecs =
Es ⊕ Ec

0 and Ecu = Ec
n+1 ⊕ Eu. Moreover, the bundle Es is contracting, the

bundle Eu is expanding and dim(Ec
0) = dim(Ec

n+1) = 1. Then we have that
TH(p)M = Ecs ⊕Ec

1 ⊕ · · · ⊕Ec
n ⊕Ecu = Es ⊕Ec

0 ⊕Ec
1 ⊕ · · · ⊕Ec

n ⊕Ec
n+1 ⊕Eu

is a partially hyperbolic splitting with everything center bundle of dimension
one. The smallest and largest index of periodic orbits contained in H(p) are
dim(Es) + 1 and d− dim(Eu)− 1 respectively.

This ends the proof of Corollary 4.25.

4.4.3 Lyapunov stable homoclinic classes

The following results are about C1-generic Lyapunov stable homoclinic classes.
First, for C1-generic Lyapunov stable homoclinic classes, we can get a similar
conclusion of Corollary 4.24 under a weaker hypothesis.

Corollary 4.26. For generic f ∈ Diff1(M), if a homoclinic class H(p) is
Lyapunov stable and has a dominated splitting TH(p)M = E ⊕ F such that
dim(E) is larger than or equal to the largest index of periodic orbits contained
in H(p), then the bundle F is expanded.

Proof. From Corollary 4.24, we only have to prove the case where dim(E)
equals the largest index of periodic orbits contained in H(p). The idea of the
proof follows from [62] and Section 3 of [7]. We just give an explanation here
and for more details, the reader should refer to [62] and Section 3 of [7].

Assume f ∈ R satisfies Theorem D where R is the residual set in The-
orem 2.46. There is a neighborhood U of f , such that the items 3, 4 and
6 stated in Theorem 2.46 are satisfied for (f,H(p),U). We can assume that
p has the largest index among the periodic points contained in H(p), hence
dim(E) = Ind(p). Assume that the bundle F is not expanding, then by the
conclusion of the Theorem D, we can get a sequence of periodic orbits Orb(qn)
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homoclinically related to Orb(p) with arbitrarily long period such that the
smallest Lyapunov exponent of Orb(qn) along the bundle F can be arbitrar-
ily close to 0. By Lemma 2.3 of [45], we can assume that all the eigenvalues
of ‖Df‖ along Orb(qn) are real. Then by Theorem 1 of [48] (Theorem 2.5
in [7]) and a proper construction of a path of diffeomorphism (see [7]), there
is a diffeomorphism g ∈ U and a periodic point q of g with index larger than
dim(E) such that W s(q) ∩ W u(pg) 6= ∅. By C1 small perturbation, we can
assume that W s(q) intersects W u(pg) transversely. This property is persistent
under C1 perturbation, since Ind(q) > Ind(pg). Hence there is a neighborhood
V ⊂ U of g, such that for any h ∈ V , we have W s(qh) t W u(ph) 6= ∅. Take
a diffeomorphism h ∈ V ∩ R, we have that H(ph) is Lyapunov stable by the
item 6 of Theorem 2.46. Then W u(ph) is contained in H(ph). By the fact
W s(qh) t W u(ph) 6= ∅, we have that qh ∈ H(ph). This contradicts the item 4
of Theorem 2.46 by the choice of U , since Ind(qh) > Ind(ph) = Ind(p).

With the conclusion of Corollary 4.26, we can give a positive answer to
Conjecture 1 for bi-Lyapunov stable homoclinic classes.

Corollary 4.27. For generic f ∈ Diff1(M), where M is connected, if a ho-
moclinic class H(p) is bi-Lyapunov stable, then we have:

• either H(p) is hyperbolic, hence H(p) = M and f is Anosov,

• or f can be C1 approximated by diffeomorphisms that have a heterodi-
mensional cycle.

Proof. We assume that the second item does not happen. By Theorem 2.46,
all periodic orbits contained in H(p) have the same index. By [62], H(p) has
a dominated splitting TH(p)M = E⊕F such that dim(E) = Ind(p). By Corol-
lary 4.26, we have that the bundle F is expanded. With the same argument to
f−1 and the bundle E, we get that E is contracted for f . Hence the splitting
TH(p)M = E ⊕ F is hyperbolic. Then H(p) is a hyperbolic chain recurrence
class by item 2 of Theorem 2.46. Hence by a standard argument using the
shadowing lemma, H(p) is an isolated chain recurrence class. By Theorem 5
of [4], since M is connected, the homoclinic class H(p) is in fact the whole
manifold, hence f is Anosov.

From [39] (or Corollary 4.25), we know that for C1-generic diffeomorphisms
far away from tangencies, a homoclinic class has a partially hyperbolic splitting
with all central bundles dimension 1. We have the following result about the
index of periodic orbits for Lyapunov stable homoclinic classes. It is a direct
corollary of Corollary 4.26 and we omit the proof.

Corollary 4.28. For generic f ∈ Diff1(M)\HT , if a homoclinic class H(p) is
Lyapunov stable and assume TH(p)M = Es⊕Ec

1⊕· · ·⊕Ec
k⊕Eu is the partially
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hyperbolic splitting, then the largest index of periodic points contained in H(p)
equals d− dim(Es).

4.5 Classification of non-hyperbolic homoclinic
classes

In this section, we do some discussions related to Palis’ conjecture and the local
version of the generalized Palis’ conjecture by Bonatti-Díaz (Conjecture 1). Re-
call that Palis’ Conjecture claims the union of hyperbolic systems and systems
with homoclinic tangencies or heterodimensional cycles are dense in Diff1(M),
and Bonatti-Díaz Conjecture states that the union of hyperbolic systems and
systems with heterodimensional cycles are dense in Diff1(M). Note that since
on surfaces there is no heterodimensional cycle, Bonatti-Díaz Conjecture im-
plies “Smale’s” conjecture: hyperbolic systems are dense in the space of C1

surface diffeomorphisms.

We discuss partial results known in this direction. The next two statements
are consequences of the results in [17] and Theorem A.

Proposition 4.29. For any generic f ∈ Diff1(M), and for any non-hyperbolic
homoclinic class H(p) associated to a hyperbolic saddle p of index i, with 2 ≤
i ≤ d− 2, one of the following two possibilities holds:

– H(p) contains a periodic point with different index,

– H(p) has a partially hyperbolic splitting Es ⊕ Ec, dim(Es) = i − 1, or
Ec ⊕ Eu, dim(Ec) = i+ 1.

Proof. We will assume that every periodic point contained in H(p) has index i,
since otherwise the first case in the statement holds. We consider the following
two possibilities.

Assume that there is a dominated splitting TH(p)M = E⊕F with dim(E) =
i−1, then by Corollary 4.24 and the fact that every periodic point contained in
H(p) has index i, the bundle E is contracted by Df , hence E⊕F is a partially
hyperbolic splitting Es ⊕ Ec. Similarly if dim(E) = i + 1, we have that F is
expanded by Df and E ⊕ F is a partially hyperbolic splitting Ec ⊕ Eu. The
second case stated in Proposition 4.29 holds.

Assume otherwise that H(p) admits neither domination of index i− 1 nor
domination of index i + 1. Since H(p) is not hyperbolic, by Theorem D and
the fact that every periodic point contained in H(p) has index i, for any ε > 0,
there is a periodic point q ∈ H(p), such that χi(q) ∈ (−ε, 0) or χi+1(q) ∈ (0, ε).
Then by Proposition 2.43, the diffeomorphism f can be C1-approximated by
diffeomorphisms with a heterodimensional cycle in the homoclinic class. By
the items 5, 8 of Theorem 2.46, there is a periodic point of different index
contained in H(p), which contradicts the assumption.
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Proposition 4.30. Assume dim(M) = d ≥ 3. For any generic f ∈ Diff1(M),
and for any non-hyperbolic homoclinic class H(p) associated to a hyperbolic
saddle p of index d− 1, one of the following three possibilities holds:

– H(p) contains a periodic point with different index,

– H(p) has a partially hyperbolic splitting Es ⊕ Ec, dim(Es) = d− 2,

– H(p) is the Hausdorff limit of periodic sinks.

Proof. We will assume that all periodic points contained in H(p) have the
same index d− 1, otherwise the first case in the statement holds.

Assume that there is a dominated splitting TH(p)M = E⊕F with dim(E) =
d− 2, then by Corollary 4.24 and the fact that every periodic point contained
in H(p) has index d − 1, the bundle E is contracted by Df , hence E ⊕ F
is a partially hyperbolic splitting Es ⊕ Ec, which is the second case in the
statement.

Assume otherwise that H(p) admits no domination of index d − 2. Since
H(p) is non-hyperbolic, by Theorem D and the fact that every periodic point
contained in H(p) has index d− 1, there is a sequence of periodic points (qn)
contained in H(p), such that χd−1(qn) → 0− or χd(qn) → 0+ as n → +∞.
Moreover, one can choose qn to converge to H(p) in the Hausdorff topology.
If χd−1(qn)→ 0− occurs, then by Proposition 2.43 one can get a heterodimen-
sional cycle in the homoclinic class by arbitrarily C1-small perturbation. By
the items 5, 8 of Theorem 2.46, there is a periodic point of different index con-
tained in H(p), which contradicts the assumption. If otherwise χd(qn) → 0+,
then for any N and for any neighborhood U of f in Diff1(M), there is g ∈ U
and n > N , such that qn is a periodic sink of g. By the item 9 of Theorem 2.46,
there is a sequence of sinks converges to H(p), which is the third case in the
statement.

Proposition 4.30 has to be compared to a similar statement on surfaces:

Theorem (Pujals-Sambarino [64]). For a generic surface diffeomorphism, any
non-hyperbolic homoclinic class is the Hausdorff limit of periodic sinks or
sources.

Based on these propositions and on the previous known results [13, 16,
17, 20, 34, 38, 71], one can list the different possibilities of a non-hyperbolic
homoclinic class and discuss Conjecture 1 in each case.

Non-hyperbolic homoclinic classes H(p) for C1-generic diffeomor-
phisms

Case a – There exist two periodic points of different index.
This is the case satisfied on examples and which corresponds to Conjecture 1.
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Case b – All periodic points have the same index i and the class H(p) has a
dominated splitting TH(p)M = Es⊕Ec

1 ⊕Ec
2 ⊕Eu, with dim(Ec

j ) ∈ {0, 1}, and
i = dim(Es ⊕ Ec

1). Maybe Es and/or Eu is trivial.
This is exactly the case which occurs [34] when f is far from homoclinic tan-
gencies and heterodimensional cycles, hence it is the case in the spirit of Palis
conjecture.

Case c – All periodic points have the same index i, the class H(p) has a
dominated splitting TH(p)M = Es⊕Ec⊕Eu, with dim(Ec) = 2, and dim(Es) =
i−1, the bundle Ec does not split, and there exist periodic points which contract
and others which expand the volume along Ec. Maybe Es and/or Eu is trivial.
Periodic points which expand the volume along Ec are dense in the class, it is
thus possible to turn them into points of index i− 1. Since the class has only
points of index i (even after perturbation), the strong stable manifold of such
a periodic point has to intersect H(p) only at the periodic point itself. One
may then expect that for any point x in the class W ss(x) ∩ H(p) = {x}. In
this case by [16] the class is contained in a submanifold tangent to Ec ⊕ Eu.
Arguing in a same way with periodic points which contract the volume along
Ec, one deduces that H(p) is contained in a locally invariant surface tangent
to Ec. We are thus reduced to Smale’s conjecture.

Case d – All periodic points have the same index i, the class H(p) has a
dominated splitting TH(p)M = E ⊕ Eu, with dim(E) = i + 1, there is no
dominated splitting corresponding to index i and along any periodic orbit the
volume of planes in E is contracted (sectional dissipation in E).
As in case (c), one can expect that the class is contained in a locally invariant
submanifold tangent to E. We are thus reduced to the case of a homoclinic
class whose periodic points have one-dimensional unstable spaces and sectional
dissipative and has no domination corresponding to index dim(M) − 1. We
are thus reduced to a generalized Smale’s conjecture for higher dimension, as
described in [14, Conjecture 8].

Case d’ – Similar to case (d) but for f−1.
Here again, one may expect to reduce to the generalized Smale’s conjecture.

We have the following result:

Proposition 4.31. For a generic diffeomorphism f ∈ Diff1(M), any non-
hyperbolic homoclinic class has to satisfy one of the cases above.

Proof. We consider a generic diffeomorphism f ∈ Diff1(M) which satisfies
Theorem 2.46, and a non-hyperbolic homoclinic class H(p) associated to a
hyperbolic periodic point p of index i. We assume that Case (a) does not
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occur, which means that all periodic points contained in H(p) have the same
index i. We consider the following possibilities.

Assume that there is a dominated splitting TH(p)M = E⊕F with dim(E) =
i. If the bundle E is not uniformly contracted, then the bundle E has a domi-
nated splitting Es⊕Ec

1 with dim(Es) = i−1. Otherwise, using Proposition 2.43
and Theorem D, one can get a heterodimensional cycle by arbitrarily C1-small
perturbation and by the items 5, 8 of Theorem 2.46, there is a periodic point
of different index contained in H(p), which contradicts the assumption. More-
over, by Corollary 4.26, the bundle Es is uniformly contracted. Symmetrically,
if the bundle F is not uniformly expanded, then it can be split as Ec

2 ⊕ Eu,
where dim(Ec

2) = 1 and Eu is uniformly expanded. Hence in this case, the ho-
moclinic class has a partially hyperbolic splitting TH(p)M = Es⊕Ec

1⊕Ec
2⊕Eu,

with dim(Ec
j ) ∈ {0, 1}, and i = dim(Es ⊕ Ec

1). This is Case (b).
Assume now that the homoclinic class H(p) admits no domination of index

i. Consider the finest dominated splitting over H(p). Combine all the con-
tracted (center and expanded resp.) bundles and denote it by Es ⊕ Ec ⊕ Eu,
such that Es and Eu are uniformly contracted and expanded bundles respec-
tively and Ec is the center bundle. By Proposition 4.29 and Proposition 4.30,
we have that i = dim(Es) + 1 or i = dim(Es ⊕Ec)− 1. We then consider the
following two subcases.

If there exist both periodic points which contract and others which expand
the volume along Ec, then there are both periodic orbits whose ith exponent
arbitrarily close to 0, and those whose (i+ 1)th exponent arbitrarily close to
0. Then the homoclinic class H(p) admits both a domination of index i − 1
and a domination of index i + 1. Otherwise, using Proposition 2.43, one can
get a heterodimensional cycle by arbitrarily C1-small perturbation, and get
a periodic point of different index in H(p). Then we have that TH(p)M =
Es ⊕ Ec ⊕ Eu, with dim(Es) = i − 1 and dim(Ec) = 2, and there is no finer
dominated splitting along Ec. This is Case (c).

If there exist only periodic points which contract the volume along Ec, then
arguing as in the previous case, the homoclinic class H(p) admits a domination
E ⊕Eu where dim(E) = i+ 1. This is Case (d). Symmetrically, if there exist
only periodic points which expand the volume along Ec, then it is Case(d’).
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Chapter 5

Non-hyperbolic ergodic measures
on homoclinic classes

In this chapter, we give the proof of Theorem B, and we give a proposition that
under some assumptions, one can get a non-hyperbolic ergodic measure whose
support is the whole homoclinic class. We state Theorem B again below.

Theorem B. For generic f ∈ Diff1(M), a homoclinic class H(p) which is not
hyperbolic supports a non-hyperbolic ergodic measure µ.

5.1 Reduction of Theorem B
Theorem B follows immediately from the following two theorems, considering
whether the homoclinic class admits a dominated splitting corresponding to
the index of p or not. The proofs of Theorem F and Theorem G are given in
Section 5.2 and Section 5.3 respectively.

Theorem F. For generic f ∈ Diff1(M), if the homoclinic class H(p) of a
periodic point p of index i admits a dominated splitting E⊕F with dimE = i,
and if the bundle E is not uniformly contracted, then there exists an ergodic
measure supported on H(p) whose ith Lyapunov exponent equals 0.

Theorem G. For generic f ∈ Diff1(M), if the homoclinic class H(p) of a
periodic point p of index i does not admit a dominated splitting E ⊕ F with
dimE = i, then there exists a non-hyperbolic ergodic measure µ such that
supp(µ) = H(p). Moreover, if the ith and (i+ 1)th Lyapunov exponents χi,
χi+1 of p satisfy χi + χi+1 < 0, then the (i+ 1)th Lyapunov exponent of µ
vanishes.

5.2 The dominated case
In this section we complete the proof of Theorem F.
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Lemma 5.1. For any diffeomorphism f ∈ Diff1(M), consider a non-trivial
homoclinic class H(p) having a dominated splitting TH(p)M = E ⊕ F such
that dim(E) = Ind(p) = 1. If the bundle E is not contracted, then there is an
ergodic measure µ supported on H(p), whose first Lyapunov exponent vanishes.

Proof. Since the bundle E is not contracted, by Claim 1.7 of [34], there is an
ergodic measure µ supported on H(p), such that χ1(µ) ≥ 0, where χ1(µ) is
the Lyapunov exponent of µ along the bundle E.

If χ1(µ) = 0, then the ergodic measure µ which is supported on H(p) is
non-hyperbolic.

If χ1(µ) > 0, then all Lyapunov exponents of µ are positive by the dom-
inated splitting E ⊕ F . Then µ is supported on a periodic source, which
contradicts the fact that supp(µ)⊂ H(p) and that H(p) is non-trivial. This
finishes the proof of Lemma 5.1.

Now will manage to prove Theorem F.

Proof of Theorem F. Now we consider a generic diffeomorphism f ∈ Diff1(M)
which satisfies Theorem 2.46, a hyperbolic periodic point p of index i, where
1 ≤ i ≤ d− 1, and a dominated splitting TH(p)M = E ⊕ F where dim(E) = i
and E is not contracted. By Theorem 2.44, we can assume that all periodic
points contained in H(p) have index larger than or equal to i, otherwise, there
is an ergodic measure supported on H(p) whose ith Lyapunov exponent is zero
and there is nothing need to prove.

If dim(E) = 1, then the conclusion can be obtained from Lemma 5.1. Hence
we can assume that dim(E) ≥ 2. We consider two subcases whether the bundle
E has a dominated splitting E1 ⊕ E2 with dim(E2) = 1 or not. Equivalently,
we distinguish whether the homoclinic class H(p) has a dominated splitting of
index i− 1 or not.

Case 1: H(p) has a dominated splitting of index i − 1. In this case,
the bundle E has a dominated splitting into two bundles E = Es ⊕ Ec such
that dim(Ec) = 1. By Corollary 4.24, the bundle Es is contracted by Df .
The bundle Ec is not contracted, since the bundle E is not contracted. By
Claim 1.7 of [34], there is an ergodic measure µ supported on H(p), such that
χi(µ) ≥ 0, where χi(µ) is the Lyapunov exponent of µ along the bundle Ec.

If χi(µ) = 0, the conclusion of Theorem F holds.
If χi(µ) > 0, then µ is a hyperbolic measure because the bundle Es is

contracted by Df . Moreover, the non-uniform hyperbolic splitting of µ is a
dominated spitting Es ⊕ (Ec ⊕ F ). By Proposition 2.45, there is a hyperbolic
periodic point q of index i − 1, such that supp(µ) ⊂ H(q). By the item 2 of
Theorem 2.46, q belongs to H(p), which contradicts the assumption that all
periodic points contained in H(p) have index larger than or equal to i.
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Case 2: H(p) has no dominated splitting of index i−1. By Theorem D,
since the bundle E is not contracted, for any ε > 0, there is a periodic point
pε homoclinically related to p, such that χi(pε) ∈ (−ε, 0). Since H(p) has no
dominated splitting of index i− 1, by Proposition 2.43, there is an arbitrarily
small perturbation g of f , such that H(pg, g) has a heterodimensional cycle
associated to Orb(pg) and Orb(qg) with Ind(qg) = i − 1. Then by the item 8
of Theorem 2.46, there is a periodic point q ∈ H(p) whose index equals i− 1,
which contradicts the assumption that all periodic points contained in H(p)
have index larger than or equal to i.

The proof of Theorem F is now complete.

5.3 The non-dominated case
In this section we prove Theorem G.

5.3.1 Multiple almost shadowing of Orb(p) with a weak
Lyapunov exponent

The following proposition states that, for generic f ∈ Diff1(M), if a homoclinic
class H(p) has no dominated splitting of index Ind(p), then by a C1-small
perturbation, arbitrarily dense in H(p), there is a periodic orbit that multiple
almost shadows the orbit of p and that has a Lyapunov exponent close to 0.

Proposition 5.2. For generic f ∈ Diff1(M), consider a center-dissipative
hyperbolic periodic saddle p of index i which has simple spectrum. Assume
that the homoclinic class H(p, f) has no dominated splitting of index i. Then
for any ε, γ > 0, for any κ ∈ (0, 1), and for any C1-neighborhood U of f , there
are a diffeomorphism g ∈ U , and a hyperbolic saddle q of f , such that:

1. the saddle q is homoclinically related to p with respect to f and g,

2. the orbit of p is (γ,κ)-multiple almost shadowed by the orbit of q,

3. the Hausdorff distance between Orb(q) and H(p, f) is less than ε,

4. g coincides with f on Orb(q) and outside a small neighborhood of Orb(q),

5. the saddle q has simple spectrum with respect to g,

6. χi+1(q, g) ∈ (0, ε).

Proof. We assume that f satisfies the properties stated in Lemma 2.39 and
Theorem 2.46. Without loss of generality, we can assume that ε > 0 is small
such that any diffeomorphism h that is ε-close to f in Diff1(M) is contained
in U and such that ε < |χj|, where j = i, i + 1. Then there are two positive
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integer T and τ that satisfy the conclusion of Lemma 2.41 associated to the
constant ε.

By the definition of dominated splitting, there is η > 0, such that, any
invariant compact set that is η-close to H(p) in the Hausdorff distance has no
T -dominated splitting of index i. Moreover, we can assume that η < ε.

By Lemma 2.39, there is a center-dissipative periodic saddle Orb(q) with
simple spectrum homoclinically related to p such that,

– the orbit of p is (γ,κ)-multiple almost shadowed by the orbit of q,

– the Hausdorff distance between Orb(q) and H(p, f) is less than η,

– the Lyapunov exponents of Orb(q) are close to those of Orb(p).

Hence the items 2, 3 are satisfied. Moreover, the periodic point q can be chosen
such that its period π(q) is larger than τ .

Now we do a perturbation to get a diffeomorphism g that satisfies the
item 1, 4, 5, 6.

Consider the hyperbolic periodic orbit Orb(q, f). By the choice of η, one
can see that Orb(q) has no T -dominated splitting of index i.

By Lemma 2.41, for each n = 0, 1, · · · , π(q) − 1, there is a one-parameter
family of matrices (An,t)t∈[0,1] in GL(d,R), such that, denote by Bt = Aπ(q)−1,t◦
· · · ◦ A0,t for t ∈ [0, 1], the following properties are satisfied.

– An,0 = Df(fn(q)),

– ‖An,t−Df(fn(q))‖ < ε and ‖A−1
n,t−Df−1(fn(q))‖ < ε, for any t ∈ [0, 1],

– χi+1 ∈ (0, ε),

– χj(Bt) = χj(B0), for any t ∈ [0, 1] and for any j ∈ {1, 2, · · · , d}\{i, i+1},

– Bt is hyperbolic for any t ∈ [0, 1],

Take a small constant δ > 0, such that the local manifolds W s
δ (Orb(q), f)

and W u
δ (Orb(q), f) of size δ are two embedding sub-manifolds of dimension

i and d − i respectively. Then there are two transverse homoclinic points
z ∈ W s

δ (Orb(q), f) t W u(p, f) and y ∈ W u
δ (Orb(q), f) t W s(p, f) since the

periodic orbit Orb(q) is homoclinically related to p with respect to f . Consider
the two small compact sets {z} and {y} as Ks and Ku. There is a small
neighborhood V of Orb(q), such that V is disjoint with Orb−(z, f), Orb+(y, f)
and Orb(p). By Lemma 2.42, there is a diffeomorphism g that is ε-close to f
in Diff1(M), and that satisfies the following properties:

a). g coincides with f on the orbit of Orb(q) and outside V ;

b). z ∈ W s
δ (Orb(q), g) and y ∈ W u

δ (Orb(q), g);
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c). Dg(gn(q)) = Dg(fn(q)) = An,1 for all n = 0, · · · , π(q)− 1.

Then we have that z ∈ W s(Orb(q), g) ∩ W u(p, g) and y ∈ W u(Orb(q), g) ∩
W s(p, g), and by an arbitrarily small C1-perturbation if necessary, we can as-
sume that the intersections are transverse. Hence Orb(q) is still homoclinically
related to p under g, which is the item 1 in Proposition 5.2. The item 4 is
automatically satisfied by the item a. The items 5, 6 are satisfied by the item
c and the properties of the one-parameter families (An,t)t∈[0,1];n=0,1,··· ,π(q)−1.

The proof of Proposition 5.2 is now complete.

5.3.2 Construction of sequences of weak periodic orbits

The following proposition gives a sequence of periodic orbits that have some
shadowing properties for C1-generic diffeomorphisms.

Proposition 5.3. For generic f ∈ Diff1(M), assume that p is a center-
dissipative hyperbolic saddle of index i with simple spectrum whose homoclinic
class H(p) has no dominated splitting of index i. Then, there is a sequence of
center-dissipative periodic points (qn)n≥1 with simple spectrum, together with a
sequence of positive numbers (γn)n≥1, such that, for any n ≥ 1, the followings
are satisfied.

1. qn is homoclinically related to p.

2. Orb(qn, f) is 1
4n
-dense in H(p).

3. γn < 1
2
γn−1 and the orbit of qn−1 is (γn−1, 1− 1

2n−1 )-multiple almost shad-
owed by the orbit of qn.

4. There exists a positive integer Nn > π(qn), such that for any point
x contained in the 2γn-neighborhood of Orb(qn), we have L

(Nn)
d−i (x) −

L
(Nn)
d−i−1(x) ∈ (0, 1

2n
).

Proof. Since f is a C1-generic diffeomorphism, by the item 4 of Theorem 2.46,
for a diffeomorphism g close to f in Diff1(M), the homoclinic class H(pg, g)
is close to H(p, f) in the Hausdorff topology. Hence one can see that the
items 1, 2, 3, 5, 6 in Proposition 5.2 are persistent under C1-perturbations.
Therefore by a standard Baire argument, the following statement holds.
For generic f ∈ Diff1(M), assume p is a center-dissipative hyperbolic saddle
of index i which has simple spectrum, if the homoclinic class H(p) has no
dominated splitting of index i, then for any ε, γ > 0, and any κ ∈ (0, 1), there
is a center-dissipative periodic saddle q with simple spectrum homoclinically
related to p, such that:

– Orb(p) is (γ,κ)-multiple almost shadowed by Orb(q),
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– Orb(q) is ε-dense in H(p),

– χi+1(q, f) ∈ (0, ε).

One may assume that the diffeomorphism f in the statement of Proposi-
tion 5.3 satisfies the property above and the properties of Lemma 2.39 and
Theorem 2.46. Now we construct the sequence of periodic orbits. To make it
complete, we take q0 = p and γ0 = 1.

Assume Orb(qn) and γn have been taken to satisfy the properties stated
in the proposition for any n ≤ k − 1. We construct Orb(qk), γk and Nk. We
have that H(qk−1) = H(p). Consider the periodic point qk−1, since H(qk−1)
has no domination of index i, and by the choice of R, there is a periodic point
qk with simple spectrum homoclinically related to qk−1, such that, Orb(qk−1)
is (γk−1, 1 − 1

2k−1 )-multiple almost shadowed by Orb(qk), Orb(qk) is 1
4k
-dense

in H(p), and χi+1(qk, f) ∈ (0, 1
4k

). Hence the items 1, 2, 3 are satisfied. By the
fact that χi+1(µ, f) = limm→+∞(L

(m)
d−i(x, f)−L(m)

d−i−1(x, f)), there is Nk > π(qk),
such that for any x ∈ Orb(qk), we have L(Nk)

d−i (x) − L(Nk)
d−i−1(x) ∈ (0, 1

2k
). Then

there is a constant γk ∈ (0, γk−1

2
), such that for any x contained in the 2γk-

neighborhood of Orb(qk), we have that L(Nk)
d−i (x) − L(Nk)

d−i−1(x) ∈ (0, 1
2k

). Then
the item 4 is satisfied.

The proof of Proposition 5.3 is now complete.

5.3.3 End of the proof of Theorem G

Now we can prove Theorem G. By the item 1 and 10 of Theorem 2.46, we can
assume that the periodic point p is center-dissipative and has simple spectrum.
Then there is a sequence of center-dissipative hyperbolic periodic orbits (qn)
that satisfies the properties in Proposition 5.3.

By Lemma 2.40, denoting by µn the probability atomic measure uniformly
distributed on the orbit Orb(qn) for each n, the weak-∗-limit of µn is an ergodic
measure µ, whose support is:

supp(µ) =
⋂∞
n=1(

⋃∞
k=n Orb(qn)) = H(p).

It only remains to show that µ is a non-hyperbolic measure, which is from
the following claim.

Claim 5.4. For the ergodic measure µ, we have that χi+1(µ, f) = 0.

Proof. Since the orbit of qn is a (γn, 1− 1
2n

)-multiple almost shadowed by the
orbit of qn+1, there are a subset Γn ⊂ Orb(qn) and a map ρn : Γn 7→ Orb(qn−1)
for each n ≥ 2 from Definition 2.38. Take Yn = ρ−1

n ◦ · · · ◦ ρ−1
2 (Orb(q1)), we

can see that Yn is well-defined. Take the upper topological limit

Y = lim sup
n→+∞

Yn.
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Since Y is a compact set and µ is the limit measure of µn, we have that

µ(Y ) ≥ lim sup
n→+∞

µn(Yn) ≥
n−1∏
k=1

(1− 1

2n
) > 0.

By the fact that γn+1 <
1
2
γn, we can see that the set Y is contained in the

2γn-neighborhood of Orb(qn) for every n ≥ 1. Then for any x ∈ Y , and any
n ≥ 1, we have that L(Nn)

d−i (x) − L(Nn)
d−i−1(x) ∈ (0, 1

2n
) for the strictly increasing

sequence (Nn)n≥1. By the facts that µ is ergodic and µ(Y ) > 0, we have that
for µ-a.e. x ∈ Y ,

χi+1(µ, f) = lim
m→+∞

(L
(m)
d−i(x, f)− L(m)

d−i−1(x, f))

= lim
n→+∞

(L
(Nn)
d−i (x, f)− L(Nn)

d−i−1(x, f))

= 0.

5.4 Non-hyperbolic ergodic measures with full
support

We state a result in this section, which shows that one can obtain a non-
hyperbolic measure with full support under certain assumptions. This gener-
alizes a previous result of [22].

Proposition 5.5. For generic f ∈ Diff1(M), if a homoclinic class H(p) con-
tains periodic points with different indices, then there is a non-hyperbolic er-
godic measure µ with supp(µ) = H(p).

Proof. By the items 2, 5 of Theorem 2.46, we can assume that there is a peri-
odic point q such that H(q) = H(p), and p, q have indices i, i+ 1 respectively.
We consider the following two cases.

If H(p) has no dominated splitting of index i or of index i + 1, then by
Theorem G, there is a non-hyperbolic ergodic measure µ such that supp(µ) =
H(p).

If otherwise, the homoclinic class H(p) has both a dominated splitting of
index i and a dominated splitting of index i+ 1, then by Theorem 2.44, there
is a non-hyperbolic ergodic measure µ such that supp(µ) = H(p).
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Chapter 6

Dominated splitting on Lyapunov
stable aperiodic classes

In this chapter, we give the proof of Theorem C, which we restate below.

Theorem C. For generic f ∈ Diff1(M), if a Lyapunov stable aperiodic class
Λ of f admits a dominated splitting TΛM = E ⊕ F , then one (and only one)
of the following two cases holds: E is contracted or F is expanded.

6.1 The predefined settings

First, we take f ∈ R, whereR is a residual subset in Diff1(M) that satisfies the
conclusions of Theorem 2.46 and the properties stated in Proposition 3.3. Later
we will assume also that f belongs to another residual subset R1 of Diff1(M),
which will be defined below. We consider a Lyapunov stable aperiodic class Λ
of f admitting a dominated splitting TΛM = E ⊕ F .

By taking an adapted metric [43], we assume that TΛM = E⊕F is a (1, λ2)-
dominated splitting for a constant 0 < λ < 1. To simplify the notations, we call
E⊕F a λ2-dominated splitting. By Remark 2.8 we can take a neighborhood V0

of Λ and a C1-neighborhood U0 of f , such that, for any g ∈ U0, the invariant
compact set

⋂
n∈Z g

n(V0) has a λ2-dominated splitting that is the extension
of TΛM = E ⊕ F . To simplify the notations, we still denote this dominated
splitting by E ⊕ F .

To prove Theorem C, we assume that neither E|Λ is contracted nor F |Λ is
expanded. Then we show that one can obtain a periodic orbit that intersects
the aperiodic class Λ, which leads a contradiction. Take two numbers λ1 < λ2

in the interval (λ, 1).

119



PhD Thesis of Peking University & Université Paris-Sud 11

6.2 Existence of a bi-Pliss point whose ω-limit
set is E contracted

Similar to Lemma 4.6, we have the following lemma.

Lemma 6.1. There is a λ2-bi-Pliss point x ∈ Λ, such that ω(x) is a λ1-F -weak
set and x /∈ ω(x).

Lemma 4.6 is for homoclinic classes and for the assumption that the bundle
E is not contracted. By considering the diffeomorphism f−1 and the bundle
F , one can see that Lemma 6.1 follows exactly the same arguments. Hence we
do not give the proof here.

6.3 Existence of E-contracted periodic orbits by
perturbations

We take the λ2-bi-Pliss point x ∈ Λ from Lemma 6.1. Then we have that
ω(x) is a λ1-F -weak set and x /∈ ω(x). We have the following lemma to get
E-uniformly contracted periodic orbits close to Λ by C1-small perturbations.

Lemma 6.2. For any C1-neighborhood U of f , any neighborhood V of Λ, and
any neighborhood Ux of x, there are a diffeomorphism g ∈ U and a periodic
point q ∈ Ux of g with period τ , such that Orb(q, g) ⊂ V , and

τ−1∏
i=0

‖Dg|E(gi(q))‖ < λ1
τ .

Proof. Take a C1-neighborhood U of f , a neighborhood V of Λ and a neigh-
borhood Ux of x. Without loss of generality, we assume that U ⊂ U0, V ⊂ V0

and Ux ⊂ V0.
By Lemma 2.19 and the compactness of ω(x), there is an integer T ≥ 1,

such that, for any y ∈ ω(x),

T−1∏
i=0

‖Df |E(f iy)‖ < λT .

Then there are a neighborhood U ⊂ V of ω(x), and a C1-neighborhood V ⊂ U
of f , such that, for any point y with Orb(y, g) ⊂ V , if gi(y) ⊂ U for any
0 ≤ i ≤ T , then it holds that

T−1∏
i=0

‖Dg|E(giy)‖ < λT .
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Take C = sup{‖Dg‖ : g ∈ V}. Take a small neighborhood Ux ⊂ V
of x. Considering the diffeomorphism f−1, by Proposition 3.3, there is an
integer L associated to (f,V , U, Ux, V ). Take an integer k ∈ N, such that
λnT · CLT+T < λnT+LT+T

1 for any n ≥ k. Take m = kT + LT + T , then by
Proposition 3.3, there are a diffeomorphism g ∈ V ⊂ U and a periodic point
q ∈ Ux of g, such that Orb(q, g) ⊂ V satisfies #(Orb(p, g) ∩ U) ≥ m, and
#(Orb(p, g) \ U) ≤ L. Denote by τ the period of q under the iterate of g.
It can be written as τ = nT + LT + r, where 0 ≤ r < T . Then by the
distribution of the points of Orb(q, g), there are at least n pieces of segments
{f li(q), f li+1(q), · · · , f li+T−1(q)}1≤i≤n that are pairwise disjoint and contained
in U . Hence we have that

τ−1∏
i=0

‖Dg|E(gi(q))‖ ≤ CLT+T ·
n∏
j=1

lj+T−1∏
i=lj

‖Dg|E(gi(q))‖

≤ λnT ·NLT+T < λ1
nT+LT+T < λ1

τ .

This finishes the proof of Lemma 6.2.

6.4 Generic existence of E contracted periodic
orbits

From Lemma 6.2, we obtain some E contracted periodic orbits close to the
aperiodic class Λ that has a point close to the λ2-bi-Pliss point x ∈ Λ by
C1-small perturbations of f . Then, with a standard Baire argument (see for
example [44]), we can obtain such periodic orbits for the generic diffeomor-
phism f itself.

Lemma 6.3. There is a residual subset R1 ⊂ Diff1(M), such that, if f ∈ R1,
then for any neighborhood V of Λ, and any neighborhood Ux of the λ2-bi-
Pliss point x, there is a periodic point q ∈ Ux of f with period τ , such that
Orb(q) ⊂ V , and

τ−1∏
i=0

‖Df |E(f i(q))‖ ≤ λ1
τ .

Proof. Take a countable basis (Um)m≥1 ofM . Denote by (Vn)n≥1 the countably
collection of sets such that each Vn is a union of finitely many sets of the basis
(Um)m≥1.

Let Hm,n,j be the set of C1 diffeomorphisms h, satisfying the following
properties.
There is a hyperbolic periodic orbit Orb(q, h′), such that

• Orb(q, h′) ⊂ Vn and Orb(q, h′) ∩ Um 6= ∅,
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• there is a dominated splitting TOrb(q,h′)M = E⊕F with dim(E) = j, and,
denoting by τ the period of q, then

τ−1∏
i=0

‖Dh′|E(h′i(q))‖ < λ1
τ .

Notice that Hm,n,j is an open subset of Diff1(M). Take Nm,n,j = Diff1(M)\
Um,n,j, then the set Hm,n,j ∪Nm,n,j is an open and dense subset of Diff1(M).

Let

R1 = R∩ (
⋂
m,n≥1,1≤j≤d−1(Hm,n,j ∪Nm,n,j)),

where R is taken from Theorem 2.46. Then the set R1 is a residual subset
of Diff1(M). We now prove that the conclusion of Lemma 6.3 is valid for the
residual subset R1.

Take any diffeomorphism f ∈ R1. For any neighborhood V of Λ, and any
neighborhood Ux of x, there are two integers m and n, such that Vn ⊂ V
and x ∈ Um ⊂ Ux. By Lemma 6.2, for any neighborhood V of f , there is
a diffeomorphism g ∈ V such that g ∈ Hm,n,j, where j = dim(E). This
means that f ∈ Hm,n,j. Then f /∈ Nm,n,j, and thus f ∈ Hm,n,j. The proof of
Lemma 6.3 is finished by the construction of Hm,n,j.

6.5 Proof of Theorem C
We have the following lemma, which shows that under certain conditions, there
is a point whose unstable manifold touches the stable manifold of a periodic
orbit.

Lemma 6.4. Given three constants 0 < λ < λ1 < λ2 < 1. For a diffeo-
morphism f ∈ Diff1(M), consider an invariant compact set K admitting a
(1, λ2)-dominated splitting TKM = E⊕F . Assume that x ∈ K is a λ2-bi-Pliss
point. Assume that for any neighborhood V of K, and any neighborhood Ux of
x, there is a periodic point q ∈ Ux of f with period τ , such that Orb(q) ⊂ V ,
and

τ−1∏
i=0

‖Df |E(f i(q))‖ ≤ λ1
τ .

Then there is a point y ∈ K and a periodic point q of f , such that W u(y) ∩
W s(q) 6= ∅.

Proof. By the assumption, there is a sequence of periodic points {qn}n≥1 which
converges to x such that Orb(qn) accumulates to a subset of K, and

τn−1∏
i=0

‖Df |E(f i(qn))‖ < λ1
τ ,
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where τn is the period of qn, for any n ≥ 1.
By the Pliss Lemma, there are λ1-E-Pliss points on Orb(qn). Consider

all pairs of consecutive λ1-E-Pliss points (fk
n
i (qn), f l

n
i (qn))1≤i≤mn on Orb(qn).

We consider whether the sequence of numbers (lni − kni )n≥1,1≤i≤mn is uniformly
bounded or not.

Case 1. If there is a number N such that 0 < lni − kni ≤ N , for all i and
all n ≥ 1, then the set

⋃
n≥1 Orb(qn) is an E-contracted set. Hence any

qn has a uniform stable manifold with dimension dim(E) by Remark 2.17.
Since x is a λ2-bi-Pliss point, when qn is close enough to x, we have that
W u(x) ∩W s(qn) 6= ∅. Then we take y = x and q = qn.

Case 2. We consider the case where the sequence (lni − kni )n≥1,1≤i≤mn is
not uniformly bounded. By considering a subsequence if necessary and to
simplify the notations, we assume that the sequence of consecutive λ1-E-
Pliss points (fk

n
1 (qn), f l

n
1 (qn)) satisfies ln1 − kn1 → +∞ as n → +∞. By

item 1 of Lemma 2.22, any limit point y ∈ Λ of the sequence {f ln1 (qn)} is
a λ1-bi-Pliss point. Hence when f l

n
1 (qn) is close enough to y, we have that

W u(y) ∩W s(f l
n
1 (qn)) 6= ∅. Then we take q = f l

n
1 (qn).

The proof of Lemma 6.4 is now completed.

Let R0 = {f ∈ R ∩ R1 : and f satisfies Proposition 3.3}. Then R0 is a
residual subset of Diff1(M). We prove that Theorem C is satisfied for all the
diffeomorphisms in R0.

End of the proof of Theorem C. We prove Theorem C by contradiction. If nei-
ther E is contracted nor F is expanded, then by Lemma 6.4, we have that
W u(y) ∩ W s(q) 6= ∅ for some y ∈ Λ and some periodic point q. Since Λ is
a Lyapunov stable aperiodic class, we have that W u(y) ⊂ Λ, hence q ∈ Λ,
which contradicts the fact that Λ contains no periodic point. This concludes
Theorem C.
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