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Abstract

In recent years, the electrical network has become an essential candidate for high-speed
data transmission inside buildings. Many solutions are currently underway in order to
optimize these technologies known under the name of in-home Power-Line Communica-
tions (PLC). Multiple-Input Multiple-Output (MIMO) technique has recently been trans-
posed into power-line networks for which different signal feeding possibilities can be con-
sidered between phase, neutral and earth wires. In this thesis, we propose two original
contributions to indoor broadband PLC. The first contribution concerns the MIMO-PLC
channel modeling. Based on a Single-Input Single-Output (SISO) parametric channel model
presented in the literature, we propose a MIMO one by considering a new parameter which
characterizes the spatial correlation. The proposed model enables an accurate description of
the spatial correlation of European MIMO PLC field measurements. The second contribution
is related to the impulsive noise present in power-line networks which constitutes a major
problem in communications systems. We propose an outage capacity approach in order to
optimize the average data rate in Orthogonal Frequency Division Multiplexing (OFDM) sys-
tems affected by impulsive noise. First, we study the channel capacity as a function of a noise
margin provided to the transmitted symbols. Then we determine the analytical expression
of the outage probability of an OFDM symbol in terms of the noise margin, by studying in
detail the interaction between the noise impulse and the symbol. Based on the two aforemen-
tioned relations, we deduce the outage capacity. Then we propose an approach that enables
to maximize the average system data rate. Finally, we present the results in the particular
case of indoor broadband PLC in the presence of impulsive noise.





Résumé

Au cours de ces dernières années, le réseau électrique est devenu un candidat incontour-
nable pour la transmission de données à haut débit à l’intérieur des bâtiments. De nombreuses
solutions sont actuellement à l’étude afin d’optimiser ces technologies connues sous le nom
Courants Porteurs en Ligne (CPL) ou PLC (Power-Line Communications). La technique
MIMO (Multiple-Input Multiple-Output) a été tout récemment transposée au réseau filaire
électrique pour lequel différents modes d’alimentation peuvent être envisagés entre la phase, le
neutre et la terre. Dans le cadre de cette thèse, nous proposons deux contributions originales
à l’étude des communications numériques sur le réseau électrique à l’intérieur des bâtiments.
La première contribution concerne la modélisation du canal MIMO-PLC. En repartant d’un
modèle du canal paramétrique SISO (Single-Input Single-Output) connu dans la littérature,
nous proposons un modèle du canal MIMO en considérant un nouveau paramètre caractéri-
sant la corrélation spatiale. Le modèle proposé permet de représenter fidèlement la corrélation
spatiale des mesures effectuées à l’échelle européenne. La deuxième contribution concerne le
bruit impulsif présent sur le réseau électrique domestique qui constitue un problème majeur
dans les systèmes de communications. Nous proposons une méthode basée sur la notion de
capacité de coupure afin d’optimiser le débit moyen dans les systèmes OFDM (Orthogonal
Frequency Division Multiplexing) soumis aux bruits impulsifs. D’abord, nous étudions la ca-
pacité du système en fonction d’une marge de bruit fournie aux symboles transmis. Ensuite,
nous déterminons l’expression analytique de la probabilité de coupure (outage) d’un sym-
bole OFDM en fonction de cette marge, en étudiant de manière détaillée l’interaction entre
l’impulsion de bruit et le symbole. A partir de ces deux calculs, nous déduisons la capacité
de coupure. Puis, nous proposons une approche qui maximise l’espérance mathématique du
débit reçu. Finalement, nous présentons les résultats obtenus dans le cas particulier d’une
transmission à haut débit sur PLC en présence de bruits impulsifs.
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Introduction

P
ower-Line Communication (PLC) is a technology that enables delivering informa-
tion over existing power cables which are originally designed for electrical power trans-

mission. PLC systems are now being developed as an alternative to conventional wireless
and wired communication systems, because of its low cost, widespread presence and flexi-
bility of use. Over the years, having started from very low bit rate applications, such as
home automation and automatic meter reading, PLC has emerged as a potential solution
for in-home broadband communications. Today’s broadband PLC technologies can support
data rates up to 1 Gbps [1]. However, the power-line medium has not been devised for com-
munication purposes and constitutes a challenging environment for reliable and high-speed
data communications. It is characterized by several differences from other wired media such
as high channel attenuation, high noise level and the presence of various loads (of different
impedances) that are connected to the in-home outlets giving rise to a random aspect which
needs to be well characterized. These challenges have recently made this technology a hot
topic in communication area.

The power-line channel is very harsh and noisy transmission environment that is very dif-
ficult to model. It is frequency-selective, time varying and is impaired by colored background
noise and impulsive noise. In addition, the structure of the electrical grid differs from country
to country and also within a country and the same applies for indoor wiring practices [2]. A
complete PLC channel consists of the Channel Transfer Function (CTF) and channel noise.
An accurate description of CTFs for PLC network topologies is of great interest and im-
portance in the development and testing of digital communication algorithms. However, the
considerable variability of PLC networks makes this task quite difficult. Therefore, one of the
main challenges is to model the PLC CTFs. In this regard, a random CTF generator for a
Single-Input Single-Output (SISO) configuration has been presented in the literature [3]. The
procedure was applied to a set of measured channels that were interestingly divided into nine
classes in [4] according to their channel capacities. On the other hand, a characterization of
the channel noise has been presented in the literature where five classes of additive noise are
distinguished [5]. Among these additive noises, the asynchronous impulsive noise is the most
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detrimental one since it may occur at irregular intervals and contains considerable energy.
It drastically affects high-speed communications, in such a way that complete symbols or
even bursts of symbols cannot be decoded by the receiver. Another challenge, therefore, is
to provide reliable communications in the presence of such kind of noise.

The ever growing demand for high speed data services has led to the emergence of
Multiple-Input Multiple-Output (MIMO) techniques in PLC systems. MIMO communi-
cation is used in systems provided with multiple transmission and reception antennas, with
the aim of increasing data rates and communications reliability. The applicability of MIMO
signal transmission in PLC networks arises from the fact that in most developed countries
the domestic electrical wiring is made up of three wires, namely the Phase (P), Neutral (N)
and Protective Earth (PE). The conventional PLC systems use only the P-N port obtained
from P and N wires to transmit and receive data, and are called SISO systems. If the unused
PE wire is utilized, the three wires can form three transmission and reception ports P-N,
P-PE and N-PE to create MIMO-PLC communication. Over the past few years, many in-
vestigations have been undertaken relating to the MIMO techniques in PLC, and large-scale
measurement results on MIMO power-line channel have become available. Notably, in [6], a
detailed channel analysis of a MIMO-PLC system from a measurement campaign conducted
in six European countries covering the frequency range up to 100 MHz has been presented.

In this thesis, we propose original contributions to the channel modeling and data rate
optimization for indoor broadband power-line communications. The contributions are two-
fold. First, we propose a MIMO random CTF generator for indoor broadband PLC based
on the aforementioned SISO configuration. We consider a MIMO channel as the superposi-
tion of correlated SISO channels so we attempt to describe a MIMO channel using the nine
classes obtained with the SISO configuration. An additional parameter, related to the cor-
relation factor, has to be taken into account. We show that when this parameter is obtained
from probabilistic distribution with properly chosen standard deviations for each of the nine
classes, the European MIMO PLC field measurements can be accurately reproduced by the
random channel generator.

Second, we propose an outage capacity approach in order to optimize the average data
rate in OFDM systems affected by impulsive noise, and more specifically by asynchronous
impulsive noise. To this end, we first study the channel capacity of OFDM systems affected
by impulsive noise, by adding a noise margin (or useful power reserve) to the transmitted
symbols. The system declares an outage if the energy of the impulsive noise contained
in an OFDM symbol exceeds the added noise margin. Then, by studying in detail the
overlap between the noise impulse and the symbol, we determine the analytical expression
of the outage probability of an OFDM symbol in terms of the noise margin. From these
two calculations, we deduce the outage capacity of the system. Based on the obtained



INTRODUCTION 3

outage capacity, we further propose an approach that enables to determine the optimal
noise margin required to maximize the average data rate. As a particular case, we consider
the characteristics of impulsive noise specific to indoor broadband PLC. We show that the
optimal noise margin is zero. This means that, from an information theory point of view,
the maximum average data rate is achieved if none of the impulsive noise affected symbols
are recovered.

The remainder of this thesis is organized as follows: Chapter 1 presents a brief intro-
duction of indoor broadband MIMO PLC, the context of our study. The state-of-the-art
study on the CTF and channel noise characterization and modeling approaches is presented
in Chapter 2. Based on the SISO random CTF generator presented in the literature, Chap-
ter 3 proposes an extension to MIMO one. In Chapter 4, we first illustrate the detrimental
effect of impulsive noise on the BER system performance. Then, we present an information
theory-based approach in order to ensure maximum data rate transmission in OFDM sys-
tems affected by impulsive noise, and its application to indoor broadband PLC. Finally, we
conclude and give some perspectives for future work.





CHAPTER1
Broadband Indoor MIMO Power-Line

Communications

1.1 Introduction

In-home (indoor) power-line networks are attracting a great deal of attention since they
offer an interesting compromise between wireless and wired network solutions. In fact, using
existing home power lines for data transmission enables a ubiquitous broadband network
to be exploited offering potentially robust, viable, high-speed and cost-effective solutions.
Moreover, power-line communications can benefit from new digital signal processing and
communication techniques to increase the transmission efficiency. Recently, MIMO technol-
ogy has been applied to PLC with the aim of increasing the channel capacity, by making use
of the PE wire in addition to the P and N wires.

This chapter provides a brief introduction to broadband indoor MIMO PLC systems, the
context of our study. Firstly, a brief historical development of PLC is provided. Then, an
overview on PLC systems is presented. Finally, MIMO for PLC is investigated which will
further constitute a basic subject of this thesis.
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1.2 Brief Historical Development of PLC

Like most of the innovations where the necessity is the underlying reason of their existence,
the need of better controlling, maintaining and protection of the electrical power grid were
important drivers for the appearance of PLC. In fact, the ability to transmit the information
across the same pair of wires as are used for electrical power distribution grid has long
been a goal. The idea of PLC has a long history that started from the early 1900s, when
the first patents were made in this area [7–10]. Since that date, utility companies around
the world have been using this technology for remote metering and load control, using at
first narrowband PLC solutions operating in low frequency band (from 9 to 140 kHz) that
achieved data rates ranging from few hundred bps to a few kbps [11]. Since the 1920s, the
carrier-frequency transmission of voice has begun over high-tension lines for the purpose of
operations management, monitoring and limitation, and removal of failures [9]. Since the
1930s, the Ripple Carrier Signaling (RCS) has been used over the medium and low-voltage
lines to control peak events at demand side by issuing control signals to switch off heavy
duty appliances [9]. This solution has been quite successful, especially in Europe, so it
has been extended to include other applications related to “home automation” that allow
controlling various in-home devices like illumination, heating, elevator, and so on. Overall,
several innovative schemes related to remote transmission over power lines were made from
early 1900s to 1980s, mainly due to the enormous evolution of electronics. By the late 1980s
and early 90s, sophisticated error control coding techniques were proposed and implemented
in a PLC modem hardware [7].

The tremendous revolution of digital communications in the 1990s, combined with the
evolution of internet and related services and the developments in electronics have played
an important role in renewing and increasing the interest in PLC [7]. Indeed, the high cost
of the traditional access networks, which represent approximately 50 % of the investments
in the total network infrastructures [12], presented PLC as a serious alternative technology
for telecommunication service delivery for the so-called “last mile” connectivity, denoted as
“access PLC”, as the infrastructures already exist. Access PLC networks can be realized
using the medium and low-voltage power lines that feed homes as transmission medium, and
can be used as a Local Area Network (LAN). This last application of the PLC technology is
referred to as indoor PLC. As a result, indoor broadband PLC appeared as a response to the
growing need of high speed communications over power lines, which can achieve significant
higher data rates compared to those offered by the narrowband PLC systems.
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Despite the main advantages inherent in indoor broadband PLC technology, it faces a
number of serious challenges related to the harsh nature of the power-line medium. These
challenges have recently made this technology a hot topic in communication area. Since
the late 1990s, an increased effort has been put into characterization of PLC channels [13].
As a result, an international symposium dedicated to PLC was established in 1997; this is
the International Symposium on Power-Line Communications and its applications (ISPLC),
which became an official conference of the Institute of Electrical and Electronics Engineers
(IEEE) communication society in 2006 [2]. Moreover, more and more tracks on the subject
of PLC have emerged in several well-known international electrical engineering conferences
(e.g. global communication conference). Simultaneously, an increased attention has been
put from both the industry and research community to develop specifications and a global
standard for high-speed communication over the power cables. Nowadays, indoor broadband
PLC are specified by the standards that will be discussed in Section 1.4.

1.3 An Overview on PLC Systems

PLC is a technique that allows the transfer of digital information through the classical
power lines. It profits from the already installed power-line infrastructures for data com-
munication purposes. After years of development, the technology to deliver high-speed data
over the existing electric power distribution grid has emerged. This technology is referred
to as broadband PLC which uses medium- and low-voltage power lines to provide telecom-
munication services (data, Internet, telephone, fax, etc) to individual subscribers in homes
or businesses. In fact, PLC technologies have exploited a wide available frequency band,
which can be grouped according to the International Telecommunication Union (ITU) into
ultra-narrow-, narrow- and broad-bands, and which will be discussed in Section 1.3.3. The
principle of functioning of broadband PLC is based on modulating low-energy/high-frequency
data signals to the alternating electric current and transmitting them through the same wire
that carry the low frequency electricity to buildings. Data signals thus propagate over the
electrical installations and can be received and decoded remotely.

As PLC uses the electrical installations as transmission medium, it is of interest to provide
an overview of the electrical installation networks in terms of operation voltages of power
lines. The electrical power systems can be divided into three voltage levels as illustrated in
Figure 1.1:

• High voltage power-lines, with voltages in the range from 110 to 380 kV, form a long-
distance electric energy transportation network. They serve for the long-distance trans-
port of energy from the power station to the big customer, and are usually implemented



8 1.3. AN OVERVIEW ON PLC SYSTEMS

Figure 1.1: Structure of power supply and PLC access networks derived from [12].

in the form of three-phase current overhead lines.

• Medium voltage power-lines, with voltages in the range from 10 to 30 kV, bring electrical
power into cities, towns, and villages. They can span distances from 5 to 25 km, and
are realized as both overhead and underground networks.

• Low voltage power-lines, with voltages from 110 to 400 V, ensure the final distribution
to customer premises over distances up to a few hundred meters. Low voltage networks
are also implemented as both overhead in rural areas and underground in urban areas.

The three power-line levels are interconnected to each other by means of transformers, de-
signed in such a way that the energy loss is as low as possible at the frequency (50 or 60 Hz).

Broadband PLC systems fall into two broad categories: in-home PLC systems and last-
mile (or access PLC) systems (see Figure 1.1). Access PLC uses electrical transmission lines
to deliver high-speed broadband services from service suppliers to homes and offices. On
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the other hand, in-home PLC applications occur within a single building (house, apartment
block or office building) and use the power grid inside the building as a LAN. Initially,
considerable attention has been given to the utilization of low-voltage distribution lines as a
last-mile technology. However, strong competition from Digital Subscriber Lines (DSL) and
cable services has discouraged the deployment of outdoor PLC systems in most developed
countries. Paradoxically, this high penetration of DSL services has encouraged the emergence
of indoor PLC. In the following, further details on the PLC access networks and in-home
PLC networks will be provided.

1.3.1 PLC Access Networks

PLC access networks are low-voltage power supply networks used for data transmission
for the last mile access. An example of the architecture of the PLC access network is depicted
in Figure 1.1, which mainly consists of a transformer unit and a number of power supply
cables that connect the end users to the low-voltage network. The transformer unit allows
the interconnection of the low-voltage network with medium- and high-voltage networks. In
order to be able to convey telecommunication data, PLC last mile access has to be connected
to backbone telecommunication networks by the means of base/master stations that may
provide several communication interfaces with various backbones technologies such as DSL,
optical fiber networks, etc. The PLC subscribers are connected to the low-voltage network
via an electrical power meter unit, denoted “M” in Figure 1.1 or plug to any in-home socket
in the electrical network. In the first case, the subscribers within a house or a building are
connected to the PLC modem using another communications technology such as DSL and
wireless local area networks. In the second case, the in-home electrical installation are used
as a LAN, which is referred to in-home PLC technology.

1.3.2 In-home PLC Networks

In-home PLC systems use the already existing electrical infrastructure inside a home as
data transmission medium. In this way, the in-home backbone connecting all digital electronic
devices within a private house (or flat) can be used as a PLC LAN. This exploitation enables
new and highly convenient networking functioning without needing additional cables. Typical
devices existing in private homes such as computers, high definition (HD) TVs, telephones,
video devices, console games, printers, and so on can be connected and communicate via an
access point to the PLC network. Nowadays, in-home PLC technology can be considered as
one of the best solutions for providing home automation services like automatic light control,
security observation and heating control [12].
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Figure 1.2: Typical structure of an in-home PLC network.

A typical structure of an in-home PLC network is depicted in Figure 1.2. As can be seen
from the figure, the network devices are connected via PLC modems, which are connected
directly to the wall power supply sockets (outlets). In-home PLC networks can be connected
to a PLC access network profiting from additional metering services such as remote meter
reading and energy management. It can also be connected to any last mile access technology
allowing the end users to profit from liberalized telecommunication market [12]. A gateway
(see Figure 1.2) is used to separate between the in-home PLC network and the PLC access
network avoiding problems related to the different natures of the two networks. In addition, it
allows the communication between in-home PLC modems, and between the internal devices
and the outdoor PLC network.

1.3.3 PLC Frequency Bands

As agreed upon by the ITU, the frequency bands can be represented as in Figure 1.3,
where the band name abbreviations stand for super low, ultra low, very low, low, medium,
high, very high, ultra high, super high, extremely high and tremendously high, respectively.
PLC technologies, until now, have exploited a wide available frequency band to enable low-
and high-speed data transmission over the power lines. They can be grouped into three
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Figure 1.3: ITU frequency bands and their usage in PLC.

categories according to the data transmission band as shown in Figure 1.3 [11,13]:

1. Ultra Narrowband (UNB)-PLC technologies which offer very low data rate (<100 bps)
in the ULF (0.3−3 kHz) band or in the upper part of the SLF (30−300 Hz) band. An
historical example of UNB-PLC is the RCS. More recent examples are the automatic
meter reading, turtle system and the Two-Way Automatic Communications System
(TWACS).

2. Narrowband (NB)-PLC technologies operate in the VLF/LF/MF bands (3-500 kHz),
which include the European comité européen de normalization (3−148.5 kHz) band, the
U.S. federal communications commission (10−490 kHz) band, the Japanese association
of radio industries and businesses (10− 450 kHz) band and the Chinese (3− 500 kHz)
band [13]. Two subgroups can be distinguished from NB-PLC technologies:

a) Low data rate: includes single carrier modulation-based technologies that offer
data rates of a few kbps. Examples of these technologies are devices conforming
to the following recommendations: International Organization for Standardization
(ISO)/International Electrotechnical Commission (IEC) 14908-3 (also known as Lon-
Works), IEC 61334-3-1, Insteon, X10, HomePlug C&C, SITRED, Ariane Controls
etc.

b) High data rate: involves technologies that offer data rates ranging between tens
of kbps and around 500 kbps. These technologies are today based on Orthogonal
Frequency Division Multiplexing (OFDM). Typical examples of these technologies
are those devices included in the family of the ongoing standard projects: Interna-
tional Telecommunication Union - Telecommunication Standardization Sector (ITU-
T G.hnem), IEEE 1901.2, Powerline Related Intelligent Metering Evolution (PRIME)
and G3-PLC.

3. Broadband (BB)-PLC technologies operate in the MF/HF/VHF bands (1.5-250 MHz)
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Figure 1.4: Overview of the UNB-, NB- and BB-PLC standards and specifications derived
from [13].

with physical layer (PHY) data rates ranging from several Mbps to several hundred of
Mbps. Typical examples BB-PLC technologies are devices conforming to the TIA-1113
(HomePlug 1.0), IEEE 1901, ITU-T G.hn (G.9960/G.9961), HomePlug AV2, Home-
Plug Green PHY, Universal Powerline Association (UPA) Powermax, and Gigle Medi-
aXtreme.

Many efforts have been made in order to standardize communications over power lines,
notably by the IEEE and the ITU-T. An overview of the UNB-, NB- and BB-PLC standards
and specifications is depicted in Figure 1.4 [13]. In the next section, we will give an overview
of the latest standardization efforts in IEEE and ITU-T on broadband PLC, the context of
our study.

1.4 Broadband PLC Specifications and Standards

With the growing interest in broadband communication over power lines, several indus-
trial groups have been involved in the development and the standardization of broadband
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PLC products. In the last decade, broadband PLC chipsets came to the market are mainly
based on specifications supported by consortia such as the HomePlug Powerline Alliance
(HomePlug), the HomeGrid Forum, the UPA and the High-Definition Power-Line Commu-
nication (HD-PLC) Alliance. The chips operate in the band from around 2 to 86 MHz, and
in some cases, optionally up to 300 MHz, and allow data rates around 200 Mbits [13].

In order to ensure that the broadband PLC systems are widely successful, the IEEE and
the ITU-T started work on such next-generation standards, namely the IEEE 1901 [14] and
ITU-T G.hn [15], respectively. The HomePlug and the HomeGrid Forum played a significant
role in the development of these standards. Next, we provide a brief summary of the major
discussion groups and the proposed specifications, as well as the standards.

HomePlug Powerline Alliance

An industrial organization that now comprises more than 75 companies, was formed in
2000 to set up specifications for indoor broadband communications over power lines, and
presently covers the access networks and the command and control of home platforms. Until
now, it has released three specifications for broadband in-home PLC [16]. The first release
of HomePlug in June 2001, called HomePlug 1.0.1, with raw data rates up to 14 Mbit/s,
was followed in July 2005 by a second release called HomePlug AV (HPAV) [17] (the letters
“AV” stand for “Audio-Video”). The HPAV system, supporting raw data rates up to 150
Mbit/s, employs adaptive OFDM over a bandwidth from 1.8 to 30 MHz. To meet market
needs, the HomePlug published in 2012 the HomePlug AV2 specification (HPAV2) which de-
livers gigabit-class bandwidth, while remaining fully interoperable with the other HomePlug
technologies [18]. The HPAV2 defined new features at both PHY and medium access control
(MAC) layers that improved the performance of AV2 power-line modems by improving cov-
erage and robustness of communication links. We report some of the new PHY-layer features
as follows [18]:

• MIMO signal processing, by considering the three available electrical wires for commu-
nications.

• Additional frequency spectrum from 30 to 86 MHz beyond the frequency used for
HomePlug AV.

• Higher-order quadrature amplitude modulation (QAM) (up to 4096-QAM) and higher
code rates (8/9 code rate).
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HomeGrid Forum

HomeGrid Forum [19] was formed to promote a home network technology family of stan-
dards developed under the ITU-T, namely G.hn. The initial phase was to contribute to the
development of the ITU standards, and educate the market about the potential of G.hn. This
Forum supports the adoption and deployment of a new generation of local networks based
on different types of home wires such as telephone wiring, coaxial cables and power lines. It
ensures the compliance and interoperability between the wired medium technologies.

HD-PLC

HD-PLC [20] was established in September 2007 as an alliance of voluntary groups. It
aims to expand the use of the HD-PLC technology and to improve communication compati-
bility among products employing HD-PLC. Adoption of HD-PLC is increasingly promoted as
a number of companies have already launched HD-PLC-based products, such as Panasonic,
Sony, Mitsubishi [20].

Universal Powerline Association (UPA)

UPA Alliance founded in 2004 has about twenty members and aims to promote the PLC
technology in the world of telecommunication. It released specifications related to three
aspects of PLC technology: the UPA coexistence specification, the UPA access specification,
and the UPA digital home specification v1.0 [21]. In 2010, the UPA suspended its activities
due to financial problems.

IEEE 1901

In 2005, the IEEE communication society lunched the IEEE 1901 programme to develop
a global standard for high-speed communication over power lines. The IEEE 1901 standard
was finally approved and published in December 2010. It uses HomePlug AV as baseline
technology but extends the bandwidth up to 50 MHz, allowing up to 500 Mbps data rates
at the physical layer. In addition to the Fast Fourier Transform (FFT) OFDM scheme
used in HPAV networks, the IEEE 1901 defines, as an option, an alternative modulation
technique, called wavelet OFDM defended by the HD-PLC consortium. The FFT-PHY layer
uses 1974 carriers between 1.8 and 50 MHz with a carrier spacing of 24.414 kHz. The use
of frequencies greater than 30 MHz is optional. Certain carriers in the range 1.8 − 30 MHz
are used for amateur radio broadcasts leaving 917 active carriers that can be used for data
transmission [13].
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ITU-G.hn

In 2006, the ITU-T commenced work on the G.hn standards to develop a next-generation
home networking technology with transceiver capable of operating over any wired medium
within homes such as co-axial, phone lines and power lines. The development of Gh.n are
HomeGrid forum backed specifications, which includes the following ITU-T standards [13]:

• G.9960: specifies the G.hn’s PHY layer, was approved at the end of 2008;

• G.9961: specifies the G.hn’s data link layer, was approved in June 2010;

• G.9963 (G.hn MIMO): includes MIMO for PLC, was approved in December 2011.

G.hn standards use the OFDM modulation where the parameters such as the number of
subcarriers and subcarrier spacing are defined per each media (power lines, phone lines or
coaxial cables). For example, in the context of PLC, three transmission bands with a fre-
quency spacing of 24.4140625 kHz are specified: bandwidth of 25 MHz with 1024 subcarriers,
50 MHz with 2048 subcarriers, and 100 MHz with 4096 subcarriers.

1.5 MIMO for PLC

MIMO technology constitutes a major step in the design of wireless communication sys-
tems, and is already at the core of several wireless standards such as IEEE 802.11n, WiMAX
and LTE [22,23]. By exploiting additional spatial channels, MIMO techniques deliver signifi-
cant performance enhancements in terms of data transmission rate and interference reduction.
Compared to their related SISO solutions, they can offer a fundamental increase in the chan-
nel capacity without requiring additional transmit power or bandwidth. SISO communication
utilizes a single channel for data transmission, whereas a MIMO system is composed of M
transmitters and N receivers and exploits N ×M spatial channels, as shown in Figure 1.5.
The additional channels, which can be exploited using techniques such as space-time coding,
enable more reliable and high-speed communication.

The power-line channel has long been regarded as a SISO channel based on two conduc-
tors. However, by utilizing the three-wire installations exist in many countries worldwide,
MIMO techniques can also be applicable in PLC.
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Figure 1.5: A MIMO communication system.

1.5.1 SISO PLC Channel

PLC systems available today are called SISO since they use only a single transmission
channel between two outlets. This is the differential-mode channel between the phase (or
live) and neutral wires, as illustrated in Figure 1.6. Figure 1.7 presents an example of real
CTF (magnitude) of a SISO PLC link in the frequency range up to 100 MHz [24]. As can
be noted from the figure, the PLC channel is highly frequency-selective. For details on the
PLC channel characterization, please refer to Chapter 2.

The encoding scheme which is used by most of the broadband PLC providers to modulate
high data rate signals over the power lines is OFDM. OFDM modulation divides a high
data rate stream into multiple low data rate streams that are then transmitted at different
frequencies to the receiver. Indeed, the basic idea of OFDM is to divide the available spectrum
into several orthogonal subchannels (or subcarriers) that are sufficiently flat compared to
the channel coherence bandwidth. In this case, each subcarrier can be modulated separately
which makes OFDM robust against frequency-selective fading scenarios (and also narrowband
interference) due to simple channel equalization. In the following, a theoretical background
on the capacity of broadband SISO PLC channels is given.

We consider a broadband PLC signal of a set of frequencies in the range [fmin, fmax].
OFDM technique transforms a frequency-selective channel into a large number of independent
Additive White Gaussian Noise (AWGN) subchannels. For a SISO channel transmission
composing of one feeding (transmitting) port and one receiving port, the relation between
the received signal r(f) and transmitted signal s(f) is given by:

r(f) = h(f)s(f) + n(f), (1.1)



CHAPTER 1. BROADBAND INDOOR MIMO POWER-LINE COMMUNICATIONS17

Figure 1.6: SISO-PLC channel.

Figure 1.7: Measured SISO PLC CTF [24].

where h(f) is the SISO CTF defined for all frequencies f and n(f) represents the received
noise. Based on Shannon’s theory [25], theoretical limits of data rates over AWGN channels
can be computed. The capacity of a single-carrier SISO channel with a Signal-to-Noise-Ratio
(SNR) γ, denoted as CSISO, is given by:

CSISO = B · log2(1 + γ) [bits/s], (1.2)

where B is the signal bandwidth in Hz. In the case of multi-carrier (OFDM) transmission
with L carriers defined at frequencies from f1 to fL with subcarrier frequency spacing ∆f ,
Eq. (1.2) becomes:
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CSISO = ∆f ·
L∑

k=1

log2(1 + γ(fk)) [bits/s]. (1.3)

For a given Power Spectral Density (PSD) P (f) in W/Hz and a noise PSD N(f) at the
receiver defined in W/Hz, Eq. (1.3) can be further detailed as

CSISO = ∆f ·
L∑

k=1

log2

(

1 +
P (fk)|h(fk)|2

N(fk)

)

[bits/s]. (1.4)

The optimum power allocation of the subcarriers that maximizes the channel capacity is
achieved by the well-known waterfilling (WF) algorithm. Further details on WF algorithm is
given in Chapter 4, where an outage capacity approach for impulsive noise-affected OFDM
systems is proposed.

Despite high channel attenuation and severe multipath effects, the channel capacity limit
calculated for indoor broadband PLC, taking only the background noise into consideration,
promises very high data rates over these channels [26–29].

1.5.2 MIMO PLC Channel

The availability of three wires, namely P, N and PE, in the power-line infrastructure
in European countries, the U.S., and many other countries worldwide gives rise to MIMO
technology that can also be applied to PLC. Utilizing the three electrical wires provides
more feeding and receiving options. Figure 1.8 shows the PLC-MIMO channel for three-
wire installations with differential signal feeding between the wires. MIMO are applicable
due to the fact that signals transmitted from one pair of wires are visible on the three
possible receiving pairs of wire. This is due to crosstalk between adjacent wires caused by
the electromagnetic coupling. Three different feeding options are available: P-N, N-PE and
P-PE. However, the sum of the three transmitted signals must be equal to zero, in accordance
with Kirchhoff’s rule. Thus only two out of the three possibilities can be used independently.
On the receiving side, due to parasitic components in couplers, the third possibility and
an additional fourth possibility, which is the common mode (CM) path, are available and
contribute additional performance [18, 30]. In fact, unbalanced parasitic capacities from
installations or devices to ground cause a CM current returning to the source. Thus, CM
signals are created unintentionally in unbalanced networks. The CM reception path could
be used at devices equipped with a large metal plate like the backplane of today’s HD-
TV screens [31]. If the MIMO-PLC receiver is able to sense CM signals, the MIMO channel
matrix expands to a 2×4 MIMO system. Figure 1.9 illustrates CTFs (magnitude) measured
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Figure 1.8: MIMO-PLC channel.

Figure 1.9: Measured MIMO PLC CTF [32].

in [32], where the P-N path is chosen as feeding port and the signal is measured at all possible
receiving ports. Due to crosstalk between adjacent wire, the signal transmitted from the P-N
port (or any feeding port) is visible on the three receiving ports, as well as the CM. The CTF
shapes in Figure 1.9 are similar due to the strong coupling between the individual paths.

Figure 1.10 depicts a MIMO-PLC channel configuration with P, N and PE, as well as a
schematic coupler design at the transmitter and receiver. Coupling devices used to transmit
and receive the PLC signal are not independent from the channel characteristics. MIMO
couplers should be designed in such a way as to produce as little additional coupling between
the three wires as possible to ensure the maximum diversity between the MIMO paths. Two
MIMO coupler options, namely the triangular and star coupler styles, are presented in Fig-
ure1.10:
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Figure 1.10: MIMO PLC channel: different feeding and receiving options.

• Star style coupler for receiving

The star probe (or longitudinal coupler) has the benefit of providing a simple way to
measure the CM signals. The sum of the currents I

P
, I

N
and I

PE
, added at the center

of the star probe (see figure1.10), must be zero. It can be noticed that the star probe
has four signal connectors marked with S1 to S4. Further details on CM signals and
how they are created using star style couplers may be found in [30, 31]. The star style
coupler is preferred for the receiver due to the possibility of receiving CM signals.

• Triangle style coupler for transmitting

The triangle style probe (or transversal coupler) has the benefit of not creating any
CM signal when used for feeding. For this reason, it is preferred for the transmitter as
it avoids feeding CM signals into the mains. In fact, the sum of the 3 voltages UP−N,
UN−PE and UPE−P is zero. Hence, there is no simple way to receive CM signals using a
triangle style coupler.

Eigenmode Decomposition of PLC Channel Matrix

For a MIMO transmission composed of M transmitters and N receivers of each fre-
quency f , the system can be summarized by a N ×M channel matrix H(f) as follows:

H(f) =









h11(f) h12(f) · · · h1M(f)
h21(f) h22(f) · · · h2M(f)

...
...

. . .
...

hN1(f) hN2(f) · · · hNM(f)









, (1.5)
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Figure 1.11: Decomposition of the MIMO channel into two parallel SISO channels.

where hnm(f) are the complex CTF coefficients from the mth transmitter to the nth receiver
(m = 1,..,M ; n = 1,..,N). Theoretically, the MIMO channel matrix H (for the sake of clarity
we omit the index f) can be decomposed into R parallel and independent SISO branches by
means of the Singular Value Decomposition (SVD) [33]:

H = USVT (1.6)

with

S = diag(
√

λ1, ...,
√

λR) =







√
λ1 0 0

0
. . . 0

0 0
√
λR






, (1.7)

R is rank of H, which is the minimum of the number of transmitters and receivers, i.e.,
R = min(M,N). S is a diagonal matrix of diagonal entries

√
λi with i = 1, .., R, which are

the singular values of H; or in other words, λi are the eigenvalues of the “square” channel
matrix H·HT , where (·)T is the conjugate-transpose operator. U and V are unitary matrices,
that is, U−1 = UT and V−1 = VT . The dimension of U and V are N × R and M × R,
respectively. In the context of PLC, since the maximum number of feeding and receiving ports
is M = 2 and N = 4 respectively, up to 2 × 4 MIMO is possible. In this case, the SVD of
the MIMO-PLC channel results in two independent and parallel SISO channels (R = 2) with
attenuations

√
λ1 and

√
λ2. The 2 × 4 MIMO-PLC channel matrix and its decomposition

in singular values are shown in Figure 1.11. Note that the multiplication of the diagonal
matrix S in Eq. (1.6) by the unitary matrices U and V does not change the total energy
of S. Thus, the sum of the eigenvalues λ1 and λ2 represents the total gain of the MIMO-PLC
channel H.
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MIMO PLC Channel Capacity

Based on the SVD, the MIMO-PLC channel can be seen as two independent and parallel
SISO channels of gains λ1 and λ2 (see Figure 1.11). Therefore, the channel capacity can be
obtained as an extension of the SISO-PLC channel capacity, given in Section 1.5.1 Eq. (1.4),
to the sum of the two channel capacities of the independent SISO channels as follows:

CMIMO = ∆f ·
L∑

k=1

R=2∑

i=1

log2

(

1 +
P (fk)λi(fk)
R ·N(fk)

)

[bits/s]. (1.8)

In should be noted in Eq. (1.8) that the noise vector at the receiver is assumed to be uncor-
related and that the noise power is the same for all receive ports. It should also be noted
that the available signal power is divided by R = 2 as the available power is shared between
the R independent channels. This is usually considered for comparison purposes with SISO
case. Note that the MIMO signal PSD is limited by a constraint due to the electromagnetic
interference properties of the low-voltage distribution network.

Several MIMO-PLC channel capacity computations can be found in literature [6,34–38].
It is proved that the MIMO technique in PLC is effective in increasing the capacity by
approximately a factor of two in comparison with SISO-PLC systems [34,35].

MIMO PLC Channel Correlation

The singular values not only give information on the gain of the MIMO paths but also
indicate the spatial correlation between them. The spatial correlation in (dB) can be mea-
sured through the parameter κdB as follows [6]:

κdB = 20× log10

(√
λ1√
λ2

)

. (1.9)

Note that without loss of generality, the first singular value
√
λ1 is assumed to be larger

than the second one
√
λ2. By definition, when the channel is completely correlated, κdB in

Eq. (1.9) approaches infinity. In fact, in this case the rank R of the channel matrix H is
equal to one, which means λ2 = 0, since all entries of the channel matrix have the same value.
On the other hand, when the channel is completely uncorrelated, κdB = 0. The higher the
κdB ratio, the larger the singular value spread between the two streams is, indicating a high
spatial correlation.

In order to investigate the MIMO-PLC spatial correlation, channel measurements in six
European countries have been conducted in frequencies up to 100 MHz [6]. The scattering
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Figure 1.12: MIMO-PLC channel spatial correlation from measurements in [6].

parameter S21 of MIMO PLC channels was recorded at 34 locations, where a total number of
4, 588 CTFs was measured. The κdB ratio is calculated for each measurement and frequency
f , which results in a total number of 7, 345, 388 values, before calculating the commutative
distribution function (CDF) 1. The obtained results for three different MIMO configurations
are illustrated in Figure 1.12 [6]. It can be deduced from the figure that the value of κdB

is relatively high, which indicates that the MIMO-PLC channels are correlated. The 2 ×
2 MIMO configuration presents the highest spatial correlation. For an example of this MIMO
configuration, 30% of channels have at least a factor of 100 between the largest singular value
and the smaller one (cumulative probability= 0.7). 78% of channels have at least a factor
of 10 (cumulative probability= 0.22). The slow slope at higher values of the cumulative
probability shows that a few channels have a very high spatial correlation [6].

1.6 Conclusion

In this chapter, an overview on indoor broadband MIMO-PLC has been proposed. After
providing a brief historical development of communications over power lines, a description of
PLC networks as well as frequency bands was presented. Then, a brief summary of the major
broadband PLC groups and specifications was given. Finally, a brief introduction to SISO

1. The cumulative distribution function of a real-valued random variable X is the function given by
FX(x) = P(X ≤ x)



24 1.6. CONCLUSION

and MIMO PLC channels was presented. The applicability of MIMO techniques in PLC,
the channel capacity and the MIMO spatial correlation were investigated. The European
MIMO-PLC channel correlation presented in this chapter will be considered in Chapter 3 to
validate a MIMO channel model proposed by us. This chapter presented a brief introduction
to indoor broadband MIMO PLC systems, the context of the study.



CHAPTER2
Power-Line Channel and Noise:

Characteristics and Modeling

2.1 Introduction

Advanced communication technologies have made possible the transmission of high-speed
digital data over the classical indoor electrical wires. However, the power-line medium has
not been devised for communication purposes and constitutes a challenging environment
for reliable and high-speed data communication. Varying impedance, considerable noise,
and high attenuation are the main issues [39]. Recently, MIMO techniques have become an
important research field for enhancing the throughput of indoor broadband PLC systems by
exploiting the additional PE wire. The development of such systems requires an accurate
description of the propagation channel.

This chapter presents our state-of-the-art study on the PLC channel and noise charac-
terization and modeling. More precisely, in Section 2.2, after a general presentation of the
channel characteristics, we present the different options of PLC channel models and focus
on the parametric statistical modeling approach where some of the literature models are
described. Then we turn to MIMO-PLC channels, where different modeling approaches are
presented. Next, in Section 2.3, the additive interference, which are roughly categorized
into background noise and impulsive noise, are characterized. In particular, the different
approaches used to model the asynchronous impulsive noise, which is the main source of
transmission errors in PLC, are investigated. Finally, Section 2.4 concludes the chapter and
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summarizes the considered system model.

2.2 PLC Channel Characterization and Modeling

2.2.1 PLC Channel Characterization

The characteristics of indoor power-line CTFs are difficult to model due to the consid-
erable variability and complexity of PLC networks. Adequate channel models that include
various classes of channel frequency responses are required to assess the performance of PLC
systems. In the literature, a lot of effort has been spent to characterize and model power-line
channels [3, 4, 39–43]. Unfortunately, these models have not been standardized yet, so there
is no common, widely accepted channel model for in-home PLC.

One of the major challenges in PLC is to characterize and model the channel. In fact,
the PLC channel suffers from frequency-dependent attenuation caused by conductor and
dielectric losses. In addition, signal propagation does not only take place along a single path
between the transmitter and the receiver, but additional reflections caused by impedance
mismatches at line discontinuities must also be considered. The PLC channel can therefore
be considered as a multi-path environment with frequency-selective attenuation. The multi-
path reflections result in dispersion of the time domain signal, which can be characterized by
the delay spread. The delay spread parameter represents the total time interval during which
signal reflections with significant energy arrive at the destination, and is derived from the
second moment of the delay power spectrum. Another important parameter that captures the
frequency-selective characteristics of a channel is the coherence bandwidth. This parameter is
a statistical measurement of the range of frequencies over which the channel can be considered
flat. With respect to the bandwidth (or channel duration) of the transmitted signal, the value
of the coherence bandwidth (or delay spread) determines the need for employing channel
protection techniques such as OFDM modulation or channel coding.

Furthermore, the PLC channel generally presents a linear and periodically time variant
behavior [44]. The frequency responses may vary depending on the domestic appliances
connected to the network, that is, when electric appliances are plugged in or out, and switch
on or off. Consequently, the transmitter and/or receiver should adapt continuously their
transmission and/or detection parameters to the channel change. In this respect, an accurate
description of the characteristics of the PLC channel is fundamental.

Several measurement campaigns have been undertaken in different countries to charac-
terize the PLC channel. A channel characterization in the frequency range from several kHz
up to 20 MHz was presented in [40]. Another measurement campaign was performed in U.S.
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targeting the 1.8− 30 MHz frequency band [42]. A channel characterization up to 100 MHz
based on a measurement campaign conducted in France was presented in [24,41], where the
PLC channel was classified into nine classes according to the channel capacity. Recently, a
statistical characterization of the in-home PLC channel based on an experimental campaign
performed in Italy in the 1.8-100 MHz frequency band has been presented [43]. The work
therein aimed at refining statistical models presented in the literature, by providing compa-
rable results with respect to other measurement campaigns. We report some of the statistical
channel characteristics presented in [43]:

• the PLC channel is significantly frequency selective in the 1.8 − 100 MHz frequency
range;

• the magnitude of the channel frequency response as well as the root-mean-square delay
spread can be modeled as log-normally distributed random variables;

• the average channel gain (in dB) is normally distributed with good approximation;

• experimental observations showed that the time-dependency is not pronounced in the
considered frequency band. This finding was validated by other experimental results
as [45], where it was shown that channel time variations are mostly experienced below
2 MHz;

• signaling above 100 MHz (and in particular up to 300 MHz) can provide achievable rate
improvements. However, the spectral efficiency, i.e., the bit rate per-unit frequency, de-
creases significantly.

2.2.2 PLC Channel Modeling

Many contributions in the field of broadband PLC were primarily focused on modeling
the channel. In general, PLC channel models can be split into two categories: bottom-up
(or physical) and top-down (or parametric) models. Basically, the bottom-up approach relies
on the electrical properties of the transmission line to describe the PLC CTF [46–49]. It
considers the power cables as two or multi-conductor transmission line (MTL) [50], where
the voltages and currents vary in magnitude and phase along the cables. Although this
approach has the advantage of not needing any field measurements, it requires the perfect
knowledge of the network topology in terms of cable characteristics, loads, and so on. As a
consequence, a lack of knowledge in these characteristics may lead to a significant degradation
of the model accuracy. On the other hand, with the top-down approach, the CTF (or
impulse response) is obtained by fitting a certain parametric function with a data coming



28 2.2. PLC CHANNEL CHARACTERIZATION AND MODELING

Figure 2.1: An illustration of the different types of PLC channel models.

from measurements [3, 4, 40, 51]. The main advantage of this approach is that it does not
require knowledge of the network characteristics.

Further, within each category, it can be distinguished between deterministic and stochas-
tic models. Figure 2.1 illustrates the different options of PLC channel models. Deterministic
models actually aim at reflecting one or small set of PLC channel realizations. This approach
has the advantage of being well adapted to represent deterministic network topologies, with-
out the risk to generate unrealistic channels due to modeling inaccuracies. However, it is
only able to partially describe the underlying physics of power-line signal propagation and
thus has limited applicability. Also, it needs a large database to obtain good results. On
the other hand, the stochastic approach enables to represent a wide range of channel real-
izations according to their probability of occurrence. Stochastic nature of the PLC channel
arises from the variability of link topologies and wiring practices. The stochastic approach
considers the global statistics of the propagation medium. Therefore, its purpose is not to
reproduce exactly the CTF measured in a given topology, but rather to enable the generation
of random CTFs exhibiting similar statistics with the actual channel measurements. This
approach represents the wide variation of PLC channels and can be used to draw general
conclusions. The main drawback of that is it requires a large amount of experimental data
to reproduce the model.

In this thesis, we focus on the top-down statistical modeling approach. In the following,
we describe commonly accepted channel models such as the general multipath channel model
proposed by Zimmermann and Dostert [40], the nine-classes channel model proposed by
France Télécom in [4, 41], and the random channel generator proposed by Tonello in [3].
Tonello’s channel model in [3] is basically a statistical extension of Zimmermann’s channel
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Figure 2.2: Simple signal propagation scenario in PLC.

model fitted to the set of the nine channel classes proposed in [4].

The Generalized Multipath Propagation Model

The generation of multiple paths in an in-home power delivery network is caused by
inhomogeneities of power-line segments. In fact, in-home PLC networks are characterized
by the presence of many segments and termination outlets that connect the electrical loads.
In general, theses loads show different impedances compared to the characteristic impedance
of power-line cables giving rise to signal reflections. In addition, numerous reflections are
caused by the joints of the house service cables, house connection boxes, and the joints at
series connections of cables with different characteristic impedance. As a result, the PLC
channel presents a multipath scenario with frequency selective fading.

Figure 2.2 depicts a simple PLC topology that is used by Zimmermann and Dostert
in [40] to analyze the echoes generated on a power-line link. This topology consists of three
segments (1), (2), and (3) with the length of L1 , L2, and L3 that are connected at point B.
The characteristic impedance of the three segments are ZL1, ZL2, and ZL3, respectively. A is
the point at which the signal is transmitted and C is the one at which the signal is received.
For the purpose of simplification, the terminal impedance at points A and B are assumed
to be matched with the corresponding lines, which means ZA = ZL1 and ZC = ZL2 [40].
Thus, the signal is reflected only at points B and D. Figure 2.2 shows the reflection and
transmission coefficients denoted r1B, r3D and r3B for the reflection, and t1B and t3B for the
transmission. All the possible propagation paths and the corresponding propagation factors
gi are given in Table 2.1; gi represents the product of the reflection and transmission factors
along the path i. Although the number of propagation paths N deduced from Table 2.1
can go up to infinity, it is reported in [40] that it is reasonable to approximate it by only
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Table 2.1: Multipath signal propagation in a simple PLC network topology.

Path number i Signal path Weighting factor gi
1 A→ B → C t1B
2 A→ B → D → B → C t1B × r3D × t3B
3 · · · · · ·
N A→ B(→ D → B)N−1 → C t1B × r3D × (r3B × r3D)N−2 × t3B

Np dominant paths. Based on these analysis, an interesting model that describes the PLC
channels through its multipath behavior has been proposed [40,52,53]. The general multipath
model for the CTF is represented by the following equation [40]:

H(f) =
Np∑

i=1

gi(f) · A(f, di) · e−j2πfτi (2.1)

where gi(f) is the transmission/reflection factor of path i of each frequency f which is in
general complex and frequency dependent; τi is the delay of path i; A(f, di) is the attenuation
term caused by lossy cables which increases with frequency and propagation length, and
e−j2πfτi is the phase difference due to time delay. The time delay τi for path i is defined as:

τi =
di
vp

=
di
√
εr

c0

(2.2)

where εr is the dielectric constant, c0 is the speed of light in vacuum, and di is the path
length. In [40], a simplified model that uses a small number of parameters is proposed by
rewriting Eq. (2.1) as follows:

H(f) =
Np∑

i=1

gi
︸︷︷︸

propagation

factor

· e−(a0+a1fk)di
︸ ︷︷ ︸

attenuation
portion

· e−j2πf(di/vp)
︸ ︷︷ ︸

delay portion

(2.3)

where a0, a1, and k are the attenuation parameters that are chosen to adapt the model to a
specific network. These parameters can be obtained by fitting the model with data coming
from CTF measurements.

Although this model can realistically represent a true frequency response [40], it should be
noted, however, that in case of complex PLC networks it may turn out to be computationally
prohibitive as each amplitude and delay associated to each path has to be estimated [54].
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Figure 2.3: A typical indoor electrical network.

France Télécom’s Channel Model

Adequate channel models that represent the wide variability of channel frequency re-
sponses observed in PLC are required to assess the performance of PLC systems. In this
sense, an interesting approach for modeling the power-line channel is presented in [4]. The
main contributions of this approach are:

1. performing a PLC channels classification according their capacities in the presence of
AWGN, and providing for each class an average magnitude and phase channel model;

2. introducing the multipath characteristic of PLC channels by means of a statistically-
based channel generator.

This study of characterization and modeling the PLC channel is detailed in [4,24,41], and is
summarized here.

To characterize and model the PLC channel, Tlich et al. in [4] have conducted a measure-
ment campaign in France over a frequency rang up to 100 MHz. A total number of 144 CTFs
were measured in various indoor channel environments/sites (rural and urban, old and new
buildings, apartments and houses). An important observation from the measurement results
of the transfer function have been pointed out, which led to the categorization of PLC CTFs
into:

• same-circuit channels, where the transmitting socket (TX) and the receiving socket
(RX) are located in the same electrical circuit, i.e. they are situated in series on the
same branch corresponding to one fuse in the distribution board;

• different-circuit channels, where TX and RX are located in different electrical circuits,
i.e. they are separated by the distribution board.
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Table 2.2: Channel capacities calculation parameters.

Frequency bands: 1 MHz-100 MHz
Carrier width:(∆f) 25 KHz

Number of Carriers (N): 3960
Transmitted PSD (Ps): -50 dBm/Hz
White noise PSD (Pn): -140 dBm/Hz

An illustrative example of communication via a different-circuit channel is presented in Fig-
ure 2.3.

For each category and site, the PLC CTFs were found to be almost identical and in-
dependent of the outlet location (peaks and notches were almost at the same frequencies).
This observation led to the idea to classify the measured PLC channels according to their
capacities calculated with the Shannon capacity formula described as [24]:

C = ∆f ·
N∑

i=1

log2

(

1 +
Ps · |H(fi)|2

Pn

)

bits/s (2.4)

where N represents the number of carriers, ∆f is the carrier spacing frequency, and Ps and
Pn are the transmitted signal and noise power spectrum densities (PSDs), respectively (the
two PSDs are considered to be flat). The parameters values are given in Table 2.2.

The measured channel were divided into nine classes according to their capacities. Ta-
ble 2.3 summarizes the classification results in terms of measured transfer function percent-
ages, capacity interval, and average capacity distributions [4, 24]. As shown in Table 2.3,
class 1 channels have the lowest capacity; class 2 channels have a higher capacity than class 1
channels, etc. It can also be noted that most of the measured transfer functions belong to
classes 3 and 2. Channels of classes 1, 8 and 9 are the less encountered ones. Note that
classes 9 and 8 comprise the same-circuit channels, classes 6 to 1 consist of different-circuit
channels, and class 7 represents a mixture of same and different-circuit channels [4].

For each channel class, it was found that the average frequency response is almost the
same. Consequently, an average attenuation model was proposed by class. Figure 2.4 provides
the analytical formulas of the average attenuation models for the nine classes and plots them.

Beside the average attenuation model, an average phase model per class was also proposed
[4]. The model was derived by linearizing the median phase curve of the measured CTFs for
each class. The phase models of the nine classes are depicted in Figure 2.5. As expected,
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Table 2.3: PLC nine channel classifications.

Class Percentage of channels Capacity interval (Mb/s) Average capacity (Mb/s)
1 3.49% 1000-1200 1120
2 16.78% 1200-1400 1307
3 18.18% 1400-1600 1486
4 11.88% 1600-1800 1687
5 11.88% 1800-2000 1899
6 12.58% 2000-2200 2098
7 9.79% 2200-2400 2298
8 7.69% 2400-2600 2499
9 7.69% 2600-2800 2699
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Figure 2.4: Gathered average attenuation models.

the higher the class number, the lower the propagation delays (classes with higher numbers
contain same-circuit channels), the lower the slope of the curves.

A statistical characterization of the channel time delay spread and the channel coherence
bandwidth per channel class has been done in [41]. It has been observed that the coherence
bandwidth increases with respect to channel class (class 1 channels have the lowest coherence
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Figure 2.5: Average phase models for the nine channel classes [4].

bandwidth; class 2 channels have a higher coherence bandwidth than class 1 channels, etc).
Similarly, it was shown that the time delay parameters decreases with respect to the channel
class number.

Finally, in order to introduce multipath effects to the final PLC magnitude generator, a
statistical-based channel generator was proposed based on a statistical study of magnitude
peaks and notches. Also, a multipath phase generator was proposed, based on group delay
nonlinearity insertion at notch frequencies [4].

Tonello’s Statistical Model

As mentioned previously, it is beneficial to deal with a statistical model that allows captur-
ing the ensemble of PLC network topologies. This is of particular interest for the design and
testing of digital communication algorithms. In this sense, an interesting statistical extension
of the parameters from the multipath model presented by Zimmermann and Dostert in [40]
was proposed by Tonello in [55] and further developed in [24]. The mathematical function of
Zimmermann’s CTF model has already been presented in Eq. (2.3). The extension assumes
that the multiple paths are generated by a Poisson arrival process with intensity Λ (m−1).
The maximum length of the signal path is denoted as Lmax. In addition, the propagation
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factor gi are assumed to be real, independent, and uniformly distributed in [−1, 1]. Under
these assumptions, the statistical expectation of the frequency domain path loss has been
defined as follows [24]:

PL(f) = A2 Λ
3

1− e−2Lmax(a0+a1fK)

(2a0 + 2a1fK)(1− eΛLmax)
(2.5)

where the parameterA allows adding an attenuation to the Zimmermann’s frequency response
model of Eq. (2.3). Further explanations on the statistical extension procedure is provided
in the next section.

Tonello’s Random Channel Generator [3]

The statistical model proposed by Tonello in [55] has been developed in [56] and [57] to
represent the channel frequency responses of the nine channel classes from [4]. Later, a refined
model of [56] and [57] was proposed by Tonello et al. in [3]. The model, which proposes a
random channel generation algorithm, is detailed in [3] and is summarized here.

Firstly, Tonello et al. [3] have recalled the basis of the Zimmermann’s multipath propaga-
tion model based on the multipath characterization of indoor power-line networks presented
in [58]. The signal at the received port is written as follows [3, 58]:

Vrx =
Np∑

i=1





Ri∏

m=1

ρm(f)
Ti∏

n=1

τn(f)





︸ ︷︷ ︸

pi(f)

e−γ(f)ℓiVtx(f), (2.6)

where Vtx(f) and Vrx(f) denote the phasor vector of the signal at the transmitter and receiver
ports, respectively; Np is the number of paths; ρ(f) and τ(f) denote the reflection and
transmission coefficients account for multipath effects, respectively; Ri and Ti represent the
number of reflections and transmissions coefficients, respectively; ℓi is the length of the ith

path; γ(f) is the propagation constant which depends on the cable characteristics and, in
general, is complex γ(f) = α(f)+ jβ(f). α(f) and β(f) represent the attenuation and phase
constants respectively, and are modeled as [40]

α(f) = a0 + a1f
K (2.7)

β(f) = 2πf/v. (2.8)

pi(f) represents the path gain which is product of the reflection and transmission coefficients.
In general, the path gains are complex and smaller than one in absolute value. However, in
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many cases of practical interest, the path gains can be assumed as real-valued [40]. The path
gains in [3] are modeled as follows:

pi(f) = gi + cif
K2 , (2.9)

where K2 is the same for all the paths. Therefore, the complex channel frequency response
H(f) can be given from Eq. (2.6) as the ratio between the phasor of the received signal Vrx
and the phasor of the transmitted one Vtx:

H(f) = A
Np∑

i=1

(gi + cif
K2)e−(a0+a1fK)ℓie−j2πfℓi/ν , 0 ≤ B1 ≤ f ≤ B2. (2.10)

Tonello et al. [3] have then proposed to introduced some statistical properties to the above-
presented transfer function model. The basic idea is to consider the model parameters as
random variables that have to be described by specific distribution functions. Specifically,
the parameters gi, ci, ℓi and Np are modeled as random variables. The value of the other
parameters A, a0, a1, K and K2 are assumed to be constant and used for fitting with
measured CTFs. Indeed, the model assumes that the reflection sources, such as joints and
mismatched loads, that generate the multipath effect in PLC, are placed over a finite distance
interval and are located according to Poisson arrival process with intensity Λ (m−1). Thus,
the number of paths Np is modeled as Poisson random variable of mean ΛL, with L being the
maximum network length. The path gain coefficients gi and ci are assumed to be independent
and modeled as log-normally distributed random variables multiplied by random sign flips.
The justification given for this choice is related to the fact that the path gain itself is the
product of several uniformly distributed random variables which represent the transmission
and reflection coefficients, and thus it can be modeled as log-normal random variables thanks
to the central limit theorem. gi and ci have chosen with zero mean and with variances σ2

G

and b2
0σ

2
G, respectively. It is possible, however, to consider the path gains to be uniformly

distributed as in [55]. Finally, the path lengths ℓi are modeled as uniformly distributed
random variables in [0, L], where L is constant.

In order to obtain the model parameters, Tonello et al. [3] have taken aim at the average
path loss and the coherence bandwidth of the set of measured channels that were classified
into nine classes and discussed previously [4]. For each class, the average path loss profile and
coherence bandwidth were provided [41]. In [3], the coherence bandwidth as well as average
path loss were obtained from the statistical frequency correlation function defined as:

φ(f, λ) = E[H(f + λ)H∗(f)] (2.11)
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Table 2.4: Path gain parameter values.

Class b2
0 K2

1 1.4354× 10−6 0.403919
2− 8 0 −

9 2.28955× 10−6 0.341468

Table 2.5: Attenuation and multipath parameter values (σ2
G = 1, Λ = 0.2 path/m−1, and

v = 2× 10−8).

Class A a0 (m−1) a1 (s ·m−1) K L (m)
1 1.3022× 10−5 −0.00691505 1.15712× 10−026 2.97983 540
2 2.8269× 10−4 −0.00888846 7.55014× 10−006 0.408174 550
3 6.7170× 10−4 −0.0152108 3.67885× 10−005 0.347786 320
4 6.3972× 10−4 −0.0142857 2.5219× 10−005 0.348188 350
5 8.3880× 10−4 −0.0141565 1.67181× 10−005 0.363295 350
6 9.5814× 10−4 −0.00797313 2.285× 10−018 1.92048 410
7 4.5819× 10−3 −0.0132538 1.12949× 10−018 2.00313 200
8 1.0964× 10−2 −0.0185199 9.65172× 10−018 1.87202 130
9 2.4856× 10−3 −0.0435673 2.02324× 10−020 2.2179 110

where E[·] denotes the mathematical expectation and the superscript (·)∗ denotes the complex
conjugate; λ is the lag in the frequency domain. The average path loss was derived in closed
form as follows:

PL(f) = φ(f, 0) =
|A|2Λ(1 + b2

0f
2K2)

(

1− e−2(a0+a1fK)L
)

2(1− eΛL)(a0 + a1fK)
. (2.12)

Tables 2.4 and 2.5 report the values of the model parameters resulting from the fitting
procedure of the model to the nine channel classes.

Finally, in order to capture the ensemble of in-home channel variability, a composition
channel has been proposed [3]. A composite channel is basically a channel that represents
the wide variation of PLC channels. The nine channel classes presented in [4] is a good
representative example of PLC channels. In this respect, Tonello et al. [3] have proposed a
random channel generator based on the nine channel classification performed in [4]. The idea
is to randomly pick channels from all the classes according to the class occurrence probability
reported in Table 2.3 [4], that is

PC = {0.0349, 0.1678, 0.1818, 0.1188, 0.1188, 0.1258, 0.0979, 0.0769, 0.0769} (2.13)
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for classes 1 to 9, respectively. A close matching between the experimental results and the
simulations was found which validated the modeling approach.

2.2.3 MIMO-PLC Channel Modeling

Turning to MIMO-PLC, several investigations on MIMO channels have been made. An
average capacity gain of 1.9, with respect to the SISO-PLC channel, was achieved in [35] by
considering a 2× 2 MIMO-PLC channel configuration. In [34], it is shown that this capacity
gain increases with the number of receiving ports. For a 2×4 MIMO configuration (including
CM reception as detailed in Section 1.5.2), average capacity gains that range between 2.1
and 2.6, depending on the transmitting power level, were observed.

Several bottom-up models of the three-wire transmission line of indoor PLC networks,
based on the MTL theory, have been proposed [59,60]. However, the authors of these studies
did not consider the three electrical wires for the purpose of MIMO communication. Only
in [38, 61], the first use of the MTL theory to explicitly model the MIMO-PLC channel in a
bottom-up stochastic approach is appeared [13]. The idea was based on using the stochastic
topology generator presented in [49], for the SISO configuration, to define the MTL equations
in the case of three-wire/MIMO communication.

On the other hand, several MIMO-PLC channel models have been proposed based on
the top-down statistical approach. To this end, several measurement campaigns have been
undertaken to characterize MIMO channels [6, 62–64]. In the following, we will summa-
rize the MIMO-PLC channel models proposed from these studies as well as some channel
measurements.

Canova et al. MIMO Channel Model [36]

The first attempt to model the MIMO-PLC channel using the top-down approach was
made in [36]. This study considered a 2 × 4 MIMO-PLC channel, where two differential
input ports are used, and up to four ports are considered at the receiver, including the CM
path. The proposed MIMO-PLC channel model was based on the SISO-PLC channel impulse
response (CIR) of the European OPERA project [65]. The basic idea was to introduce a
random phase shift to the CIR to produce eight variants of it, and thus the 2 × 4 MIMO
channel. In OPERA [65], four different reference models were distinguished according to
the number of paths of the CIR. Table 2.6 illustrates the parameters of the multipath model
proposed by OPERA for the different classes, where for each number of paths Np, the impulse
response duration Th, the initial delay of the first path t0 and the range [Φmin,Φmax] of the
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Table 2.6: OPERA multipath model parameters [36].

OPERA model Np Th [µ s] t0 [µ s] Φmin Φmax

Good 5 0.5 0.2 0.005 0.05
fair 10 1.0 0.2 0.002 0.01
poor 15 1.5 0.5 0.0003 0.003
bad 20 2.0 0.5 0.0001 0.0005

path amplitudes are reported. Once the OPERA model is chosen, each of the eight MIMO
CIRs is derived as follows [36]. The taps of the SISO CIR (reference CIR) are multiplied
one-by-one by a phase factor of e−jθ, different for each of them, with θ ∼ U([0, 2π]). Note
that each of the eight variants has the same number of paths (or taps), but the amplitude
of some of these taps are multiplied by a random phase factor in order to reflect the MIMO
spatial correlation. Three methods to modify the taps phases were considered [36]. The
idea is that the more taps are modified, the more uncorrelated the channels becomes. The
correlation value R of the proposed model was computed by:

R =
1√

E1 · E2

< h11(t), h21(t) >, (2.14)

where h11(t) and h21(t) are the impulse responses of the path from ports 1 to 1 and 1 to 2,
respectively; E1 and E2 are the energies of the two signals and < ·, · > is the inner product
operator.

Hashmat et al. MIMO Channel Model [63]

The same approach of introducing a phase factor to obtain MIMO spatial channels from
SISO one, presented in [36], was adopted in [63]. The work therein proposed a 3× 3 MIMO
channel model designed to fit observations from a measurement campaign conducted in
France. The proposed model was based on the SISO channel model first defined by Zim-
mermann and Dostert in [40] and later extended statistically by Tonello in [55] (which has
already been described in the paragraph Tonello’s Statistical Model). The proposed MIMO
channel model aimed at capturing physical features of transmission like the frequency do-
main path loss characteristics, the multipath fading, the median channel attenuation, and
the spatial correlation of MIMO channels. The frequency domain path loss characteristics
and the multipath fading are captured based on the Tonello’s statistical model for the SISO
link [63]. Regarding the median channel attenuation Amed, it is defined as follows:
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Amed = median(|H(f)|) (2.15)

where H(f) is the channel matrix. This parameter is a figure of merit for the global frequency
domain attenuation of a given channel [63]. It has been found that the value of Amed for same-
circuit channels is considerably lower than the one for different-circuit channels. In addition,
it has been found that the co-channels are slightly stronger than the cross-channels in the
same-circuit case. In order to reflect these observations, the experimental median channel
attention parameter Amed is added to the Zimmermann’s CTF model in Eq. (2.3)). Also,
statistical models of the path loss parameters a0, a1 and K are proposed and summarized
in [63], and further detailed in [13].

Finally, in order to capture the correlation between MIMO links observed in measure-
ments, the same formalism used in [36] is adopted to extend the Tonello’s statistical transfer
function model into MIMO one. Once the phase-neutral (PN-PN) link is modeled, the full
MIMO-PLC channel model can be developed. The other spatial links can be modeled using
an extended CTF defined as follows:

H(f) = A
Np∑

i=1

gie
−jϕie−j(2πdi/ν)fe−(a0+a1fK)di (2.16)

The idea is to assign an arbitrary additional phase ϕi to each defined path (see Eq. (2.16).
The value of ϕi is selected using a uniform distribution U(−∆ϕ/2, ∆ϕ/2). The larger the
value of ∆ϕ, the lower correlated the spatial channel is with respect to the PN-PN SISO
path. With a value of ∆ϕ = 2π, the model generates a minimum spatial correlation. On the
other side, selecting a value of ∆ϕ = 0 results in a channel that is identical to the PN-PN
SISO channel. To compute the spatial correlation, the Pearson correlation coefficient [66]
was considered. The proposed MIMO-PLC model reflected the multipath structure and the
spatial correlation observed in experimental measurements.

Tomasoni et al. MIMO Channel Model [67]

Another top-down stochastic modeling approach is presented in [62], based on a statistical
analysis of a set of 96 MIMO channel measurements in the 0 − 100 MHz range recorded in
five houses in North America. Firstly, each single link within the MIMO channel matrix
was completely characterized through the collected statistics. Subsequently, the MIMO-
PLC channel model was developed by introducing a statistical correlation following to a
similar approach as in [68]. Later, a spatial correlation analysis and modeling—based on
the same measurement campaign which has been considered in [62]—was made in [67]. In



CHAPTER 2. POWER-LINE CHANNEL AND NOISE: CHARACTERISTICS AND
MODELING 41

this study, attention was only devoted to the spatial correlation of MIMO channels. As a
result, a refined model of [62] was proposed in [67]. The authors therein analyzed the channel
covariance matrices and their eigenvalues and eigenvectors. The MIMO PLC channel matrix
H(f) was modeled for each frequency f as follows:

H(f) = K(f) ·R1/2
r (f) ·H ′

(f) ·R1/2
t (f), (2.17)

where

K(f) is a constant that introduces an overall channel gain;

H
′

(f) is a channel matrix composed of independent and identically distributed (i.i.d.)
complex Gaussian variables;

Rt(f) is the transmitter correlation matrix;

Rr(f) is the receiver correlation matrix.

Each channel correlation matrix is modeled by its eigenvector-eigenvalue decompositions.
Details on this model can be found in [67]. The proposed model enabled to obtain simulated
channels that are closed to the field measurements in terms of both spatial correlation and
channel capacity.

European MIMO PLC Field Measurements

A detailed channel analysis of a MIMO-PLC system from a measurement campaign con-
ducted in six European countries covering a frequency band up to 100 MHz is presented
in [6]. In this study, different MIMO configurations, including the additional fourth CM
path, were investigated and compared with each other and with SISO communication. The
average channel capacity of the 2 × 4 MIMO configuration was found to be approximately
double that of SISO. A comparison of all the different MIMO configurations in terms of the
channel capacity and an investigation of the spatial correlation of MIMO-PLC channels were
presented [6]. An overview of this measurement campaign can be found in [64]. The mea-
surement results of this campaign are of prime importance for the development of general
MIMO-PLC channel models that reflect the entire heterogeneity of in-home PLC networks.
Some results of this measurement campaign have already been presented in Section 1.5.2.
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Figure 2.6: A typical indoor electrical network.

2.3 Noise Characterization and Modeling

In contrast to many other communication channels, noise in power-line communication
cannot be described as AWGN. The interference scenario is rather complex due to the pres-
ence of different sources of disturbance. In the following, the noise characteristics and mod-
eling approaches will be discussed.

2.3.1 Noise Characteristics

Several attempts have been made to characterize and model the different types of noise
observed on indoor PLC networks [5, 69]. The noise has been divided into several classes,
depending on its origin, level and physical properties. Five noise types are distinguished
over broadband PLC channels in [5]: colored background noise, narrow-band noise, periodic
impulsive noise asynchronous to the mains frequency, periodic impulsive noise synchronous to
the mains frequency and asynchronous impulsive noise. Two main categories can be assumed
from these five types as depicted in Figure 2.6 and illustrated below: background noise, which
includes the first three types, and impulsive noise, which includes the last two types [5].

1. Background noise



CHAPTER 2. POWER-LINE CHANNEL AND NOISE: CHARACTERISTICS AND
MODELING 43

a) Colored background noise is mainly caused by common household appliances like
light dimmers, computers, hair dryers, and so on . It has a fairly low PSD which,
however, significantly increases towards lower frequencies. The average PSD varies
in the range between −140 and −125 dBm/Hz and remains stationary over periods
from minutes to hours [5].

b) Narrow-band noise is made of continuous wave signals with amplitude modulation,
mainly produced by ingress of broadcast stations operating in the short-wave and
frequency-modulation bands. Other ingress noise is produced by leakage from nearby
electrical or industrial equipment. The mean interference level varies with the time
of the day. This type of noise usually generates strong interference over long duration
in a narrow frequency bandwidth in the order of tens of kHz [13].

c) Periodic impulsive noise asynchronous to the mains frequency is caused by switching
power supplies. The spectrum repetition rate is generally in the range from 50 to
200 kHz.

2. Impulsive noise

a) Periodic impulsive noise synchronous to the mains frequency is caused by the loads
that work synchronously with the main, mainly by switching of rectifier diodes. They
have a repetition rate of 50 or 100 Hz (60 or 120 Hz in the U.S.) and are of short
duration (10− 100µs).

b) Asynchronous impulsive noise is caused by transients due to switching within the
network. The impulse duration ranges from several microseconds to a few millisec-
onds with a PSD that can exceed by 50 dB the level of the background noise. This
kind of noise may occur at random intervals and contains considerable energy. It
drastically affects high-speed communications over PLC channels, in such a way that
complete symbols or even bursts of symbols cannot be decoded by the receiver. This
has to be taken into account in the design of a complete and effective PLC system.
Asynchronous impulsive noise is characterized by three random variables: impulse
amplitude, impulse width or duration, and interarrival time. The statistical distribu-
tion of these parameters has been established through measurement campaigns [5].

Although the background noise (colored background noise, narrow-band noise and peri-
odic impulsive noise asynchronous to the mains frequency) has a time-variant nature, it can
be considered stationary since it varies very slowly over periods of seconds and minutes or
sometimes even hours. On the other hand, the impulsive noise cannot be considered station-
ary. It is characterized by a high PSD compared with the background noise and introduces
significant time variance into a communication channel [5].
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The overall system noise can be modeled as the sum of the background noise, denoted as
nb(t), and the impulsive noise, denoted as nimp(t):

n(t) = nb(t) + nimp(t). (2.18)

2.3.2 Noise Modeling

This section gives a discussion on PLC noise modeling. We discuss the different noise
models in the literature, starting first by presenting the background noise models and then
the impulsive noise ones.

Background Noise Modeling

Background noise has been mainly characterized in the frequency domain [24, 48, 70].
Its PSD has been usually accomplished without discarding the impulsive components and
the narrow-band interferences [71]. In literature, there are two methods for modeling the
background noise PSD. The first one is referred to the spectrum fitting method where the
measured noise PSD is fitted into certain mathematical functions of frequency with reason-
able number of parameters. In this case the noise is approximated by several sources of
Gaussian noise in non-overlapping frequency bands with different noise powers derived from
the measured PSD [24]. The second method gives information on the random aspect of the
noise at a particular frequency, it is referred to as statistical analysis method. For exam-
ple, authors in [72] considered that Gaussian approximation is not a good approximation in
higher frequency bands. In the following, we will describe two commonly accepted models
based on the spectrum fitting method.

Esmailian et al. Background Noise Model A simple three-parameter model is pre-
sented in [48], where the noise is considered Gaussian with PSD

Nnb(f) = a+ b|f |c dBm/Hz (2.19)

where a, b and c are parameters derived from measurements and f is the frequency in MHz.
The measurements were conducted in Canadian building in a frequency band up to 30 MHz.
Two scenarios were distinguished:

1. Worst case scenario with the parameters (a, b, c)=(−145 dBm/Hz, 53.23, −0.337)

2. Best case scenario with the parameters (a, b, c)=(−140 dBm/Hz, 38.75, −0.72)
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Figure 2.7: Worth and best cases for background noise PSD.

This model has also been found to be adequate for the measurements performed over 100 MHz
bandwidth in Finland [73]. The resulting PSDs in the frequency band 1 − 100 MHz are
depicted in Figure 2.7. It can be noted from the figure that the noise PSD significantly
increases towards lower frequencies.

OMEGA Background Noise Model Another simple model of the background noise is
the OMEGA model proposed in [24]. This model, based on measured power-line channels,
captures the typical frequency dependent character of the background noise. The general
mathematical form of the OMEGA model is given by

NOMEGA = 10 log10

(

1
fx

+ 10y
)

(2.20)

where NOMEGA stands for noise PSD in dBm/Hz, f is the frequency in Hz, and x and y

are the noise model parameters. The x parameter controls the form of frequency dependent
decay while the y parameter controls the noise floor. The values of x and y are set to 2
and −15.5 respectively in [24], which correspond to a quadratic decay and a noise floor of
−155 dBm/Hz. Figure 2.8 presents a typical power-line measured noise (blue) and the
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Figure 2.8: The OMEGA model of background noise for indoor broadband power-line
channel [24].

OMEGA noise model (red) in the frequency band 0− 100 MHz [24], where the fitting of the
model to the measures can be observed.

Impulsive Noise Modeling

The phenomenon of impulsive noise was studied by Middleton in [74], where a model for
impulsive noise in communications systems was proposed. He described impulsive noise as
a train of impulses, of varying duration and intensity, and of random occurrence in time.
Following Middleton’s noise models, many authors studied impulsive noise modeling. In this
section, we focus on some probability models of impulsive noise found in the literature, which
can be divided into two categories:

1. Impulsive noise models without memory, such as Middleton, Bernoulli-Gaussian, and
Poisson-Gaussian noise models.

2. Impulsive noise models with memory, such as the pulse train noise model and the
Markovian-based noise model.
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Middleton Noise Model Middleton has developed statistical noise models which catered
for noise due to both man-made and natural phenomena [75]. The most famous of these noise
models is the so-called Middleton class A noise model, which has been widely accepted to
model the impact of impulsive noise in communications systems. The Probability Density
Function (PDF) of class A noise sample nk is given by:

PA(nk) =
∞∑

m=0

PmN (nk; 0, σ2
m) (2.21)

where N (xk, µ, σ2) refers to a Gaussian PDF with mean µ and variance σ2, from which the
kth sample xk is taken,

N (xk, µ, σ2) =
1

σ
√

2π
exp

(

−(x− µ)2

2σ2

)

; (2.22)

Pm =
Ame−A

m!
(2.23)

and
σ2
m = σ2

I

m

A
+ σ2

G = σ2
G

(
m

AΓ
+ 1

)

(2.24)

where σ2
I is the impulsive noise variance and σ2

G is the background noise variance (AWGN).
The parameter Γ is the Gaussian to impulsive noise power ratio. The parameter A represents
the density of the impulses (of a certain width) in an observation period. The parameter A,
which has become accepted as “impulsive index”, therefore, can be written as A = ητ/T0 [76];
η is the average number of impulses per T0, which is a unit time; τ is the average duration of
each impulse, where all impulses are taken to have the same duration. As shown in Eq. (2.23),
the density of impulses occurs according to a Poisson distribution. The higher is A, the closer
is the class A noise to a Gaussian noise. Whereas the smaller is A, the lower is the number
of impulse events. In such case, the noise corresponds to a clearly impulsive scenario. On
the other hand, the parameter Γ gives an information on how strong is the impulsive noise
compared to the independent Gaussian noise component. The lower is Γ, the more harmful
is the impulsive noise, for a fixed parameter A. Physically, this model can be seen as a
superposition of statistically independent impulsive sources that are Poisson-distributed in
their arrivals in time.

Bernoulli-Gaussian Noise Model According to a Bernoulli-Gaussian (BG) impulsive
noise model, the random time of occurrence of the impulses is modeled by a binary Bernoulli
process and the amplitude of the impulses is modeled by a Gaussian process. The impulsive
noise can thus be represented by the product of the two independent random sequences. The
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impulsive sample ik is given by

ik = bkgk, (2.25)

where bk is the Bernoulli sequence with a probability of success ψ; gk denotes the white
Gaussian process with zero mean and variance σ2

I . According to this model, the total noise
seen by the receiver can be considered as a combination of two distributions: a permanent
background noise (AWGN) wk with zero mean and σ2

G variance, and an independent impulsive
noise ik. The total noise, denoted by nk, is therefore given by:

nk = wk + bkgk. (2.26)

The PDF of the noise nk, assumed to be real, is given by:

pBG(nk) = (1− ψ)N
(

nk, 0, σ2
G

)

+ ψN
(

nk, 0, σ2
G + σ2

I

)

, (2.27)

where N (·) is the Gaussian PDF already defined in Eq. (2.22). As shown in Eq. (2.27), the
total noise is a stationary mixture of two Gaussian laws weighted by ψ and 1− ψ. The two
variances σ2

G and σ2
I can be related to each other by the parameter µ = σ2

I

σ2
G

, which represents
the impulsive to Gaussian power ratio. The PDF in Eq. (2.27) thus becomes

pBG(nk) = (1− ψ)N
(

nk, 0, σ2
G

)

+ ψN
(

nk, 0, (1 + µ)σ2
G

)

. (2.28)

As clearly shown in Eq. (2.28), the BG noise model requires only two parameters, specifically
ψ and µ. Based on the definition of the two parameters ψ and µ, one can notice that they
are analogue to parameters A and Γ of Middleton class A model, respectively.

The BG noise model has been widely recognized as an accurate approximation of the
impulsive noise for quite a few practical channels [77] including man-made impulsive noise and
noise sources found in urban and military radio systems [78]. It is also used to approximate
Middleton class A noise model and non-Gaussian noise environments [79].

Poisson-Gaussian Noise Model According to a Poisson-Gaussian impulsive noise model,
the probability of occurrence of a number of impulsive noise events, in an interval of time of
T seconds, is modeled by a Poisson process, and the distribution of the random amplitude
of impulsive noise is modeled by a Gaussian process. Thus, the probability of occurrence of
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k impulses in a time interval of T is given by Poisson process as follows:

P (k, T ) =
(λT )k!

e−λT
(2.29)

where λT represents the average number of impulses that occur in a time interval of T ; λ
is the mean arrival rate (probability of arrival per time unit). The λ parameter is a rate
function with the following properties [80]:

Prob(one impulse in a small time interval ∆t) = λ∆t (2.30)

Prob(zero impulse in a small time interval ∆t) = 1− λ∆t (2.31)

An assumption is made that no more than one impulse can occur in a time interval ∆t.
The total noise nk seen by the receiver can be viewed as a combination of two centered
(zero-mean) distributions: a permanent Gaussian background noise wk, and an independent
impulsive component ik with time arrivals following a Poisson distribution. In terms of
amplitude values in time domain, the impulsive realizations are drawn from a Gaussian
distribution. ik is thus given by

ik = pkgk, (2.32)

where pk is the Poisson realization and gk is the Gaussian sample of variance σ2
I . The noise

nk is therefore given by
nk = wk + pkgk (2.33)

and has the following PDF:

pPG(nk) = (1− λ∆t)N
(

nk, 0, σ2
G

)

+ λ∆tN
(

nk, 0, σ2
G + σ2

I

)

, (2.34)

where N (·) is the Gaussian PDF defined in Eq. (2.22).

Pulse Train Noise Model The probability models of impulsive noise, presented previ-
ously, are commonly used in the literature for modeling the asynchronous impulsive noise
in the context of indoor broadband PLC [77, 81, 82]. These models provide a closed-form
and simple PDF expression that is needed in designing optimum receivers of low complex-
ity. However, they do not represent the time behavior of the impulses observed over PLC
channels and is usually generated with i.i.d. realizations. In order to better fit the physical
properties of real impulsive noise, Zimmermann and Dostert have performed in [5] a thorough
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analysis of the impulsive noise characteristics in both time and frequency domains. For the
time domain analysis, the pulse train model npulstrain(t), given below, was chosen to fully
describe the impulsive noise:

npulstrain(t) =
N∑

k=1

Ak · imp

(

t− tarr,k
tw,k

)

(2.35)

where Ak, tw,k and tarr,k are the impulse amplitude, impulse width and arrival time, respec-
tively; imp(t) is the impulse function (or rectangular function) with unit amplitude and unit
width given as follows:

imp(t) =







0 for |t| > 1
2

1
2

for |t| = 1
2

1 for |t| < 1
2

(2.36)

The parameters Ak, tw,k and tarr,k are random variables whose statistical properties are
investigated by measurements in [5]. Another way to describe the arrival time of impulses is
through the inter-arrival time tIAT,k parameter, which indicates the time span between two
consecutive impulses and is calculated as follows:

tIAT,k = tarr,k − tarr,k−1. (2.37)

In addition to the primary impulse parameters introduced above, namely Ak, tw,k and tIAT,k
(or tarr,k), two secondary parameters which are useful for time behavior characterization
of impulsive noise, derived from the previous ones, have been introduced in [5]. The first
parameter is the impulse rate

rimp =
Nimp

Twin
, (2.38)

which is the number of impulses Nimp occurring within an observation window Twin. The
second one is the disturbance ratio given by

R =
1

Twin

Nimp∑

k=1

tw,k. (2.39)

This parameter gives information about the percentage of time the transmission is corrupted
by impulsive noise. Obviously, its complement allows to have a knowledge on the “impulse-
free time percentage”.
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Table 2.7: Measured characteristic parameters of the three scenarios [5].

Environments
Average disturbance

ratio (R)
Average impulse

rate (rimp)
total number
of impulses

heavily disturbed 0.327 % 51.1 s−1 1, 020, 409
medium disturbed 0.00632 % 1.04 s−1 20, 730
weakly disturbed 0.00135 % 0.122 s−1 2, 440

In order to investigate time behavior of impulsive noise, a series of measurements was
conducted over a time span of 89 hours [5]. Three typical environments were distinguished,
namely the “heavily disturbed” environment, the “medium disturbed” environment and the
“weakly disturbed” environment. The first environment corresponds to the impulsive noise
characteristics observed in a transformer substation in industrial areas during night time.
The measurements of the second environment were recorded in a transformer substation in
a residential area with detached and terraced houses. The last environment was recorded
during nighttime in an apartment inside large buildings. The average impulse rate and
disturbance ratio measured in these scenarios are provided in Table 2.7 [5]. It can be noted
from the table that although the impulse rate is quite high, the disturbance ratio is below
1% in all scenarios (largely below 1% in medium and weakly disturbed environments). This
means that, even in the heavily disturbed environment, more than 99% of the time is not
affected by the impulse events, and could therefore be used for error-free communication [5].
Also, it was found that no periodic impulses were present at all for the weakly and medium
disturbed scenarios [5]. Whereas more than 99% of the measured impulses in the heavily
disturbed environment were periodic with deterministic inter-arrival time, which actually
corresponds to the time duration of the network mains cycle (20 ms in Europe). In the three
scenarios, the asynchronous impulsive noise appeared as statistically independent impulses
with exponentially distributed inter-arrival times. In addition, it turned out that the two
other noise parameters, i.e. the impulse power (or amplitude Ak) and the impulse duration
tw,k, exhibit an exponential distribution.

Burst events have been also studied in [5]. In general, burst event can be characterized by
a succession of impulses, very close in time compared to the average inter-arrival time. In [5],
a burst is defined as a train of at least three impulses where the maximum time span between
two successive impulses is lower than 4 milliseconds. The disturbance ratio for burst events
was found to be greater than 30% for more than 50% of the events, and even above 50% for
more than 10%. In addition, burst events were found to be longer than 1ms and can reach
values of more than 10ms. Note that high-speed data transmissions over PLC channels is
almost impossible during burst occurrence. However, the typical rate of impulsive bursts was
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found to be in the range 0.01 s−1 to 0.1 s−1, which is very small compared to the values of
the average impulse rate reported in Table 2.7. Thus, impulsive bursts are rare events.

Markovian-Based Noise Models The statistical distribution of the impulsive noise
parameters, namely the impulse amplitude, impulse width, and interarrival time, established
through the measurement campaign in [5], allowed to describe the asynchronous impulsive
noise in a realistic way. Zimmermann and Dostert [5] have further derived, based on the
results of the measurement campaign, a mathematical model of the time behavior of random
impulsive noise by utilizing a partitioned Markov chain. Following Zimmerman’s noise model,
several Markovian-based BG and Middleton noise models have been proposed [83,84]. In fact,
the advantages of such modeling approach are twofold: on the one hand, it can provide a
generic and tractable PDF expression, while on the other hand it takes into account the
impulsive noise memory [84]. Below, we briefly describe the Markov chains and the noise
model proposed by Zimmermann and Dostert in [5].

Markov chains actually enable to describe random processes whose future behavior only
depend on the present state or a limited period in the past. Figure 2.9 visualizes a simple
two-states Markov chain by means of a state graph. The circles represent the states and the
weighted arcs represent the transition probabilities pi,j from state i to state j (i, j = 1, 2, ..., n).
The process can remain in the state it is in, and this occurs with probability pi,i. All statistic
properties of a Markov chain are described by its transition probability matrix:

P =










p1,1 p1,2 · · · p1,n

p2,1 p2,2
. . .

...
...

. . . . . . pn−1,n

pn,1 · · · pn,n−1 pn,n










. (2.40)

In [5], Zimmermann et al. proposed to use the partitioned Markov chains, a special form
of the Markov chain, to model impulsive noise over PLC. The n states zi (i = 1, 2, .., n)
that represent the noise states are partitioned into two groups A (i = 1, 2, ..., v) and B (i =
v + 1, v + 2, ..., n). Group A represents the states where there is no impulsive noise, while
group B represents the case where the impulse occurs. The output function is given by

Φ(k) = Φ (z(k) = zi) =

{

0 i ∈ A
1 i ∈ B , (2.41)

where k represents the discrete time instants (k = 0, 1, ..). Note that the well-known Gilbert-
Elliot model is a particular case of the proposed partitioned Markov chain model with n = 2,
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Figure 2.9: A two-states Markov chain.

Figure 2.10: Partitioned Markov chain model.

w = 1 and v = 1. The proposed partitioned Markov chain is depicted in Figure 2.10. The
transition probability matrices are therefore given by:

U =












u1,1 0 · · · 0 u1,v+1

0 u2,2
. . .

... u2,v+1
...

. . . . . . 0
...

0 · · · 0 uv,v uv,v+1

uv+1,v uv+1,2 · · · uv+1,v 0












, (2.42)
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G =












g1,1 0 · · · 0 g1,w+1

0 g2,2
. . .

... g2,w+1
...

. . . . . . 0
...

0 · · · 0 gw,w gw,w+1

gw+1,w gw+1,2 · · · gw+1,w 0












. (2.43)

The elements of U and G can be derived from the measurements, by means of curve fitting
methods as [5].

2.4 Conclusion

In this chapter, we have addressed the issues of PLC CTF and noise characterization and
modeling. Below, each of these issues will be summarized separately.

PLC CTF Characterization and Modeling

Due to various signal reflections in PLC networks and to cable losses, the SISO-PLC link
was described as a multipath channel with frequency-selective fading. Therefore, we presented
a commonly accepted multipath channel model, following a formalism first proposed by
Zimmerman and later extended statistically by Tonello. In addition, we described the channel
model proposed by France Télécom, where the measured channels were interestingly classified
into nine classes. The random channel generator proposed by Tonello, which was applied to
the set of nine channel classes proposed by France Télécom, was also presented.

Next, we turned to MIMO-PLC channels, where different SISO-based models were de-
scribed. Specifically, two different approaches were investigated. In order to reflect the
correlation observed in experimental measurements, the first approach is based on assigning
a random phase shift to each defined path of SISO CIR models (e.g., OPERA model) or
SISO CTF models (e.g., Zimmerman-statistically-extended model). The second approach is
based on modeling the eigenvalues of the spatial correlation matrices, following the Kronecker
model which is well known in MIMO radio systems. Finally, we highlighted the importance
of devising novel MIMO models based on the European MIMO PLC field measurements.

In this thesis, we apply the formalism of introducing a random phase shift to the Tonello’s
random channel generator and propose a MIMO random channel generator for broadband
indoor PLC [85] (Chapter 3). We aim at reproducing the spatial correlation of the European
MIMO PLC field measurements.
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PLC Noise Characterization and Modeling

The interference scenario, which can be separated into five classes, was also characterized
in this chapter. The asynchronous impulsive noise was presented as the most detrimental
noise term among the five noise classes since its exhibits the highest PSD and may thus lead
to significant performance degradation. Hence, we described some of literature models of
the asynchronous impulsive noise. Notably, we focused on the noise characterization and
modeling approaches proposed by Zimerrmann and Dostert [5] since they well represent the
impulsive noise observed over PLC channels.

In this thesis and more specifically Chapter 4, the statistical analyses of the impulsive noise
characteristics obtained by Zimerrmann and Dostert are taken into account. We consider
impulsive noise of both moderately and weakly disturbed environments, where no periodic
impulses were found at all. In other words, we only consider asynchronous impulsive noise,
which is of major importance compared to periodic impulsive noise. Therefore, the impulsive
noise is modeled through the three exponentially distributed time-domain parameters, namely
the impulse power (or amplitude), impulse width and inter-arrival time. Thus, the impulse
amplitudes can be modeled using Gaussian distribution. Concerning the background noise,
the colored Gaussian model for the PSD proposed by OMEGA project is considered in
this study. First, we examine the influence of the impulsive noise parameters on the BER
performance by using the pulse train noise model. Next, we propose an information theory-
based approach in order to ensure maximum data transmission rate in OFDM communication
systems affected by impulsive noise.





CHAPTER3
A MIMO Random Channel Generator

for Indoor Broadband PLC

3.1 Introduction

Although power-lines have not been designed for data communication purposes, PLC has
become nowadays a prime mode in this sense exploiting the already existing electrical power
distribution grid as transmission medium. Over the past few years, many investigations
have been undertaken relating to the applicability of MIMO techniques in PLC, utilizing the
three-wire installations, and large-scale measurement results on MIMO power-line channel
have become available. MIMO has proved to be effective in increasing the capacity by
approximately a factor of two in comparison with SISO PLC systems [35]. Consequently, the
ITU has published a MIMO transceiver extension (G.9963) to their G.hn standard family.
Simultaneously, the HomePlug Alliance have introduced MIMO signal processing within the
HomePlug AV2 specification [18].

An accurate description of MIMO channels for PLC network topologies is of great in-
terest and importance in the development and testing of digital communication algorithms.
However, the considerable variability of PLC networks makes this task quite difficult. In this
regard, a random channel generator for a SISO configuration has been presented in the liter-
ature. In this chapter, based on the aforementioned SISO configuration, we propose a MIMO
random channel generator that targets the European MIMO PLC field measurements.



58 3.2. LITERATURE OVERVIEW AND PROPOSAL

3.2 Literature Overview and Proposal

The goal of this section is to provide a brief overview of the literature channel models,
discussed in Chapter 2, in order to introduce our proposed MIMO channel model.

Much effort has been devoted to modeling SISO-PLC channels. Different deterministic
models have been published in the literature. A parametric model for the channel frequency
response based on physical effects, such as multi-path signal propagation and cable losses
is presented in [40]. In [4], a deterministic complex transfer function generator, based on
a large-scale measurement campaign undertaken in [24], was provided over an extended
bandwidth up to 100 MHz. Interestingly, the channels were divided into nine classes, and an
average magnitude and phase model is proposed for each class. On the other hand, different
stochastic models have been also proposed. In fact, due to the random nature of power-line
load impedances (various electrical appliances in a home), and link topologies, PLC channels
give rise to a stochastic aspect which requires to be well characterized.

Several attempts have been made to characterize statistically the power-line channels
[86–90]. In [55], a statistical extension of the parameters from the model presented in the [40]
was performed. This work has been continued in [3] to represent the channel frequency
responses of the nine channel classes from [4]. The model in [3] has permitted a closed-form
description of both the mean path loss profile and the statistical correlation function of the
channel frequency response to the nine classes. A full random channel generator has been
obtained by merging all the classes according to a certain class occurrence probability to
reflect the entire heterogeneity of in-home PLC networks [3].

Several SISO-based MIMO-PLC channel models have been proposed. In [36], a MIMO-
PLC channel generator was proposed based on the SISO-PLC channels of the OPERA project
[65]. To obtain the spatial channels, the impulse responses of a MIMO channel were generated
in such a way that they differed from each other by the phase value of each tap. The same
idea of introducing a phase factor was adopted in [63]. In this model, the phase-neutral link
was illustrated as a multipath channel with frequency-variable attenuation, according to the
formalism proposed in [55]. The full channel matrix was obtained by selecting a suitable
path phase for each channel matrix tap.

These approaches are good attempts at capturing the correlation of MIMO-PLC channels.
However, they are insufficient to provide an a priori full power-line channel generator that
describes the wide variety of PLC channels. An a priori approach allows PLC channels to be
characterized without taking actual measurements. This provides a model that can be used
to draw general conclusions and has practical value for designing and testing PLC systems.
The SISO random channel generator proposed in [3] can be considered as a good attempt in
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this sense.

In this chapter, we propose a random channel generator for MIMO-PLC channels. We
use the same formalism as described in [36] and [63] in order to extend the random channel
generator presented in [3] to the MIMO case. We consider that a MIMO-PLC channel can
be defined as the superposition of correlated SISO channels, so we attempt to describe the
MIMO channel using the nine classes obtained with the SISO configuration. An additional
parameter, related to the correlation factor, has to be taken into account. This parameter is
a random phase that allows the path phase of the multipath SISO model to be changed. In
detail, we consider a 2× 2 MIMO-PLC system. Four spatial paths are defined for each class
and the spatial correlation is introduced by changing the path phase. The MIMO classes
are then merged, similarly to [3], according to the class occurrence probabilities presented
in [4], to obtain the full variety of MIMO-PLC channels. An offset range of path phases
is then chosen for each class in order to reproduce the spatial correlation of the European
MIMO-PLC field measurements obtained in [6].

The remainder of this chapter is organized as follows: The proposed MIMO channel
model is presented in Section 3.3. The results and the validation of the model are presented
in Section 3.4. Finally, Section 3.5 concludes the chapter.

3.3 MIMO-PLC Random Channel Generator

First, we recall the SISO-PLC random channel model on which our work is based, which
has been described in Section 2.2.2. Then, the extension to MIMO-PLC channel model is
proposed.

3.3.1 SISO PLC Channel Model

An interesting approach of modeling SISO-PLC channels is addressed in [40]. The model
presented a parametric function describing the channel frequency response based on the
physics of signal propagation, namely multipath propagation with frequency-selective fading
and cable losses. The parameters of the model can be obtained from well-known geometry
network measurements. A statistical extension of the model parameters has been proposed
in [3], where the CTF model defined in the frequency band 2− 100 MHz is denoted by:

h(f) = A
Np∑

i=1

(gi + cif
K2)e−(a0+a1fK)ℓie−j2πfℓi/ν . (3.1)
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Figure 3.1: Channel transfer function and target average channel attenuation of classes 9,
8, 4 and 1.

A, a0, a1, ν, K and K2 are constant parameters and can be obtained by fitting the model
to channel measurements; a0, a1 and K describe the characteristics of the cables; ν is the
phase velocity of the wave inside power-line cables and is equal to c/

√
εr, where c is the

speed of light in vacuum and εr is the dielectric constant of the insulating material. The
parameters gi, ci, ℓi, and Np are random variables [3]; gi and ci are the path gain coefficients
resulting from the product of the reflection and transmission coefficients, they are assumed
to be lognormally distributed random variables multiplied by random sign flips; ℓi is the
length of the i-th path and is modeled as a uniformly distributed random variable in [0,L]
(L is constant); Np is the number of paths and is modeled as a Poisson random variable with
mean ΛL and Λ = 0.2.

The model was fitted to the results of the measurement campaign performed in [4, 24],
where the channels were divided into nine classes according to their capacities. The model
enabled a closed-form description of both the mean path loss profile and the average coherence
bandwidth for all the classes [3]. For each class, all the parameters, the average path profile,
the coherence bandwidth and the delay spread were provided. An example of CTFs generated
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according to this model [3] and the target average channel attenuation [4] of classes 9, 8, 4
and 1 are depicted in Figure 3.1. The differences between the classes in terms of the average
channel gain and the coherence bandwidth can be observed, especially between same-circuit
classes (i.e., classes 9 and 8) and different-circuit ones (i.e., classes 4 and 1).

Finally, a random channel generator has been proposed by merging all the channel classes
according to the class occurrence probability described in [4] in order to reflect the entire
heterogeneity of in-home PLC networks.

3.3.2 Extension to a MIMO PLC Channel Model

Several MIMO CTF measurements have been presented in the literature [63] [6]. Conse-
quently, it can be seen that a MIMO channel is the superposition of correlated SISO channels.
Thus, we attempt to describe a MIMO channel using the same nine classes obtained with
a SISO configuration. We consider that a SISO channel class, characterized by a certain
average path loss profile and a certain average coherence bandwidth, can be extended to a
MIMO channel class with similar characteristics. An additional parameter, related to the
correlation between the spatial channels of each class, is taken into consideration.

For the sake of simplicity, we consider a 2 × 2 MIMO configuration in this study. (·)C
refers to the channel class C, C = {1, 2, .., 9}. The class C SISO CTF is denoted hC(f), where
hC(f) is obtained from Eq. (3.1) by inserting the values of the parameters corresponding to
the class C parameters defined in [3] (see Section 2.2.2). Once hC(f) is modeled, the four
spatial paths of the 2 × 2 MIMO matrix of the same class has to be defined. The class C
MIMO channel matrix, denoted as HC(f), is given by:

HC(f) =

(

hC11(f) hC12(f)
hC21(f) hC22(f)

)

, (3.2)

where hCnm(f) is the complex channel transfer coefficient from the mth transmitter to the nth

receiver of channel class C at frequency f . The channel coefficient hCnm(f) is given by:

hCnm(f) = ACnm

Np∑

i=1

(

gi + cif
KC

2

)

e
−

(

aC
0

+aC
1
fK

C
)

ℓi
e−j2πfℓi/νe−jϕCi . (3.3)

hCnm(f) differs from hC(f) by the last exponential term, where ϕCi is a random phase which
represents the additional parameter. ϕCi is randomly selected according to a uniform distri-
bution between −∆Cϕ/2 and +∆Cϕ/2:
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ϕCi ∈ U
[

−∆Cϕ

2
,+

∆Cϕ

2

]

, (3.4)

where ∆Cϕ is an offset range of path phases which specifies the spatial correlation of the
channel class C. This allows the path phase between class C MIMO taps to be changed
resulting in different spatial correlation scenarios depending on the value of ∆Cϕ. If ∆Cϕ =
2π class C MIMO channels have a minimum spatial correlation, whereas if ∆Cϕ = 0 MIMO
channels are totally correlated. As ∆Cϕ increases from 0 to 2π, MIMO channels given in
Eq. (3.2) show lower spatial correlation. ∆Cϕ are chosen according to a strategy described
in the next section. To reflect the channel measurements performed in [63], where it was
found that the co-channels were slightly stronger than the cross-channels in the same-circuit
case (i.e., for classes 8 and 9), the parameter A defined in Eq. (3.1) for the cross-channels is
reduced by a factor of 3 dB in relation to parameter A for co-channels in the same circuit
case. Therefore, ACnm is defined as:

ACnm =

{

AC (n = m and C = 8, 9)
AC∆A otherwise ,

(3.5)

with:

∆A = 0.5. (3.6)

3.3.3 Strategy for Choosing an Offset Range for Each Channel
Class

We propose to define for each channel class C, characterized by a certain average path
loss profile and average coherence bandwidth, a certain spatial correlation specified by the
offset range ∆Cϕ in order to capture the spatial correlation of the European MIMO PLC field
measurements reported in [6] (see Section 1.5.2). We generate 500 channel realizations of
the MIMO channel matrix defined in Eq. (3.2) according to the class occurrence probability
reported in Table 3.1 [4] (to obtain the full variety of power-line channels) with initial values of
∆Cϕ, C = 1, .., 9. We calculate the spatial correlation coefficient κdB defined in Section 1.5.2
Eq. (1.9) at each frequency f for the 500 channel realizations generated, where f varies from
1.001 MHz to 100 MHz with a frequency spacing ∆f = 24.414 kHz. Let X be the vector
containing the resulting 2,028,000 values of κdB. For each channel class C, the value of the
offset range ∆Cϕ is further varied from V C

I ϕ to V C
F ϕ with a step = 0.1, where V C

I ϕ and V C
F ϕ

are the initial and final values of ∆Cϕ, respectively. Let ∆ϕSet be the set defined as follows:
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Table 3.1: Offset ranges ∆Cϕ of the proposed MIMO-PLC model for all C classes

C classes Class occurrence probability % ∆Cϕ
Class 1 3.49 0.1
Class 2 16.78 0.5
Class 3 18.18 1.3
Class 4 11.88 1.6
Class 5 11.88 1.3
Class 6 12.58 1.4
Class 7 9.79 3.1
Class 8 7.69 3.1
Class 9 7.69 3.1

∆ϕSet =
{

∆1ϕ,∆2ϕ, ..,∆9ϕ
}

, (3.7)

where

∆Cϕ =
{

V C
I , ..., V

C
F

}

, C = {1, 2, .., 9}. (3.8)

For each possible combination of ∆ϕSet, we generate 500 channel realizations, compute the
vector X and compare its CDF with the known CDF obtained from the European measure-
ments. Let ∆CϕV ector be the vector containing all the values of ∆Cϕ (from V C

I ϕ to V C
F ϕ)

and LC be its length:

LC =
V C
F ϕ− V C

I ϕ

0.1
+ 1. (3.9)

The strategy used for choosing ∆ϕSet is based on computing the well-known Kolmogorov-
Smirnov (KS) distance. The best ∆ϕset is the one which minimizes the KS distance between
the empirical CDF from the channel generator and the known CDF obtained from the Eu-
ropean measurements. The strategy used can be summarized by the following pseudo code.
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Figure 3.2: Singular values of the 2× 2 MIMO random channel generator.

Initialization: ∆Cϕ ← V C
I ϕ , C={1,2,..,9}

for iC= 1 to LC , C={1,2,..,9} do

∆ϕSet ← ∆Cϕ, C={1,2,..,9}

Compute X

Dmax ← max|CDFModel(X)− CDFEuropMeasure(X)|

end

choose ∆ϕSet corresponding to distance (d) = min(Dmax)

For each ∆ϕSet, the CDF of X is compared with the CDF from the European measurements
[6] using sufficient number of points, and the maximum distance between the two CDF plots
is investigated. Finally, the ∆ϕSet with d = min(Dmax) is chosen. We note that the CDF
plot of the European measurements is redrawn using high resolution software. The result of
the best ∆ϕset is reported in Table 3.1, where the obtained d = min(Dmax) was 0.0052.
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Figure 3.3: Fitting of the spatial correlation of the model with the spatial correlation of
the European measurements for 2× 2 MIMO configuration.

3.4 Results and Validation of the Model

In this section, we report simulation results of 1000 channel realizations generated using
the MIMO random channel generator. ∆Cϕ and the class occurrence probability are chosen
from Table 3.1. The value of the spatial correlation coefficient κdB (defined in Eq. (1.9)) is
calculated at each frequency f for all the channel realizations generated.

3.4.1 Spatial Correlation of the Model

As mentioned previously, the singular values are good parameters for investigating the
spatial correlation of a MIMO communication system. They also provide information on
channel attenuation as they are the channel gains for the logical streams. Figure 3.2 shows
the CDF of the singular values of the MIMO channel generator. The solid line represents
the first logical stream and the dashed line represents the second logical stream. The results
show that, in comparison with the European channel measurements in the case of a 2 ×
2 MIMO configuration [6], some channels (within the European field measurements) have
higher attenuation than class 1 channels (the most attenuated channel class).
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Figure 3.4: Best fit for the spatial correlation of the model with the target measurements
when considering a constant ∆Cϕ for all C classes.

Figure 3.3 shows the CDF of the spatial correlation ratio κdB of the proposed MIMO
channel generator and the ratio obtained with the European MIMO PLC field measurements
[6]. The fit of the two curves is excellent (the ∆Cϕ values were chosen for this purpose). The
measurements show that a few channels have very high spatial correlations [6]. The model
represents these channels in class 1, where ∆1ϕ = 0.1 and the probability of occurrence is
0.0349 (low probability of occurrence).

To verify the proposed ∆Cϕ values presented in Table 3.1, a constant ∆Cϕ is assumed
for all the classes and the case that fit the European spatial correlation measurements best
is sought. Figure 3.4 shows the CDF of the κdB ratio taking different ∆Cϕ values from 1.7
(the upper curve) to 1.1 into consideration. The best fit is obtained for ∆Cϕ = 1.3 for
all C and is chosen on the basis of the KS distance between the empirical CDF and the
reference CDF. The figure shows that by considering a constant ∆Cϕ for all C classes, i.e.,
same spatial correlation for all classes, the channel generator cannot correctly reproduce the
target spatial correlation. The best fit is still considerably different from the target European
measurements. However, choosing ∆Cϕ from the set reported in Table 3.1 enables the MIMO
random channel generator to accurately represent the target spatial correlation (as shown in
Figure 3.3).
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Figure 3.5: spatial correlation of the model with different cases of interest.
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Figure 3.6: MIMO channel transfer function model for classes 9 and 4.

For comparison, we plot the spatial correlation of the proposed MIMO random channel
generator, i.e., with the ∆Cϕ set reported in Table 3.1, with other cases of interest where
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the values of ∆Cϕ are fixed for all the C classes. The chosen values of ∆Cϕ are: 2π, π, 0.1,
∆CϕMean and E[∆Cϕ]. A value of 2π for all C represents the minimum spatial correlation
that can be obtained by the random channel generator. The values π and 0.1 correspond
to the offset ranges assigned to classes 9 and 1, respectively. ∆CϕMean and E[∆Cϕ] are
respectively the arithmetic mean and the expected value of ∆Cϕ reported in Table 3.1. The
results are depicted in Figure 3.5. It is clear that by considering a constant ∆Cϕ value of 0.1
and 2π for all C classes, MIMO-PLC channels present very high and very low correlations,
respectively.

3.4.2 MIMO Channel Transfer Function Model

Figure 3.6 shows the CTF of the MIMO-PLC channel generated for classes 9 and 4.
The upper group of curves corresponds to class 9 MIMO channels, and the lower group
corresponds to class 4 MIMO channels. The solid lines of both channel classes represent the
co-channels, and the dashed lines represent the cross-channels. The two bold lines correspond
to the average channel attenuation of the channel classes 9 and 4. As shown in Figure 3.6, the
co-channels are slightly stronger than the cross-channels for class 9 MIMO channels (same
electrical circuit), whereas for class 4 MIMO channels (different electrical circuit) co-channels
and cross-channels cannot be distinguished.

3.5 Conclusion

In this chapter, we presented a MIMO random channel generator for indoor PLC channels
based on a SISO configuration presented in the literature. First, we described the SISO
random channel generator, for which the proposed method was applied to a set of nine channel
classes. For each class, the model enabled a closed-form description of both the average path
loss profile and the average coherence bandwidth of the CTF. We highlighted the importance
of such a method as well as the nine channel classes. Then, we proposed an extension to a
MIMO system. We considered that a MIMO channel can be defined as the superposition of
correlated SISO channels, so we then attempted to describe the MIMO channel starting from
a SISO channel. We considered the same measurement campaign where the channels were
divided into nine classes and we aimed to represent the spatial correlation of the European
MIMO PLC field measurements. An additional parameter, related to the spatial correlation
factor, had to be taken into account. In practice, we considered a 2× 2 MIMO system. So,
for each class we defined its corresponding MIMO class by introducing its spatial correlation.
We have shown that when a specific spatial correlation is chosen for each class, the target
spatial correlation can be accurately reproduced by the channel generator.
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Finally, it was shown that the proposed MIMO random channel generator represents the
wide variation of MIMO-PLC channels. This work will enable the development and testing
of digital communications algorithms.





CHAPTER4
An Outage Capacity Approach for

OFDM Systems Affected by Impulsive
Noise

4.1 Introduction

Despite the main advantages inherent in in-home broadband PLC technology, it faces a
number of serious challenges related to the harsh nature of the power-line medium. Some of
these challenges are the various interference sources (such as impulsive noise), the multipath
propagation with frequency selective fading and the channel attenuation. To overcome the
multipath effect and channel attenuation, much effort has been devoted to characterizing and
modeling PLC CTFs [3,40,85].

Impulsive noise is known to be a physical phenomenon that drastically affects the perfor-
mance of indoor broadband PLC systems. It is introduced in the literature as a catastrophic
event that may cause bit or burst errors. As an illustration of the impact of impulsive noise
in OFDM PLC systems, we first examine the influence of its characteristics on the BER
performance and provide an overview of the strategies for countering its effect. Next, we
propose an outage capacity approach in order to optimize the average data rate in OFDM
systems affected by impulsive noise. To this end, we study the channel capacity of the sys-
tem by adding a noise margin to the transmitted symbols. The system declares an outage
if the energy of the impulsive noise contained in an OFDM symbol exceeds the added noise
margin. The outage capacity is investigated by deriving both the outage probability and
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Figure 4.1: In-home power-line channel model.

channel capacity in terms of the noise margin. Then, based on the obtained outage capacity,
we propose an approach that maximizes the average data rate of the system. As a particular
case, we consider the characteristics of impulsive noise specific to indoor broadband PLC.

4.2 Impulsive Noise in OFDM PLC: Illustration of its
Detrimental Effect

Impulsive noise is usually described in the literature as a process characterized by a train
of pulses whose amplitude, duration and arrival time are random. Different statistically-
based approaches have been proposed for modeling the impulsive noise. Some of them are
the statistical amplitude noise models, such as Bernoulli-Gaussian (BG) [91] and Middle-
ton class A [75] noise models. These models provide a closed-form and simple PDF expres-
sion which is needed in designing optimum receivers of low complexity. However, they do
not represent the time correlation of the impulses (i.e., impulses durations) observed over
PLC channels, as they assume independent impulse emission. This section first briefly shows
the impact of impulsive noise on the BER performance of OFDM PLC systems using the
pulse train noise model described in Section 2.3.2. We study the influence of the impulsive
noise parameters, namely the impulse amplitude, impulse width and interarrival time on the
system, based on the noise characterization made in [5]. Then an overview on the impulsive
noise countering strategies is provided.

4.2.1 Impact of Impulsive Noise Parameters on BER Performance

Here we consider the system model depicted in Figure 4.1. The statistical CTF model
proposed by Tonello in [3], which is detailed in Section 2.2.2, is considered where a CTF
H(f) is set from Eq. (2.10). The chosen values of the path-depend parameters are presented
in Table 4.1; Np, K, K2, ν and A are 5, 2.21, 0.34, 2c

3
and 2.4 × 10−5.3, respectively. The
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Figure 4.2: Simulated PLC channel transfer function.

Table 4.1: Parameters for H(f)

i gi ci ℓi

1 -0.14 0.997 5
2 0.61 -0.998 12
3 -6.61 0.998 30
4 -0.38 -0.991 35
5 -1.65 -1.001 50

magnitude of H(f) in dB scale in the frequency band 1.8−100 MHz is shown in Figure 4.2.

The general expression of the considered noise model, expressed as the sum of the back-
ground noise and impulsive noise, can be derived from the pulse train noise model proposed
in [5] (see Section 2.3.2) as follows:

n(t) = σ
G
· n

G1
(t) +

NI∑

k=1

σ
I,k

σ
G

imp

(

t− t
A,k

t
w,k

)

· n
G2

(t), (4.1)

where imp(t) is the impulse function with unit amplitude and unit width; n
G1

(t) and n
G2

(t)
are two zero-mean Gaussian realizations with variance equal to one; NI is the number of
impulses present over the transmission time; σ

G
and σ

I
are Gaussian and impulsive noise

amplitudes, respectively; A
k

=
σ
I,k

σ
G

, t
A,k

and t
w,k

are impulse amplitude, impulse arrival
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Figure 4.3: Impulsive noise model with λ = 0.005 s, Γ = 100 and W = 100 µs.

time and impulse time width, respectively. The three random parameters A2
k
, t

w,k
and the

interarrival time t
IA,k

(t
IA,k

= t
A,k+1

− t
A,k

) can be statistically modeled using an exponential
distribution [5, 92]. Consequently, for a given σ2

G
, the noise model can be generated through

the three mean parameters of the exponential distributions. The mean parameters of A2
k
,

t
IA,k

and t
w,k

are denoted by Γ, λ and W , respectively (we note here that the parameters Γ
and λ are analogous to µ and ψ of BG noise model, presented in Section 2.3.2, respectively).
An example of the considered noise model for practical values of λ = 0.005 s, Γ = 100 and
W = 100 µs over a time duration of 500 OFDM symbols is presented in Figure 4.3. Compared
to the considered OFDM symbol duration of 40.96µs, it can be noted that an impulse may
affect one or several consecutive symbols, and many symbols may not be affected by impulsive
noise. In fact, all of the possible cases regarding the occurrence of an impulse during the
transmission of a symbol (or a block) can be reflected by the considered model, which makes
it the best to describe asynchronous impulsive noise over PLC channels.

For the sake of simplicity, we assume ideal synchronization and use the binary phase-shift
keying modulation scheme in simulations. The OFDM modulator block is implemented using
N = 1024 point Inverse Fast Fourier Transform (IFFT) in the frequency band 1.8-10 MHz
with subcarrier spacing of 24.414 kHz, in respect to the subcarrier spacing specified in Home-
Plug Alliance [18]. Note that choosing higher transmission frequency bans and higher order
modulation schemes would result in similar conclusions in our case. The chosen sampling
frequency is 24.999936 MHz. After IFFT, a 150 (6 µs in time) length cyclic prefix is added
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λ = 0.1, Γ = 100, W = 60 µs

λ = 0.05, Γ = 100, W = 60 µs

λ = 0.015, Γ = 100, W = 60 µs

λ = 0.005, Γ = 100, W = 60 µs

No Impulsive Noise (AWGN)

Figure 4.4: BER performance for different values of λ and for Γ = 100 and W = 60 µs.

at the beginning of the OFDM symbol. The length of the extended OFDM symbol is 1174
samples (46.96 µs in time). The noise n(t) is generated over a transmission time of 106

OFDM symbols. During a symbol transmission, the amount of the noise already generated
from n(t) is then added to the symbol. The results are reported as a function of the SNR.

The impulsive noise is characterized by a high PSD that can reach values of more than
50 dB above the background noise [5]. Consequently, three different values of Γ are set in
this study, which are 10, 100, and 1000. Practical values of λ and W in PLC are 0.015 s

and 60 µs, respectively [5]. Three other values of λ of 0.005, 0.05 and 0.1 are also taken into
account in order to examine heavier and milder impulsive noise conditions. Another value of
W of 1 µs is chosen to check the effect of the impulse width characteristic parameter on the
system’s performance.

The λ parameter, which is the mean interarrival time between impulses, can be considered
as the most important characteristic parameter. It gives information about how much the
system is affected by impulsive noise. Figure 4.4 shows its influence on the BER performance
for Γ = 100 and W = 60 µs. The lower the value of λ the more dense the impulses in the
system, the more errors produced. This can explain the obtained results where it can be
noted that λ has a significant influence on the BER performance.

In Figure 4.5, the system’s performance is illustrated for λ = 0.015 s and for two different
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λ = 0.015, Γ = 10, W = 60 µs

λ = 0.015, Γ = 1000, W = 60 µs

λ = 0.015, Γ = 1000, W = 1 µs

No impulsive noise (AWGN)

Figure 4.5: BER performance for two different values of each of Γ and W while keeping the
other parameters constant.

values of each of Γ and W , while keeping the other parameter constant. This allows us to
examine the influence of the two parameters Γ and W on the system. The Γ parameter
represents the mean power ratio of the impulsive noise to the background noise. Thus,
the higher the Γ, the more error produced in the system. This can explain the significant
difference between the two resultant BERs for Γ = 10 and Γ = 1000 with W = 60 µs.

The W parameter represents the mean time width of the impulses. Obviously, the higher
the value of W the more signal samples affected by the impulses, the more errors produced.
An impulse may affect one or more OFDM symbols resulting in burst errors in data trans-
mission. By comparing the two resultant BERs for W = 60 µs and W = 1 µs with Γ = 1000,
it can be noted that the W parameter can significantly change the system’s performance.
At high SNR, a value of W of 1 µs can affect significantly the system’s performance (see
Figure 4.5).

For the reason of comparison, we apply the popular BG noise model to the PLC channel.
The BG model is characterized by two parameters, ψ and µ, as described is Section 2.3.2.
We checked the effect of the ψ parameter by setting two values of 0.1 and 0.01, while keeping
µ = 10. We also checked the effect of the µ parameter by setting two values of 10 and 1000
with ψ = 0.1, the results are depicted in Figure 4.6. The ψ and µ parameters are analogous to
λ and Γ parameters, respectively. It can be noted from Figure 4.6 that they have a significant
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Figure 4.6: BER performance using BG noise model with different values of model’s pa-
rameters.

influence on the system’s performance.

By comparing Figure 4.6 with Figures 4.4 and 4.5, it can be noticed that the resultant
BERs using the two noise models follow a different trend. The OFDM performance curves,
using the BG model, have the same shape as the BER obtained with AWGN, but with
higher power. However, it is not the case, when the considered model is used. This can
be attributed to the fact that the characteristic parameters of the two models are different.
The ψ parameter represents the probability of the occurrence of the impulses within the
symbol duration. The effect of these impulses is spread over N subcarriers resulting in BER
performance that follows the same trend with AWGN performance. On the other hand, by
using the considered pulse train noise model, one impulse may affect one or several OFDM
symbols, and many symbols may not be affected by impulsive noise at all.

4.2.2 Impulsive Noise Mitigation Methods

As can be seen from the previous section, and as is to be expected, the impulsive noise
largely affects PLC systems. Many studies have addressed the problem of providing reliable
communication in the presence of impulsive noise. Many alternative techniques, which can
be broadly divided into three categories, have been developed to deal with its detrimental
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Figure 4.7: HomePlug AV signal spectrum during the presence and absence of an im-
pulse [99].

effects [54]. The first category is referred to as channel coding-based solutions, which consist
in applying Forward Error Correction (FEC) codes, such as turbo codes and low density
parity check codes, to an impulsive environment [93–95]. The main idea behind the concept
of FEC codes is to add at the transmitter side some redundant bits derived from the useful
ones in order to allow the receiver to detect as much as possible the errors encountered during
the transmission. The second family of impulsive noise mitigation techniques concerns the
modulation scheme. It is shown that multi-carrier modulation (or OFDM modulation) is
more robust against impulsive noise compared with single-carrier modulation due to the
spreading effect of the Discrete Fourier Transform (DFT) operation at the receiver [81]. A
symbol in a single-carrier system can be completely masked by an impulse, while in an
OFDM system the energy of each impulse is spread over all the subcarriers in that symbol.
The last family consists of signal processing-based solutions. The nonlinearity technique is a
widely-used method which includes clipping and/or blanking non-linearities [82, 96–98].

Signal processing techniques based on impulsive noise detection and estimation have to be
proposed to mitigate the effect of impulsive noise. In [100], three algorithms were proposed
to detect impulsive noise. An impulse was detected in the time domain (based on a time
domain monitoring of the amplitude level), in the frequency domain (based on a frequency
domain monitoring of each of the received symbol subcarriers to see if it is apart from the
maximum constellation envelop), or by combining the time and frequency domain analysis
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(based on a mean-square-error monitoring). In [101], authors proposed to use pilots to
detect impulses. In [101,102], adaptive and iterative impulsive noise suppression algorithms
were proposed. Recently, an approach for impulsive noise estimation and removal has been
proposed, based on the exploitation of the unused/null subcarriers in order to obtain a signal-
free subspace onto which the impulsive noise can be projected [103]. The same idea was
adopted in [99], which proposed to measure the power on the masked/null carriers to detect
the presence of impulsive noise. Figure 4.7 shows an HomePlug AV signal spectrum during
normal transmission (green) and during the presence of an impulse (red), where carriers used
for transmission are hidden by gray mask [99]. It can be noticed that in the presence of an
impulse the noise power on the masked carriers increases remarkably.

4.3 Motivations and Proposal

The impact of impulsive noise on the performance of communication systems constitutes
a major problem that must be overcome. As illustrated in the previous section, several
techniques have been proposed to mitigate the detrimental effect of impulsive noise, and
significant improvements in the BER performance have been achieved [82, 93, 103–108]. For
example, works in [103,107] have exploited the sparsity of the impulsive noise in the time do-
main and made use of the null subcarriers in OFDM transmission to combat impulsive noise.
However, if the impulses widths are of the same order as the width of a signal-processing
frame, impulsive noise mitigation methods cannot be successful and a single impulse might
result in the erasure of one or even several consecutive OFDM symbols. This results in a
significant degradation of the data rate performance and thus the channel capacity. This
chapter aims at investigating the maximum achievable data rate in OFDM communication
systems affected by impulsive noise, based on the principle of outage capacity.

Some works have been devoted to the channel capacity of communication systems affected
by impulsive noise. In [109] and [110], the capacity of BG noise channel in Rayleigh fading was
investigated through its tight lower and upper bounds, and a capacity analysis for broadband
frequency-selective BG noise channels was reported in [111]. In [112], the ergodic capacity
for broadband PLC in the presence of impulsive noise was investigated by considering two
coding schemes, namely the erasure and the full decoding schemes.

In the rest of this chapter, we present an information theory-based approach in order
to ensure maximum data transmission rate in OFDM communication systems affected by
impulsive noise. The impulsive noise is modeled through the three exponentially distributed
time-domain parameters, namely the impulse power (or amplitude), impulse width and inter-
arrival time (see Section 2.4). In other words, we consider a Poisson-Gaussian impulsive noise
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model [5, 80]. The temporal aspect of impulsive noise is taken into consideration in order to
study the overlap between an impulse of noise and an OFDM symbol. Examining the time
aspect excludes the direct use of the amplitude PDF of noise (note that the considered noise
model leads to the PDF of Middleton class A noise model). By adding a noise margin to the
transmitted symbols, we study the outage capacity of the system. To this end, we first find
the channel capacity as a function of the noise margin. Note that we consider that the CTF
is stationary and both the background noise and impulsive noise are colored noises. We then
find the outage probability defined as the probability that the energy of the impulsive noise
contained in an OFDM symbol exceeds the noise margin (the study of outage probability
is provided in Appendix A). Based on the two aforementioned findings, we investigate the
outage capacity of the system. Next, based on the obtained outage capacity, we propose
an approach that enables the required optimal outage probability (or noise margin) to be
determined to maximize the average data rate. As a particular case, we present the results
of high-speed transmission over indoor broadband PLC channels in the presence of impulsive
noise.

4.4 Outage Capacity Approach

The most common channel model assumed in communication theory is the AWGN in
which transmitted signals are only distorted by a linear addition of white noise with a con-
stant spectral density and a Gaussian distribution of amplitude. Although the channel in
reality is more complex, characterized by fading, frequency selectivity, interference or non-
linearity, this model is important for gaining insight into the basic behavior of a system
without considering these characteristics and is very efficient when simulating background
noise. According to Shannon’s theory [25], the theoretical limit of the data rate over AWGN
channel can be specified. The capacity of the AWGN channel with received SNR γ, denoted
as C, is given by:

C = log2(1 + γ) bits/s/Hz, (4.2)

with

γ = |h|2 · γ0, (4.3)

where |h|2 is the channel gain and γ0 is the power ratio of the transmitted signal to the noise.
This capacity result can be applied as well to analyze the limits of communication over fading
and frequency-selective channels.

In many cases, communication channels vary slowly compared with the symbol rate. For
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Figure 4.8: Typical representation of a slow fading channel.

example, in typical wireless channels, the coherence time is of order of hundreds of symbols.
This represents the slow fading or quasi-static scenario where the coherence time is greater
than the latency requirement. The instantaneous SNR in this case is constant over a large
number of transmitted symbols (a transmission burst) and then changes to a new value
depending on the fading distribution [113] (see Figure 4.8). So, during a transmission burst
over a channel realization h, the communication channel can be considered as an AWGN one
with received SNR γ. The maximum rate of information that can be reliably transmitted over
this channel is thus log2(1+|h|2γ0) bits/s/Hz, which depends on the random channel gain |h|2,
which is unknown to the transmitter. If the transmitter encodes data at rate R bits/s/Hz in
which the channel capacity log2(1 + |h|2γ0) < R, for a deep fade channel realization h, then
the bits received within that transmission burst cannot be decoded correctly with probability
approaching one. In this case, the system is said to be in outage and the outage probability
is given as:

pout(R) = prob {log2(1 + γ) < R} , (4.4)

where prob{·} refers to probability. Or equivalently, the system is in outage if the received
SNR γ is below a certain minimum received SNR γo. Thus the outage probability can also
be given as:

pout = prob{γ < γo}. (4.5)
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Figure 4.9: Outage capacity versus outage probability for a Rayleigh fading channel.

Since the transmitter does not know the instantaneous channel state information, it transmits
using a constant data rate equal to Cout:

Cout = log2(1 + γo) bits/s/Hz, (4.6)

which is correctly decoded with probability 1 − pout. Hence the average data rate correctly
received over many transmission bursts can be defined as:

Rout = (1− pout) log2(1 + γo) bits/s/Hz. (4.7)

The value of γo is a design parameter which is based on the acceptable outage probability.

Outage capacity is characterized by a plot of capacity versus outage probability. For
example, for a Rayleigh fading channel (γ is modeled using an exponential distribution),
the outage capacity versus the outage probability can be obtained by deriving the later as
follows:

pout =prob{γ < γo} = Fγ(γo) = 1− e− γo
γ̄ , (4.8)
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where F is the CDF and γ is an exponentially distributed random variable with a mean γ̄.
The outage capacity can thus be given as:

Cout = log2(1 + γo) = log2[1− γ̄ log(1− pout)]. (4.9)

Figure 4.9 plots the outage capacity versus the outage probability with γ̄ = 20 dB. It can
be noticed that the capacity approaches zero for small outage probabilities, due to the pre-
condition for successfully decoding of the transmitted bits under severe fading, and increases
significantly as outage probability increases. It should be noted, however, that the probabil-
ity of incorrect data reception is higher for these high capacity values. The average rate Rout

correctly received can be optimized by finding the optimal pout (or γo) that maximizes Cout.

4.5 Schematic Representation of the Proposed Approach

Typically, outage capacity is applied to quasi-static or slow varying channels, where the
instantaneous SNR can be assumed constant over a transmission burst and then changes to
a new value based on the fading distribution. The channel gain |h|2 in this case is random
but remains constant over a given transmission burst. As mentioned in the previous section,
the system is said to be in outage if the transmitter encodes data at a rate of R bits/s/Hz
that is greater than channel capacity log2(1 + |h|2γ0). The outage probability can thus be
written as:

pout(R) =prob
{

log2(1 + |h|2γ0) < R
}

=prob

{

|h2| < 2R − 1

γ0

}

,

=prob
{

|h|2 < |ho|2
}

,

(4.10)

where |ho|2 represents a channel-gain threshold below which the received symbols cannot be
successfully decoded (see Figure 4.10 (top graph)).

In what follows, we propose an original outage capacity approach for communication
systems affected by impulsive noise based on an analogy with slow fading channels. We
suppose that the temporal variation of the channel characteristics is now due to the impact
of impulsive noise on the transmitted symbols, rather than the variation of the CTF due to
fading. In the presence of impulsive noise, the overall noise of the system can be considered
as a combined sum of the background noise and the impulsive noise. The total noise power ψ
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Figure 4.10: Schematic representations of a fading channel (top graph) and a channel
affected by impulsive noise (bottom graph) and an analogy proposed between them.

can thus be expressed as ψ = ψG + ψI , where ψG is the background (Gaussian) noise power
and ψI is the impulsive noise power. The impulsive noise power can be defined in terms of the
background noise power as ψI = αψG, where α is the noise power ratio (α = ψI

ψG
). Herein, we

draw an analogy between the parameter α and the channel gain |h|2 of slow fading channels.
Figure 4.10 depicts the analogy of a channel affected by impulsive noise (bottom graph),
where ψ is normalized by ψG, with a fading channel gain |h|2 (top graph). The maximum
rate of reliable communication supported by this channel can thus be obtained by:

C = log2

(

1 +
γ
G

1 + α

)

bits/s/Hz, (4.11)

which depends on the parameter α; γ
G

represents the SNR at the receiver in the presence
of only background noise. For a high power impulse noise, if the transmitter encodes data
at a rate of R bits/s/Hz that is greater than the channel capacity log2

(

1 + γ
G

1+α

)

, then the
system declares an outage and the outage probability is given by:
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pout(R) =prob
{

log2

(

1 +
γ
G

1 + α

)

< R
}

=prob
{

α >
γ
G

2R − 1
− 1

}

=prob {α > αo} ,

(4.12)

where αo represents a power-ratio threshold or a noise margin above which the received
symbols cannot be successfully decoded.

Here, we propose to provide the transmitted symbols with a noise margin (αo) or a
detection threshold in order to study the outage capacity. The received symbols with a total
normalized noise power ψ

ψG
that exceeds the detection threshold (1 + αo) are lost while the

others are successfully decoded (see Figure 4.10). We further search for the optimal αo that
maximizes the average data transmission rate.

4.6 Proposed Outage Capacity Approach for OFDM
Systems

In this section, first, the channel capacity of OFDM systems in the presence of only
background noise is given. Then, we investigate the channel capacity in the presence of
impulsive noise. Next, the outage capacity for OFDM systems affected by impulsive noise is
investigated. And finally, the outage capacity for PLC is provided.

4.6.1 Channel Capacity in the Presence of Only Background Noise

The overall bandwidth of a frequency-selective channel can be divided into a sufficiently
high number of flat independent subbands. Hence, the total capacity of the overall channel,
which is subject to the constraint of the total transmit power, can be given by:

C = max
{pk}

{
N∑

k=1

log2

(

1 +
pk
ηk

)}

, (4.13)

where

- k is the subchannel (or subband) index;

- pk is the emitted power on subchannel k;

- N is the total number of subchannels;
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Figure 4.11: Water-filling power allocation.

- ηk is the subchannel input equivalent noise,
ηk = ψk

|Hk|2
; we use the same notation as in [114];

- ψk is the subchannel noise power and
- |Hk|2 is the subchannel gain.

It is well known that the optimal transmission power distribution in subchannels is achieved
using the water-filling algorithm. This optimal distribution can be schematized as in Fig-
ure 4.11. The water level L represents the optimization parameter. This level is reached
when all the available water (i.e., the total power) is poured into all the subchannels. Given
the total transmission power Ptot, the optimal transmission power distribution of pk can be
written as:

pk =

{

0 , ηk ≥ L
L− ηk , ηk ≤ L

(4.14)

with:

L =
1
Nu



Ptot +
∑

k∈Su

ηk



 (4.15)

and
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Ptot =
∑

k∈Su

pk, (4.16)

where Su is the set of indices of the useful subchannels (in Figure 4.11 Su = {1, 3, 4, 6, .., N})
and Nu is the number of useful subchannels. Using the optimal transmission power allocation,
Eq. (4.13) becomes:

C =
∑

k∈Su

log2

(

L

ηk

)

. (4.17)

4.6.2 Channel Capacity in the Presence of Impulsive Noise

As mentioned previously, the impulsive noise is modeled through the three exponentially
distributed time-domain parameters [5], namely the impulse power, impulse width and inter-
arrival time. That is, the impulses amplitudes are modeled using Gaussian distribution. It
can also be assumed that in OFDM systems with large number of subcarriers, the impulsive
noise at the output of DFT becomes Gaussian [115], thanks to the central limit theorem.
Regarding the background noise, we consider the colored Gaussian model for the PSD over
an extended bandwidth up to 100 MHz proposed in [24]. In the presence of impulsive noise,
the subchannel input equivalent noise η

′

k is given by:

η
′

k = ηGk + ηIk , (4.18)

where ηGk and ηIk are the subchannel input equivalent noise for the background and impulsive
noises, respectively. The channel capacity can be defined as a function of the noise power
ratio α defined in Section 4.5. Hence the instantaneous capacity for OFDM systems affected
by impulsive noise is given by:

C
′

=
∑

k∈S′

u(α)

log2

(

L
′

(α)
ηGk + ηIk(α)

)

, (4.19)

where (·)′

refers to the case where impulsive noise is present. As indicated in Eq. (4.19), the
parameters S

′

u, L
′

and ηIk are a function of α, which is given by:

α =

N∑

k=1
ψIk

N∑

k=1
ψGk

=

N∑

k=1
ψIk

ψG
, (4.20)
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where ψIk and ψGk are the subchannel impulsive noise power and subchannel background
noise power, respectively.

4.6.3 Proposed Outage Capacity Approach

In order to study the outage capacity of the system, we provide the transmitted symbols
with a certain αo noise margin (αo is a particular value of α). The system transmits using a
data rate C

′

o, defined as:

C
′

o =
∑

k∈S′

u(αo)

log2

(

L
′

(αo)
ηGk + ηIk(αo)

)

. (4.21)

The system declares an outage if the data rate C
′

o is higher than the instantaneous channel
capacity C

′

defined in Eq. (4.19). First, we find the data rate C
′

o as a function of the noise
margin αo from Eq. (4.21). Then, we find the outage probability as a function of αo, which
can be written as follows:

pout =prob
{

C
′

o > C
′
}

=prob {α > αo}
=ε.

(4.22)

The outage probability is the probability that the energy of the impulsive noise contained in
an OFDM symbol exceeds the noise margin. Equivalently, we define ε as the probability that
a symbol is lost, given that it is affected by impulsive noise. A detailed study of the impact
of impulsive noise on a transmitted symbol is presented in Appendix A where ε is obtained.
We show that ε depends on three parameters and is given by:

ε(τ, µ, αo) =
∞∫

αo
µ

e−( αo
τµy

+y) dy − 2αoe
1

τ

τµ

∞∫

αo
µ

E1

(
1
τ
(1 + αo

µy
)
)

e−y

y
dy, (4.23)

where τ is the ratio of the average impulsive noise time width tw0
to the OFDM symbol

duration TS

τ =
tw0

Ts
, (4.24)

µ is the ratio of the average impulsive noise power ψI0
to the background noise power ψG

µ =
ψI0

ψG
, (4.25)
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Figure 4.12: The outage probability ε versus the noise margin αo.

and E1 is the exponential integral function and can be defined for positive real x by:

E1(x) =
∫ ∞

x

e−u

u
du. (4.26)

The values of the parameters µ and τ can be deduced from noise measurements. For a given τ ,
µ and αo, the integral presented in Eq. (4.23) can be approximated numerically. Figure 4.12
plots the outage probability ε versus the noise margin αo for practical values of τ = 0.5 and
µ = 100 in PLC (as an example). As expected, symbols affected by impulsive noise provided
with a zero noise margin (i.e. αo = 0) are incorrectly decoded with probability equal to one
(i.e., ε = 1). We can also notice that providing these symbols with a very large noise margin
αo (compared to the value of µ) cause them to be correctly decoded with probability equal
to one (i.e., ε = 0).

Finally, for given values of τ and µ, the outage capacity, Cε, can be investigated using
equations (4.21) and (4.23). For any given value of the noise margin αo, the corresponding
channel capacity from Eq. (4.21) and the outage probability from Eq. (4.23) can be associated
and thus the outage capacity can be obtained.

The numerical evaluation of ε is not simple due to the nature of the function that is to
be integrated (integrand) and the upper limit of the integral (infinity). For this reason, a
precise numerical approximation of ε is proposed in Appendix B.
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Figure 4.13: Models for the PSD of the impulsive noise and the background noise.

4.6.4 Proposed Outage Capacity Approach for PLC

As mentioned previously, the PSD model for the background noise proposed by OMEGA
project in [24] over an extended bandwidth up to 100 MHz is considered in this study.
Regarding the impulsive noise, the model for its PSD covering a frequency band up to
100 MHz, which is proposed in [112] by assuming NI independent sources of white noise that
propagate through NI distinct channels described by the CTF model proposed in [40], is
considered. The two PSD models are depicted in Figure 4.13, where a proportion between
the two plots can be noticed. Based on the proportionality noticed between the two noise
models, η

′

k in Eq. (4.18) becomes:

η
′

k = ηGk(1 + α) (4.27)

for all the subchannels k. Hence, the capacity limit defined in Eq. (4.19) can be written as:

C
′

=
∑

k∈S′

u

log2

(

L
′

ηGk (1 + α)

)

. (4.28)

In this case, the system transmit using a data rate C
′

o defined as:

C
′

o =
∑

k∈S′

u

log2

(

L
′

ηGk(1 + αo)

)

bits/symbol. (4.29)
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Figure 4.14: The outage capacity Cε for three practical values of τ and µ for PLC channels.

Similar to what described in the previous section, we investigate the outage capacity
based on the equations Eq. (4.29) and Eq. (4.23) as follows. For any given value of αo,
the corresponding data rate from Eq. (4.29) and the outage probability from Eq. (4.23) can
be associated and thus the outage capacity can be obtained. Figure 4.14 plots the outage
capacity Cε for three practical values of the noise parameters τ and µ for PLC channels,
based on the measurements in [5]. According to this study, the PSD of the asynchronous
impulsive noise can reach values of more than 50 dB above the background noise. tw0

for
moderately and weakly disturbed environment are 60.7 µs and 110.7 µs, respectively [5].
The time duration of the OFDM symbol specified in the HomePlug Alliance is taken into
account in this thesis; TS = 40.96 µs. We consider the channel model for class nine (the best
channel class) presented in [3] in the frequency band 1.8− 86.13 MHz with a total transmit
power Ptot = 0.28 W . It can be noted from Figure 4.14 that the impulsive noise parameters
τ and µ have a significant impact on the outage capacity Cε.

Based on Eq. (4.28), we propose an algorithm for computing the capacity of PLC chan-
nels. The proposed algorithm, which is given in Appendix C, can serve as a basis for a low
complexity bit-loading algorithm for broadband PLC.
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4.7 Proposed Approach for Optimizing the Average Data
Rate

In this section, we seek to optimize the average data rate that can be transmitted in
OFDM systems affected by impulsive noise, based on the obtained outage capacity. A new
parameter needs to be defined, which is the probability that a symbol is affected by impulsive
noise, denoted by PA. Our scheme transmits using a data rate Cε that is successfully decoded
with probability 1−Plost, where Plost is the probability of loosing a transmitted data symbol:

Plost = PA · ε. (4.30)

Hence, the average data rate of the system can be given as follows:

Rε = (1− PA · ε)Cε. (4.31)

Taking into account the exponential distribution of the interarrival times of the impulses, PA
can be calculated from:

PA = 1−
[

(1− λtw0
)e−λTS

]

, (4.32)

where λ is the impulse rate. In order to ensure maximum data transmission rate, we search
for the optimal outage probability ε required to maximize the average data rate of the system
Rε. To do so, we investigate the sign of its derivative, which is given by:

dRε

dε
= Cε(1− PAε)

[
dCε
dε

Cε
− PA

1− PAε

]

. (4.33)

The derivative is negative, positive or zero depending on the two curves:

y1 =
Cε
dCε
dε

(4.34)

and
y2 =

1
PA
− ε (4.35)

(y2 is a straight line which depends on PA; y1 is a curve independent of this parameter). y1

and y2 are plotted in Figure 4.15 for τ = 1.5, µ = 1000 and three different values of PA. If
y2 > y1, the derivative in Eq. (4.33) is positive; if y2 < y1, the derivative is negative; and
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Figure 4.15: Analysis results for a PLC channel where τ = 1.5 and µ = 1000 using three
different values of PA.

finally, if y2 = y1, the derivative is zero and thus the curve of the average rate Rε reaches a
maximum value (a local or global maximum). Note, however, that in Figure 4.15 the point at
which the straight line y2 is tangent to the curve y1 (for PAth = 0.19) is neither a maximum
nor a minimum (it is a point of inflection) because the sign of the derivative does not change
around the point of intersection. One can notice from Figure 4.15 that the limit of y1 tends
to infinity as ε tends to 1. In appendix D, we present a detailed study of the function y1 and
demonstrate its limit as ε tends to 1. Thus, in the example presented in the figure, all the
y2 curves intersect with y1 at ε very close to one.

In the large majority of cases for PLC channels, the shape of y1 was similar to the one in
Figure 4.15. An important parameter, PAth , which is PA for which the straight line is tangent
to the curve, need to be investigated (in the example presented in Figure 4.15, PAth = 0.19).
For given values of τ and µ, this parameter represents a limit that separates two cases; the
case where there is only one maximum at ε very close to one (PA < PAth) and the other case
where there are maxima (PA > PAth). Table 4.2 shows PAth for different values of τ and µ

where it can be noted that they are quite large. Practical values of PA for PLC channels are
much lower than PAth for all the practical values of τ and µ. For example, values of PA for
asynchronous impulsive noise deduced from [5] could be one percent (and even lower). This
means that the optimal ε that maximizes Rε is found at ε very close to one. Table 4.3 presents
a comparison between the data rate at this point Rεmax and Rε1

for ε = 1 by computing the
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Table 4.2: PAth for different values of τ and µ for PLC channels.

10 log10(τ)
10 log10(µ)

20 30 40

-10 0.149 0.177 0.198
-5 0.154 0.182 0.209
0 0.166 0.189 0.215
5 0.161 0.182 0.207
10 0.146 0.164 0.187
15 0.135 0.152 0.173
20 0.129 0.146 0.166

Table 4.3: FR factor for different values of τ and µ with a practical value of PA in PLC
(PA = 0.01).

10 log10(τ)
10 log10(µ)

10 20 30

-10 7.73× 10−5 0 0
0 0 0 0
10 0 0 0
20 0 0 0

FR factor defined as:

FR =
Rεmax −Rε1

Rεmax

. (4.36)

It can be noted from Table 4.3 that the difference between Rε at ε very close to one (i.e.
Rεmax) and ε equal to one (i.e. Rε1

) is negligible.

Figure 4.16 plots the average rate Rε for PA = 0.01 and different values of τ and µ for
PLC channels, where one can notice that the maximum of Rε is found at ε = 1 in the three
cases. For PLC applications, this means that the outage probability ε required to maximize
the average rate is almost one, i.e. when none of the impulsive noise-affected symbols are
recovered. Hence, in order to optimize the average data rate, designed schemes must transmit
using a data rate C

′

o defined in Eq. (4.29) with αo = 0. In other words, they must transmit
using a data rate C defined in Eq. (4.17), i.e. without taking into account the presence of
impulsive noise. Obviously, the above conclusion is valid in the particular case of PLC with
impulsive noise characteristics similar to the ones given in Section 4.6.4. Other values of the
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Figure 4.16: Rε for PA = 0.01 and different values of τ and µ for PLC channels.

characteristic parameters PA, µ and τ (corresponding to other propagation environments)
might lead to a different conclusion, but the generic approach proposed here remains correct.

A summary of the proposed outage capacity approach for OFDM-based systems affected
by impulsive noise is as follows:

• Based on the impulsive noise characteristics, the values of the parameters τ , µ and PA
can be deduced.

• Based on τ , µ and the CTF, Cε can be obtained as described in subsection 4.6.3, as
well as the curve y1.

• Based on the value of PA, the straight line y2 can be obtained and its intersection with
the curve y1 can be studied.

• If there is only one point of intersection (and the sign of the derivative changes at this
point), the abscissa of this point represents the optimal ε that maximizes the average
outage rate Rε.

• If there are more than one point of intersection, only the intersection points of odd
rank are considered (the others correspond to minimum rates), as well as the one at
ε = 1 if it is of even rank. The ε that maximizes the average outage rate is retained.
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4.8 Conclusion

In this chapter, first, we examined the influence of the impulsive noise characteristics on
the BER performance in uncoded OFDM PLC systems. This was done by using an easily
tractable noise model which can be easily implemented on computer simulations and which
well describes the asynchronous impulsive noise. The results showed significant deterioration
in the BER performance due to the impulsive noise. Next, we proposed an outage capacity
approach in order to optimize the average data rate in OFDM systems affected by impulsive
noise. In detail, we studied the outage capacity of OFDM systems affected by impulsive noise
by providing the transmitted symbols with a noise margin. We first expressed the channel
capacity in terms of the noise margin. Then, we found the outage probability, defined as the
probability that the energy of the impulsive noise contained in an OFDM symbol exceeds
the noise margin, as a function of the same parameter. Based on the two aforementioned
relations, we investigated the outage capacity of the system. Next, we proposed an outage
capacity approach that enables to determine the optimal outage probability (or noise margin)
needed to maximize the average data rate of the system, and which is based on the statistical
distribution of the impulsive noise parameters, namely the impulse power, impulse width and
interarrival time. For indoor broadband PLC, it was shown that the optimal outage proba-
bility was almost one (i.e. the optimal noise margin was almost zero). Obviously, choosing
other values of the impulsive noise characteristic parameters (for other propagation environ-
ments) might lead to a different result, but the generic approach proposed here remains the
same.

Moreover, an algorithm for computing the capacity of PLC channels was proposed and
presented in Appendix C. The proposed algorithm can serve as a basis for low-complexity
and efficient bit-loading algorithm for PLC.



Conclusion

As a result of the efforts made to use the electric power distribution grid as data transmis-
sion medium, the power-line channel has become nowadays a medium that provides telecom-
munication services to subscribers in homes or businesses, enabling new and highly convenient
networking functions without any additional cables. However, the power-line medium has
not been designed for communication purposes and is a challenging environment for reliable
and high-speed data communication. Modeling the PLC channel and ensuring maximum
data rates and communications reliability in the presence of impulsive noise are two main is-
sues. Recently, MIMO techniques have become an important research field for enhancing the
throughput of indoor broadband PLC systems by exploiting the additional protective earth
wire. The development of such systems requires an accurate description of the propagation
channel. However, due to the considerable variability of PLC network topologies and the
lack of common wiring practices, the characteristics of the PLC CTFs are difficult to model,
raising an important issue. To get the full variability of the MIMO-PLC channel, random
channel generators are of great interest for the design and testing of communication algo-
rithms. Another issue is the noise present over PLC channels which is actually a mixture of
colored background noise and impulsive noise. The impulsive noise, and more specifically the
asynchronous impulsive noise, is the main cause of transmission errors since it may deform
a large amount of data, creating therefore important performance degradation.

In this thesis, we have first addressed the issue of MIMO-PLC random channel generation.
Then, the general issue of data rate optimization in OFDM systems affected by impulsive
noise, and its application to indoor broadband PLC, have been addressed.

Chapter 1 was dedicated to providing an overview on indoor broadband MIMO PLC.
First, we have presented a brief overview on PLC, namely the historical evolution of com-
munications over power lines, the PLC networks, the PLC frequency bands and the major
broadband PLC groups and specifications. Then, we have introduced the MIMO-PLC chan-
nel. Specifically, the applicability of MIMO techniques in PLC has been described. In addi-
tion, the MIMO spatial correlation has been presented based on the European MIMO-PLC
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field measurements, which would be further considered as a target measurement campaign
of the MIMO-PLC random channel generator proposed in Chapter 3.

In Chapter 2, we have presented the state-of-the-art study on the PLC CTF and noise
characterization and modeling. As the mutipath behavior of the power-line channel is com-
monly accepted, three PLC CTF models based on the “top-down” statistical modeling ap-
proach have been presented. Namely, we have described the multipath channel model pro-
posed by Zimmermann, the channel model proposed by France Télécom, where the measured
channels were interestingly classified into nine classes according to their capacities, and the
random channel generator proposed by Tonello, which is basically a statistical extension of the
multipath model proposed by Zimmermann applied to the set of nine channel classes proposed
by France Télécom. Next, we turned to MIMO-PLC channels, where different SISO-based
MIMO-PLC channel models have been described. Specifically, an approach that is based on
assigning a random phase shift to each defined path of the SISO CTF of the Zimmerman-
statistically-extended model has been presented. The model was provided for the same-circuit
and different-circuit cases; the nine channel classes, however, were not adopted. On the other
hand, we have presented the characteristics of the various types of disturbance occurring in
PLC transmission, which can be roughly categorized into background noise and impulsive
noise. The asynchronous impulsive noise has been presented as the most detrimental noise
term among the additive noises since its exhibits the highest PSD and may thus lead to sig-
nificant performance degradation. Hence, we have described some of literature models of the
asynchronous impulsive noise. Specifically, we have considered the asynchronous impulsive
noise characterization and modeling approaches proposed by Zimerrmann and Dostert for
broadband PLC channels. Therefore, the impulsive noise was modeled through the three ex-
ponentially distributed time-domain parameters, namely the impulse power (or amplitude),
impulse width and inter-arrival time. Concerning the background noise, the colored Gaussian
model for the PSD proposed by OMEGA project has been considered in this study.

Chapter 3 was dedicated to the presentation of a MIMO random channel generator for
indoor broadband PLC channels based on the SISO one presented in the literature. We
considered that a MIMO channel can be defined as the superposition of correlated SISO
channels. Thus, we attempted to describe a MIMO channel, specifically a 2×2 MIMO chan-
nel, using the same nine classes obtained with the SISO configuration. We considered that a
SISO channel class, characterized by a certain average path loss profile and a certain average
coherence bandwidth, can be extended to a MIMO channel class with similar characteristics.
An additional parameter, related to the correlation between the spatial channels of each class,
was taken into consideration similar to a formalism proposed in the literature. As an example
of application, we applied the procedure to the spatial correlation of the European MIMO
PLC field measurements. We have shown that when a specific spatial correlation is chosen
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for each class, the target spatial correlation can be accurately reproduced by the channel
generator. Therefore, the proposed MIMO random channel generator enables to represent
the wide variation of MIMO-PLC channels and has a practical value for designing and testing
communication systems over PLC channels.

In Chapter 4, first, we have examined the impact of the impulsive noise characteristics
on the BER performance in uncoded OFDM PLC systems by using an easily tractable noise
model. The noise model, which was derived from the pulse train noise model, can be easily
implemented on computer simulations and well represents the asynchronous impulsive noise
present over PLC channels. Next, we proposed an information theory-based approach in
order to ensure maximum average data rate in OFDM systems affected by impulsive noise.
The proposed approach was based on the principle of outage capacity, which is well-known
for slow fading channels. We supposed that the temporal variation of the channel charac-
teristics is now due to the impact of impulsive noise on the transmitted symbols, rather
than the variation of the CTF due to fading. In detail, we studied the outage capacity of
OFDM systems affected by impulsive noise by providing the transmitted symbols with a
noise margin (or useful power reserve). We first expressed the channel capacity in terms of
the noise margin. Then, we found the analytical expression of the outage probability, defined
as the probability that the energy of the impulsive noise contained in an OFDM symbol
exceeds the noise margin, as a function of the same parameter (noise margin). Based on
the two aforementioned relations, we investigated the outage capacity of the system. Next,
we proposed an approach that enables to determine the optimal outage probability (or noise
margin) required to maximize the average data rate of the system. For indoor broadband
PLC, it was shown that the optimal outage probability was almost one (i.e. the optimal noise
margin was almost zero). Obviously, choosing other values of the impulsive noise character-
istic parameters (corresponding to other propagation environments) might lead to a different
result, but the generic approach proposed here remains the same.

Finally, as perspectives of the present work, we can mention:

• The application of the outage capacity approach to other propagation environments
impaired by impulsive noise.

• The BER performance analysis based on the analytical expression of the outage prob-
ability of an impulsive noise-affected symbol, provided in Appendix A.

• Proposing a low complexity bit-loading algorithm for PLC systems based on the pro-
portionality noticed between the PSD models of the background noise and impulsive
noise (see Appendix C).

• Using the proposed MIMO random channel generator in the context of HD or ultra-
high-definition video transmission. In fact, previous studies in our laboratory related to
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the joint source-channel optimization for video transmission over MIMO wireless chan-
nels have been made [116]. The proposed methods take into account both transmission
parameters (such as MIMO channel correlation state) and video coding parameters
in order to optimize the system performance. Thus, it would be interesting to apply
theses methods to the MIMO-PLC channel in order optimize video transmissions as
a function of the channel correlation state, which can well be represented using the
proposed random channel generator.
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APPENDIXA
Impulsive Noise-Affected Symbol

Outage Probability (ε) Integration

In this appendix, we investigate the outage probability (ε) of a symbol (the probability
that a symbol is lost), given that it is affected by impulsive noise. We examine in a detailed
manner the influence of an impulse on a transmitted symbol. Figure A.1 illustrates the
impulsive noise-affected symbol model in our system. An OFDM symbol of duration TS

might be affected by an impulse of time width tw. The time duration of the overlap is
denoted by toverlap. The latter represents the duration of the part of OFDM symbol deformed
by the impulsive noise. An impulse is characterized by three main parameters: the power
ψI , the time width tw and the interarrival time tIA, which is the time between the beginning

Figure A.1: Impulsive noise-affected OFDM symbol model.
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of two consecutive impulses. The power of the background noise is denoted by ψG. ψI0
,

ψG0
, tw0

, tIA0
are denoted by the average values of the random parameters ψI , ψG, tw, tIA,

respectively. The statistical distribution of the impulsive noise parameters, namely tw and
ψI , were obtained from [5]. Their PDF are denoted by:

p(tw) =
1
tw0

exp

(

− tw
tw0

)

and

p(ψI) =
1
ψI0

exp

(

− ψI
ψI0

)

.

Please note that the p(·) notation is used for the PDF of several random parameters. The
system declares an outage if the energy of the impulsive noise contained in an OFDM symbol
exceeds the noise margin αo. The outage probability of an impulsive noise-affected symbol
defined in Eq. (4.22) is given here:

pout =prob

{

ξI
ξG

> αo

}

=prob

{

ψI · toverlap
ψG · TS

> αo

}

=prob

{

ρ >
αo · ψG
ψI

}

=ε

(A.1)

where

– ρ =
toverlap

TS
, 0 ≤ ρ ≤ 1 (see Figure A.1);

– ξI = toverlap · ψI is the energy of the impulsive noise contained in an OFDM symbol;

– ξG = TS · ψG is the energy of the background noise contained in an OFDM symbol.

The outage probability ε can be written in integral form as:

ε =
∫∫

D








1∫

αoψG
ψI

p(ρ/(tw, ψI)) dρ







p(tw)p(ψI) dtw dψI , (A.2)

where the term inside the brackets represents the outage probability ε without taking into
account the random aspect of the variables tw and ψI , and is denoted by ε(tw, ψI),
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Figure A.2: The domain of integration D in the twψI-plane.

ε(tw, ψI) =
1∫

αoψG
ψI

p(ρ/(tw, ψI)) dρ, (A.3)

where p(ρ/(tw, ψI)) represents the PDF of ρ for given values of tw and ψI . D is the domain
of integration in the twψI-plane and is depicted in Figure A.2. In order to find D, two cases
need to be considered for an impulsive noise-affected symbol:

1. If tw ≤ TS, then 0 ≤ ρ ≤ tw
TS

; by substituting the upper limit of ρ in Eq. (A.1) we get
tw >

αoψGTS
ψI

.

2. If tw > TS, then 0 ≤ ρ ≤ 1; by substituting the upper limit of ρ in Eq. (A.1) we get
ψI > αoψG.

Therefore Eq. (A.2) becomes:

ε =
∞∫

αoψG

∞∫

αoψGTS
ψI

ε(tw, ψI) p(tw)p(ψI) dtw dψI . (A.4)

Let us now investigate p(ρ/(tw, ψI)). If we consider an OFDM symbol defined in the interval
[0 − TS], the overlap between the impulse and the symbol only occurs if the starting time
t0 of the impulse falls within the interval ] − tw, TS[. We assume that t0 follows a uniform
distribution. Two possible cases of impulse width tw have to be considered:

1. If tw ≤ TS: in this case, if t0 falls within the interval ]0, TS − tw[, then ρ = tw
TS

, otherwise
ρ is less than tw

TS
with a uniform distribution.
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2. If tw > TS: in this case, if t0 is within the interval ]− tw + TS, 0[, then ρ = 1, otherwise
ρ is less than 1 with a uniform distribution.

Therefore p(ρ/(tw, ψI)) can be written in equation form as:

p(ρ/(tw, ψI)) =







TS − tw
TS + tw

δ
(

ρ− tw
TS

)

+
2TS

TS + tw
rect








ρ− tw
2TS
tw
TS








if tw < TS

tw − TS
TS + tw

δ (ρ− 1) +
2TS

TS + tw
rect

(

ρ− 1
2

)

if tw > TS,

(A.5)

where δ(·) and rect(·) are the Dirac function and the rectangular function, respectively. While
using this PDF, Eq. (A.3) becomes:

ε(tw, ψI) = 1− 2TS
tw + TS

αoψG
ψI

. (A.6)

Now, let us solve Eq. (A.4), i.e. take into account the random aspect of tw and ψI . To do so,
we changed the variables: x = tw

tw0

and y = ψI
ψI0

, and we defined the two parameters: τ = tw0

TS

and µ = ψI0
ψG

. Then Eq. (A.4) becomes:

ε(τ, µ, αo) =
∞∫

αo
µ

∞∫

αo
τµy

(

1− 2
τx+ 1

· αo
µy

)

e−xe−y dx dy.

=
∞∫

αo
µ







∞∫

αo
τµy

(

1− 2
τx+ 1

· αo
µy

)

e−xdx






e−y dy

=
∞∫

αo
µ



e
−αo
τµy − 2αoe

1

τ

τµy
E1

(

1
τ

+
αo
τµy

)

 e−y dy

=
∞∫

αo
µ

e−( αo
τµy

+y) dy − 2αoe
1

τ

τµ

∞∫

αo
µ

E1

(
1
τ
(1 + αo

µy
)
)

e−y

y
dy,

(A.7)

where E1 is the exponential integral function and can be defined for positive real x by:

E1(x) =
∫ ∞

x

e−u

u
du.



APPENDIXB
Numerical Calculation of ε

In the previous appendix, we provided the analytical expression of the probability that a
symbol is lost, given that it is affected by impulsive noise. For the purpose of simplicity, we
define here the two parameters a = 1

τ
and b = 1

µ
and rewrite the result as a function of these

parameters:

ε(a, b, αo) =
∞∫

bαo

e−(abαo
y

+y) dy − 2αobaea
∞∫

bαo

E1

(

a(1 + bαo
y

)
)

e−y

y
dy. (B.1)

For convenience, we change the variable: t =
y

αob
, then Eq. (B.1) becomes:

ε(a, αob) = αob

∞∫

1

e−αobt



e−a
t − 2aea

E1

(

a(1 + 1
t
)
)

t



 dt. (B.2)

The numerical evaluation of ε in Eq. (B.2) causes a problem due the nature of the function
that is to be integrated (integrand). Theoretically, for integration to infinity using numerical
softwares such as MATLAB, we can simply choose a very high upper limit. However, in the
case where the integrand decreases very slowly, choosing such a limit might lead to numerical
calculations that exceed the computational capacity of the computer and the software (this
is particularly the case for the function studied here when the parameter αob is very small).
A brief analysis of the integrand shows that it can be framed by two simple functions that
are easier to integrate:
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f1 < αob e
−αobt



e−a
t − 2aea

E1

(

a(1 + 1
t
)
)

t



 < f2, (B.3)

where f1 and f2 depend on the boundaries of the two functions e−a
t and E1

(

a(1 + 1
t
)
)

. For
a domain of function D : t ≥ Z, where Z ≥ 1, we have:

e
−a
Z < e−a

t < 1,

E1

(

a(1 +
1
Z

)
)

< E1

(

a(1 +
1
t
)
)

< E1(a).

By substituting the lower limit of e−a
t and the upper limit of E1

(

a(1 + 1
t
)
)

into Eq. (B.3),
we get:

f1 = αob e
−αobt

(

e
−a
Z − 2aea

E1(a)
t

)

. (B.4)

Similarly, by substituting the upper limit of e−a
t and the lower limit of E1

(

a(1 + 1
t
)
)

into
Eq. (B.3), we get:

f2 = αob e
−αobt



1− 2aea
E1

(

a(1 + 1
Z

)
)

t



 . (B.5)

Moreover, it can be noticed that the interval width between the two functions, i.e. f2 − f1,
is a function that decreases quickly as a function of t. This leads to the idea of dividing the
integral area into two parts:

ε(a, αob) = αob
∫ Z

1
e−αobt



e−a
t − 2aea

E1

(

a(1 + 1
t
)
)

t



 dt

+ αob
∫ ∞

Z
e−αobt



e−a
t − 2aea

E1

(

a(1 + 1
t
)
)

t



 dt.

= ε1 + ε2.

(B.6)

Therefore the possible values of ε2 will be bounded. We denote these boundaries by m and
M such as:

m < ε2 < M,

where m and M are the integral functions of f1 and f2 over D, respectively. The value of m
must be positive, i.e m = max(0,m). The choice of Z must depend on the error band M−m.
We note here that we do not calculate directly ε2, i.e. we do not integrate the integrand over
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the interval [Z : ∞[, we can only integrate the functions f1 and f2. We then choose a large
enough value of Z to ensure that the error band M −m is relatively small. We denote the
relative error by errrel which must be very small compared to one:

errrel =
M −m
m+ ε1

(B.7)

Therefore, we do not calculate ε, but two extremes: ε1 +m and ε1 +M . As M −m is very
small compared to ε, we will have a very good approximation in estimating ε as:

εest = ε1 +
m+M

2
. (B.8)

Obviously, the value Z must be determined experimentally.

Calculation of m and M

m =
∫

D

f1 dt =
∫ ∞

Z
f1 dt

= e
−a
Z e−αobZ − 2aeaαobE1 (a) E1(αobZ)

(B.9)

with
m = max(0,m),

M =
∫

D

f2 dt =
∫ ∞

Z
f2 dt

= e−αobZ − 2aeaαobE1

(

a(1 +
1
Z

)
)

E1(αobZ),

(B.10)

and finally

M −m = e−αobZ
(

1− e−a
Z

)

+ 2aea αobE1(αobZ)
[

E1(a)− E1

(

a(1 +
1
Z

)
)]

. (B.11)

Numerical results

Figures B.1, B.2 and B.3 show the relative error (errrel) for different values of αob , a and
Z. It can be noticed that relative error is small enough compared to one in the three cases.
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Figure B.1: Relative error for Z = 100.

Figure B.2: Relative error for Z = 1000.

Figure B.3: Relative error for Z = 10000.



APPENDIXC
An Algorithm for Computing the

Capacity of PLC Channels

As it has been reported in Chapter 2, PLC exhibits both a high frequency-selective fading
effect and an impulsive behavior. The channel capacity resulted from the water-filling optimal
power distribution presented in Section 4.6.1, Eq. (4.17), in the presence of only background
noise is rewritten here:

C =
∑

k∈Su

log2

(

L

ηk

)

. (C.1)

We recall the definition of the parameters:

- k is the subchannel index;

- Su is the set of indices of the useful subchannels (modulated subchannels);

- L is the water-filling optimization parameter;

- ηk is the subchannel input equivalent noise (in the presence of only background noise):

ηk =
ψk
|Hk|2

- ψk is the subchannel noise power;

- |Hk|2 is the subchannel gain.
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Figure C.1: A typical plot of the channel capacity C as a function of water-filling parameter
L and the transmission power P in the presence of only background noise.

Figure C.1 depicts the channel capacity C as a function of the water-filling optimization pa-
rameter L, which in turn is a function of the transmission power P . According to water-filling
algorithm, the channel capacity can be investigated as illustrated graphically in Figure C.1.
As indicated by the arrows, for a given total power Ptot, its corresponding water-filling opti-
mization parameter L can be obtained, and thus the channel capacity C can be computed.

Taking the impulsive noise into consideration, and based on the proportionality noticed
between the two PSD models of the background and impulsive noises, η

′

k (in the presence of
impulsive noise) can be written as:

η
′

k = ηGk + ηIk

= ηGk(1 + α)
(C.2)

for all the subchannels k. Thus, channel capacity limit in Eq. (C.1) becomes:

C
′

=
∑

k∈S
′

u

log2

(

L
′

ηGk (1 + α)

)

. (C.3)

We recall the definition of the parameters:
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Figure C.2: A typical plot of the channel capacity C ′ as a function of the normalized L′

and P ′ in the presence of impulsive noise.

- (·)′

refers to the case where impulsive noise is present;

- S
′

u is the set of indices of the useful subchannels in the presence of impulsive noise;

- L
′

is the water-filling parameter in the presence of impulsive noise;

- ηGk is the subchannel input equivalent noise (background noise):

ηGk =
ψGk
|Hk|2

,

- ψGk is the subchannel background noise power;

- |Hk|2 is the subchannel gain;

- α is a power ratio of impulsive noise to background noise, defined as:

α =

N∑

k=1
ψIk

ψG
,

(in this case α is constant for all subchannels k)

- ψIk is the subchannel impulsive noise power and ψG is the background noise power.

The channel capacity C ′ is a function of the water-filling optimization parameter L′ and thus
the transmission power P ′ as illustrated in Figure C.2, where both L′ and P ′ are normalized
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by a factor of (1 +α). We note here that the resultant curve of Figure C.2 is the same one as
in the case where there is no impulsive noise (i.e. the same as in Figure C.1) with coordinates
which are P , L and C instead of the normalized P

′

and L
′

and the C
′

. In the presence of
impulsive noise, for a given Ptot, the channel capacity of Eq. (C.3) can be obtained as a
function of α as indicated by the arrows. For each value αo of α, we obtain its corresponding
optimization parameter L

′

/(1 + αo), which corresponds to C
′

o. This allows us to investigate
the channel capacity in the presence of impulsive noise using one parameter, which is α. This
algorithm can serve as a basis for a low complexity bit-loading algorithm for PLC systems.



APPENDIXD

Study of the Function
Cε
dCε
dε

We have mentioned in Chapter 4 that in order to maximize the average rate Rε, we study
the sign of its derivative by comparing the straight line y2 with the curve y1. A detailed study
of the function y1 = Cε

dCε
dε

is needed to acquire a better understanding of Rε and specially at

ε = 1 (i.e. αo = 0). The function y1 can be written as:

y1 =
Cε
dCε
dε

=
Cε
dCε
dαo

· dε
dαo

. (D.1)

So, we investigate the two functions dε
dαo

and dCε
dαo

of Eq. (D.1).

Calculation of the function dε

dαo

According to Eq. (B.2), the outage probability ε can be defined as:

ε(a, αob) = αob

∞∫

1

e−αobt



e−a
t − 2aea

E1

(

a(1 + 1
t
)
)

t



 dt. (D.2)

Then, its derivative with respect to αob is given by:
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∂ ε(a, αob)
∂ αob

=
ε(a, αob)
αob

− αob
∫ ∞

1
e−αobt

[

te
−a
t − 2aeaE1

(

a(1 +
1
t
)
)]

=
ε(a, αob)
αob

−D,
(D.3)

where
D = αob

∫ ∞

1
e−αobt

[

te
−a
t − 2aeaE1

(

a(1 +
1
t
)
)]

dt. (D.4)

The integral of the function presented in Eq. (D.4) has similar characteristics as the one of
ε(a, αob). Thus, when the parameter αob tends to zero, the limit of D can not be easily found
neither analytically nor numerically. Therefore, we investigate D numerically in a similar
way as for ε(a, αob) (see Appendix B). We divide the integral area in D into two parts:

D = αob
∫ Zo

1
e−αobt

[

te
−a
t − 2aeaE1

(

a(1 +
1
t
)
)]

dt

+ αob
∫ ∞

Zo
e−αobt

[

te
−a
t − 2aeaE1

(

a(1 +
1
t
)
)]

dt

= D1 +D2,

(D.5)

and we find the two extremes of D2 such that m2 < D2 < M2. The obtained results are given
below:

m2 = e
−a
Zo e−αobZo

(1 + αobZo)
αob

− 2aeaE1(a)e−αobZo . (D.6)

and

M2 = e−αobZo
(1 + αobZo)

αob
− 2aeaE1

(

a(1 +
1
Zo

)
)

e−αobZo . (D.7)

Finally, ∂ ε(a,αob)
∂ αob

can be found as follows:

∂ ε(a, αob)
∂ αob

=
ε(a, αob)
αob

− (D1 +
m1 +M2

2
). (D.8)

One can note that the limit of |∂ ε(a,αob)
∂ αo

| tends to infinity as αo tends to 0.

Calculation of the function dCε

dαo

We have seen in Section 4.6.4 (and also in Appendix C) that the capacity of OFDM
systems in the presence of impulsive noise can be written as:
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C
′

=
N

′

u∑

k=1

ln

(

L
′

ηGk(1 + αo)

)

= N
′

u

[

ln(L
′

)− ln(1 + αo)
]

−
N

′

u∑

k=1

ln(ηGk) (nats/symbol) (D.9)

(we note here that the subchannels are sorted in increasing order of the input equivalent
noise ηGk), where the level L

′

is given by the following equation:

L
′

=
1
N ′

u




Ptot +

N
′

u∑

k=1

ηGk(1 + αo)




 . (D.10)

The derivative of Eq. (D.9) gives:

dC
′

dαo
= N

′

u

[

1
L′

dL
′

dαo
− 1

1 + αo

]

+
dN

′

u

dαo

[

ln

(

L
′

1 + αo

)]

− d
dαo






N
′

u∑

k=1

ln(ηGk)




 . (D.11)

We can show that the sum of the last two terms in Eq. (D.11) is zero, i.e. we have:

dC
′

dαo
= N

′

u

[

1
L′

dL
′

dαo
− 1

1 + αo

]

. (D.12)

The result of the derivative of L
′

with respect to αo is given by:

dL
′

dαo
=

1
N ′

u

N
′

u∑

k=1

ηGk . (D.13)

Therefore

dC
′

dαo
= N

′

u





∑N
′

u

k=1 ηGk

Ptot + (1 + αo)
∑N ′

u

k=1 ηGk

− 1
1 + αo



 , (D.14)

or in an absolute value form:

∣
∣
∣
∣
∣

dC
′

dαo

∣
∣
∣
∣
∣
= N

′

u

Ptot

(1 + αo)
[

Ptot + (1 + αo)
∑N ′

u

k=1 ηGk

] . (D.15)

It can be noted that as αo tends to 0 the limit of
∣
∣
∣
∣

dC
′

dαo

∣
∣
∣
∣ converges to Nu

Ptot
Ptot+

∑Nu

k=1
ηGk

(= Ptot
L

)

(nats/symbol).
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Figure D.1: The absolute value of the derivative of ∂ ε(a, αob) with respect to αo .

Plotting the results

The function y1 of Eq. (D.1) can be defined as:

y1 =
Cε
dCε
dε

=
Cε
∣
∣
∣

dC
dαo

∣
∣
∣

·
∣
∣
∣
∣
∣

∂ ε(a, αob)
∂ αo

∣
∣
∣
∣
∣

(D.16)

( dC
dαo

and ∂ ε(a,αob)
∂ αo

are both negative functions). Figures D.1 and D.2 plot |∂ ε(a,αob)
∂ αo

| and
∣
∣
∣
∣

dC
′

dαo

∣
∣
∣
∣,

respectively, for τ = 0.5, µ = 100 and PA = 0.01. We have seen that as αo tends to 0

|∂ ε(a,αob)
∂ αo

| tends to infinity, while
∣
∣
∣
∣

dC
′

dαo

∣
∣
∣
∣ converges to a finite number. Therefore, the limit of

y1 tends to + infinity as αo tends to 0. Or in other words, the limit of y1 tends to + infinity
as ε tends to 1. Figure D.3 plots y1 as a function of ε, where it can be noticed that it goes
to infinity as ε goes to 1.
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Titre : Contributions à l’étude des communications numériques sur le réseau électrique à

l’intérieur des bâtiments : modélisation du canal et optimisation du débit

Résumé : Au cours de ces dernières années, le réseau électrique est devenu un candidat incontournable
pour la transmission de données à haut débit à l’intérieur des bâtiments. De nombreuses solutions sont
actuellement à l’étude afin d’optimiser ces technologies connues sous le nom Courants Porteurs en Ligne (CPL)
ou PLC (Power-Line Communications). La technique MIMO (Multiple-Input Multiple-Output) a été tout
récemment transposée au réseau filaire électrique pour lequel différents modes d’alimentation peuvent être
envisagés entre la phase, le neutre et la terre. Dans le cadre de cette thèse, nous proposons deux contributions
originales à l’étude des communications numériques sur le réseau électrique à l’intérieur des bâtiments. La
première contribution concerne la modélisation du canal MIMO-PLC. En repartant d’un modèle du canal
paramétrique SISO (Single-Input Single-Output) connu dans la littérature, nous proposons un modèle du
canal MIMO en considérant un nouveau paramètre caractérisant la corrélation spatiale. Le modèle proposé
permet de représenter fidèlement la corrélation spatiale des mesures effectuées à l’échelle européenne. La
deuxième contribution concerne le bruit impulsif présent sur le réseau électrique domestique qui constitue un
problème majeur dans les systèmes de communications. Nous proposons une méthode basée sur la notion de
capacité de coupure afin d’optimiser le débit moyen dans les systèmes OFDM (Orthogonal Frequency Division
Multiplexing) soumis aux bruits impulsifs. D’abord, nous étudions la capacité du système en fonction d’une
marge de bruit fournie aux symboles transmis. Ensuite, nous déterminons l’expression analytique de la
probabilité de coupure (outage) d’un symbole OFDM en fonction de cette marge, en étudiant de manière
détaillée l’interaction entre l’impulsion de bruit et le symbole. A partir de ces deux calculs, nous déduisons
la capacité de coupure. Puis, nous proposons une approche qui maximise l’espérance mathématique du débit
reçu. Finalement, nous présentons les résultats obtenus dans le cas particulier d’une transmission à haut
débit sur PLC en présence de bruits impulsifs.

Mots clés : Courants porteurs en ligne, MIMO, OFDM, bruit impulsif, modélisation du canal, capacité

de coupure.

Title: Contributions to indoor broadband power-line communications: Channel modeling and

data rate optimization

Abstract: In recent years, the electrical network has become an essential candidate for high-speed data
transmission inside buildings. Many solutions are currently underway in order to optimize these technologies
known under the name of in-home Power-Line Communications (PLC). Multiple-Input Multiple-Output
(MIMO) technique has recently been transposed into power-line networks for which different signal feeding
possibilities can be considered between phase, neutral and earth wires. In this thesis, we propose two original
contributions to indoor broadband PLC. The first contribution concerns the MIMO-PLC channel modeling.
Based on a Single-Input Single-Output (SISO) parametric channel model presented in the literature, we
propose a MIMO one by considering a new parameter which characterizes the spatial correlation. The
proposed model enables an accurate description of the spatial correlation of European MIMO PLC field
measurements. The second contribution is related to the impulsive noise present in power-line networks
which constitutes a major problem in communications systems. We propose an outage capacity approach
in order to optimize the average data rate in Orthogonal Frequency Division Multiplexing (OFDM) systems
affected by impulsive noise. First, we study the channel capacity as a function of a noise margin provided to
the transmitted symbols. Then we determine the analytical expression of the outage probability of an OFDM
symbol in terms of the noise margin, by studying in detail the interaction between the noise impulse and
the symbol. Based on the two aforementioned relations, we deduce the outage capacity. Then we propose
an approach that enables to maximize the average system data rate. Finally, we present the results in the
particular case of indoor broadband PLC in the presence of impulsive noise.

Key words: Power-line communications, MIMO, OFDM, impulsive noise, channel modeling, outage

capacity.
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