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## Notations

## Methods

FE : Finite Element<br>RB : Reduced Basis<br>EIM : Empirical Interpolation Method<br>SER : Simultaneous EIM and RB

## Mesh

| $d$ | $:$ Geometrical dimension $d=1,2$ or 3 |  |
| :--- | :--- | :--- |
| $\left(K, P_{K}, \Sigma_{K}\right)$ | $:$ Finite Element tuple |  |
| $\Gamma_{h}$ | $:$ Mesh of characteristic size $h$ |  |
| $K$ | $:$ Geometrical element $K \in \Gamma_{h}$ |  |
| $\hat{K}$ | $:$ Reference geometrical element |  |
| $\phi_{K}^{\text {geo }}$ | $:$ | Geometrical transformation $\phi_{K}^{\text {geo }}: \hat{K} \rightarrow K$ |
| $\mathbf{n}$ | $:$ Unit outward normal |  |
| $\mathbf{t}$ | $:$ Unit outward tangent |  |

## Functional spaces

$\Omega \quad: \quad$ Regular bounded domain $\Omega \subset \mathbb{R}^{d}$
$X(\Omega) \quad$ : Continuous functional space
$(\cdot, \cdot)_{X} \quad: \quad$ Scalar product associated with function space $X$
$\nabla f \quad$ : Gradient of scalar function $f$
$\nabla \cdot \boldsymbol{f} \quad$ : Divergence of vectorial function $\boldsymbol{f}$
$\nabla \times f \quad$ : Curl of vectorial function $f$
$L_{2}(\Omega) \quad: \quad\left\{f \mid \int f^{2}<\infty\right\}$
$H_{1}(\Omega) \quad: \quad\left\{f \in L_{2}(\Omega) \mid \nabla f \in\left[L_{2}(\Omega)\right]^{d}\right\}$
$H_{\mathrm{div}}(\Omega) \quad: \quad\left\{\boldsymbol{f} \in\left[L_{2}(\Omega)\right]^{d} \mid \nabla \cdot \boldsymbol{f} \in L_{2}(\Omega)\right\}$
$H_{\text {curl }}(\Omega):\left\{\boldsymbol{f} \in\left[L_{2}(\Omega)\right]^{d} \mid \nabla \times \boldsymbol{f} \in\left[L_{2}(\Omega)\right]^{d}\right\}$

## Finite Element method

$\mathcal{N} \quad:$ Global finite element space dimension
$\mathcal{B} \quad: \quad$ Primal basis $\mathcal{B}=\left\{\zeta_{i}\right\}$
$\phi_{i} \quad: \quad \mathrm{FE}$ basis function
$\hat{\phi}_{i} \quad: \quad$ FE basis function on reference element $\hat{K}$
$X_{\mathcal{N}}(\Omega):$ FE approximation space $X_{\mathcal{N}}(\Omega)=\operatorname{span}\left\{\phi_{i}\right\}_{1 \leqslant i \leqslant \mathcal{N}}$
$u_{\mathcal{N}} \quad:$ FE approximation

## Reduced basis method

$N$ : RB space dimension
$\xi_{i}: \mathrm{RB}$ function
$S_{N}: \mathrm{RB}$ trainset
$W_{N}: \mathrm{RB}$ approximation space $W_{N}=\operatorname{span}\left\{\xi_{i}\right\}_{1 \leqslant i \leqslant N}$
$u_{N}:$ RB approximation
$M$ : EIM dimension
$q_{m}:$ EIM basis function
$\bar{S}_{M}$ : EIM trainset
$\bar{W}_{M}$ : EIM approximation space $\bar{W}_{M}=\operatorname{span}\left\{q_{m}\right\}_{1 \leqslant m \leqslant M}$
$\boldsymbol{\mu}$ : Input parameter
$\mathcal{D}$ : Parameter space
$\mathcal{Y} g \quad: \quad$ Riesz representation of the functional $g$

## High field magnets modeling

E : Electrical field $\left[\right.$ V. $\left.\mathrm{m}^{-1}\right]$
j : Current density $\left[\right.$ A. $\left.\mathrm{m}^{-2}\right]$
$T_{0} \quad: \quad$ Reference temperature $[K]$
$\sigma_{0} \quad$ : Electrical conductivity at reference temperature $T_{0}\left[S . \mathrm{m}^{-1}\right]$
$\sigma(T)$ : Electrical conductivity $\left[S . m^{-1}\right]$
$\rho_{0} \quad: \quad$ Resistivity at reference temperature $T_{0}[\Omega . m]$
$\rho(T)$ : Resistivity [ $\Omega . m$ ]
$k_{0} \quad$ : Thermal conductivity at reference temperature $T_{0}\left[W \cdot m^{-1} \cdot K^{-1}\right]$
$k(T)$ : Thermal conductivity [W. $m^{-1} \cdot K^{-1}$ ]
$V \quad$ : Electrical potential $[V]$
$T$ : Temperature $[K]$
$L$ : Lorentz number
$h \quad: \quad$ Heat transfer coefficient $\left[W \cdot m^{-2} . K^{-1}\right]$
$T_{w}$ : Water cooling temperature $[K]$

H : Magnetic field $\left[\right.$ A. $\left.\mathrm{m}^{-1}\right]$
B : Magnetic induction - often abusively referred as magnetic field $[T]$
A : Magnetic potential vector [V.s.m ${ }^{-1}$ ]
$\mu_{0} \quad: \quad$ Vacuum permeability [T.m.A $A^{-1}$ ]
$\overline{\bar{\sigma}} \quad$ : Stress tensor
f : Volumic forces
$\overline{\bar{\epsilon}} \quad: \quad$ Tensor of small deformations
u : Displacement vector $[m]$
$\nu \quad: \quad$ Poisson's ratio
$E \quad$ : Young modulus $[P a]$
$\alpha_{T} \quad: \quad$ Thermal dilatation coefficient $\left[K^{-1}\right]$

## Introduction

The magnetic field, given in Tesla in the International System of Units, is present throughout our environment. For instance, the magnetic field in the human brain is about $10^{-12} \mathrm{~T}$ while the magnetars are characterized by their extremely powerful magnetic fields which can reach up to $10^{11} T$. We can also quote the Earth's magnetic field whose intensity is $4.7 \times 10^{-5} T$.

Magnetic fields can be generated in various ways. There are magnetized materials whose magnetization, either permanent or remanent, naturally produces a magnetic field. The magnetic field can also arise from the circulation of an electrical current within a conductive material, solid or liquid. The complete mathematical description of electromagnetism has been provided by James Clerk Maxwell since 1864 |Maxwell, 1865|, resulting in Maxwell's equations. Electromagnetism has hence been perfectly characterized for more than 100 years. From this knowledge, people have understood how to create and control magnetic fields.

The first developments aiming to generate strong magnetic fields date from the early 1900s, based on the theoretical investigations of Fabry in 1898. In 1914, Deslandres and Perot successfully built a solenoid able to generate 5 T. At that time, several electromagnets able to produce a magnetic field of similar intensity have been developed. In France, the big electromagnet of Bellevue |Cotton, 1928| operated from 1920 to 1970 offering a larger useful volume, hence giving the possibility to conduct numerous experiments. Nowadays, this 120 tons electromagnet is a museum piece. The modern techniques for the generation of steady magnetic fields had emerged in the 1940s through the works of Francis Bitter. Further historical details can be found in |D.H. Parkinson, 1967|.

Since then, various electromagnets have been developed following or improving the technology introduced by F. Bitter (see |Montgomery, 1969|). In the late 1960's, magnets made of superconducting materials which conduct current without electrical resistance at low temperature, namely below $4 K$, were built. These magnets are now commonly fabricated and are able to produce up to 23.5 T . This record magnetic field value represents the current limit for Low Temperature Superconductors (LTS). It is provided by a magnet located at the Ultra-High Field European NMR Center in Lyon, France.

Electromagnets are widely used in a large range of domains. As an example, medical imagery uses electromagnets - generating from $1 T$ to $3 T$ - to put in resonance certain atoms of the matter. These magnets enable to obtain a clear picture of the human body.

Note that there also exist High Temperature Superconductors (HTS) which remain superconducting at higher temperature. Research is currently carried out to use this kind of materials, discovered in the 1980s. It is the focus of active developments as they should enable to design magnets breaking the LTS magnetic field limit.

To reach high magnetic fields, i.e. higher than $24 T$, watercooled resistive magnets made out of resistive materials as copper alloys are used.

More generally, high magnetic fields constitute a powerful tool for researchers to probe and determine the properties of matter. For instance, they can serve to understand the physics of superconducting state in High Temperature Superconductors. They can also provide microgravity conditions. Indeed, the magnetic forces generated in some magnetic materials can locally balance the gravity, allowing to perform on Earth experiments that would otherwise have to be performed in space.

Only few electromagnets in the world allow to reach high magnetic fields. They can be found in laboratories that operate as user facilities. The European laboratories are grouped into the European Magnetic Field Laboratory (EMFL) providing high field magnets to scientists through two annual calls for experiments. Present in Grenoble and Toulouse, the Laboratoire National des Champs Magnétiques Intenses (LNCMI) is the French high field magnet laboratory. The electromagnets developed on the Grenoble site can reach up to $36 T$ for several hours.

At LNCMI, various electromagnet technologies are used to perform the magnet design. At first, the Bitter electromagnets, which consist of a solenoid made of a stack of conducting disks. These disks are arranged so that the current moves in a helical path through them. To control the increase of temperature due to the electrical current, these magnets are cooled with water going through holes pierced in their disks. This kind of electromagnets, invented by F. Bitter in 1933, is the most commonly used in high magnetic field facilities. At the present time, the record magnetic field obtained with this technology is $38 T$ reached in Hefei, China.

A second technology consists in the so-called polyhelix magnets made of concentric copper alloy tubes, which are helically cut. Exclusively developed at LNCMI, two types of polyhelix are considered depending on their water cooling process. In the first case, the helical slits performed by spark erosion through Electrical Discharge Machine (EDM) are filled with a mix of epoxy glue and glass marbles to ensure the electrical insulation between turns. The cooling water thus only circulates between the copper tubes, for which we employ the term of longitudinally cooled helices. As to the so-called radially cooled helices, the electrical insulation between turns is ensured by the insertion of insulators regularly arranged over the helix cut. In this context, the cooling water flows also between the turns, allowing a better cooling of the magnet. More details on these technologies can be found in |Debray et al., 2002] and |Debray et al., 2012|.


Figure 1 - Various resistive magnet technologies are used to reach high magnetic fields

## High field magnet modeling

In a strong international competition for higher magnetic fields, the LNCMI needs to improve the characteristics of its magnets to remain a major competitor. Nevertheless, the development of magnets able to generate higher and higher and/or more and more homogeneous fields represents a challenge in terms of materials and design. As mentioned in |Trophime et al., 2002|, numerical simulation proves to be an essential tool for the optimization process.

Based on a collaboration between the university of Strasbourg and the LNCMI, the HiFiMagnet project aims to develop a software toolchain for high field magnet modeling. As part of this project, the main objective of this thesis is to provide a range of non-linear coupled models that are suitable in this context. Besides the complexity of the geometries, the input data is subject to uncertainty which has to be taken into account in the model. The aimed 3D multi-physics model has hence to be efficient in addition to being generic and reliable.

The developments provided in this thesis allow to efficiently perform numerical simulations on real magnet geometries thanks to High Performance Computing techniques. Moreover, its combination with model order reduction methodology enables to take into account the previously mentioned uncertainties, thus covering the whole input parameter space. The significant gain in terms of computational time especially makes parametric studies and uncertainty quantification feasible, which was unattainable with earlier models.

## Feel ++ : Finite Element Embedded Library

The physics involved within high field magnets study are described by coupled Partial Differential Equations (PDE), which form the considered model.

Especially adapted for such complex geometries, the Finite Element (FE) method is assessed as being suitable for the numerical resolution of these PDEs. In this context, the FE method is at the basis of all the developments undertaken through this thesis.

The use of the Feel++ library which stands for Finite Element Embedded Language in $C++$ has been selected for this purpose. It offers a language specifically designed to address the resolution of PDEs relying on a domain specific embedded language (DSEL). Embedded into the $\mathrm{C}++$ language, this library helps in the formulation of the considered equations being close to their mathematical synthax.

Feel++ has already been the subject of various publications, amongst which |Prud'homme, 2006| and |Prud'Homme et al., 2012|.

Feel++ is an open-source library involved in numerous scientific projects which especially benefits from the development of state of the art methods coming from diverse domains. It is combined with various dedicated libraries especially PETSc |Balay et al., 2012| and Hypre |Falgout et al., 2006| which offer a wide range of solvers and preconditionners, and GMSH |Geuzaine and Remacle, 2009| for meshing.


Figure 2 - The DSEL offered by Feel++ provides high level language to break the complexity of scientific computing software while keeping the performances of a low level language.

Its High Performance Computing capability is also a core feature of the library allowing seamless parallel computing. This is a very important aspect in the context of high field magnet modeling in view of the size and the complexity of the considered problems.

Based on its finite element method implementation, Feel++ also provides a framework dedicated to the reduced basis method. The use of this model order reduction method is a key point of the developments presented in this thesis in the context of uncertainty quantification previously discussed.

## Plan

This manuscript is organized into four parts.

The first part is dedicated to the mathematical tools on which the presented developments are based.

The Chapter 1 focuses on the finite element method in a theoretical point of view. Starting with the description of the standard Lagrange finite elements, this chapter especially deals with the $H_{d i v}$ and $H_{\text {curl }}$ conforming finite elements as basis ingredients in the development of the aimed 3D multi-physics model.

The Chapter 2 is dedicated to the reduced basis methodology specifically applied to the non-linear and non affinely parametrized problems that concern us. To this end, we introduce the so-called Empirical Interpolation Method (EIM) used to recover the core ingredients involved in the reduced basis methodology.

As an original contribution, the Section 2.3 proposes a combination of these two methods allowing a decrease of the resulting computational cost. Named SER for Simultaneous Empirical interpolation and Reduced basis method, this work is the subject of two publications |Daversin and Prud'Homme, 2016| and |Daversin and Prud'Homme, 2015a|.

The second part describes the components of the multi-physics model dedicated to high field magnets study based on the previously introduced methods. The Chapter 3 focuses on the finite element multi-physics model, while the Chapter 4 deals with the use of the reduced basis method.

The current flow and the resulting temperature increase are ruled by the non-linear coupled electro-thermal model detailed in the first chapter.

Coupled to the latter, the magnetostatic model secondly described in this chapter allows to determine the magnetic effect of the current flow within the magnet. We distinguish two techniques to compute the magnetic field both based on Maxwell's equations. The 3D magnetostatic model allows to compute the magnetic field both in and around the magnet. The initial problem being ill-posed, we consider several formulations allowing to overcome the resulting numerical issues. This model requires also the $H_{\text {curl-conforming fi- }}$ nite elements previously discussed, combined with appropriate preconditioning techniques which are briefly described. The Biot and Savart's law is the second alternative for solving Maxwell's equations. It is especially well suited to determine the magnetic field seen by scientists.

Finally, the last section of this chapter focuses on the linear elasticity model coupled with the two previous ones. It takes into account both the forces induced by the magnetic field and the ones induced by the thermal dilatation, enabling to quantify their mechanical effects.

As mentioned, the Chapter 4 lastly details the characteristics of the reduced version of the electro-thermal model. Already introduced in several contributed talks, this model is illustrated with numerical results in |Daversin et al., 2016b].

The third part of this manuscript deals with the significant contributions made to Feel++ in the context of this thesis.

Initially not available within the library, the implementation of the Raviart-Thomas and Nédélec finite elements of lowest order are the focus of the Chapter 5. This chapter details their integration into the Feel++ finite element framework using the theoretical considerations of the first part.

The Chapter 6 is dedicated to the implementation of the Biot and Savart's law offering
an accurate evaluation of the magnetic field. Although trivial in a sequential context, the implementation of this formulation cannot be easily parallelized. We propose an algorithm based on a smart strategy for the communications between processors. The performances of this algorithm which is original to our knowledge are illustrated by numerical experiments performed on a supercomputer.

Finally, the Chapter 7 of this part details the implementation of the previously mentioned SER method as part of the Feel++ reduced basis framework.

The last part of this thesis is dedicated to numerical experiments illustrating the whole set of methods and models previously introduced. All of these applications address concrete needs of LNCMI in terms of numerical simulations.

The Chapter 8 illustrates the use of the reduced electro-thermal in the context of parametric studies and uncertainty quantification providing essential information for magnet maintenance.

The Chapter 9 is dedicated to the setting up of an experimental measurement campaign especially undertaken as part of this thesis, which first enables to validate our magnetostatic model. These measurements especially highlight the pertinence of considering a full 3D model instead of the existing 2D axisymmetrical ones.

Still on the subject of model validation, the Chapter 10 describes the validation of the linear elasticity model from the comparison to commercial software since only few experimental data are available. Indeed, the magnets are operated in a highly constrained environment due both to high pressure and lack of space which makes the instrumentation difficult.

The Chapter 11 focuses on the application of the proposed SER method within the reduced electro-thermal model. The use of the initial SER method as well as its variants on real magnet geometries proves their relevance for such applications.

Finally, the Chapter 12 emphasizes on the feasability of our multi-physics model on complete magnet inserts in the context of the development of the future Hybrid magnet |Pugnat et al., 2016| aiming to reach $43 T$ in a 34 mm diameter bore.
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## Part I

## Mathematical modeling

## Chapter 1

## Finite Element Method

Most of physical phenomena can be described by Partial Differential Equations (PDE), as for the physics involved in high field magnets we focus on. Many methods have been proven in the domain of engineering analysis for such problems, among which finite differences, finite elements or finite volumes. Especially recognized for its versatile properties, the Finite Element (FE) method is widely used in this context and particularly suitable for complex geometries such as those of high field magnets.

In this chapter, we start with a general description of the finite element method |Ciarlet, 1978], |Brezzi and Fortin, 1991|, |Canuto et al., 2006| as the basis of all further developments of this thesis.

The first section is a reminder of the definition and the characteristics of the most standardly used finite elements, namely the $H_{1}$ conforming finite elements. A fuller description can be found in |Pena, 2009| or in |Chabannes, 2013|. Even though $H_{1}$-conforming Lagrange finite elements are widely used in the considered models, their development doesn't represent a contribution since their use was already fully available. This assessment allows to take the next step, which focuses on other finite element types as essential ingredients of the multi-physics model described in Chapter 3.

Especially needed for the development of the magnetostatic model detailed in Section 3.2, the implementation of the $H_{\text {div }}$ and $H_{\text {curl }}$ conforming finite elements within the Feel++ library as well as its validation represents an important contribution.
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We admit that all PDEs read as a variational formulation whose solution $u$ defined on a domain $\Omega$ is the solution of a variational problem

$$
\begin{equation*}
\text { Find } u \in X(\Omega) \mid a(u, v)=f(v) \forall v \in X(\Omega) \tag{1.1}
\end{equation*}
$$

where $X(\Omega)$ is an Hilbert space, $a: X(\Omega) \times X(\Omega) \longrightarrow \mathbb{R}$ is a continuous and coercive bilinear form, and $f: X(\Omega) \longrightarrow \mathbb{R}$ is a continuous linear form.

The numerical computation of the solution $u$ of (1.1) requires to transpose the considered continuous variational problem into a discrete one. To this end, the so-called internal approximation replaces the continuous Hilbert space $X(\Omega)$ by a subspace $X_{\mathcal{N}}(\Omega) \subset X(\Omega)$ of finite dimension $\mathcal{N}$ in which the discrete numerical solution $u_{\mathcal{N}}$ shall reside.

Galerkin method We use the Galerkin method as internal approximation method. It reduces the continuous problem (1.1) to the approximated variational problem :

$$
\begin{equation*}
\text { Find } u_{\mathcal{N}} \in X_{\mathcal{N}}(\Omega) \mid a\left(u_{\mathcal{N}}, v_{\mathcal{N}}\right)=f\left(v_{\mathcal{N}}\right) \forall v_{\mathcal{N}} \in X_{\mathcal{N}}(\Omega) \tag{1.2}
\end{equation*}
$$

whose solution $u_{\mathcal{N}}$ can be numerically computed as a linear combination of $X_{\mathcal{N}}(\Omega)$ basis functions $\left\{\phi_{i}\right\}_{1 \leqslant i \leqslant \mathcal{N}}(1.3)$, also called finite element basis functions :

$$
\begin{equation*}
u_{\mathcal{N}}=\sum_{j=1}^{\mathcal{N}} u_{\mathcal{N}}^{j} \phi_{j} \text { with } X_{\mathcal{N}}(\Omega)=\left\langle\phi_{i}\right\rangle_{i=1}^{\mathcal{N}} \tag{1.3}
\end{equation*}
$$

Introducing the stiffness matrix $A_{\mathcal{N}}=\left(a\left(\phi_{j}, \phi_{i}\right)\right) \in \mathbb{R}^{\mathcal{N} \times \mathcal{N}}$ and the associated vector $B_{\mathcal{N}}=\left(f\left(\phi_{i}\right)\right)$, the solution $u_{\mathcal{N}}=\left(u_{\mathcal{N}}^{0}, \ldots, u_{\mathcal{N}}^{\mathcal{N}}\right)$ of (1.2) is the solution of the $\mathcal{N} \times \mathcal{N}$ system

$$
\begin{equation*}
A_{\mathcal{N}} u_{\mathcal{N}}=B_{\mathcal{N}} \tag{1.4}
\end{equation*}
$$

Finite element definition The Galerkin approximation (1.2) supposes the knowledge of the discrete subspace $X_{\mathcal{N}}(\Omega)$. The definition of this approximation space can be provided by many numerical methods, such as the finite elements we focus on.

Considering the Ciarlet formalism |Ciarlet, 1978|, the FE method defines $X_{\mathcal{N}}(\Omega)$ from a tuple $\left(K, P_{K}, \Sigma_{K}\right)$ which describes the finite element. $K$ is a geometrical domain simplex or hypercube - resulting from the partitioning of $\Omega . P_{K}$ is a polynomial space of finite dimension in which the FE basis functions $\left\{\phi_{i}\right\}_{1 \leqslant i \leqslant \mathcal{N}}$ shall reside. $P_{K}$ is commonly known as the primal space whose basis - called primal basis - is denoted as $\mathcal{B}=\left\{\zeta_{i}\right\}$. This basis is local to the element. The last component of the finite element is a set of linear functionnals $\Sigma_{K}=\left\{\sigma_{i}: P_{K} \longrightarrow \mathbb{R}\right\}_{i=1}^{\mathcal{N}}$, also known as the dual space which consists of the so-called degrees of freedom.

The definition of the discrete subspace $X_{\mathcal{N}}(\Omega)$ resides in the definition of its basis functions $\left\{\phi_{i}\right\}_{1 \leqslant i \leqslant \mathcal{N}}(1.3)$. As elements of $P_{K}$, they read as a linear combination of $\mathcal{B}$ elements such that

$$
\begin{equation*}
\exists c_{i}^{k} \mid \quad \phi_{i}=\sum_{k=1}^{\mathcal{N}} c_{i}^{k} \zeta_{k} \forall j=1, \ldots, \mathcal{N}, \quad i \in \mathbb{R} \tag{1.5}
\end{equation*}
$$

The coefficients $c_{i}^{k}$ of (1.5) are obtained from the definition of degrees of freedom $\Sigma_{K}$
of the finite element. They have to satisfy

$$
\begin{equation*}
\sigma_{i}\left(\phi_{j}\right)=\delta_{i j} \forall i, j=1, \ldots, \mathcal{N} \tag{1.6}
\end{equation*}
$$

Thus, the FE method allows to define the discrete subspace $X_{\mathcal{N}}(\Omega)$ required to solve (1.1) applying the internal interpolation method (1.2). This space is defined from its basis functions which reads in the primal basis $\mathcal{B}$. Their coefficient $c_{i}^{k} \forall i=1, \ldots, \mathcal{N}, \forall k=$ $1, \ldots, \mathcal{N}(1.5)$ are the solution of the system

$$
\left(\begin{array}{cccc}
\sigma_{1}\left(\zeta_{1}\right) & \cdots & \cdots & \sigma_{1}\left(\zeta_{\mathcal{N}}\right)  \tag{1.7}\\
\vdots & \ddots & & \vdots \\
\vdots & & \ddots & \vdots \\
\sigma_{\mathcal{N}}\left(\zeta_{1}\right) & \cdots & \cdots & \sigma_{\mathcal{N}}\left(\zeta_{\mathcal{N}}\right)
\end{array}\right)\left(\begin{array}{cccc}
c_{1}^{1} & \cdots & \cdots & c_{\mathcal{N}}^{1} \\
\vdots & \ddots & & \vdots \\
\vdots & & \ddots & \vdots \\
c_{1}^{\mathcal{N}} & \cdots & \cdots & c_{\mathcal{N}}^{\mathcal{N}}
\end{array}\right)=\left(\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
0 & \ddots & & \vdots \\
\vdots & & \ddots & 0 \\
0 & \cdots & 0 & 1
\end{array}\right)
$$

Geometrical transformation The partitionning of the domain $\Omega$ is a finite collection $\Gamma_{h}$ of non empty and disjoint open simplices or hypercubes $K \in \Gamma_{h}$. These simple geometrical elements $K \in \Gamma_{h}$ are either simplices - lines (1D), triangles (2D), tetrahedrons (3D) - or hypercubes - lines (1D), quadrangles (2D), hexaedrons, prisms or pyramids (3D). All further finite element descriptions are based on simplices, but similar arguments can meet with hypercubes.

The FE method connects each element $K$ with its own finite element tuple ( $K, P_{K}, \Sigma_{K}$ ) involving its proper basis functions. In practice, a wise solution consists in choosing a reference element $\hat{K}$ for which a reference finite element $\left(\hat{K}, P_{\hat{K}}, \Sigma_{\hat{K}}\right)$ is considered. Each real element $K \in \Gamma_{h}$ is supposed to be the image of $\hat{K}$ from a $C^{1}$-diffeomorphism $\phi_{K}^{\text {geo }}$ as illustrated in Figure 1.1.


Figure 1.1 - Geometrical transformation on a 2D simplex
Many elementary computations can be performed once on the reference element. The set $\left\{\phi_{i}\right\}_{i=1}^{\mathcal{N}}(1.8)$ is thus deduced from the reference basis functions $\left\{\hat{\phi}_{i}\right\}_{i=1}^{\mathcal{N}}$ owned by the reference element $\hat{K}$ on which $\phi_{K}^{\text {geo }}$ is applied.

$$
\begin{equation*}
\phi_{i}=\phi_{K}^{\mathrm{geo}}\left(\hat{\phi}_{i}\right) \forall i \in 1, \ldots, \mathcal{N} \tag{1.8}
\end{equation*}
$$

However, the finite element basis functions $\left\{\phi_{i}\right\}_{i=1}^{\mathcal{N}}$ are arguments of the weak formulation integrals. The associated variable change thus supposes the knowledge of the Jacobian of the transformation $\phi_{K}^{\text {geo }}$. In this context, we denote $J_{K}^{\text {geo }}$ the Jacobian matrix
of $\phi_{K}^{\text {geo }}$, and $\operatorname{det}\left(J_{K}^{\text {geo }}\right)$ its determinant.
De Rham complex diagram Depending on the considered problem, the space $X(\Omega)$ has to be carefully determined to guarantee that the solution it hosts has the expected properties. As mentionned in |Zaglmayr, 2006| or in |Boffi et al., 2013|, the so-called De Rham complex diagram (1.10) establishes a sequence relating spaces from the main differential operators.

Let us introduce the standard differential form spaces, where $d$ is the dimension of $\Omega$ :

$$
\begin{align*}
& L_{2}(\Omega)=\left\{f \mid \int f^{2}<\infty\right\} \\
& H_{1}(\Omega)=\left\{f \in L_{2}(\Omega) \mid \nabla f \in L_{2}(\Omega)\right\} \\
& H_{\text {div }}(\Omega)=\left\{\boldsymbol{f} \in\left[L_{2}(\Omega)\right]^{d} \mid \nabla \cdot \boldsymbol{f} \in L_{2}(\Omega)\right\}  \tag{1.9}\\
& H_{\text {curl }}(\Omega)=\left\{\boldsymbol{f} \in\left[L_{2}(\Omega)\right]^{d} \mid \nabla \times \boldsymbol{f} \in L_{2}(\Omega)\right\}
\end{align*}
$$

The De Rham complex diagram is expressed as the sequence

$$
\begin{equation*}
H_{1}(\Omega) \xrightarrow{\text { grad }} H_{\mathrm{curl}}(\Omega) \xrightarrow{\text { curl }} H_{\mathrm{div}}(\Omega) \xrightarrow{\text { div }} L_{2}(\Omega) \xrightarrow{0}\{0\} \tag{1.10}
\end{equation*}
$$

The range of each operator relating two spaces in (1.10) coincides with the null space of the next operator.

The discrete compactness property of the De Rham complex diagram makes it valuable for discrete finite element space $X_{\mathcal{N}} \subset X(1.2)$. Denoting $\pi_{\mathcal{N}}: X \longrightarrow X_{\mathcal{N}}$ the Galerkin interpolation operator resulting in discrete spaces $U_{\mathcal{N}}=\pi_{\mathcal{N}}^{U}\left(H_{1}(\Omega)\right), V_{\mathcal{N}}=\pi_{\mathcal{N}}^{V}\left(H_{\text {curl }}(\Omega)\right)$, $W_{\mathcal{N}}=\pi_{\mathcal{N}}^{W}\left(H_{\operatorname{div}}(\Omega)\right)$ and $Z_{\mathcal{N}}=\pi_{\mathcal{N}}^{Z}\left(L_{2}(\Omega)\right)$, the De Rham complex (1.10) becomes

$$
\begin{array}{cccccccc}
H_{1}(\Omega) & \xrightarrow{\text { grad }} & H_{\text {curl }}(\Omega) & \xrightarrow{\text { curl }} & H_{\text {div }}(\Omega) & \xrightarrow{\text { div }} & L_{2}(\Omega) & \xrightarrow{0}\{0\}  \tag{1.11}\\
\downarrow \pi_{\mathcal{N}}^{U} & & \downarrow \pi_{\mathcal{N}}^{V} & & \downarrow \pi_{\mathcal{N}}^{W} & & \downarrow \pi_{\mathcal{N}}^{Z} & \\
U_{\mathcal{N}} & \xrightarrow{\text { grad }} & V_{\mathcal{N}} & \xrightarrow{\text { curl }} & W_{\mathcal{N}} & \xrightarrow{\text { div }} & Z_{\mathcal{N}} & \xrightarrow{0}\{0\}
\end{array}
$$

Many types of finite elements have been developed to suit each differential space. The selection of an appropriate finite element type is then essential to ensure that the properties of the solution are satisfied.

As discussed, this chapter describes the finite element types necessary to the development of the 3D multi-physics model for high fields magnets. Especially, the De Rham diagram (1.11) gives $H_{\text {div }}$ and $H_{\text {curl }}$ as appropriate Hilbert spaces for the solutions of the electromagnetic component of the model. Indeed, the Lagrange finite elements don't fully satisfy the conditions of the considered Maxwell's equations. As they weren't initially available in Feel++, we pay particular attention to detail the $H_{\text {div }}$-conforming elements of Raviart-Thomas elements and the $H_{\text {curl-conforming elements of Nédélec. Their imple- }}^{\text {im }}$ mentation within the library is detailed in Chapter 5.

## 1.1 $\quad H_{1}$-conforming finite elements

Given as the most simple finite element, the Lagrange finite element is mostly sufficient to fulfill the requirements of a great number of PDEs. This nodal finite element is suitable
for variationnal problems whose solution resides in $H_{1}$ Hilbert space (1.9). The Hilbert space $H_{1}$ is associated with the standard dot product

$$
\begin{equation*}
(u, v)_{H_{1}}=(u, v)_{L_{2}}+(\nabla u, \nabla v)_{L_{2}} \tag{1.12}
\end{equation*}
$$

which defines the $H_{1}$ norm

$$
\begin{equation*}
\|\cdot\|_{H_{1}}=\sqrt{(\cdot, \cdot)_{H_{1}}}=\sqrt{\|\cdot\|_{L_{2}}^{2}+\|\nabla\|_{L_{2}}^{2}} \tag{1.13}
\end{equation*}
$$

and the projection operator $\Pi_{1}$ which defines the projection $\Pi_{1} f$ of any function $f \in X$ into $Y \subset H_{1}$ such that

$$
\begin{equation*}
\left(\Pi_{1} f, v\right)_{H_{1}}=(f, v)_{H_{1}} \quad \forall v \in Y \tag{1.14}
\end{equation*}
$$

### 1.1.1 Lagrange finite elements

From the definition of a finite element, the Lagrange finite elements are tuples $\left(K, \mathcal{L}_{k}, \Sigma_{K}^{L}\right)$ where $k$ represents the finite element order. The functional space $\mathcal{L}_{k}$ coincides with $\mathbb{P}_{k}$ denoting the set of polynomials of degree less than $k$.

Building the vectorial space $\mathcal{L}_{k}$ supposes the knowledge of a basis $\mathcal{B}_{k}$ of $\mathbb{P}_{k}$. The primal basis $\mathcal{B}_{k}$ can be based on numerous polynomial families. For numerical stability reasons, we use Dubiner polynomials which are particularly suitable for simplices.

The degrees of freedom $\sigma_{i}$ of $\Sigma_{K}^{L}$ are the evaluation of the polynomials $p \in \mathbb{P}_{k}$ at the interpolation points of $K$, denoted as $\mathbf{d}_{i}$ :

$$
\begin{equation*}
\sigma_{i}(p)=p\left(\mathbf{d}_{i}\right) \forall p \in \mathbb{P}_{k} \tag{1.15}
\end{equation*}
$$

The Lagrange basis functions are the piecewise polynomial functions of order $k$ on each $K \in \Gamma_{h}$, which are deduced from (1.6)

$$
\phi_{j}\left(\mathbf{d}_{i}\right)=\left\{\begin{array}{l}
1 \text { if } i=j  \tag{1.16}\\
0 \text { if } i \neq j
\end{array}\right.
$$

Interpolant The Lagrange interpolation operator $\Pi_{\mathcal{L}_{k}}$ projects any continuous function $f \in \mathcal{C}_{0}(\Omega)$ to the associated discrete space $U_{\mathcal{N}}$ as described in the De Rham diagram (1.11). To this end, the local restriction $f \upharpoonright_{K}$ of the function on any element $K \in \Gamma_{h}$ is the discretized local function $\Pi_{\mathcal{L}_{k}} f \in \mathcal{L}_{k}(K)$ expressed in the primal basis $\mathcal{B}_{k}=\left\{\zeta_{i}\right\}$ :

$$
\begin{align*}
\Pi_{\mathcal{L}_{k}}: \mathcal{C}_{0}(K) & \longrightarrow \mathcal{L}_{k}(K)  \tag{1.17}\\
f \upharpoonright_{K} & \longrightarrow \sum_{i=1}^{\mathcal{N}} \sigma_{i}\left(f \upharpoonright_{K}\right) \zeta_{i}
\end{align*}
$$

From the definition of the Lagrange degrees of freedom, the coefficients of the discrete projection of $f$ in the primal basis consist in its evaluation at the interpolation points of
$K$. The Lagrange $\Pi_{\mathcal{L}_{k}}$ interpolant reads

$$
\begin{equation*}
\Pi_{\mathcal{L}_{k}} f=\sum_{i=1}^{\mathcal{N}} f\left(\mathbf{d}_{i}\right) \zeta_{i} \tag{1.18}
\end{equation*}
$$

## 1.2 $H_{\text {div }}$-conforming Raviart-Thomas finite elements

Weak formulations involving the integral of divergence terms require to ensure these terms are square-integrable, i.e. in $L_{2}(\Omega)$. As previously mentionned, $H_{\text {div }}(1.19)$ is the appropriate space to meet this condition.

$$
\begin{equation*}
H_{\text {div }}=\left\{\boldsymbol{f} \in\left[L_{2}(\Omega)\right]^{d} \mid \nabla \cdot \boldsymbol{f} \in L_{2}(\Omega)\right\} \text { with } L_{2}(\Omega)=\left\{f \mid \int f^{2}<\infty\right\} \tag{1.19}
\end{equation*}
$$

The Hilbert space $H_{\text {div }}$ (1.19) is associated with its dot product

$$
\begin{equation*}
(\mathbf{u}, \mathbf{v})_{H_{\mathrm{div}}}=(\mathbf{u}, \mathbf{v})_{L_{2}}+(\nabla \cdot \mathbf{u}, \nabla \cdot \mathbf{v})_{L_{2}} \tag{1.20}
\end{equation*}
$$

which defines the $H_{\text {div }}$ norm (1.21)

$$
\begin{equation*}
\|\cdot\|_{H_{\text {div }}}=\sqrt{(\cdot, \cdot)_{H_{\text {div }}}}=\sqrt{\|\cdot\|_{L_{2}}^{2}+\|\nabla \cdot\|_{L_{2}}^{2}} \tag{1.21}
\end{equation*}
$$

and the projection operator $\Pi_{d i v}$ which defines the projection $\Pi_{d i v} \mathbf{f}$ of any function $\mathbf{f} \in$ $Y \subset H_{\text {div }}$ such that

$$
\begin{equation*}
\left(\Pi_{d i v} \mathbf{f}, \mathbf{v}\right)_{H_{\text {div }}}=(\mathbf{f}, \mathbf{v})_{H_{\text {div }}} \forall \mathbf{v} \in Y \tag{1.22}
\end{equation*}
$$

Finding the solution $\mathbf{u}_{\mathcal{N}} \in X_{\mathcal{N}} \subset H_{\text {div }}(\Omega)$ using the finite element method requires elements which meet $H_{\text {div }}$ conditions. Especially, we have to ensure the continuity of the normal component $\mathbf{u} \cdot \mathbf{n}$ of the solution $\mathbf{u}$ along the interfaces between elements of the mesh $\Gamma_{h}$. Various divergence conforming finite elements are provided such as Brezzi-Doublas-Marini (BDM) |Brezzi et al., 1985] or Raviart-Thomas |Raviart and Thomas, 1977|. In this section, we will focus on the Raviart-Thomas finite elements.

### 1.2.1 Definition

According to Ciarlet's formalism |Ciarlet, 1978|, the Raviart-Thomas finite elements are tuples $\left(K, \mathcal{D}_{k}, \Sigma_{K}^{R T}\right)$ where $k$ represents the finite element order. $\mathcal{D}_{k}$ is a vectorial subspace of $\left[\mathbb{P}_{k+1}\right]^{d}$ defined as

$$
\begin{equation*}
\mathcal{D}_{k}=\left[\mathbb{P}_{k}\right]^{d} \oplus \mathbf{x} \mathbb{P}_{k} \subset\left[\mathbb{P}_{k+1}\right]^{d} \tag{1.23}
\end{equation*}
$$

where $\mathbb{P}_{k}$ is the set of polynomials of total order less than $k$, and where $d$ is the dimension of the domain $\Omega$.

The set $\Sigma_{k}^{R T}$ of degrees of freedom (dofs) is composed of two types of linear functionals. The faces degrees of freedom $\left\{\sigma_{f}\right\}_{f \in \mathcal{F}_{h}}$ defined at the lowest order zero, and the inner ones
$\left\{\sigma_{K}\right\}_{K \in \mathcal{T}_{h}}$ defined on elements from order one.

$$
\Sigma_{K}^{R T}=\left\{\sigma_{f}\right\}_{f \in \mathcal{F}_{h}} \oplus\left\{\sigma_{K}\right\}_{K \in \mathcal{T}_{h}}=\left\{\sigma_{i}\right\}_{i=1}^{\mathcal{N}}
$$

The linear functionals $\sigma_{f}$ and $\sigma_{K}$ are defined as follows

$$
\begin{array}{ll}
\sigma_{f}(\mathbf{u})=\int_{f} \mathbf{u} \cdot \mathbf{n} p & \forall p \in \mathbb{P}_{k}(f) \\
\sigma_{K}(\mathbf{u})=\int_{K} \mathbf{u} \cdot \mathbf{q} & \forall \mathbf{q} \in\left[\mathbb{P}_{k-1}(K)\right]^{d} \tag{1.24}
\end{array}
$$

We shall note that the normal $\mathbf{n}$ associated with each faces plays an important role in the definition of faces dofs. Especially, the orientation of $\mathbf{n}$ depending on the considered element has to be set for each face, ensuring its unicity.

### 1.2.2 Unicity of normals

The previously mentionned faces denote the entities of dimension $n-1$ associated with an element of dimension $n$. Classically, the normal $\mathbf{n}$ associated to a face (relative to a particular element) is outwardly oriented. Excepted for the faces located on the boundary of the domain, a face is shared by two elements $K_{0}$ and $K_{1}$. The orientation of the normal associated with this face is not unique, since it depends on the element from which the face is seen, as shown in Figure 1.2 for the 2D case.

(a) 2D simplices

(c) Normals of element $K_{1}$

Figure 1.2 - Orientation of the normal associated with shared face
Let us focus on the degree of freedom $\sigma_{f}(\mathbf{u})$ associated with the shared face $f$. We denote $\sigma_{f}^{0}(\mathbf{u})\left(\right.$ resp. $\left.\sigma_{f}^{1}(\mathbf{u})\right)$ the degree of freedom of this face defined locally on element $K_{0}$ (resp. on element $K_{1}$ ).

$$
\begin{equation*}
\sigma_{f}^{0}(\mathbf{u})=\int_{f} \mathbf{u} \cdot \mathbf{n}_{\mathbf{0}} p \quad \text { and } \quad \sigma_{f}^{1}(\mathbf{u})=\int_{f} \mathbf{u} \cdot \mathbf{n}_{\mathbf{1}} p \quad \forall p \in \mathbb{P}_{k}(f) \tag{1.25}
\end{equation*}
$$

with $\mathbf{n}_{\mathbf{0}}$ (resp. $\mathbf{n}_{1}$ ) the outward normal to $f$ seen by $K_{0}$ (resp. $K_{1}$ ). From the previous considerations illustrated in Figure 1.2, $\mathbf{n}_{\mathbf{0}}$ and $\mathbf{n}_{\mathbf{1}}$ have opposed signs which leads to

$$
\begin{equation*}
\sigma_{f}^{0}(\mathbf{u})=-\sigma_{f}^{1}(\mathbf{u}) \tag{1.26}
\end{equation*}
$$

Nevertheless, the global degree of freedom $\sigma_{f}(\mathbf{u})$ associated with this face has to be unique. In practice, we set the face attached with $K_{0}$ to have positive sign, and the other face to have negative sign. This corresponds to locally affect a sign to each degree of
freedom, setting the orientation of the associated normal as the one of $K_{0}$

$$
\sigma_{f}^{0}(\mathbf{u})=(-1) *\left(-\sigma_{f}^{1}(\mathbf{u})\right)=\sigma_{f}(\mathbf{u})
$$

Further details are given in Chapter 5 in which the implementation is detailed.

### 1.2.3 Basis functions

Primal space Let's denote $\mathcal{B}_{k+1}=\left\{\zeta_{k+1, i}\right\}_{i}$ a basis of $\mathbb{P}_{k+1}$ composed with Dubiner polynomials as for Lagrange finite elements, and $\mathcal{B}_{k+1}^{d}=\left\{\boldsymbol{\zeta}_{k+\mathbf{1}, i}\right\}_{i}$ a basis of $\left[\mathbb{P}_{k+1}\right]^{d}$.

We remind that the Raviart-Thomas basis functions are in $\mathcal{D}_{k}$ (1.23). Thus, we have to determine the primal basis $\mathcal{B}_{\mathcal{D}_{k}}$ of $\mathcal{D}_{k}$.

The first $\operatorname{dim}\left(\left[\mathbb{P}_{k}\right]^{d}\right)$ terms of $\mathcal{B}_{k+1}^{d}$ leads to a basis $\mathcal{B}_{k}^{d}$ of $\left[\mathbb{P}_{k}\right]^{d}$. From the definition of $\mathcal{D}_{k}$, it remains to find a basis $\mathcal{B}_{x k}$ for $\mathbf{x} \mathbb{P}_{k} \subset\left[\mathbb{P}_{k+1}\right]^{d}$. This basis is composed of polynomials $\mathbf{q}_{l} \in\left[\mathbb{P}_{k+1}\right]^{d}$ such that

$$
\begin{equation*}
\int_{K} \mathrm{q}_{1} \cdot \zeta_{k+1, i}=\int_{K}(\mathrm{x} p) \boldsymbol{\zeta}_{k+1, i} \text { with } p \in \mathbb{P}_{k} \forall i \tag{1.27}
\end{equation*}
$$

The elements $\mathbf{q}_{l}$ of $\mathcal{B}_{x k}(1.27)$ are expressed as a combination of $\left[\mathbb{P}_{k}\right]^{d}$ basis functions.

$$
\begin{equation*}
\mathbf{q}_{l} \in\left[\mathbb{P}_{k+1}\right]^{d} \Rightarrow \exists\left\{q_{l j}\right\}_{j} \mid \mathbf{q}_{l}=\sum_{j=1}^{\operatorname{dim}\left(\left[\mathbb{P}_{k+1}\right]^{d}\right)} q_{l j} \zeta_{k+\mathbf{1}, j} \forall l \tag{1.28}
\end{equation*}
$$

The coefficients $\left\{q_{l j}\right\}_{j}$ of each $\mathbf{q}_{l}$ in the basis $\mathcal{B}_{k+1}^{d}$ are obtained from (1.27) using the orthonormality property of the Dubiner polynomials, which leads to

$$
\begin{equation*}
q_{l j}=\int_{K}\left(\mathbf{x} \zeta_{k, j}\right) \zeta_{k+\mathbf{1}, j} \forall j, l \tag{1.29}
\end{equation*}
$$

The basis $\mathcal{B}_{\mathcal{D}_{k}}=\left\{\boldsymbol{\zeta}_{j}^{\mathcal{D}_{k}}\right\}$ of $\mathcal{D}_{k}$ we are looking for then consists in the sum $\mathcal{B}_{k}^{d} \oplus \mathcal{B}_{x k}$.
Dual space The next step aims to determine the basis functions $\left\{\phi_{i} \in \mathcal{D}_{k}\right\}_{i=1}^{\mathcal{N}}$ which satisfy (1.6). As they belong to $\mathcal{D}_{k}$, they are defined as a linear combination of $\mathcal{B}_{\mathcal{D}_{k}}$ functions.

$$
\exists c_{i}^{k} \mid \boldsymbol{\phi}_{\boldsymbol{i}}=\sum_{k=1}^{\mathcal{N}} c_{i}^{k} \boldsymbol{\zeta}_{k}^{\mathcal{D}_{k}} \forall i=1, . ., \mathcal{N}
$$

Considering $\mathcal{N}_{f}$ (resp. $\mathcal{N}_{K}$ ) the number of faces (resp. inner) degrees of freedom, the definition of the finite elements basis functions (1.6) depending on the set of degrees of
freedom (1.24) gives

$$
\begin{align*}
& 0 \leqslant l<\mathcal{N}_{f}: \sum_{k=1}^{\mathcal{N}_{f}} c_{i}^{k} \int_{\text {face }} \boldsymbol{\zeta}_{k}^{\mathcal{D}_{k}} \cdot \mathbf{n} p=\delta_{l i} \forall p \in \mathbb{P}_{k}  \tag{1.30}\\
& \mathcal{N}_{f} \leqslant l<\mathcal{N}: \sum_{k=1}^{\mathcal{N}_{K}} c_{i}^{k} \int_{K}^{\boldsymbol{\zeta}_{k}^{\mathcal{D}_{k}} \cdot \mathbf{q}=\delta_{l i} \forall \mathbf{q} \in\left[\mathbb{P}_{k-1}\right]^{d}}
\end{align*}
$$

The resolution of (1.30) for each $i=1, \ldots, \mathcal{N}$ gives the expression of the basis functions $\left\{\phi_{i}\right\}_{i}$ giving their coefficients $\left\{c_{i}^{k}\right\}_{k=1}^{\mathcal{N}}$ in the primal basis.

As previously introduced (see Figure 1.1), the basis functions are computed once on a reference element $\hat{K}$. The $\left\{\phi_{i}\right\}_{i}$ on any element $K$ are then deduced applying the geometrical transformation $\phi_{K}^{\text {geo }}: \hat{K} \longrightarrow K$ (1.8).

To ensure their correctness and to validate their implementation (see Chapter 5), we compare the numerically computed basis functions on $\hat{K}$ to their analytical expression. In this context, the following paragraphs describe the analytical expression of the set $\left\{\boldsymbol{\phi}_{i}\right\}_{i}$ on 2D and 3D reference elements. These reference elements are illustrated by Figure 1.3, where $\mathbf{n}_{i}$ denotes the outward normal associated with $i^{\text {th }}$ face of $\hat{K}$.


Figure 1.3 - Reference elements - normals

2D lowest order basis functions The definition (1.23) of the 2D vectorial space $\mathcal{D}_{k}$ for the lowest order $k=0$ reads

$$
\begin{equation*}
\mathcal{D}_{0}=\left[\mathbb{P}_{0}\right]^{2} \oplus\binom{x_{1}}{x_{2}} \mathbb{P}_{0} \subset\left[\mathbb{P}_{1}\right]^{2} \tag{1.31}
\end{equation*}
$$

The reference shape functions $\hat{\phi}_{i}(i=0,1,2)$ on $\hat{K}$ are in $\mathcal{D}_{0}$. The basis $\mathcal{B}_{\mathcal{D}_{0}}$ is the sum $\mathcal{B}_{0}^{d} \oplus \hat{x} \mathcal{B}_{0}$, leading to

$$
\begin{equation*}
\mathcal{B}_{\mathcal{D}_{0}}=\left\{\binom{1}{0},\binom{0}{1},\binom{\hat{x_{1}}}{\hat{x_{2}}}\right\} \tag{1.32}
\end{equation*}
$$

The expressions of these basis functions $\hat{\boldsymbol{\phi}}_{i}$ in $\mathcal{B}_{\mathcal{D}_{0}}$ are based on the coefficients $c_{i}^{k}(i, k=$
$0,1,2$ ) such that

$$
\begin{equation*}
\hat{\phi}_{i}=c_{i}^{0}\binom{1}{0}+c_{i}^{1}\binom{0}{1}+c_{i}^{2}\binom{\hat{x_{1}}}{\hat{x_{2}}} \tag{1.33}
\end{equation*}
$$

The $c_{i}^{k}(i, k=0,1,2)$ coefficients are then deduced from (1.6) solving the system

$$
\left\{\begin{array}{l}
\sigma_{0}\left(\hat{\phi}_{i}\right)=\int_{\hat{f_{0}}} \hat{n_{0}} \cdot \hat{\phi}_{i}=\int_{\hat{x_{1}}=-1}^{1} \int_{\hat{x_{2}}=-\hat{x_{1}}}(1,1)^{T} \cdot \hat{\phi}_{i}=\delta_{0, i}  \tag{1.34}\\
\sigma_{1}\left(\hat{\phi}_{\boldsymbol{i}}\right)=\int_{\hat{f}_{1}} \hat{n_{1}} \cdot \hat{\phi}_{\boldsymbol{i}}=\int_{\hat{\hat{x}_{1}}=-1} \int_{\hat{x_{2}}=-1}^{1}(-1,0)^{T} \cdot \hat{\boldsymbol{\phi}}_{\boldsymbol{i}}=\delta_{1, i} \\
\sigma_{2}\left(\hat{\phi}_{i}\right)=\int_{\hat{f_{2}}} \hat{n_{2}} \cdot \hat{\phi}_{\boldsymbol{i}}=\int_{\hat{x_{1}=-1}}^{1} \int_{\hat{x_{2}=-1}}(0,-1)^{T} \cdot \hat{\phi}_{\boldsymbol{i}}=\delta_{2, i}
\end{array}\right.
$$

And the expressions of basis functions $\hat{\boldsymbol{\phi}}_{\boldsymbol{i}} i=0,1,2$ hence read
$\hat{\phi_{0}}\left(\hat{x_{1}}, \hat{x_{2}}\right)=\frac{1}{4}\binom{1-\hat{x_{1}}}{1+\hat{x_{2}}}, \quad \hat{\phi}_{1}\left(\hat{x_{1}}, \hat{x_{2}}\right)=-\frac{1}{4}\binom{-1+\hat{x_{1}}}{1-\hat{x_{2}}}, \quad \hat{\phi}_{\mathbf{2}}\left(\hat{x_{1}}, \hat{x_{2}}\right)=\frac{1}{4}\binom{1-\hat{x_{1}}}{-1+\hat{x_{2}}}$
The shape functions computed by Feel++ on the reference element $\hat{K}$ (Figure 1.4) are in coherence with solutions of (1.34).


Figure 1.4 - Raviart-Thomas lowest order - 2D shape functions

3D lowest order basis functions $\operatorname{In} 3 \mathrm{D}, \mathcal{D}_{0}$ is defined as

$$
\mathcal{D}_{0}=\left[\mathbb{P}_{0}\right]^{3} \oplus\left(\begin{array}{c}
x_{1}  \tag{1.35}\\
x_{2} \\
x_{3}
\end{array}\right) \mathbb{P}_{0} \subset\left[\mathbb{P}_{1}\right]^{3}==\left\langle\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right),\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right),\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right),\left(\begin{array}{c}
\hat{x_{1}} \\
\hat{x_{2}} \\
\hat{x_{3}}
\end{array}\right)\right\rangle
$$

The expressions of $\hat{\boldsymbol{\phi}}_{i}(i=0,1,2,3)$ in the basis of 3D vectorial space $\mathcal{D}_{0}$ (1.35) depend on coefficients $c_{i}^{k}(i, k=0,1,2,3)$ which are deduced from (1.6) as for previous 2D case :

$$
\hat{\boldsymbol{\phi}}_{\boldsymbol{i}}=c_{i}^{0}\left(\begin{array}{l}
1  \tag{1.36}\\
0 \\
0
\end{array}\right)+c_{i}^{1}\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right)+c_{i}^{2}\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right)+c_{i}^{3}\left(\begin{array}{c}
\hat{x_{1}} \\
\hat{x_{2}} \\
\hat{x_{3}}
\end{array}\right)
$$

The condition (1.6) combined with (1.36) results in the system

$$
\begin{align*}
& \int \sigma_{0}\left(\hat{\phi}_{i}\right)=\int_{\hat{f}_{0}} \hat{n_{0}} \cdot \hat{\phi}_{i}=\int_{\hat{x_{1}=-1}}^{1} \int_{\hat{x_{2}}=-1}^{-\hat{x_{1}}} \int_{\hat{x_{3}}=-1}(0,0,-1)^{T} \cdot \hat{\phi}_{i}=\delta_{0, i} \\
& \left\{\begin{array}{l}
\sigma_{1}\left(\hat{\phi}_{\boldsymbol{i}}\right)=\int_{\hat{f}_{1}} \hat{n_{1}} \cdot \hat{\phi}_{\boldsymbol{i}}=\int_{\hat{x_{1}}=-1} \int_{\hat{x_{2}}=-1}^{1} \int_{\hat{x_{3}}=-1}^{-\hat{x}_{2}}(-1,0,0)^{T} \cdot \hat{\phi}_{\boldsymbol{i}}=\delta_{1, i} \\
\sigma_{2}\left(\hat{\phi}_{i}\right)=\int_{\hat{f}_{2}} \hat{n_{2}} \cdot \hat{\phi}_{\boldsymbol{i}}=\int_{\hat{x_{1}}=-1}^{-\hat{x}_{3}} \int_{\hat{x_{2}}=-\left(1+\hat{x_{1}}+\hat{x_{3}}\right)}^{1} \int_{\hat{x_{3}}=-1}^{1}(1,1,1)^{T} \cdot \hat{\phi}_{\boldsymbol{i}}=\delta_{2, i}
\end{array}\right.  \tag{1.37}\\
& \sigma_{3}\left(\hat{\phi}_{i}\right)=\int_{\hat{f}_{3}} \hat{n_{3}} \cdot \hat{\phi}_{i}=\int_{\hat{x_{1}}=-1}^{1} \int_{\hat{x_{2}}=-1} \int_{\hat{x_{3}}=-1}^{-\hat{x}_{1}}(0,-1,0)^{T} \cdot \hat{\phi}_{i}=\delta_{3, i}
\end{align*}
$$

whose solutions (1.38) are also in good agreement with basis functions computed by Feel++ implementation (Figure 1.5).

$$
\begin{align*}
& \hat{\phi}_{0}\left(\hat{x_{1}}, \hat{x_{2}}, \hat{x_{3}}\right)=\frac{1}{4}\left(\begin{array}{c}
1+\hat{x_{1}} \\
1+\hat{x_{2}} \\
-1+\hat{x_{3}}
\end{array}\right) \quad \hat{\phi}_{1}\left(\hat{x_{1}}, \hat{x_{2}}, \hat{x_{3}}\right)=-\frac{1}{4}\left(\begin{array}{c}
-1+\hat{x_{1}} \\
1-\hat{x_{2}} \\
1+\hat{x_{3}}
\end{array}\right)  \tag{1.38}\\
& \hat{\phi}_{\mathbf{2}}\left(\hat{x_{1}}, \hat{x_{2}}, \hat{x_{3}}\right)=\frac{1}{4}\left(\begin{array}{c}
1+\hat{x_{1}} \\
1+\hat{x_{2}} \\
1+\hat{x_{3}}
\end{array}\right) \quad \hat{\phi}_{\mathbf{3}}\left(\hat{x_{1}}, \hat{x_{2}}, \hat{x_{3}}\right)=\frac{1}{4}\left(\begin{array}{c}
1-\hat{x_{1}} \\
-1+\hat{x_{2}} \\
1+\hat{x_{3}}
\end{array}\right)
\end{align*}
$$



Figure 1.5 - Raviart-Thomas lowest order - 3D shape functions

### 1.2.4 Raviart-Thomas Interpolant

The Raviart-Thomas interpolant $\Pi_{\mathcal{D}_{k}}$ is a projection operator relating continuous function space $H_{\text {div }}(\Omega)$ with the associated discrete function space $W_{\mathcal{N}}$ as previously described in (1.11). Considering a continuous vectorial function $\mathbf{f} \in\left[\mathcal{C}_{0}(\Omega)\right]^{d}$, its restriction $\mathbf{f} \upharpoonright_{K}$ on any element $K$ is the discretized function $\Pi_{\mathcal{D}_{k}} \mathbf{f} \in \mathcal{D}_{k}(K)$ expressed from $\mathcal{D}_{k}(K)$ basis functions.

$$
\begin{align*}
\Pi_{\mathcal{D}_{k}}: \quad\left[\mathcal{C}_{0}(K)\right]^{d} & \longrightarrow \mathcal{D}_{k}(K)  \tag{1.39}\\
\mathbf{f} \upharpoonright_{K} & \longrightarrow \sum_{i=1}^{\mathcal{N}} \sigma_{i}\left(\mathbf{f} \upharpoonright_{K}\right) \boldsymbol{\zeta}_{i}
\end{align*}
$$

From definition of $\Sigma_{k}^{R T}$ functionnals set (1.24), $\Pi_{\mathcal{D}_{k}}$ reads

$$
\begin{equation*}
\Pi_{\mathcal{D}_{k}} \mathbf{f}=\sum_{i=1}^{\mathcal{N}_{f}}\left[\int_{\text {face }} \mathbf{f} \cdot \mathbf{n} \zeta_{k-1, i}\right] \boldsymbol{\zeta}_{i}+\sum_{j=\mathcal{N}_{f}+1}^{\mathcal{N}}\left[\int_{K} \mathbf{f} \cdot \boldsymbol{\zeta}_{k-\mathbf{2}, j}\right] \boldsymbol{\zeta}_{j} \tag{1.40}
\end{equation*}
$$

The basis functions $\boldsymbol{\zeta}_{i} \in \mathcal{D}_{k}(K)$ should be deduced from the reference basis functions $\hat{\zeta}_{i} \in \mathcal{D}_{k}(\hat{K})$ applying the geometrical transformation $\phi_{K}^{\text {geo }}(1.8)$ which unfortunately doesn't preserve the properties of $H_{\text {div }}(\Omega)$.

Piola transformation Defined from the standard geometrical transformation $\phi_{K}^{\text {geo }}$, the Piola transform (1.41) has the particularity to conserve $H_{\text {div }}$ space properties. This bijective map gives restriction $\left.\mathbf{u}(\mathbf{x})\right|_{K}$ of any function $\mathbf{u}$ on element $K$ from its restriction on reference element $\hat{K}$ ensuring conservation of Raviart-Thomas finite element space properties. We remind that $J_{K}^{\text {geo }}$ stands for the Jacobian of $\phi_{K}^{\text {geo }}$, and that $\operatorname{det}\left(J_{K}^{\text {geo }}\right)$ refers to its determinant.

$$
\begin{equation*}
\left.\mathbf{u}(\mathbf{x})\right|_{K}=\left.\frac{1}{\operatorname{det}\left(J_{K}^{\mathrm{geo}}\right)} J_{K}^{\mathrm{geo}} \hat{\mathbf{u}}(\hat{\mathbf{x}}) \Leftrightarrow \mathbf{u}(\mathbf{x})\right|_{K}=\frac{1}{\operatorname{det}\left(J_{K}^{\mathrm{geo}}\right)} J_{K}^{\mathrm{geo}} \hat{\mathbf{u}} \circ \phi_{K}^{\mathrm{geo}-1}(\mathbf{x}) \tag{1.41}
\end{equation*}
$$

As a specific geometrical transformation for Raviart-Thomas finite elements, the RaviartThomas Piola transform (1.41) is especially used to deal with the computation of $\zeta_{i}$ from $\hat{\zeta}_{i}$ needed by the interpolant. Moreover, standard operators applied on $\mathbf{u} \in H_{\text {div }}(\Omega)$ naturally derivates from their application of the reference element from (1.41)

$$
\begin{align*}
& \nabla \mathbf{u}=\frac{1}{\operatorname{det}\left(J_{K}^{\mathrm{geo}}\right)} \hat{\nabla} \hat{\mathbf{u}} \\
& \nabla \cdot \mathbf{u}=\frac{1}{\operatorname{det}\left(J_{K}^{\mathrm{geo}}\right)} \hat{\nabla} \cdot \hat{\mathbf{u}}  \tag{1.42}\\
& \int_{K} \mathbf{u} \cdot \mathbf{v}=\int_{\hat{K}} \frac{1}{\operatorname{det}\left(J_{K}^{\mathrm{geo}}\right)} J_{K}^{\mathrm{geo}} \hat{\mathbf{u}} \cdot J_{K}^{\mathrm{geo}} \hat{\mathbf{v}}
\end{align*}
$$

## 1.3 $\quad H_{\text {curl }}$-conforming Nédélec finite elements

This section describes the characteristics of the $H_{\text {curl-conforming finite elements of Nédélec }}$ in the same way as the previous $H_{\text {div }}$-conforming finite elements of Raviart-Thomas. These have been introduced in the 80's by J.C. Nédélec |Nédélec, 1980|, |Nédélec, 1986| who gave them his name. Widely used since then, these elements are especially described in |Schneebeli, 2003| and |Zaglmayr, 2006|.

Weak formulations involving the integral of curl terms require to ensure these terms are square-integrable, i.e. in $L_{2}(\Omega)$. As previously mentionned, $H_{\text {curl }}(1.43)$ is the appropriate space to meet this condition.

$$
\begin{equation*}
\left.H_{\mathrm{curl}}=\left\{\mathbf{f} \in\left[L_{2}(\Omega)\right]^{d} \mid \nabla \times \mathbf{f} \in\left[L_{2}(\Omega)\right]^{d_{\text {curl }}}\right\} \text { with } L_{2}(\Omega)=\left\{f \mid \int f^{2}<\infty\right\}\right) \tag{1.43}
\end{equation*}
$$

We shall note that the dimensional parameter $d_{\text {curl }}$ appearing in (1.43) can differ from the dimension $d$ of the domain $\Omega$ according to curl operator definition (1.44)

$$
\nabla \times\binom{ f_{1}}{f_{2}}=\frac{\partial f_{2}}{\partial x}-\frac{\partial f_{1}}{\partial y} \quad \nabla \times\left(\begin{array}{c}
f_{1}  \tag{1.44}\\
f_{2} \\
f_{3}
\end{array}\right)=\left(\begin{array}{c}
\frac{\partial f_{3}}{\partial y}-\frac{\partial f_{2}}{\partial z} \\
\frac{\partial f_{1}}{\partial z}-\frac{\partial f_{3}}{\partial x} \\
\frac{\partial f_{2}}{\partial x}-\frac{\partial f_{1}}{\partial y}
\end{array}\right)
$$

Indeed, the curl of a 2 D vector gives a scalar but the curl of a 3 D vector stays a 3 D vector which means $d_{\text {curl }}=1$ for $d=2$, and $d_{\text {curl }}=3$ when $d=3$.
$H_{\text {curl }}$ is a Hilbert space supplied with the dot product

$$
\begin{equation*}
(\mathbf{u}, \mathbf{v})_{H_{\text {curl }}}=(\mathbf{u}, \mathbf{v})_{L_{2}}+(\nabla \times \mathbf{u}, \nabla \times \mathbf{v})_{L_{2}} \tag{1.45}
\end{equation*}
$$

which defines the $H_{\text {div }}$ norm (1.21)

$$
\begin{equation*}
\|\cdot\|_{H_{\mathrm{curl}}}=\sqrt{(\cdot, \cdot)_{H_{\mathrm{curl}}}}=\sqrt{\|\cdot\|_{L_{2}}^{2}+\|\nabla \times\|_{L_{2}}^{2}} \tag{1.46}
\end{equation*}
$$

and the projection operator $\Pi_{\text {curl }}$ which defines the projection $\Pi_{\text {curl }} \mathbf{f}$ of any function $\mathbf{f} \in X$ into $Y \subset H_{\text {curl }}$ such that

$$
\begin{equation*}
\left(\Pi_{c u r l} \mathbf{f}, \mathbf{v}\right)_{H_{\text {curl }}}=(\mathbf{f}, \mathbf{v})_{H_{\text {curl }}} \forall \mathbf{v} \in Y \tag{1.47}
\end{equation*}
$$

Many finite elements are suitable to be used within $H_{\text {curl }}$ function space and they ensure the continuity of the tangential component of the solution. Nédélec finite elements are widely used in this context and group two elements types which especially differ from their primal space. The next section details the characteristics of the Nédélec elements of first kind whose implementation is described in Chapter 5.

### 1.3.1 Definition

The Nédélec finite elements of first type consist in tuples ( $K, \mathcal{R}^{k, 1}, \Sigma_{k}^{\text {Ned,1 }}$ ) where $\mathcal{R}^{k, 1}$ is a vectorial subspace of $\left[\mathbb{P}_{k+1}\right]^{d}$ defined as

$$
\begin{equation*}
\mathcal{R}^{k, 1}=\left[\mathbb{P}_{k}\right]^{d} \oplus \mathcal{S}^{k} \subset\left[\mathbb{P}_{k+1}\right]^{d} \tag{1.48}
\end{equation*}
$$

The space $\mathcal{S}^{k}$ of (1.48) is itself defined as

$$
\begin{equation*}
\mathcal{S}^{k}=\left\{\mathbf{p} \in\left[\mathbb{P}_{k}\right]^{d} \mid \mathbf{p} \cdot \hat{\mathbf{x}}=0\right\} \tag{1.49}
\end{equation*}
$$

with $\hat{\mathbf{x}} \in \hat{K}$ is in the reference element.
The set of linear functionals $\Sigma_{k}^{\text {Ned, } 1}$ hosted by $\mathcal{R}^{k, 1}$ consists in three kinds of functionals. The lowest order degrees of freedom $\left\{\sigma_{e}\right\}_{e \in \mathcal{E}_{h}}$ are located on the set $\mathcal{E}_{h}$ grouping the whole set of edges of the mesh $\Gamma_{h}$. For higher polynomial order, face located degrees of freedom
$\left\{\sigma_{f}\right\}_{f \in \mathcal{F}_{h}}$ and inner ones $\left\{\sigma_{K}\right\}_{K \in \mathcal{T}_{h}}$ have to be considered.

$$
\begin{equation*}
\Sigma_{k}^{N e d, 1}=\left\{\sigma_{e}\right\}_{e \in \mathcal{E}_{h}} \oplus\left\{\sigma_{f}\right\}_{f \in \mathcal{F}_{h}} \oplus\left\{\sigma_{K}\right\}_{K \in \mathcal{T}_{h}}=\left\{\sigma_{i}\right\}_{i=1}^{\mathcal{N}} \tag{1.50}
\end{equation*}
$$

In 2D case, the edges are combined with the faces leading to $\sigma_{e} \equiv \sigma_{f}$ with

$$
\begin{align*}
& \sigma_{e}(\mathbf{u})=\int_{e}(\mathbf{u} \cdot \mathbf{t}) p \quad \forall p \in \mathbb{P}_{k}(e) \\
& \sigma_{K}(\mathbf{u})=\int_{K} \mathbf{u} \cdot \mathbf{q} \quad \forall q \in\left[\mathbb{P}_{k-1}(K)\right]^{2} \tag{1.51}
\end{align*}
$$

In 3D case, $\sigma_{e}$ and $\sigma_{f}$ are distinguished such that

$$
\begin{align*}
& \sigma_{e}(\mathbf{u})=\int_{e}(\mathbf{u} \cdot \mathbf{t}) p \quad \forall p \in \mathbb{P}_{k}(e) \\
& \sigma_{f}(\mathbf{u})=\int_{f}(\mathbf{u} \times \mathbf{n}) \cdot \mathbf{q} \quad \forall q \in\left[\mathbb{P}_{k-1}(f)\right]^{2}  \tag{1.52}\\
& \sigma_{K}(\mathbf{u})=\int_{K} \mathbf{u} \cdot \mathbf{q} \quad \forall q \in\left[\mathbb{P}_{k-2}(K)\right]^{2}
\end{align*}
$$

The faces degrees of freedom (1.52) require to consider the normal $\mathbf{n}$ associated with each face which involves to ensure the unicity of the normal orientation. Already needed for $H_{\text {div }}$-conforming elements, this requirement is handled as described in Section 1.2.2. Moreover, the tangents defined along edges have also to be carefully considered since they are at least shared by two elements. Thus, the unicity of edges located degrees of freedom supposes to ensure the unicity of tangent orientation in a global point of view.

### 1.3.2 Unicity of tangents

The edges are the entities of dimension 1 associated with an element of dimension $n$. An edge $e$ is caracterized by two nodes $\left\{e_{1}, e_{2}\right\}$ which form its boundary. A tangent of an edge can then be oriented either from $e_{1}$ to $e_{2}$ or conversely from $e_{2}$ to $e_{1}$. We consider here that a tangent connecting $e_{i}$ to $e_{j}$ is always oriented from $e_{i}$ to $e_{j}$ with $i<j$. As for normals in Section 1.2.2, the Figure 1.6 illustrates these considerations in 2D case. A similar process can obviously be performed in 3D case based on the same arguments.

(a) 2 D simplices

(b) Tangent from $K_{0}$

(c) Tangent from $K_{1}$

Figure 1.6 - Orientation of the tangent associated with shared edge
Let us denote $\sigma_{e}(\mathbf{u})$ the lowest order degree of freedom associated with a inner edge, and then shared by two elements. Considering $\sigma_{e}^{0}(\mathbf{u})$ (resp. $\left.\sigma_{e}^{1}(\mathbf{u})\right)$ as this degree of
freedom defined locally from element $K_{0}$ (resp. $K_{1}$ ), we obtain

$$
\sigma_{e}^{0}(\mathbf{u})=\int_{e} \mathbf{u} \cdot \mathbf{t}_{\mathbf{0}} p \quad \text { and } \quad \sigma_{e}^{0}(\mathbf{u})=\int_{e} \mathbf{u} \cdot \mathbf{t}_{1} p
$$

with $\mathbf{t}_{\mathbf{0}}$ and $\mathbf{t}_{\mathbf{1}}$ of opposed signs.
This leads to the non unicity of the concerned degree of freedom

$$
\sigma_{e}^{0}(\mathbf{u})=-\sigma_{e}^{1}(\mathbf{u})
$$

In practice, we set the edge attached with $K_{0}$ to have a positive sign. In 2D (Figure 1.6), the edge attached with $K_{1}$ has the opposite orientation and hence the opposite sign.

$$
\sigma_{e}^{0}(\mathbf{u})=(-1) * \sigma_{e}^{1}(\mathbf{u})=\sigma_{e}(\mathbf{u})
$$

In 3D, the edges can be shared by more than two elements. The sign affected to the edges is defined from their orientation compared to the one attached with $K_{0}$.

### 1.3.3 Basis functions

Primal space As for Raviart-Thomas basis functions (Section 1.2.3), let us denote $\mathcal{B}_{k+1}=\left\{\zeta_{k+1, i}\right\}_{i}$ a basis of $\mathbb{P}_{k+1}$ composed with Dubiner polynomials, and $\mathcal{B}_{k+1}^{d}=\left\{\boldsymbol{\zeta}_{k+1, i}\right\}_{i}$ a basis of $\left[\mathbb{P}_{k+1}\right]^{d}$.

The Nédélec basis functions of first kind live in the previously described function space $\mathcal{R}^{k, 1}$ (1.48). Hence, they can be written in the primal basis $\mathcal{B}_{\mathcal{R}^{k, 1}}$ of $\mathcal{R}^{k, 1}$.

The first $\operatorname{dim}\left(\left[\mathbb{P}_{k}\right]^{d}\right)$ terms of $\mathcal{B}_{k+1}^{d}$ give a basis $\mathcal{B}_{k}^{d}$ for $\left[\mathbb{P}_{k}\right]^{d}$ which has to be completed by a basis $\mathcal{B}_{\mathcal{S}^{k}}^{d}$ of $\mathcal{S}^{k}$ (1.49), leading to

$$
\begin{equation*}
\mathcal{B}_{\mathcal{R}^{k, 1}}=\mathcal{B}_{k}^{d} \oplus \mathcal{B}_{\mathcal{S}^{k}}^{d} \tag{1.53}
\end{equation*}
$$

Let us first focus on the case of $\mathcal{S}^{0}$, introducing $\mathbf{q}_{l}=\left(q_{l, 1}, \ldots, q_{l, d}\right)$ in $\left[\mathbb{P}_{1}\right]^{d}$. The condition for $\mathbf{q}_{l}$ to be in $\mathcal{S}^{0}$ becomes

$$
\begin{equation*}
\sum_{i=1}^{d} q_{l, i} \hat{x}_{i}=\sum_{i=1}^{d}\left(\sum_{j=1}^{d} a_{i j} \hat{x}_{j}\right) \hat{x}_{i}=0 \tag{1.54}
\end{equation*}
$$

where $\left\{a_{i j}\right\}_{j}$ are the coefficients of polynomials $q_{l, i} \in \mathbb{P}_{1} i=1, \ldots, d$. The identification of coefficients $\left\{a_{i j}\right\}_{i, j}$ from the definition of $\mathcal{S}^{k}(1.49)$ gives the 2D (resp. 3D) basis $\mathcal{B}_{\mathcal{S}^{0}}^{2}$ $\left(\right.$ resp. $\left.\mathcal{B}_{\mathcal{S}^{0}}^{3}\right)$ of $\mathcal{S}^{0}$

$$
\mathcal{B}_{\mathcal{S}^{0}}^{2}=\left\{\binom{\hat{x_{2}}}{-\hat{x_{1}}}\right\} \quad \text { and } \quad \mathcal{B}_{\mathcal{S}^{0}}^{3}=\left\{\left(\begin{array}{c}
\hat{x}_{2}  \tag{1.55}\\
-\hat{x}_{1} \\
0
\end{array}\right),\left(\begin{array}{c}
-\hat{x}_{3} \\
0 \\
\hat{x}_{1}
\end{array}\right),\left(\begin{array}{c}
0 \\
\hat{x}_{3} \\
-\hat{x}_{2}
\end{array}\right)\right\}
$$

We shall remark that the elements of $\mathcal{B}_{\mathcal{S}^{k}}^{d}$ involve the curl operator $\nabla \times \hat{\mathbf{x}}$. Indeed, they are equivalent to the basis elements of $\mathbb{P}_{k}$ multiplied by $\nabla \times \hat{\mathbf{x}}$.

Consequently, $\mathcal{S}^{k}$ can be defined as $\mathcal{S}^{k}=(\nabla \times \hat{\mathbf{x}}) \mathbb{P}_{k}$, and $\mathcal{R}^{k, 1}$ becomes

$$
\begin{equation*}
\mathcal{R}^{k, 1}=\left[\mathbb{P}_{k}\right]^{d} \oplus(\nabla \times \hat{\mathbf{x}}) \mathbb{P}_{k} \tag{1.56}
\end{equation*}
$$

The basis $\mathcal{B}_{\mathcal{S}^{k}}^{d}$ consists in the set $\left\{\mathbf{q}_{1} \in\left[\mathbb{P}_{k+1}\right]^{d}\right\}_{l}$ whose elements are defined such that

$$
\int_{K} \mathbf{q}_{1} \cdot \zeta_{k+1, i}=\int_{K}(\nabla \times \hat{\mathbf{x}}) p \zeta_{k+1, i}
$$

with $p \in \mathbb{P}_{k} \forall i=1, \ldots, \operatorname{dim}\left(\left[\mathbb{P}_{k+1}\right]^{d}\right), \forall l=1, \ldots, \operatorname{dim}\left(\mathcal{S}^{k}\right)$.
By definition, each $\mathbf{q}_{1} \in\left[\mathbb{P}_{k+1}\right]^{d}$ reads as linear combination of $\left\{\boldsymbol{\zeta}_{k+1, i}\right\}_{i}$ basis functions.

$$
\begin{equation*}
\exists\left\{q_{l j}\right\}_{j=1}^{N} \mid \mathbf{q}_{\mathbf{1}}=\sum_{j=1}^{\operatorname{dim}\left(\left(\mathbb{P}_{k+1}\right]^{d}\right)} q_{l j} \boldsymbol{\zeta}_{k+1, j} \tag{1.57}
\end{equation*}
$$

The $\left\{q_{l j}\right\}$ coefficients obtained from the orthonormality property of Dubiner polynomials then read

$$
\begin{equation*}
q_{l i}=\int_{K}(\nabla \times \hat{\mathbf{x}}) \zeta_{k, i} \zeta_{k+\mathbf{1}, i} \forall i, l \tag{1.58}
\end{equation*}
$$

The basis $\mathcal{B}_{\mathcal{R}^{k, 1}}=\left\{\boldsymbol{\zeta}_{i}^{\mathcal{R}^{k, 1}}\right\}$ of $\mathcal{R}^{k, 1}$ can then be built as the concatenation $\mathcal{B}_{k}^{d} \oplus \mathcal{B}_{\mathcal{S}^{k}}^{d}$.
Dual space Let's remind that the basis functions $\left\{\boldsymbol{\phi}_{i}\right\}_{i=1}^{\mathcal{N}}$ live in $\mathcal{R}^{k, 1}$. They can hence be written as a linear combination of the primal basis elements $\boldsymbol{\zeta}_{i}^{\mathcal{R}^{k, 1}}$ such that

$$
\exists c_{i}^{k} \mid \boldsymbol{\phi}_{\boldsymbol{i}}=\sum_{k=1}^{\mathcal{N}} c_{i}^{k} \boldsymbol{\zeta}_{k}^{\mathcal{R}^{k, 1}} \forall i=1, \ldots, \mathcal{N}
$$

Considering $\mathcal{N}_{e}, \mathcal{N}_{f}$ and $\mathcal{N}_{K}$ respectively the number of edges, faces and inner degrees of freedom, the requirement (1.6) combined with (1.51) leads to

$$
\begin{align*}
& 0 \leqslant l<\mathcal{N}_{e}: \sum_{k=1}^{\mathcal{N}_{e}} c_{i}^{k} \int_{e_{l}}\left(\boldsymbol{\zeta}_{k}^{\mathcal{R}^{k, 1}} \cdot \mathbf{t}\right) p=\delta_{l i} \forall p \in \mathbb{P}_{k} \\
& \mathcal{N}_{e} \leqslant l<\mathcal{N}: \sum_{k=1}^{\mathcal{N}} c_{i}^{k} \int_{K_{l-\mathcal{N}_{e}}} \boldsymbol{\zeta}_{k}^{\mathcal{R}^{k, 1}} \cdot \mathbf{q}=\delta_{l i} \forall \mathbf{q} \in\left[\mathbb{P}_{k-1}\right]^{2} \tag{1.59}
\end{align*}
$$

while (1.52) gives

$$
\begin{align*}
& 0 \leqslant l<\mathcal{N}_{e}: \sum_{k=1}^{\mathcal{N}_{e}} c_{i}^{k} \int_{e_{l}}\left(\boldsymbol{\zeta}_{k}^{\mathcal{R}^{k, 1}} \cdot \mathbf{t}\right) p=\delta_{l i} \forall \in \mathbb{P}_{k} \\
& \mathcal{N}_{e} \leqslant l<\mathcal{N}_{e}+\mathcal{N}_{f}: \sum_{k=1}^{\mathcal{N}_{f}} c_{i}^{k} \int_{f_{l-\mathcal{N}_{e}}}\left(\boldsymbol{\zeta}_{k}^{\mathcal{R}^{k, 1}} \times \mathbf{n}\right) \mathbf{q}=\delta_{l i} \forall \mathbf{q} \in\left[\mathbb{P}_{k-1}\right]^{3}  \tag{1.60}\\
& \mathcal{N}_{e}+\mathcal{N}_{f} \leqslant l<\mathcal{N}: \sum_{k=1}^{\mathcal{N}} c_{i}^{k} \int_{K_{l-\mathcal{N}_{f}-\mathcal{N}_{e}}}^{\boldsymbol{\zeta}_{k}^{k, 1} \cdot \mathbf{q}=\delta_{l i} \forall \mathbf{q} \in\left[\mathbb{P}_{k-2}\right]^{3}}
\end{align*}
$$

The resolution of (1.59) and (1.60) for each $i=1, \ldots, \mathcal{N}$ gives the coefficients $\left\{c_{i}^{k}\right\}_{k=1}^{\mathcal{N}}$.
As for Raviart-Thomas, the numerically computed basis functions on $\hat{K}$ are compared with their analytical expression. This allows to ensure their correctness and validate their implementation. The following paragraphs describe analytical expression of $\left\{\boldsymbol{\phi}_{i}\right\}_{i}$ on 2D and 3D reference elements. The latter are illustrated in Figure 1.7, where $\mathbf{t}_{i}$ denotes the tangent associated with the $i^{\text {th }}$ edge of $\hat{K}$.


Figure 1.7 - Reference elements - tangents

2D lowest order basis functions From the previously introduced basis $\mathcal{B}_{\mathcal{S}^{0}}^{2}$, the 2D function space $\mathcal{R}^{0}$ reads as

$$
\begin{equation*}
\mathcal{R}^{0}=\left[P_{0}\right]^{2} \oplus\left\langle\binom{\hat{x_{2}}}{-\hat{x_{1}}}\right\rangle=\left\langle\binom{ 1}{0},\binom{0}{1},\binom{\hat{x_{2}}}{-\hat{x_{1}}}\right\rangle \tag{1.61}
\end{equation*}
$$

Each shape function $\hat{\phi}_{i}(i=1,2)$ on reference element $\hat{K}$ is a element of $\mathcal{R}^{0}$ space and reads as a linear combination of its base (1.61).

$$
\begin{equation*}
\exists \lambda_{j, i}(j=1, \ldots, 3) \left\lvert\, \hat{\phi}_{i}=c_{i}^{0}\binom{1}{0}+c_{i}^{1}\binom{0}{1}+c_{i}^{2}\binom{\hat{x_{2}}}{-\hat{x_{1}}}\right. \tag{1.62}
\end{equation*}
$$

The condition (1.6) on the reference basis functions $\left\{\hat{\phi}_{i}\right\}_{i}$ leads to the system

$$
\left\{\begin{array}{l}
\sigma_{0}\left(\hat{\phi}_{\boldsymbol{i}}\right)=\int_{\hat{e_{0}}} \hat{t_{0}} \cdot \hat{\phi}_{\boldsymbol{i}}=\int_{\hat{x_{1}}=-1}^{1} \int_{\hat{x_{2}}=-\hat{x_{1}}}(-1,1)^{T} \cdot \hat{\boldsymbol{\phi}}_{\boldsymbol{i}}=\delta_{0, i}  \tag{1.63}\\
\sigma_{1}\left(\hat{\boldsymbol{\phi}}_{\boldsymbol{i}}\right)=\int_{\hat{e_{1}}} \hat{t_{1}} \cdot \hat{\phi}_{\boldsymbol{i}}=\int_{\hat{\hat{1}_{1}}=-1} \int_{\hat{x_{2}}=-1}^{1}(0,-1)^{T} \cdot \hat{\boldsymbol{\phi}}_{\boldsymbol{i}}=\delta_{1, i} \\
\sigma_{2}\left(\hat{\boldsymbol{\phi}}_{\boldsymbol{i}}\right)=\int_{\hat{e_{2}}} \hat{t_{2}} \cdot \hat{\boldsymbol{\phi}}_{\boldsymbol{i}}=\int_{\hat{x_{1}=-1}}^{=} \int_{\hat{x_{2}}=-1}^{(1,0)^{T} \cdot \hat{\boldsymbol{\phi}}_{\boldsymbol{i}}=\delta_{2, i}}
\end{array}\right.
$$

whose solutions results in the basis functions which are fully coherent with their computation from Feel++ (Figure 1.8).
$\hat{\phi}_{0}\left(\hat{x_{1}}, \hat{x_{2}}\right)=\frac{1}{4}\binom{-1-\hat{x_{2}}}{1+\hat{x_{1}}}, \quad \hat{\phi}_{1}\left(\hat{x_{1}}, \hat{x_{2}}\right)=-\frac{1}{4}\binom{1+\hat{x_{2}}}{1-\hat{x_{1}}}, \quad \hat{\phi}_{2}\left(\hat{x_{1}}, \hat{x_{2}}\right)=\frac{1}{4}\binom{1-\hat{x_{2}}}{1+\hat{x_{1}}}$


Figure 1.8 - Nedelec order 1 - shape functions

3D lowest order basis functions From the previously introduced basis $\mathcal{B}_{\mathcal{S}^{0}}^{3}$, the 3D space $\mathcal{R}^{0}$ is defined as

$$
\mathcal{R}^{0}=\left[\mathbb{P}_{0}\right]^{3} \oplus\left\langle\left(\begin{array}{c}
\hat{x}_{2}  \tag{1.64}\\
-\hat{x}_{1} \\
0
\end{array}\right),\left(\begin{array}{c}
\hat{x}_{3} \\
0 \\
-\hat{x}_{1}
\end{array}\right),\left(\begin{array}{c}
0 \\
\hat{x}_{3} \\
-\hat{x}_{2}
\end{array}\right)\right\rangle
$$

As previously, each shape function $\hat{\phi}_{i}$ is a element of $\mathcal{R}^{0}$ space and reads a linear combination of its basis functions.

$$
\hat{\phi}_{i}=c_{i}^{0}\left(\begin{array}{l}
1  \tag{1.65}\\
0 \\
0
\end{array}\right)+c_{i}^{1}\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right)+c_{i}^{2}\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right)+c_{i}^{3}\left(\begin{array}{c}
\hat{x_{2}} \\
-\hat{x_{1}} \\
0
\end{array}\right)+c_{i}^{4}\left(\begin{array}{c}
\hat{x_{3}} \\
0 \\
-\hat{x_{1}}
\end{array}\right)+c_{i}^{5}\left(\begin{array}{c}
0 \\
\hat{x_{3}} \\
-\hat{x_{2}}
\end{array}\right)
$$

The condition (1.6) results in a system whose solutions read

$$
\begin{align*}
& \hat{\phi}_{\mathbf{0}}\left(\hat{x_{1}}, \hat{x_{2}}, \hat{x_{3}}\right)=\frac{1}{4}\left(\begin{array}{c}
-1-\hat{x_{2}} \\
1+\hat{x_{1}} \\
0
\end{array}\right) \quad \hat{\phi}_{\mathbf{1}}\left(\hat{x_{1}}, \hat{x_{2}}, \hat{x_{3}}\right)=\frac{1}{4}\left(\begin{array}{c}
-1-\hat{x_{2}} \\
\hat{x_{1}}+\hat{x_{3}} \\
-1-\hat{x_{2}}
\end{array}\right) \\
& \hat{\phi}_{\mathbf{2}}\left(\hat{x_{1}}, \hat{x_{2}}, \hat{x_{3}}\right)=\frac{1}{4}\left(\begin{array}{c}
-\hat{x_{2}}-\hat{x_{3}} \\
1+\hat{x_{1}} \\
1+\hat{x_{1}}
\end{array}\right) \quad \hat{\phi}_{\mathbf{3}}\left(\hat{x_{1}}, \hat{x_{2}}, \hat{x_{3}}\right)=\frac{1}{4}\left(\begin{array}{c}
1+\hat{x_{3}} \\
1+\hat{x_{3}} \\
-\hat{x_{1}}-\hat{x_{2}}
\end{array}\right)  \tag{1.66}\\
& \hat{\phi}_{4}\left(\hat{x_{1}}, \hat{x_{2}}, \hat{x_{3}}\right)=\frac{1}{4}\left(\begin{array}{c}
-1-\hat{x_{3}} \\
0 \\
1+\hat{x_{1}}
\end{array}\right) \quad \hat{\phi}_{\mathbf{5}}\left(\hat{x_{1}}, \hat{x_{2}}, \hat{x_{3}}\right)=\frac{1}{4}\left(\begin{array}{c}
0 \\
-1-\hat{x_{3}} \\
1+\hat{x_{2}}
\end{array}\right)
\end{align*}
$$

Moreover, the basis functions computed with Feel++ (Figure 1.9) are in good agreement with (1.66).


Figure 1.9 - Nédélec lowest order - 3D shape functions

### 1.3.4 Nédélec Interpolant

The Nédélec interpolant $\Pi_{\mathcal{R}^{k}}$ is a function which associates a continuous vectorial function $\mathbf{f} \in\left[\mathcal{C}_{0}(K)\right]^{d}$ to its interpolation $\Pi_{\mathcal{R}^{k}} \mathbf{f} \in \mathcal{R}_{k}(K)$ defined as

$$
\begin{align*}
\Pi_{\mathcal{R}^{k}}:\left[\mathcal{C}_{0}(K)\right]^{d} & \longrightarrow \mathcal{R}_{k}(K)  \tag{1.67}\\
\mathbf{f} & \longrightarrow \sum_{i=1}^{\mathcal{N}} \sigma_{i}(\mathbf{f}) \boldsymbol{\zeta}_{i}^{\mathcal{R}^{k, 1}} \tag{1.68}
\end{align*}
$$

with $\left\{\sigma_{i}\right\}_{i=1}^{\mathcal{N}}$ the linear functionnals $\Sigma_{k}^{\text {Ned, } 1}(1.50)$.
The 2D linear functionals previously defined by (1.51) lead to the expression of the interpolation of $\mathbf{f}$ in 2 D case

$$
\begin{equation*}
\Pi_{\mathcal{R}^{k}} \mathbf{f}=\sum_{i=1}^{\mathcal{N}_{e}}\left[\int_{e_{i}}(\mathbf{f} \cdot \mathbf{t}) \zeta_{k, i}\right] \boldsymbol{\zeta}_{i}^{\mathcal{R}^{k, 1}}+\sum_{j=\mathcal{N}_{e}+1}^{\mathcal{N}}\left[\int_{K_{i-\mathcal{N}_{e}}} \mathbf{f} \cdot \boldsymbol{\zeta}_{k-1, j}\right] \boldsymbol{\zeta}_{j}^{\mathcal{R}^{k, 1}} \tag{1.69}
\end{equation*}
$$

while 3D case distinguishes edges and faces degrees of freedom according to (1.52)

$$
\begin{align*}
\Pi_{\mathcal{R}^{k}} \mathbf{f}=\sum_{i=1}^{\mathcal{N}_{e}}\left[\int_{e_{i}}(\mathbf{f} \cdot \mathbf{t}) \zeta_{k, i}\right] \boldsymbol{\zeta}_{i}^{\mathcal{R}^{k, 1}} & +\sum_{j=\mathcal{N}_{e}+1}^{\mathcal{N}_{f}+\mathcal{N}_{e}}\left[\int_{f_{i-\mathcal{N}_{e}}}(\mathbf{f} \times \mathbf{n}) \zeta_{k-1, j}\right] \boldsymbol{\zeta}_{j}^{\mathcal{R}^{k, 1}}  \tag{1.70}\\
& +\sum_{k=\mathcal{N}_{f}+\mathcal{N}_{e}+1}^{\mathcal{N}}\left[\int_{K_{i-\mathcal{N}_{e}-\mathcal{N}_{f}}} \mathbf{f} \cdot \boldsymbol{\zeta}_{k-\mathbf{2 , k}}\right] \boldsymbol{\zeta}_{k}^{\mathcal{R}^{k, 1}}
\end{align*}
$$

As for Raviart-Thomas interpolant (1.67), the basis functions $\boldsymbol{\zeta}_{i}^{\mathcal{R}^{k, 1}} \in \mathcal{D}_{k}(K)$ should be deduced from the reference basis functions $\hat{\boldsymbol{\zeta}}_{i}^{\mathcal{R}^{k, 1}} \in \mathcal{D}_{k}(\hat{K})$ applying the geometrical transformation $\phi_{K}^{\text {geo }}(1.8)$ which unfortunately doesn't preserve the properties of $H_{\text {curl }}(\Omega)$.

Piola transformation Defined from the standard geometrical transformation $\phi_{K}^{\text {geo }}$, a Piola transform (1.71) has been designed to conserve these properties. This is also a bijective map which gives restriction $\left.\mathbf{u}(\mathbf{x})\right|_{K}$ of any function $\mathbf{u}$ on element $K$ from its restriction on reference element $\hat{K}$ ensuring conservation of Nédélec finite element space properties. We remind that $J_{K}^{\text {geo }}$ stands for the Jacobian of $\phi_{K}^{\text {geo }}$, and that $\operatorname{det}\left(J_{K}^{\text {geo }}\right)$ refers to its determinant.

$$
\begin{equation*}
\left.\mathbf{u}(\mathbf{x})\right|_{K}=\left.J_{K}^{\mathrm{geo}-T} \hat{\mathbf{u}}(\hat{\mathbf{x}}) \Leftrightarrow \mathbf{u}(\mathbf{x})\right|_{K}=J_{K}^{\mathrm{geo}-T} \hat{\mathbf{u}} \circ \phi_{K}^{\mathrm{geo}-1}(\mathbf{x}) \tag{1.71}
\end{equation*}
$$

As a specific geometrical transformation for Nédélec finite elements, the Piola transform (1.71) is especially used to deal with the computation of $\boldsymbol{\zeta}_{i}^{\mathcal{R}^{k, 1}}$ from $\hat{\boldsymbol{\zeta}}_{i}^{\mathcal{R}^{k, 1}}$ needed by the interpolant. Moreover, standard operators applied on $\mathbf{u} \in H_{\text {curl }}(\Omega)$ naturally derivates from their application of the reference element from (1.71)

$$
\begin{align*}
& \nabla \mathbf{u}=J_{K}^{\mathrm{geo}-T} \hat{\nabla} \hat{\mathbf{u}}\left(J_{K}^{\mathrm{geo}}\right)^{-1} \\
& \nabla \cdot \mathbf{u}=\operatorname{tr}\left(J_{K}^{\mathrm{geo}-T} \hat{\nabla} \hat{\mathbf{u}}\left(J_{K}^{\mathrm{geo}}\right)^{-1}\right) \\
& \nabla \times \mathbf{u}=J_{K}^{\text {geo }-T} \widehat{\nabla \times} \hat{\mathbf{u}}\left(J_{K}^{\text {geo }}\right)^{-1}  \tag{1.72}\\
& \int_{K} \mathbf{u} \cdot \mathbf{v}=\int_{\hat{K}}\left(J_{K}^{\text {geo }-T} \hat{\mathbf{u}}\right) \cdot\left(J_{K}^{\text {geo }-T} \hat{\mathbf{v}}\right) \operatorname{det}\left(J_{K}^{\text {geo }}\right)
\end{align*}
$$

## Conclusion

At the basis of the multi-physics model consisting in the core ingredient of this work, this chapter gives an overview of the finite element method. More specifically, we are interested in the definition of the $H_{\text {div }}$ and $H_{\text {curl }}$ conforming elements which are necessary for the magnetostatic model further described in section 3.2.

The implementation of the Raviart-Thomas and Nédélec finite elements of lowest order within the library Feel++ is a contribution of this thesis. Their description in this section is at the basis of the chapter 5 which details the implementation.

## Chapter 2

## Reduced Basis Method

In an industrial context, the optimal design of a component as well as the optimal choice in terms of material or experimental setup are based on the evaluation of a quantity of interest for various configurations. Essentially coming from experimental measurements, the variables describing these realizations are subject to uncertainties whose influence on the considered quantity of interest can be non negligible. Besides the simple prediction of a physical quantity for a given configuration, the current needs in engineering applications then reside both in optimization processes and uncertainty quantification. This is the case for the high field magnet design we focus on, which requires a fine constrained optimization aiming to achieve the expected magnetic field profile while ensuring good thermal and mechanical conditions. The reader can find examples of applications in chapters 8 and 11 .

We have then to consider a large number of configurations denoted as inputs which are described by a set of parameters that appear in our model. We want to determine a quantity of interest called output which depends on the solution of the associated PDEs for each of these configurations. This input/output relation requires to efficiently solve parametrized PDEs.

Model order reduction methods aim to replace the parametrized problem - usually of large size - by a reduced problem whose dimension, and hence the cost, is much lower. Especially, the Reduced Basis (RB) method |Prud'homme et al., 2002|, |Veroy et al., 2003a|, |Veroy et al., 2003c|, |Prud'homme and Patera, 2004], |Rozza et al., 2007|, |Quarteroni et al., 2011| has been designed for real-time and many-query contexts. It consists in a Galerkin projection on a reduced approximation space based on FE snapshots, whose size is greatly lower than the FE approximation space. As the solution of a low-dimensional system, each evaluation is thus cheaper, allowing to cover a large range of parameters.

A core enabler of the reduced basis method is the so-called offline/online decomposition of the problem. It allows to compute the terms which don't depend on parameters only once. The dependence of the latter on the finite element dimension can indeed make them costly to compute. The affine decomposition is hence an essential ingredient for the efficiency of the RB method.

Besides its non-linearity, the multi-physics model we are interested in presents a nonaffine dependence on parameters. In this context, a specific treatment is requested before the application of the reduced basis methodology as described in |Veroy et al., 2003a],
|Veroy et al., 2003c|.
This chapter aims to describe how to apply the reduced basis methodology in such a context. To this end, it first introduces the Empirical Interpolation Method (EIM) |Barrault et al., 2004|, |Grepl et al., 2007| which is necessary to deal with the non-affine parametrization of our model. Based on the use of this method, the second part focuses on the description of the reduced basis methodology applied to non-linear and non-affinely parametrized problems.

The Certified Reduced Basis (CRB) method |Prud'homme et al., 2002|, |Veroy et al., 2003a|, |Veroy et al., 2003c|, |Prud'homme and Patera, 2004|, |Rozza et al., 2007|, |Patera and Rozza, 2007|, |Quarteroni et al., 2011| combines the previous reduced basis method with error estimators allowing to quantify the error coming from the reduced basis approximation. These error estimators both allow to establish error bounds for the solutions of the reduced system, and to optimize the parameter selection involved in the built RB approximation space.

The application of this method to non-linear problems |Veroy et al., 2003b], |Veroy et al., 2003a|, |Veroy and Patera, 2005|, |Canuto et al., 2009|, |Janon et al., 2013| is relatively recent. For non-affinely parametrized problems as in our case, the error estimation has also to take into account the approximation error resulting from the EIM use. In this context, |Canuto et al., 2009| provides a generalization of |Veroy and Patera, 2005| for non-affine problems. The computation of such error bounds is mainly based on the Brezzi-Rappaz-Raviart (BRR) theory which provides error bounds for non-linear equations. However, this method (i) is restrictive with respect of the form of the equations and (ii) involves limiting conditions on inf-sup and continuity constants, whose computational cost can be prohibitive. The problems that we are considering don't fully satisfy the BRR theory conditions, which prevents us from applying the method introduced in |Canuto et al., 2009].

In this chapter, we introduce the development of an error indicator allowing to guide the parameter selection process. Nevertheless, it doesn't enable to certify our reduced basis approximation since it isn't provably an error bound.

Finally, the last section concerns the so-called Simultaneous Empirical interpolation and Reduced basis (SER) method which consists in an original contribution of this thesis. Especially designed for non-linear and non-affinely parametrized problems, SER combines the EIM and RB methods in order to decrease the associated computational cost of the offline stage. We present some variants of this method, mainly based on the previous error indicator.
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As mentioned before, each investigated configuration corresponds to a set of $p$ parameters defined as the $p$-vector $\boldsymbol{\mu}=\left(\mu_{1}, \ldots, \mu_{p}\right) \in \mathcal{D} \subset \mathbb{R}^{p}$ combining both geometrical parameters, material properties or operating conditions. The PDE (1.1) handling
the considered physical phenomenon allows to relate the so-called input parameter $\boldsymbol{\mu}$ with the investigated quantity of interest denoted as output. We shall then consider the parametrized PDE which consists in finding the parameter dependent solution $u(\boldsymbol{\mu}) \in X$ such that

$$
\begin{equation*}
a(u(\boldsymbol{\mu}), v ; \boldsymbol{\mu})=f(v ; \boldsymbol{\mu}) \forall v \in X(\Omega) \tag{2.1}
\end{equation*}
$$

where $a: X(\Omega) \times X(\Omega) \times \mathcal{D} \longrightarrow \mathbb{R}$ is a continuous and coercive bilinear form, and $f: X(\Omega) \longrightarrow \mathbb{R}$ is a continuous linear form.

The outputs denoted as $s(\boldsymbol{\mu})$ are typically expressed as linear functionals $\ell: X \rightarrow \mathbb{R}$ of $u(\boldsymbol{\mu})$ related with (2.1) as

$$
\begin{equation*}
s(\boldsymbol{\mu})=\ell(u(\boldsymbol{\mu})) \tag{2.2}
\end{equation*}
$$

Considering a set of inputs, our problem thus consists in finding $s(\boldsymbol{\mu}) \in \mathbb{R}$ from the solution $u(\boldsymbol{\mu})$ of (2.1) for each given $\boldsymbol{\mu}$. The optimization methods as well as the uncertainty quantification require a large amount of realizations. Regarding the growing complexity of today's engineering problems coming both from their spatial and parametric dimensions, the cost of such processes can become prohibitive.

As mentioned, the Reduced Basis (RB) methodology consists in a fast but reliable approximation based on the projection on a low-dimensional space combined with a socalled offline/online strategy.

Reduced basis approximation As introduced in Chapter 1, the finite element method allows to compute a discrete approximation of $u(\boldsymbol{\mu})$. Let's remind that this approximation $u_{\mathcal{N}}(\boldsymbol{\mu})$ rests on the Galerkin projection on a subspace $X_{\mathcal{N}} \subset X$ of size $\mathcal{N}$ which consists in the resolution of the $\mathcal{N} \times \mathcal{N}$ system

$$
\begin{equation*}
a\left(u_{\mathcal{N}}(\boldsymbol{\mu}), v ; \boldsymbol{\mu}\right)=f(v ; \boldsymbol{\mu}) \forall v \in X_{\mathcal{N}}(\Omega) \tag{2.3}
\end{equation*}
$$

The fast simulation response offered by the reduced basis method relies on a Galerkin projection on the low-dimensional subspace $W_{N}$ of size $N \ll \mathcal{N}$, whose basis functions read from a set of finite element approximations. Typically, the size $N$ of the reduced system doesn't exceed 100 .

Let's introduce the sample $S_{N}=\left\{\boldsymbol{\mu}_{1}, \cdots, \boldsymbol{\mu}_{N}\right\} \in \mathcal{D}$ and its associated set of finite element solutions $S_{N}^{u}=\left\{u_{\mathcal{N}}\left(\boldsymbol{\mu}_{i}\right)\right\}_{i=1}^{N}$ obtained from (2.3). The parameters of $S_{N}$ can be selected in various ways, ranging from a random selection process to more advanced methods. In particular, the Proper Orthogonal Decomposition (POD) method or the Greedy algorithms are commonly used to optimize the building of this sample. To select the parameters $\boldsymbol{\mu}$ of $\mathcal{D}$ which maximizes the RB approximation error, the Greedy algorithms require error estimation techniques. An error indicator is further described in this context.

The orthonormalization of $S_{N}^{u}$ components from a Gram-Schmidt process with respect to the $<,>_{X}$ inner product associated with $X$ results in the definition of $W_{N}=\operatorname{span}\left\{\xi_{i} \equiv\right.$ $\left.u_{\mathcal{N}}\left(\boldsymbol{\mu}_{i}\right), 1 \leqslant i \leqslant N\right\}$. By analogy with (1.3), the coming reduced basis approximation
$u_{N}(\boldsymbol{\mu}) \in W_{N}$ of $u(\boldsymbol{\mu}) \in X$ then reads as the linear combination

$$
\begin{equation*}
u_{N}(\boldsymbol{\mu})=\sum_{i=1}^{N} u_{N, i}(\boldsymbol{\mu}) \xi_{i} \tag{2.4}
\end{equation*}
$$

whose computation resides in the resolution of the $N \times N$ reduced system

$$
\begin{equation*}
\sum_{i=1}^{N} a\left(\xi_{i}, \xi_{j} ; \boldsymbol{\mu}\right) u_{N, i}(\boldsymbol{\mu})=f\left(\xi_{j} ; \boldsymbol{\mu}\right) \forall j \in 1, \ldots, N \tag{2.5}
\end{equation*}
$$

Affine decomposition When the considered problem is affinely parametrized - that is when $a$ and $f$ depend affinely on the parameters -, we shall be able to decouple the terms of (2.5) which don't depend on the input from the others. It amounts in fact to consider that for a finite integer $Q_{a}$ (resp. $Q_{f}$ ), the bilinear form $a$ (resp. the linear form $f$ ) can be expressed as

$$
\begin{align*}
& a(u, v ; \boldsymbol{\mu})=\sum_{q=1}^{Q_{a}} \theta_{a}^{q}(\boldsymbol{\mu}) a^{q}(u, v) \quad \forall u, v \in X, \forall \boldsymbol{\mu} \in \mathcal{D} \\
& f(v ; \boldsymbol{\mu})=\sum_{q=1}^{Q_{f}} \theta_{f}^{q}(\boldsymbol{\mu}) f^{q}(v) \quad \forall v \in X, \forall \boldsymbol{\mu} \in \mathcal{D} \tag{2.6}
\end{align*}
$$

Then, the so-called offline stage prepares the parameter-independent quantities, computing them once. This allows the online simulations - which consist in the assembly and the resolution of (2.5)- to be even faster.

The affine decomposition (2.6) is an essential ingredient for the offline/online strategy. Such a decomposition is not necessarily available, in particular for non-affine or non-linear problems. Indeed, the multi-physics model we focus on for high field magnet study appears to be both non linear and non affinely parametrized, due to the non-affine dependence of the material properties on the unknowns as introduced in |Daversin et al., 2013|. In this context, the Empirical Interpolation Method (EIM) is standardly used to recover the required affine decomposition (2.6) building affine approximations of the concerned terms. The non-linearity is however handled by fixed point iterative methods.

### 2.1 Empirical Interpolation Method (EIM)

The non-affine parametrization of the PDE (2.3) comes from its dependence on at least one non-affine function $w(u(\boldsymbol{\mu}), \mathbf{x} ; \boldsymbol{\mu})$. In this case, the problem (2.3) reads as

$$
\begin{equation*}
a(u(\boldsymbol{\mu}), v ; \boldsymbol{\mu} ; w(u(\boldsymbol{\mu}), \mathbf{x} ; \boldsymbol{\mu}))=f(v ; \boldsymbol{\mu} ; w(u(\boldsymbol{\mu}), \mathbf{x} ; \boldsymbol{\mu})) \forall v \in X(\Omega) \tag{2.7}
\end{equation*}
$$

This prevents the affine decomposition (2.6) to be obtained.
The Empirical Interpolation Method (EIM) allows to recover such a decomposition
building an affine approximation $w_{M}$ of $w$ such that

$$
\begin{equation*}
w_{M}(u(\boldsymbol{\mu}), \mathbf{x} ; \boldsymbol{\mu})=\sum_{m=1}^{M} \beta_{m}^{M}(u(\boldsymbol{\mu}) ; \boldsymbol{\mu}) q_{m}(\mathbf{x}) \tag{2.8}
\end{equation*}
$$

This section describes the EIM methodology based on an offline/online strategy as well. Let's introduce the sample $\bar{S}_{M}=\left\{\overline{\boldsymbol{\mu}}_{1}, \ldots, \overline{\boldsymbol{\mu}}_{M}\right\} \in \mathcal{D}^{M}$ and the associated function space $\bar{W}_{M}=\operatorname{span}\left\{\overline{\boldsymbol{\xi}}_{m} \equiv w\left(u\left(\overline{\boldsymbol{\mu}}_{m}\right), \mathbf{x} ; \overline{\boldsymbol{\mu}}_{m}\right), 1 \leqslant m \leqslant M\right\}$. We first define a subset $\Xi$ of $\mathcal{D}$ in which the sample points of $\bar{S}_{M}$ are selected. The starting sample point $\overline{\boldsymbol{\mu}}_{1}$ is picked in $\Xi$ assuming that $\overline{\boldsymbol{\xi}}_{1} \neq 0$.

$$
\begin{equation*}
\bar{S}_{1}=\left\{\overline{\boldsymbol{\mu}}_{1}\right\}, \quad \overline{\boldsymbol{\xi}}_{1}=w\left(u\left(\overline{\boldsymbol{\mu}}_{1}\right), \mathbf{x} ; \overline{\boldsymbol{\mu}}_{1}\right), \quad \bar{W}_{1}=\operatorname{span}\left\{\overline{\boldsymbol{\xi}}_{1}\right\} \tag{2.9}
\end{equation*}
$$

The first interpolation point is chosen as the maximum of $\overline{\boldsymbol{\xi}}_{1}$, while $q_{1}$ is a normalization of $\overline{\boldsymbol{\xi}}_{1}$, which leads to

$$
\begin{equation*}
\boldsymbol{t}_{1}=\arg \sup _{\mathbf{x} \in \Omega}\left|\overline{\boldsymbol{\xi}}_{1}(\mathbf{x})\right|, \quad q_{1}=\frac{\overline{\boldsymbol{\xi}}_{1}(\mathbf{x})}{\overline{\boldsymbol{\xi}}_{1}\left(\boldsymbol{t}_{1}\right)} \tag{2.10}
\end{equation*}
$$

For $M \geqslant 2$, the sample points $\overline{\boldsymbol{\mu}}_{M}$ are determined from a Greedy algorithm choosing $\overline{\boldsymbol{\mu}}_{M} \in \Xi$ as maximizing the EIM approximation error.

$$
\begin{equation*}
\overline{\boldsymbol{\mu}}_{M}=\arg \max _{\boldsymbol{\mu} \in \Xi} \inf _{z \in W_{M-1}}\|w(. ; \cdot ; \boldsymbol{\mu})-z\|_{L^{\infty}(\Omega)} \tag{2.11}
\end{equation*}
$$

It completes $\bar{S}_{M}$ and allows to deduce the basis function $\overline{\boldsymbol{\xi}}_{M}$ enriching the RB approximation space $\bar{W}_{M}$.

$$
\begin{equation*}
\overline{\boldsymbol{\xi}}_{M}=w\left(\overline{\boldsymbol{\mu}}_{M} ; \mathbf{x} ; u\left(\overline{\boldsymbol{\mu}}_{M}\right)\right), \quad \bar{S}_{M}=\bar{S}_{M-1} \cup\left\{\overline{\boldsymbol{\mu}}_{M}\right\}, \quad \bar{W}_{M}=\bar{W}_{M-1} \oplus \operatorname{span}\left\{\overline{\boldsymbol{\xi}}_{M}\right\} \tag{2.12}
\end{equation*}
$$

The EIM approximation $w_{M-1}\left(u(\boldsymbol{\mu}), \mathbf{x} ; \boldsymbol{\mu}_{M}\right)$ is defined from its coefficients $\left\{\beta_{m}^{M-1}\right\}_{m=1}^{M-1}$, evaluated on the parameter $\boldsymbol{\mu}_{M}$ (2.11). These are computed through the resolution of the $(M-1) \times(M-1)$ system ensuring the exactness of $w_{M-1}$ at the $M-1$ interpolation points $\left\{t_{i}\right\}_{i=1}^{M-1}$. It then leads to the residual

$$
\begin{equation*}
\mathbf{r}_{M}(\mathbf{x})=w\left(u(\boldsymbol{\mu}), \mathbf{x} ; \overline{\boldsymbol{\mu}}_{M}\right)-w_{M-1}\left(u(\boldsymbol{\mu}), \mathbf{x} ; \overline{\boldsymbol{\mu}}_{M}\right) \tag{2.13}
\end{equation*}
$$

on which the next interpolation point $\boldsymbol{t}_{M}$ and basis functions $q_{M}$ are based.

$$
\begin{equation*}
\boldsymbol{t}_{M}=\arg \sup _{\mathbf{x} \in \Omega}\left|\mathbf{r}_{M}(\mathbf{x})\right|, \quad \boldsymbol{q}_{M}(\mathbf{x})=\frac{\mathbf{r}_{M}(\mathbf{x})}{\mathbf{r}_{M}\left(\boldsymbol{t}_{M}\right)} \tag{2.14}
\end{equation*}
$$

Once the EIM approximation space $\bar{W}_{M}$ together with the set of interpolation points $\left\{t_{i}\right\}_{i=1}^{M-1}$ are completed, the online step consists in the evaluation $w_{M}(u, \mathbf{x} ; \boldsymbol{\mu})(2.8)$ for any given $\boldsymbol{\mu}$ through the resolution of the online system

$$
\begin{equation*}
w_{M}\left(u(\boldsymbol{\mu}), \boldsymbol{t}_{i} ; \boldsymbol{\mu}\right)=\sum_{m=1}^{M} \beta_{m}^{M}(u(\boldsymbol{\mu}) ; \boldsymbol{\mu}) q_{m}\left(\boldsymbol{t}_{i}\right)=w\left(u(\boldsymbol{\mu}), \boldsymbol{t}_{i} ; \boldsymbol{\mu}\right), \quad 1 \leqslant i \leqslant M \tag{2.15}
\end{equation*}
$$

### 2.2 Reduced Basis for non-affinely parametrized and non linear problems

In this section, we focus on the reduced basis method applied to non-linear and non-affinely parametrized problems. As introduced in Section 2.1, the non affine parametrization comes from the dependence on at least one non affine function $w$ as described in (2.3). The non-linearity is however handled by a fixed point iterative method, namely Picard or Newton's method.

In the sequel, we shall consider the Picard method whose solution at $k$-th iteration is denoted ${ }^{k} u(\boldsymbol{\mu})$. Nevertheless, all the following considerations can easily be applied to a Newton algorithm considering the residual of (2.3) and its Jacobian.

The non-linear and non affinely parametrized considered problem thus amounts to find $u(\boldsymbol{\mu}) \in X$ such that

$$
\begin{equation*}
\left.\left.\left.a\left(u(\boldsymbol{\mu}), v ; \boldsymbol{\mu} ;{ }^{k} u(\boldsymbol{\mu}) ; w^{k} u(\boldsymbol{\mu}), \mathbf{x} ; \boldsymbol{\mu}\right)\right)=f^{k} u(\boldsymbol{\mu}), v ; \boldsymbol{\mu} ; w{ }^{k} u(\boldsymbol{\mu}), \mathbf{x} ; \boldsymbol{\mu}\right)\right) \forall v \in X(\Omega) \tag{2.16}
\end{equation*}
$$

As a reminder, the affine approximation $w_{M}$ of $w$ built through EIM (2.8) allows to recover an affine decomposition of (2.16). In what follows, the non-affine terms of $a$ (resp. $f$ ) whose affine decomposition is obtained from EIM approximations (2.8), and the affine ones for which the affine decomposition (2.6) is naturally obtained, are considered separately. In this context, we consider $Q_{a}^{\text {eim }}$ (resp. $Q_{f}^{e i m}$ ) the number of non-affinely parametrized terms of $a$ (resp. f), while $Q_{a}^{a f f}$ (resp. $Q_{f}^{a f f}$ ) refers to the affine ones. The $M_{q}^{a}\left(\right.$ resp. $\left.M_{q}^{f}\right)$ coefficients $\gamma_{a, m}^{q}(u ; \boldsymbol{\mu})\left(\right.$ resp. $\left.\gamma_{f, m}^{q}(u ; \boldsymbol{\mu})\right)$ are obtained from the EIM approximations coefficients, leading to
$\underbrace{\sum_{q=1}^{Q_{a}^{e i m}} \sum_{m=1}^{M_{q}^{a}} \gamma_{a, m}^{q}\left({ }^{k} u ; \boldsymbol{\mu}\right) a_{m}^{q}(u, v)}_{\text {non-affine part of } a}+\underbrace{\sum_{l=1}^{Q_{a}^{a f f}} \theta_{a}^{l}(\boldsymbol{\mu}) a^{l}(u, v)}_{\text {affine part of } a}=\underbrace{\sum_{q=1}^{Q_{f}^{e i m}} \sum_{m=1}^{M_{q}^{f}} \gamma_{f, m}^{q}\left({ }^{k} u ; \boldsymbol{\mu}\right) f_{m}^{q}(v)}_{\text {non-affine part of } f}+\underbrace{\sum_{l=1}^{Q_{f}^{a f f}} \theta_{f}^{l}(\boldsymbol{\mu}) f^{l}(v)}_{\text {affine part of } f}$
Let's now turn to the offline/online strategy made possible through the previous affine decomposition availability offered by EIM.

Offline stage The offline stage is first devoted to the building of the reduced basis approximation space $W_{N}$, spanned by finite elements approximations selected at $N$ points of the parameter space. It starts with the construction of the previously defined $S_{N}^{u}=$ $\left\{u_{\mathcal{N}}\left(\boldsymbol{\mu}_{i}\right)\right\}_{i=1}^{N}$. For each $\boldsymbol{\mu}_{i} \in S_{N}$, the non-linearity is handled by a fixed point method. Starting from a given initial guess ${ }^{0} u_{\mathcal{N}}\left(\boldsymbol{\mu}_{i}\right)$, we iterate on $k$ solving the $\mathcal{N} \times \mathcal{N}$ system

$$
\begin{equation*}
\mathcal{A}^{\mathcal{N} k} u_{\mathcal{N}}\left(\boldsymbol{\mu}_{i}\right)=\mathcal{F}^{\mathcal{N}} \text { with } 1 \leqslant i \leqslant N \tag{2.17}
\end{equation*}
$$

until convergence. From the definition of the finite element solution $u_{\mathcal{N}}(\boldsymbol{\mu})$ (1.3), the matrix $\mathcal{A}^{\mathcal{N}}$ and vector $\mathcal{F}^{\mathcal{N}}$ at the $k$-th iteration are defined as

$$
\begin{align*}
\mathcal{A}^{\mathcal{N}} & =\sum_{q=1}^{Q_{a}^{e i m}} \sum_{m=1}^{M_{q}^{a}} \gamma_{a, m}^{q}\left({ }^{k} u_{\mathcal{N}} ; \boldsymbol{\mu}\right) a_{m}^{q}\left(\phi_{i}, \phi_{j}\right)+\sum_{l=1}^{Q_{a}^{a f f}} \theta_{a}^{l}(\boldsymbol{\mu}) a^{l}\left(\phi_{i}, \phi_{j}\right)  \tag{2.18}\\
\mathcal{F}^{\mathcal{N}} & =\sum_{q=1}^{Q_{f}^{e i m}} \sum_{m=1}^{M_{q}^{f}} \gamma_{f, m}^{q}\left({ }^{k} u ; \boldsymbol{\mu}\right) f_{m}^{q}\left(\phi_{j}\right)+\sum_{l=1}^{Q_{f}^{a f f}} \theta_{f}^{l}(\boldsymbol{\mu}) f^{l}\left(\phi_{j}\right) \tag{2.19}
\end{align*}
$$

The basis function $\xi_{i}$ is obtained from the orthonormalization of the resulting $u_{\mathcal{N}}\left(\boldsymbol{\mu}_{i}\right)$. It then enriches the reduced basis approximation space $W_{i}=W_{i-1} \oplus \xi_{i}$, in which the reduced basis approximation $u_{i}(\boldsymbol{\mu})$ shall reside.

The parameter-independent terms of (2.17) correspond to

$$
\begin{equation*}
A_{i, j}^{N, q, m}=a_{m}^{q}\left(\xi_{j}, \xi_{i}\right) \text { and } F_{j}^{N, q, m}=f_{m}^{q}\left(\xi_{j}\right) \tag{2.20}
\end{equation*}
$$

Their precomputation stands as a core ingredient of the reduced basis method. Once $W_{N}$ is completed, these precomputations (2.20) finalize the RB offline stage.

The $N \times N$ online system, allowing to obtain the coefficients $u_{N, i}(\boldsymbol{\mu})$ of the reduced basis approximation $u_{N}(\boldsymbol{\mu}) \in W_{N}$ for any parameter $\boldsymbol{\mu}$, then reads as

$$
\begin{equation*}
\sum_{q=1}^{Q_{a}^{e i m}} \sum_{m=1}^{M_{q}^{a}} \gamma_{a, m}^{q}\left({ }^{k} u_{N} ; \boldsymbol{\mu}\right) a_{m}^{q}\left(\xi_{i}, \xi_{j}\right)+\sum_{l=1}^{Q_{a}^{a f f}} \theta_{a}^{l}(\boldsymbol{\mu}) a^{l}\left(\xi_{i}, \xi_{j}\right)=\sum_{q=1}^{Q_{f}^{e i m}} \sum_{m=1}^{M_{q}^{f}} \gamma_{f, m}^{q}\left({ }^{k} u_{N} ; \boldsymbol{\mu}\right) f_{m}^{q}\left(\xi_{j}\right)+\sum_{l=1}^{Q_{f}^{a f f}} \theta_{f}^{l}(\boldsymbol{\mu}) f^{l}\left(\xi_{j}\right) \tag{2.21}
\end{equation*}
$$

Online stage The evaluation of $u_{N}(\boldsymbol{\mu})$ for any given $\mu$ then consists in the resolution of the reduced $N \times N$ system (2.21). From a given initial guess ${ }^{0} u_{N}(\boldsymbol{\mu})$, the fixed point method consists in solving the reduced system

$$
\begin{equation*}
\mathcal{A}^{N{ }^{k}} u_{N}(\boldsymbol{\mu})=\mathcal{F}^{N} \tag{2.22}
\end{equation*}
$$

until the convergence of the iterative algorithm is reached. The matrix $\mathcal{A}^{N}$ as well as the vector $\mathcal{F}^{N}$ at the $k$-th iteration benefit from the precomputations (2.20) and read as

$$
\begin{align*}
& \mathcal{A}^{N}=\sum_{q=1}^{Q_{a}^{e i m}} \sum_{m=1}^{M_{q}^{a}} \gamma_{a, m}^{q}\left({ }^{k} u_{N}, \boldsymbol{\mu}\right) A^{N, q, m}+\sum_{l=1}^{Q_{a}^{a f f}} \theta_{a}^{l}(\boldsymbol{\mu}) A^{N, l}  \tag{2.23}\\
& \mathcal{F}^{N}=\sum_{q=1}^{Q_{f}^{e i m}} \sum_{m=1}^{M_{q}^{f}} \gamma_{f, m}^{q}\left({ }^{k} u_{N}, \boldsymbol{\mu}\right) F^{N, q, m}+\sum_{l=1}^{Q_{f}^{a f f}} \theta_{f}^{l}(\boldsymbol{\mu}) F^{N, l} \tag{2.24}
\end{align*}
$$

allowing the efficient assembly of the reduced system (2.22).

### 2.3 Simultaneous Empirical Interpolation and Reduced Basis Method (SER)

The recovery of the affine decomposition for the non-linear and non affinely parametrized problems (2.16) requires the use of EIM prior to the RB methodology. Thus, the EIM approximation is necessary to the RB offline step and is consequently built first.

As described in Section 2.1, the EIM Greedy algorithm

$$
\begin{equation*}
\boldsymbol{\mu}_{M}=\arg \max _{\boldsymbol{\mu} \in \Xi} \inf _{z \in W_{M-1}}\left\|w\left(u_{\mathcal{N}}(\boldsymbol{\mu}) ; ; \boldsymbol{\mu}\right)-z\right\|_{L^{\infty}(\Omega)} \tag{2.25}
\end{equation*}
$$

performed during the offline step requires the finite element solution $u_{\mathcal{N}}(\boldsymbol{\mu})$ computed at all points of the EIM trainset $\Xi \in \mathcal{D}$. Depending on the expression of the non affine function $w$, the size of this trainset can have a significant influence on the quality of its EIM approximation $w_{M}$. The number of finite element approximations is proportional to the size of $\Xi$ and can then become high, making the EIM cost prohibitive for large problems. Regarding the electro-thermal component of the multi-physics model for high field magnets (see Section 3.1), the Greedy algorithm (2.25) is clearly an obstacle due to the finite element dimension $\mathcal{N}$ raising to several millions.

The Simultaneous Empirical interpolation and Reduced basis (SER) method aims to reduce this computational cost benefiting from the readily available reduced basis approximation. The key ingredient resides in the simultaneous construction of the EIM and RB approximation spaces, allowing the Greedy algorithm (2.25) to be solely performed from RB approximations.

As reduced basis methodology needs an affine decomposition - and then an EIM approximation $w_{M}$ for each non affine parameter dependent functions $w-$, SER starts with the initialization of the EIM approximation space which corresponds to the step $M=1$ of the standard EIM offline stage.

$$
\begin{equation*}
\bar{S}_{1}=\left\{\overline{\boldsymbol{\mu}}_{1}\right\}, \quad \overline{\boldsymbol{\xi}}_{1}=w\left(u_{\mathcal{N}}\left(\overline{\boldsymbol{\mu}}_{1}\right), \mathbf{x} ; \overline{\boldsymbol{\mu}}_{1}\right), \quad \bar{W}_{1}=\operatorname{span}\left\{\overline{\boldsymbol{\xi}}_{1}\right\} \tag{2.26}
\end{equation*}
$$

At this step, $u_{\mathcal{N}}$ is the finite element solution obtained from (2.16).
The first EIM basis function $\overline{\boldsymbol{\xi}}_{1}$ is thus still based on a finite element approximation since no reduced basis approximation is yet available. The first interpolation point $\boldsymbol{t}_{1}$ and the associated basis function $q_{1}$ are standardly deduced as

$$
\begin{equation*}
\boldsymbol{t}_{1}=\arg \sup _{\mathbf{x} \in \Omega}\left|\overline{\boldsymbol{\xi}}_{1}(\mathbf{x})\right|, \quad q_{1}=\frac{\overline{\boldsymbol{\xi}}_{1}(\mathbf{x})}{\overline{\boldsymbol{\xi}}_{1}\left(\boldsymbol{t}_{1}\right)} \tag{2.27}
\end{equation*}
$$

At this stage, the first EIM approximation $w_{1}$ is composed of only one term

$$
\begin{equation*}
w_{1}(u(\boldsymbol{\mu}), \mathbf{x} ; \boldsymbol{\mu})=\beta_{1}^{1}(u(\boldsymbol{\mu}), \boldsymbol{\mu}) q_{1}(\mathbf{x}) \tag{2.28}
\end{equation*}
$$

whose only coefficient $\beta_{1}^{1}(u(\boldsymbol{\mu}), \boldsymbol{\mu})$ in $\bar{W}_{1}$ is given by

$$
\begin{equation*}
\beta_{1}^{1}\left(u_{\mathcal{N}}(\boldsymbol{\mu}), \boldsymbol{\mu}\right)=w\left(u_{\mathcal{N}}(\boldsymbol{\mu}), \boldsymbol{t}_{1} ; \boldsymbol{\mu}\right) \tag{2.29}
\end{equation*}
$$

since $q_{1}\left(t_{1}\right)=1$ from (2.27).
The first affine decomposition based on the rough EIM approximation (2.28) - with $M_{q}^{a}$ and $M_{q}^{f}$ equal to 1 - reads for all $u, v \in X$ and for all $\boldsymbol{\mu} \in \mathcal{D}$ as

$$
\begin{align*}
& a\left(u, v ; \boldsymbol{\mu} ; w_{1}(u, \mathbf{x} ; \boldsymbol{\mu})\right)=\sum_{q=1}^{Q_{a}} \gamma_{q, 1}^{a}(u, \boldsymbol{\mu}) a_{q, 1}(u, v)+\sum_{l=1}^{Q_{a}^{a f f}} \theta_{a}^{l}(\boldsymbol{\mu}) a^{l}(u, v)  \tag{2.30}\\
& f\left(v ; \boldsymbol{\mu} ; w_{1}(u, \mathbf{x} ; \boldsymbol{\mu})\right)=\sum_{q=1}^{Q_{f}} \gamma_{q, 1}^{f}(u, \boldsymbol{\mu}) f_{q, 1}(v)+\sum_{l=1}^{Q_{f}^{a f f}} \theta_{f}^{l}(\boldsymbol{\mu}) f^{l}(v) \tag{2.31}
\end{align*}
$$

Turning to the RB offline step, the resolution of the finite element system (2.17) results in the first RB basis function $\xi_{1}$ giving $W_{1}=\left\{\boldsymbol{\xi}_{1}\right\}$. The reduced online system (2.21) whose parameter-independent terms $a_{1}^{q}\left(\xi_{i}, \xi_{j}\right), a^{l}\left(\xi_{i}, \xi_{j}\right)$ and $f_{1}^{q}\left(\xi_{j}\right), f^{l}\left(\xi_{j}\right)$ can then be precomputed becomes
$\sum_{q=1}^{Q_{a}^{e i m}} \gamma_{a, 1}^{q}\left({ }^{k} u_{N} ; \boldsymbol{\mu}\right) a_{1}^{q}\left(\xi_{i}, \xi_{j}\right)+\sum_{l=1}^{Q_{a}^{a f f}} \theta_{a}^{l}(\boldsymbol{\mu}) a^{l}\left(\xi_{i}, \xi_{j}\right)=\sum_{q=1}^{Q_{f}^{e i m}} \gamma_{f, 1}^{q}\left({ }^{k} u_{N} ; \boldsymbol{\mu}\right) f_{1}^{q}\left(\xi_{j}\right)+\sum_{l=1}^{Q_{f}^{a f f}} \theta_{f}^{l}(\boldsymbol{\mu}) f^{l}\left(\xi_{j}\right)$
where $k$ stands for the current fixed point iteration.
Once the initialization stage is performed - which uses only one FE solve -, we no longer depend on the finite element dimension $\mathcal{N}$. Indeed, the EIM and RB approximation spaces are then enriched by turns. Each new EIM basis function $q_{M}(i)$ is then built from reduced basis approximation $u_{M-1}(\boldsymbol{\mu})$ obtained at previous iteration $M-1$ (ii) complete the EIM approximation to then build the affine decomposition for the next RB approximation $u_{M}(\boldsymbol{\mu})$.

As a summary, SER modifies the EIM approximation space enrichment step into

$$
\begin{equation*}
\overline{\boldsymbol{\mu}}_{M}=\arg \max _{\mu \in \Xi} \inf _{z \in W_{M-1}}\left\|w\left(u_{M-1}(\boldsymbol{\mu}) ; . ; \boldsymbol{\mu}\right)-z\right\|_{L^{\infty}(\Omega)} \tag{2.33}
\end{equation*}
$$

$$
\begin{equation*}
\text { 4) } \overline{\boldsymbol{\xi}}_{M}=w\left(u_{M-1}\left(\overline{\boldsymbol{\mu}}_{M}\right) ; \mathbf{x} ; \overline{\boldsymbol{\mu}}_{M}\right), \quad \bar{S}_{M}=\bar{S}_{M-1} \cup\left\{\overline{\boldsymbol{\mu}}_{M}\right\}, \quad \bar{W}_{M}=\bar{W}_{M-1} \oplus \operatorname{span}\left\{\overline{\boldsymbol{\xi}}_{M}\right\} \tag{2.34}
\end{equation*}
$$

The next EIM basis function $q_{M}$ as the next interpolation point $t_{M}$ are obtained from the residual $\mathbf{r}_{M}(\mathbf{x})=w\left(u_{M-1}, \mathbf{x} ; \overline{\boldsymbol{\mu}}_{M}\right)-w_{M-1}\left(u_{M-1}, \mathbf{x} ; \overline{\boldsymbol{\mu}}_{M}\right)$ computed from the previous reduced basis approximation $u_{M-1}$ as well.

$$
\begin{equation*}
\boldsymbol{t}_{M}=\arg \sup _{\mathbf{x} \in \Omega}\left|\mathbf{r}_{M}(\mathbf{x})\right|, \quad \boldsymbol{q}_{M}(\mathbf{x})=\frac{\mathbf{r}_{M}(\mathbf{x})}{\mathbf{r}_{M}\left(\boldsymbol{t}_{M}\right)} \tag{2.35}
\end{equation*}
$$

The resulting change on $w_{M}$ leads to the update of the affine decomposition on which the next reduced basis approximation $u_{M}(\boldsymbol{\mu})$ is based. Once the RB basis function $\xi_{M}$ is
computed, the newest parameter-independent terms $a_{M}^{q}\left(\xi_{j}, \xi_{i}\right)$ and $f_{M}^{q}\left(\xi_{j}\right)$ of the online reduced system are precomputed for each $i, j=1, \ldots, N$.

Restarting from the beginning, the reduced basis approximation $u_{M}(\boldsymbol{\mu}) \in W_{M}$ can then be used in the next Greedy algorithm and so on until either a sufficient accuracy or the user-defined number of basis functions.

Preliminary results To illustrate the previously introduced SER method and to confirm its pertinence, we now turn to its application on a 2D non-linear and non affinely parametrized benchmark introduced in |Grepl et al., 2007|.

The considered problem states with the non linear elliptic equation

$$
\begin{equation*}
-\Delta u+\mu_{1} \frac{e^{\mu_{2} u}-1}{\mu_{2}}=100 \sin (2 \pi x) \sin (2 \pi y) \tag{2.36}
\end{equation*}
$$

in the domain $\Omega=] 0,1\left[^{2}\right.$, with $\boldsymbol{\mu}=\left(\mu_{1}, \mu_{2}\right) \in \mathcal{D}=[0.01,10]^{2}$. The considered output $s$ is the average of the solution $u$ over the domain.

The function $g(u, x ; \boldsymbol{\mu})=\mu_{1} \frac{e^{\mu_{2} u}-1}{\mu_{2}}$ is clearly non affinely parametrized. The Empirical Interpolation Method (see Section 2.1) is used to recover an affine decomposition for (2.36). This results in the affine approximation $g_{M}=\sum_{i=1}^{M} \beta_{m}^{M}(u, \boldsymbol{\mu}) q_{m}(\mathbf{x})$ of $g$.

The associated variationnal formulation consists in finding $u \in H^{1}(\Omega)$ such that

$$
\begin{equation*}
\int_{\Omega} \nabla u \nabla v+\int_{\Omega} g(u, x ; \boldsymbol{\mu}) v=\int_{\Omega} 100 \sin (2 \pi x) \sin (2 \pi y) v \forall v \in H^{1}(\Omega) \tag{2.37}
\end{equation*}
$$

The training set $\Xi \subset \mathcal{D}$ used for EIM is composed of 15 elements in each direction which represents a subset of size 225 .

The SER method has been introduced as an alternate construction, for which EIM and RB approximations spaces are enriched once at each stage. As an intermediate method, we can imagine to update the RB approximation every $r$ steps. In this way, $r=M$ corresponds to the standard methodology while $r=1$ stands for the SER method.

Moreover, the update of the affine decomposition all through the RB offline step could deteriorate the resulting reduced approximation since each of the RB basis function $\xi_{i}, 1 \leqslant i \leqslant N$ results from the solve of a new problem. In this context, the SER method can be customized to rebuild the whole RB approximation space at each update of the affine decomposition.

We shall base on the absolute errors on the solution and on the output, defined as

$$
\begin{equation*}
\epsilon_{M, N}^{u, r}=\left\|u_{\mathcal{N}}-u_{N}^{r}\right\|_{L_{2}} \quad \epsilon_{M, N}^{s, r}=\left|s_{\mathcal{N}}-s_{N}^{r}\right| \tag{2.38}
\end{equation*}
$$

where $N$ and $M$ respectively refer to the size of the RB and the EIM approximation space, while $r$ is the frequency of the affine decomposition updates.

We start to apply the standard RB methodology to (2.36), in order to compare our results with the ones obtained in |Grepl et al., 2007|. To this end, we consider a set of 500 realizations. The resulting errors (2.38) displayed in Table 2.1a are in good agreement with |Grepl et al., 2007|, which validates our implementation.

Serving as reference, this table is first compared with the results obtained with $r=5$ illustrated in Table 2.1b. The tables 2.1c and 2.1d investigate the behavior of the SER method ( $r=1$ ) comparing the results obtained with or without rebuilding the RB approximation space.

| $N$ | $M$ | $\max \left(\epsilon_{M, N}^{u, M}\right)$ | $\max \left(\epsilon_{M, N}^{s, M}\right)$ |
| :---: | :---: | :---: | :---: |
| 4 | 5 | $7.38 \mathrm{e}-3$ | $5.75 \mathrm{e}-3$ |
| 8 | 10 | $1.01 \mathrm{e}-3$ | $2.34 \mathrm{e}-4$ |
| 12 | 15 | $1.49 \mathrm{e}-4$ | $3.09 \mathrm{e}-5$ |
| 16 | 20 | $2.21 \mathrm{e}-5$ | $1.25 \mathrm{e}-5$ |
| 20 | 25 | $5.88 \mathrm{e}-6$ | $2.82 \mathrm{e}-6$ |
| $(\mathrm{a}) r=M$ |  |  |  |
| $N$ | $M$ | $\max \left(\epsilon_{M, N}^{u, 1}\right)$ | $\max \left(\epsilon_{M, N}^{s, 1}\right)$ |
| 5 | 5 | $9.98 \mathrm{e}-3$ | $7.77 \mathrm{e}-3$ |
| 10 | 10 | $2.32 \mathrm{e}-3$ | $1.86 \mathrm{e}-3$ |
| 15 | 15 | $4.61 \mathrm{e}-4$ | $3.75 \mathrm{e}-4$ |
| 20 | 20 | $2.48 \mathrm{e}-4$ | $2.02 \mathrm{e}-4$ |
| 25 | 25 | $3.51 \mathrm{e}-5$ | $2.33 \mathrm{e}-5$ |

(c) $r=1$ ( $W_{N}$ recomputed)

| $N$ | $M$ | $\max \left(\epsilon_{M, N}^{u, 5}\right)$ | $\max \left(\epsilon_{M, N}^{s, 5}\right)$ |
| :---: | :---: | :---: | :---: |
| 4 | 5 | $8.21 \mathrm{e}-3$ | $6.31 \mathrm{e}-3$ |
| 8 | 10 | $4.48 \mathrm{e}-3$ | $6.18 \mathrm{e}-3$ |
| 12 | 15 | $2.69 \mathrm{e}-4$ | $2.36 \mathrm{e}-4$ |
| 16 | 20 | $1.48 \mathrm{e}-4$ | $9.31 \mathrm{e}-5$ |
| 20 | 25 | $2.60 \mathrm{e}-5$ | $1.46 \mathrm{e}-5$ |

(b) $r=5$

| $N$ | $M$ | $\max \left(\epsilon_{M, N}^{u, 1}\right)$ | $\max \left(\epsilon_{M, N}^{s, 1}\right)$ |
| :---: | :---: | :---: | :---: |
| 5 | 5 | $1.30 \mathrm{e}-2$ | $1.02 \mathrm{e}-2$ |
| 10 | 10 | $2.20 \mathrm{e}-3$ | $1.50 \mathrm{e}-3$ |
| 15 | 15 | $4.83 \mathrm{e}-4$ | $4.05 \mathrm{e}-4$ |
| 20 | 20 | $2.42 \mathrm{e}-4$ | $1.98 \mathrm{e}-4$ |
| 25 | 25 | $1.50 \mathrm{e}-5$ | $1.24 \mathrm{e}-5$ |

(d) $r=1$ ( $W_{N}$ not recomputed)

Table 2.1 - SER - Maximum absolute errors on solution $u$ and on output $s$
As expected, the errors (2.38) observed with SER method ( $r=1$ ) are slightly higher than with the case $r=5$ which itself displays results slightly higher than the standard method $r=M$. This results show the pertinence of the SER method and that we can expect good results within a reasonable computational budget, since the number of finite element approximations can then be reduced to $N+1$ (Table 2.1d).

### 2.3.1 Error estimation

We have mentioned that the RB sample $S_{N}=\left\{\boldsymbol{\mu}_{1}, \cdots, \boldsymbol{\mu}_{N}\right\} \in \mathcal{D}$ can be built from various methods. Its influence on the resulting reduced basis approximation accuracy could be important.

Moreover, the reduced basis approximation is used all through the offline step within the SER method. Its accuracy is then even more crucial, since it influences the accuracy of the affine decomposition. In this context, we propose to build the RB sample using a Greedy algorithm, itself based on error estimation methods.

Let us first define the error $e(\boldsymbol{\mu})$ associated with the reduced basis approximation
$u_{N}(\boldsymbol{\mu})$ obtained using EIM approximation $w_{M}$ as

$$
\begin{equation*}
e(\boldsymbol{\mu})=u(\boldsymbol{\mu})-u_{N}(\boldsymbol{\mu}) \tag{2.39}
\end{equation*}
$$

It exists various a posteriori error estimation techniques providing an upper bound $\Delta_{N, M}(\mu)$ for $\|e(\boldsymbol{\mu})\|_{X}$. In this section, we stay on one of them dedicated to non-linear but affinely parameterized problems and especially feasible on a non-linear Poisson problem as described in |Veroy et al., 2003b|. After a brief description of the initial method, this section investigates its validity on non-affinely parameterized problems which concern us.

Affinely parametrized problems To deal with the non-linearity of the problem, |Veroy et al., 2003b] splits the linear (resp. non-linear) part $a^{L}$ (resp. $a^{N L}$ ) of the bilinear form $a$.

$$
\begin{equation*}
a(u, v ; \boldsymbol{\mu})=a^{L}(u, v ; \boldsymbol{\mu})+a^{N L}(u, v ; \boldsymbol{\mu}) \tag{2.40}
\end{equation*}
$$

We now introduce the residual $R_{N}(v ; \boldsymbol{\mu})=f(v)-a\left(u_{N}(\boldsymbol{\mu}), v ; \boldsymbol{\mu}\right)$ reading from (2.39) and (2.40) as

$$
\begin{equation*}
R_{N}(v ; \boldsymbol{\mu})=a^{L}(e(\boldsymbol{\mu}), v ; \boldsymbol{\mu})+a^{N L}(u(\boldsymbol{\mu}), v ; \boldsymbol{\mu})-a^{N L}\left(u_{N}(\boldsymbol{\mu}), v ; \boldsymbol{\mu}\right) \tag{2.41}
\end{equation*}
$$

Assuming that the linear component $a^{L}$ of $a$ is coercive, we define its coercivity constant $\alpha(\boldsymbol{\mu})$ as

$$
\begin{equation*}
\alpha(\boldsymbol{\mu})=\inf _{w \in X} \frac{a^{L}(w, w ; \boldsymbol{\mu})}{\|w\|_{X}^{2}} \tag{2.42}
\end{equation*}
$$

and we denote $\hat{\alpha}(\boldsymbol{\mu}) \leqslant \alpha(\boldsymbol{\mu}) \forall \boldsymbol{\mu} \in \mathcal{D}$ a lower bound for $\alpha(\boldsymbol{\mu})$. There are various methods to compute the lower bound $\hat{\alpha}(\boldsymbol{\mu})$ of $\alpha(\boldsymbol{\mu})$, including the inspection method or the mintheta approach. When the assumptions required by these methods are not satisfied, the Successive Constraint Method (SCM) |Huynh et al., 2007|, |Rozza et al., 2007|, |Veys, 2014| can be used more generally.

Regarding the evaluation of the residual $R_{N}(2.41)$ on $e(\boldsymbol{\mu})$, the definition of the coercivity constant $\alpha(\boldsymbol{\mu})(2.42)$ results in the inequality

$$
\begin{equation*}
R_{N}(e(\boldsymbol{\mu}) ; \boldsymbol{\mu}) \geqslant a^{L}(e(\boldsymbol{\mu}), e(\boldsymbol{\mu}) ; \boldsymbol{\mu}) \geqslant \hat{\alpha}(\boldsymbol{\mu})\|e(\boldsymbol{\mu})\|_{X}^{2} \tag{2.43}
\end{equation*}
$$

based on the condition $a^{N L}(u(\boldsymbol{\mu}), e(\boldsymbol{\mu}) ; \boldsymbol{\mu})-a^{N L}\left(u_{N}(\boldsymbol{\mu}), e(\boldsymbol{\mu}) ; \boldsymbol{\mu}\right) \geqslant 0$.
Moreover, the error bound introduced by |Veroy et al., 2003b] relies on the Riesz representation $\mathcal{Y}$ defined for a given function $g \in X$ as

$$
\begin{equation*}
(\mathcal{Y} g, v)_{X}=g(v) \forall v \in X \tag{2.44}
\end{equation*}
$$

The expected error bound $\Delta_{N}(\boldsymbol{\mu})$ of $\|e(\boldsymbol{\mu})\|_{X}$ expressed from (2.44) then reads

$$
\begin{equation*}
\Delta_{N}(\boldsymbol{\mu}) \equiv \frac{\left\|\mathcal{Y} R_{N}(\cdot ; \boldsymbol{\mu})\right\|_{X}}{\hat{\alpha}(\boldsymbol{\mu})} \tag{2.45}
\end{equation*}
$$

Non-affinely parametrized problems Let us remind that we are considering the solution $u(\boldsymbol{\mu})$ of a non affinely parameterized problem depending on at least one nonaffine function $w$ defined as

$$
\begin{equation*}
a(u, v ; \boldsymbol{\mu} ; w(u, \mathbf{x} ; \boldsymbol{\mu}))=f(v ; \boldsymbol{\mu} ;(u, \mathbf{x} ; \boldsymbol{\mu})) \tag{2.46}
\end{equation*}
$$

The reduced approximation $u_{N}(\boldsymbol{\mu})$ requires an affine decomposition, which is commonly recovered through the EIM approximation $w_{M}$ of $w$ leading to

$$
\begin{equation*}
a\left(u_{N}, v ; \boldsymbol{\mu} ; w_{M}\left(u_{N}, \mathbf{x} ; \boldsymbol{\mu}\right)\right)=f\left(v ; \boldsymbol{\mu} ; w_{M}\left(u_{N}, \mathbf{x} ; \boldsymbol{\mu}\right)\right) \tag{2.47}
\end{equation*}
$$

Related with the error coming from the EIM approximation, we introduce the residual $R_{M}^{e i m}(u, v ; \boldsymbol{\mu})$ defined as

$$
\begin{equation*}
R_{M}^{e i m}(u, v ; \boldsymbol{\mu})=a(u, v ; \boldsymbol{\mu} ; w(u, \mathbf{x} ; \boldsymbol{\mu}))-a\left(u, v ; \boldsymbol{\mu} ; w_{M}(u, \mathbf{x} ; \boldsymbol{\mu})\right) \tag{2.48}
\end{equation*}
$$

The global residual $R_{N, M}(v ; \boldsymbol{\mu})$ inspired from |Veroy et al., 2003b] taking into account both EIM and reduced basis approximations errors then reads

$$
\begin{align*}
R_{N, M}(v ; \boldsymbol{\mu}) & =f(v ; \boldsymbol{\mu} ; w(u, \mathbf{x} ; \boldsymbol{\mu}))-a\left(u_{N}, v ; \boldsymbol{\mu} ; w_{M}\left(u_{N}, \mathbf{x} ; \boldsymbol{\mu}\right)\right) \\
& =a(u, v ; \boldsymbol{\mu} ; w(u, \mathbf{x} ; \boldsymbol{\mu}))-a\left(u_{N}, v ; \boldsymbol{\mu} ; w\left(u_{N}, \mathbf{x} ; \boldsymbol{\mu}\right)\right)+R_{M}^{e i m}\left(u_{N}, v ; \boldsymbol{\mu}\right) \tag{2.49}
\end{align*}
$$

In practice, the accessed residual is based on the affine decomposition. Denoted as $R_{N, M}^{a f f}(v ; \boldsymbol{\mu})$, it is defined as

$$
\begin{align*}
R_{N, M}^{a f f}(v ; \boldsymbol{\mu}) & =f\left(v ; \boldsymbol{\mu} ; w_{M}(u, \mathbf{x} ; \boldsymbol{\mu})\right)-a\left(u_{N}, v ; \boldsymbol{\mu} ; w_{M}\left(u_{N}, \mathbf{x} ; \boldsymbol{\mu}\right)\right) \\
& =R_{N, M}(v ; \boldsymbol{\mu})-R_{M}^{\text {eim }}(u, v ; \boldsymbol{\mu}) \tag{2.50}
\end{align*}
$$

Decomposing the bilinear form into its linear and non linear part as performed in (2.40), the evaluation of the so-called affine residual $R_{N, M}^{a f f}$ on $e(\boldsymbol{\mu})$ - aiming to define a bound inspired by (2.43) - gives

$$
\begin{align*}
R_{N, M}^{a f f}(e(\boldsymbol{\mu}) ; \boldsymbol{\mu}) & =a^{L}(e(\boldsymbol{\mu}), e(\boldsymbol{\mu}) ; \boldsymbol{\mu} ; w(u, \mathbf{x} ; \boldsymbol{\mu})) \\
2.51) & +a^{N L}(u(\boldsymbol{\mu}), e(\boldsymbol{\mu}) ; \boldsymbol{\mu} ; w(u, \mathbf{x} ; \boldsymbol{\mu}))-a^{N L}\left(u_{N}(\boldsymbol{\mu}), e(\boldsymbol{\mu}) ; \boldsymbol{\mu} ; w\left(u_{N}, \mathbf{x} ; \boldsymbol{\mu}\right)\right)  \tag{2.51}\\
& +R_{M}^{\text {eim }}\left(u_{N}, e(\boldsymbol{\mu}) ; \boldsymbol{\mu}\right)-R_{M}^{e i m}(u, e(\boldsymbol{\mu}) ; \boldsymbol{\mu})
\end{align*}
$$

We consider again $\hat{\alpha}(\boldsymbol{\mu})$ as a lower bound of the coercivity constant of $a^{L}$. The previously obtained condition related to (2.43), allowing to define the error bound from

$$
\begin{equation*}
R_{N, M}^{a f f}(e(\boldsymbol{\mu}) ; \boldsymbol{\mu}) \geqslant a^{L}(e(\boldsymbol{\mu}), e(\boldsymbol{\mu}) ; \boldsymbol{\mu} ; w(u, \mathbf{x} ; \boldsymbol{\mu})) \geqslant \hat{\alpha}(\boldsymbol{\mu})\|e(\boldsymbol{\mu})\|_{X}^{2} \tag{2.52}
\end{equation*}
$$

now reads from the residual $R_{M}^{\text {eim }}$ taking into account the EIM approximation error as (2.53)

$$
a^{N L}(u(\boldsymbol{\mu}), e(\boldsymbol{\mu}) ; \boldsymbol{\mu} ; w)-a^{N L}\left(u_{N}(\boldsymbol{\mu}), e(\boldsymbol{\mu}) ; \boldsymbol{\mu} ; w\right) \geqslant R_{M}^{\text {eim }}(u, e(\boldsymbol{\mu}) ; \boldsymbol{\mu})-R_{M}^{\text {eim }}\left(u_{N}, e(\boldsymbol{\mu}) ; \boldsymbol{\mu}\right)
$$

Assuming the existence of the Riesz representations $\hat{a}_{q, m, n}$ and $\hat{f}_{q, m}$ defined as

$$
\begin{equation*}
\left(\hat{a}_{q, m, n}, v\right)_{X}=a_{q, m}\left(\xi_{n}, v\right) \text { and }\left(\hat{f}_{q, m}, v\right)_{X}=f_{q, m}(v) \tag{2.54}
\end{equation*}
$$

the Riesz representation of $\mathcal{Y} R_{N, M}^{a f f}(\cdot ; \boldsymbol{\mu})$ of $R_{N, M}^{a f f}$ reads

$$
\begin{equation*}
\mathcal{Y} R_{N, M}^{a f f}(\cdot ; \boldsymbol{\mu})=\sum_{q=1}^{Q_{f}} \sum_{m=1}^{M_{q}^{f}} \gamma_{q, m}^{f}(u ; \boldsymbol{\mu}) \hat{f}_{q, m}-\sum_{q=1}^{Q_{a}} \sum_{m=1}^{M_{q}^{a}} \sum_{n=1}^{N} \gamma_{q, m}^{a}(u ; \boldsymbol{\mu}) u_{N, n} \hat{a}_{q, m, n} \tag{2.55}
\end{equation*}
$$

If (2.53) is satisfied, the expected error bound $\Delta_{N}(\boldsymbol{\mu})$ of $\|e(\boldsymbol{\mu})\|_{X}$ shall read as

$$
\begin{equation*}
\Delta_{N, M}(\boldsymbol{\mu}) \equiv \frac{\left\|\mathcal{Y} R_{N, M}^{a f f}(\cdot ; \boldsymbol{\mu})\right\|_{X}}{\hat{\alpha}(\boldsymbol{\mu})} \tag{2.56}
\end{equation*}
$$

In a practical point of view, the validity of the condition (2.53) can be hard to determine. Moreover, $\hat{\alpha}(\boldsymbol{\mu})$ can be computationally costly when it exists. Although it is not an error bound, the norm of the Riesz representation $\mathcal{Y} R_{N, M}^{a f f}$ could rank as an error indicator and could then serve as a guide for the RB Greedy algorithm.

Preliminary results Based on the same benchmark as previously, the use of the previous error indicator is illustrated in the following tables. It is employed in the parameter selection process on which the RB approximation is based. Table 2.2a first displays the absolute errors obtained with standard methodology combined with the use of the previous error indicator.

| $N$ | $M$ | $\max \left(\epsilon_{M, N}^{u, 1}\right)$ | $\max \left(\epsilon_{M, N}^{s, 1}\right)$ |
| :---: | :---: | :---: | :---: |
| 5 | 5 | $8.22 \mathrm{e}-3$ | $6.27 \mathrm{e}-3$ |
| 10 | 10 | $2.87 \mathrm{e}-4$ | $2.09 \mathrm{e}-4$ |
| 15 | 15 | $1.96 \mathrm{e}-5$ | $1.47 \mathrm{e}-5$ |
| 20 | 20 | $1.57 \mathrm{e}-5$ | $1.32 \mathrm{e}-5$ |
| 25 | 25 | $3.14 \mathrm{e}-6$ | $2.52 \mathrm{e}-6$ |

(a) Standard + error estimation

| $N$ | $M$ | $\max \left(\epsilon_{M, N}^{u, 1}\right)$ | $\max \left(\epsilon_{M, N}^{s, 1}\right)$ |
| :---: | :---: | :---: | :---: |
| 5 | 5 | $1.04 \mathrm{e}-2$ | $8.09 \mathrm{e}-3$ |
| 10 | 10 | $2.40 \mathrm{e}-3$ | $1.87 \mathrm{e}-3$ |
| 15 | 15 | $2.38 \mathrm{e}-4$ | $2.01 \mathrm{e}-4$ |
| 20 | 20 | $3.02 \mathrm{e}-5$ | $1.67 \mathrm{e}-5$ |
| 25 | 25 | $2.65 \mathrm{e}-5$ | $1.94 \mathrm{e}-5$ |

(b) $r=1$ - RB Greedy

Table 2.2 - SER - Maximum absolute errors with error estimation
Although confirming the relevance of the Greedy algorithm in the RB approximation space build, the error indicator doesn't seem to improve the errors compared with the previous random selection. The same behavior is observed with both SER (Table 2.2b) and standard RB method (Table 2.2a).

### 2.3.2 SER variants

The previous section detailed the development of an error indicator adapted to non-linear and non-affinely parametrized problems. Its use all through the building of the RB approximation space consists in the first SER variant, whose results on the 2D benchmark
were already displayed in Table 2.2.
Besides its primary goal, this error indicator can however serve as a quantifier of the reduced basis approximation accuracy all through the SER offline procedure. This section describes the various alternatives that have been investigated in this direction. Each of them is illustrated with results coming from its application of the previously considered 2D benchmark.
$r$-adaptation The SER method offers the possibility to perform the alternative enrichment of the EIM and RB approximation spaces, by groups of size $r$. Table 2.1 compares the errors obtained with various values of the update frequency. These results tend to show that the increase of $r$ could help the RB approximation error decrease. It is therefore difficult to determine a suitable value for $r$ beforehand and to ensure this value would be adapted for the whole offline step.

The construction of both EIM and RB approximations is based on a Greedy algorithm, which enables to select the maximizer of a functional mimicking the approximation error. Regarding the RB approximation space, this functional is based on the previous error indicator. Its increment between two affine decomposition updates allows to quantify the gain in terms of accuracy. The error indicator then appears as a criterion providing guidance to perform a smart adaptation of $r$ during the SER process. The so-called $r$ adaptation method thus aims to continue the enrichment until a relevant decrease of the approximation error.

We distinguish the criterions used for the two EIM and RB approximation spaces. Each are based on the increment of the maximal value of its Greedy algorithm's functional. For EIM, this functional (2.11) stands for the EIM approximation error. Regarding the RB space, it relies on the error indicator introduced in Section 2.3.1 as the norm of the Riesz representation $\mathcal{Y} R_{N, M}^{a f f}$.

Table 2.4 takes as reference the results previously obtained with $r=1$ combined with the use of the error indicator (Table 2.3a). These results are compared with the errors obtained from the use of the $r$-adaptation method.

Table 2.3b adapts the update frequency of EIM approximation space only, with a given tolerance of $20 \%$. Table 2.4a focuses on the RB approximation space only, with the same tolerance. Finally, Table 2.4 b investigate the $r$-adaptation on both approximation spaces.

Compared with the reference Table 2.3a, the obtained results don't allow to assess the pertinence of the proposed $r$-adaptation method. Indeed, the resulting errors remains at the same order of magnitude whatever the approximation space considered for adaptation.

| $N$ | $M$ | $\max \left(\epsilon_{M, N}^{u, 1}\right)$ | $\max \left(\epsilon_{M, N}^{s, 1}\right)$ |
| :---: | :---: | :---: | :---: |
| 5 | 5 | $1.04 \mathrm{e}-2$ | $8.09 \mathrm{e}-3$ |
| 10 | 10 | $2.40 \mathrm{e}-3$ | $1.87 \mathrm{e}-3$ |
| 15 | 15 | $2.38 \mathrm{e}-4$ | $2.01 \mathrm{e}-4$ |
| 20 | 20 | $3.02 \mathrm{e}-5$ | $1.67 \mathrm{e}-5$ |
| 25 | 25 | $2.65 \mathrm{e}-5$ | $1.94 \mathrm{e}-5$ |

(a) $r=1$ - RB Greedy

| $N$ | $M$ | $\max \left(\epsilon_{M, N}^{u, 1}\right)$ | $\max \left(\epsilon_{M, N}^{s, 1}\right)$ |
| :---: | :---: | :---: | :---: |
| 5 | 5 | $1.04 \mathrm{e}-2$ | $8.09 \mathrm{e}-3$ |
| 10 | 10 | $2.40 \mathrm{e}-3$ | $1.87 \mathrm{e}-3$ |
| 15 | 15 | $5.90 \mathrm{e}-4$ | $4.16 \mathrm{e}-4$ |
| 20 | 20 | $2.87 \mathrm{e}-5$ | $1.61 \mathrm{e}-5$ |
| 25 | 25 | $2.35 \mathrm{e}-5$ | $6.35 \mathrm{e}-6$ |

(a) $r$-adaptation - RB $20 \%$

| $N$ | $M$ | $\max \left(\epsilon_{M, N}^{u, 1}\right)$ | $\max \left(\epsilon_{M, N}^{s, 1}\right)$ |
| :---: | :---: | :---: | :---: |
| 5 | 5 | $1.04 \mathrm{e}-2$ | $8.09 \mathrm{e}-3$ |
| 10 | 10 | $2.40 \mathrm{e}-3$ | $1.87 \mathrm{e}-3$ |
| 15 | 15 | $2.34 \mathrm{e}-4$ | $1.95 \mathrm{e}-4$ |
| 20 | 20 | $4.36 \mathrm{e}-5$ | $2.74 \mathrm{e}-5$ |
| 25 | 25 | $2.16 \mathrm{e}-5$ | $1.36 \mathrm{e}-5$ |

(b) $r$-adaptation - EIM $20 \%$

| $N$ | $M$ | $\max \left(\epsilon_{M, N}^{u, 1}\right)$ | $\max \left(\epsilon_{M, N}^{s, 1}\right)$ |
| :---: | :---: | :---: | :---: |
| 5 | 5 | $1.04 \mathrm{e}-2$ | $8.09 \mathrm{e}-3$ |
| 10 | 10 | $2.40 \mathrm{e}-3$ | $1.87 \mathrm{e}-3$ |
| 15 | 15 | $2.34 \mathrm{e}-4$ | $1.95 \mathrm{e}-4$ |
| 20 | 20 | $3.46 \mathrm{e}-5$ | $2.01 \mathrm{e}-5$ |
| 25 | 25 | $1.61 \mathrm{e}-5$ | $9.19 \mathrm{e}-6$ |

(b) $r$-adaptation - EIM $20 \%$ - RB $20 \%$

Table 2.4-SER $r$-adaptation - Maximum absolute errors on solution $u$ and on output $s$

Hybrid Greedy algorithm The core of the proposed SER method resides in the use of a reduced basis approximation in the EIM offline stage. The accuracy of the current reduced basis approximation thus plays a key role in the $\bar{S}_{M}$ building step. Especially regarding the first basis functions, a reduced basis approximation of poor quality could damage the EIM approximation, and consequently the quality of the affine decomposition.

The proposed error indicator, used as a quantifier of the current reduced basis approximation quality, allows to sort the considered reduced approximations from their accuracy. In this context, the Greedy algorithm can employ the reduced basis approximation solely on parameters for which it proves relevant.

Nevertheless, the maximizer of the functional could be one of the remaining parameters. In order not to ignore them, the reduced basis approximations qualified as irrelevant is replaced by a parametric finite element solution. Although more costly, these approximations rely on the affine decomposition which allows to benefit from the offline precomputations.

As a compromise between the standard reduced basis methodology introduced in Section 2.2 and the initial SER method, this variant consists in a hybrid Greedy algorithm within the EIM offline stage combining finite element and reduced basis approximations.

Turning back to the previous benchmark, Table 2.5 illustrates the errors obtained with the proposed method for two given selection tolerances. The combination of these two types of approximation appears to deteriorate the behavior of the SER method. This underscores the importance of considering only one single model all through the EIM training set.

| $N$ | $M$ | $\max \left(\epsilon_{M, N}^{u, 1}\right)$ | $\max \left(\epsilon_{M, N}^{s, 1}\right)$ |
| :---: | :---: | :---: | :---: |
| 5 | 5 | $9.10 \mathrm{e}-3$ | $7.11 \mathrm{e}-3$ |
| 10 | 10 | $3.10 \mathrm{e}-3$ | $2.49 \mathrm{e}-3$ |
| 15 | 15 | $1.94 \mathrm{e}-4$ | $7.62 \mathrm{e}-5$ |
| 20 | 20 | $2.61 \mathrm{e}-4$ | $1.49 \mathrm{e}-4$ |
| 25 | 25 | $5.21 \mathrm{e}-5$ | $3.74 \mathrm{e}-5$ |

(a) EIM hybrid Greedy $-20 \%$

| $N$ | $M$ | $\max \left(\epsilon_{M, N}^{u, 1}\right)$ | $\max \left(\epsilon_{M, N}^{s, 1}\right)$ |
| :---: | :---: | :---: | :---: |
| 5 | 5 | $7.59 \mathrm{e}-3$ | $5.70 \mathrm{e}-3$ |
| 10 | 10 | $2.68 \mathrm{e}-3$ | $2.23 \mathrm{e}-3$ |
| 15 | 15 | $7.05 \mathrm{e}-4$ | $4.26 \mathrm{e}-4$ |
| 20 | 20 | $1.90 \mathrm{e}-4$ | $1.11 \mathrm{e}-4$ |
| 25 | 25 | $8.18 \mathrm{e}-5$ | $4.19 \mathrm{e}-5$ |

(b) EIM hybrid Greedy - $10 \%$

Table 2.5 - Hybrid Greedy algorithm - Maximum absolute errors on solution $u$ and on output $s$

Multi-levels $\operatorname{SER}(l)$ The last proposed SER variant rests on the application of the SER methodology several times during the offline stage.

The first level consists in the previously described SER offline stage, resulting in a first reduced basis approximation. Instead of settling for such a reduced basis approximation, the multi-levels $\operatorname{SER}(l)$ variant proposes to continue the offline stage by making a second application. The Greedy algorithm allowing to build the EIM approximation space is that time based on the reduced basis approximation coming from the previous level.

More generally, let us denote $u_{N}^{l}$ the reduced basis approximation obtained at the level $l$. The EIM Greedy algorithm reads for $l \leqslant 2$ as

$$
\begin{equation*}
\overline{\boldsymbol{\mu}}_{M}=\arg \max _{\mu \in \Xi} \inf _{z \in W_{M-1}}\left\|w\left(u_{N}^{l-1}(\boldsymbol{\mu}) ; . ; \boldsymbol{\mu}\right)-z\right\|_{L^{\infty}(\Omega)} \tag{2.57}
\end{equation*}
$$

From the second level, the EIM approximation is computed from a more accurate reduced approximation than at first level. It is consequently expected that the accuracy of the EIM approximations is improved, resulting in a better affine decomposition. Thus, we expect the reduced basis approximation coming from the second application of the offline step to be improved as well.

We shall note that the multi-levels SER variant is not limited to a single SER configuration. All the previously proposed variants can be used in this context as long as it is applied several times.

Table 2.6 shows the errors resulting from the fourfold application of the initial SER methodology on the 2D benchmark. Each level is based on a random selection process in the building of the RB approximation space.

The overall online simulations are performed at the end of each offline stage to evaluate the gain brought by each level. By construction, the first level (Table 2.6a) gives errors whose order of magnitude is similar to those obtained in Table 2.1d. As to the tables $2.6 \mathrm{~b}, 2.6 \mathrm{c}$ and 2.6 d , they illustrate the errors at the next levels highlighting the expected error decrease.

| $N$ | $M$ | $\max \left(\epsilon_{M, N}^{u}\right)$ | $\max \left(\epsilon_{M, N}^{s}\right)$ |
| :---: | :---: | :---: | :---: |
| 5 | 5 | $1.06 \mathrm{e}-2$ | $8.40 \mathrm{e}-3$ |
| 10 | 10 | $2.33 \mathrm{e}-3$ | $1.72 \mathrm{e}-3$ |
| 15 | 15 | $6.51 \mathrm{e}-4$ | $5.12 \mathrm{e}-4$ |
| 20 | 20 | $2.32 \mathrm{e}-4$ | $1.94 \mathrm{e}-4$ |
| 25 | 25 | $7.08 \mathrm{e}-5$ | $5.64 \mathrm{e}-5$ |

(a) $\operatorname{SER}(1)$

| $N$ | $M$ | $\max \left(\epsilon_{M, N}^{u}\right)$ | $\max \left(\epsilon_{M, N}^{s}\right)$ |
| :---: | :---: | :---: | :---: |
| 5 | 5 | $7.26 \mathrm{e}-3$ | $5.58 \mathrm{e}-3$ |
| 10 | 10 | $2.00 \mathrm{e}-3$ | $1.13 \mathrm{e}-3$ |
| 15 | 15 | $5.50 \mathrm{e}-4$ | $4.43 \mathrm{e}-4$ |
| 20 | 20 | $2.08 \mathrm{e}-4$ | $3.27 \mathrm{e}-5$ |
| 25 | 25 | $1.37 \mathrm{e}-5$ | $6.87 \mathrm{e}-6$ |

(c) $\operatorname{SER}(3)$

| $N$ | $M$ | $\max \left(\epsilon_{M, N}^{u}\right)$ | $\max \left(\epsilon_{M, N}^{s}\right)$ |
| :---: | :---: | :---: | :---: |
| 5 | 5 | $9.13 \mathrm{e}-3$ | $7.12 \mathrm{e}-3$ |
| 10 | 10 | $3.19 \mathrm{e}-4$ | $1.12 \mathrm{e}-4$ |
| 15 | 15 | $7.56 \mathrm{e}-5$ | $5.36 \mathrm{e}-5$ |
| 20 | 20 | $1.54 \mathrm{e}-4$ | $2.67 \mathrm{e}-5$ |
| 25 | 25 | $3.52 \mathrm{e}-5$ | $2.76 \mathrm{e}-5$ |

(b) $\operatorname{SER}(2)$

| $N$ | $M$ | $\max \left(\epsilon_{M, N}^{u}\right)$ | $\max \left(\epsilon_{M, N}^{s}\right)$ |
| :---: | :---: | :---: | :---: |
| 5 | 5 | $8.67 \mathrm{e}-3$ | $6.58 \mathrm{e}-3$ |
| 10 | 10 | $5.07 \mathrm{e}-3$ | $3.35 \mathrm{e}-3$ |
| 15 | 15 | $2.78 \mathrm{e}-4$ | $2.30 \mathrm{e}-4$ |
| 20 | 20 | $2.67 \mathrm{e}-4$ | $4.35 \mathrm{e}-5$ |
| 25 | 25 | $5.62 \mathrm{e}-6$ | $2.56 \mathrm{e}-6$ |

(d) $\operatorname{SER}(4)$

Table 2.6 - SER multi-levels - Random
Table 2.7 reproduces the previous study using a Greedy algorithm in the RB approximation space, instead of a random selection.

As expected, the reference Table 2.7a is exactly the same as the one previously obtained in Section 2.3.1. The tables 2.7b, 2.7c and 2.7d confirm the behavior observed in Table 2.6, emphasizing on the decrease of the errors through the SER levels.

| $N$ | $M$ | $\max \left(\epsilon_{M, N}^{u}\right)$ | $\max \left(\epsilon_{M, N}^{s}\right)$ |
| :---: | :---: | :---: | :---: |
| 5 | 5 | $1.04 \mathrm{e}-2$ | $8.09 \mathrm{e}-3$ |
| 10 | 10 | $2.39 \mathrm{e}-3$ | $1.86 \mathrm{e}-3$ |
| 15 | 15 | $2.38 \mathrm{e}-4$ | $2.00 \mathrm{e}-4$ |
| 20 | 20 | $3.03 \mathrm{e}-5$ | $1.65 \mathrm{e}-5$ |
| 25 | 25 | $3.42 \mathrm{e}-5$ | $2.45 \mathrm{e}-5$ |
| (a) SER(1) |  |  |  |
| $N$ | $M$ | $\max \left(\epsilon_{M, N}^{u}\right)$ | $\max \left(\epsilon_{M, N}^{s}\right)$ |
| 5 | 5 | $7.93 \mathrm{e}-3$ | $6.01 \mathrm{e}-3$ |
| 10 | 10 | $2.99 \mathrm{e}-4$ | $1.80 \mathrm{e}-4$ |
| 15 | 15 | $1.75 \mathrm{e}-4$ | $1.35 \mathrm{e}-4$ |
| 20 | 20 | $1.69 \mathrm{e}-5$ | $6.02 \mathrm{e}-6$ |
| 25 | 25 | $7.86 \mathrm{e}-6$ | $5.37 \mathrm{e}-6$ |

(c) $\operatorname{SER}(3)$

| $N$ | $M$ | $\max \left(\epsilon_{M, N}^{u}\right)$ | $\max \left(\epsilon_{M, N}^{s}\right)$ |
| :---: | :---: | :---: | :---: |
| 5 | 5 | $9.17 \mathrm{e}-3$ | $6.99 \mathrm{e}-3$ |
| 10 | 10 | $2.89 \mathrm{e}-4$ | $2.07 \mathrm{e}-4$ |
| 15 | 15 | $4.12 \mathrm{e}-5$ | $1.87 \mathrm{e}-5$ |
| 20 | 20 | $1.44 \mathrm{e}-5$ | $7.61 \mathrm{e}-6$ |
| 25 | 25 | $2.72 \mathrm{e}-5$ | $2.20 \mathrm{e}-5$ |

(b) $\operatorname{SER}(2)$

| $N$ | $M$ | $\max \left(\epsilon_{M, N}^{u}\right)$ | $\max \left(\epsilon_{M, N}^{s}\right)$ |
| :---: | :---: | :---: | :---: |
| 5 | 5 | $8.46 \mathrm{e}-3$ | $6.36 \mathrm{e}-3$ |
| 10 | 10 | $4.34 \mathrm{e}-4$ | $2.24 \mathrm{e}-4$ |
| 15 | 15 | $6.28 \mathrm{e}-5$ | $5.05 \mathrm{e}-5$ |
| 20 | 20 | $1.76 \mathrm{e}-5$ | $1.17 \mathrm{e}-5$ |
| 25 | 25 | $1.92 \mathrm{e}-5$ | $1.51 \mathrm{e}-5$ |

(d) $\operatorname{SER}(4)$

Table 2.7 - SER multi-levels - RB Greedy
Finally, the previous comments concerning the tables 2.6 and 2.7 are supported by the convergence study of the considered EIM approximation.


Figure 2.1 - SER multi-levels - EIM convergence
Figure 2.1 plots the maximal value of the functional used in the EIM Greedy algorithm, depending on the number of basis functions which compose the EIM approximation space. We can indeed notice a significant improvement of the quality of our EIM approximation from the second level.

The next levels remains comparable to the latter, already very close to the EIM approximation performed from the standard method.

## Conclusion

This chapter deals with the application of the Reduced Basis method to non-linear and non-affinely parametrized problems which concern us. In this context, the Empirical Interpolation Method is introduced to recover the affine decomposition necessary to apply the Reduced Basis methodology.

We propose the Simultaneous Empirical interpolation and Reduced basis (SER) method, which combines these two methods in order to benefit from the efficiency of the reduced basis approximation within the EIM offline stage. This provides a huge computational gain for the offline step since it requires only $N+1$ finite element solves, where $N$ is the dimension of the RB approximation. Especially, the number of FE approximations required in the EIM offline stage no longer depends on the size of the considered trainset.

This section introduces the SER method drawing on results obtained on a 2D benchmark introduced in |Grepl et al., 2007|. These results show the pertinence of this method for non-linear and non-affine PDEs, and prove that we can expect good results within a reasonable computational budget.

We present also some variants investigated for this method. They are mainly based
on the development of an error indicator we propose for non-linear and non affinely parametrized problems. Although it doesn't provide error bounds for the reduced basis approximation, this error indicator serves to guide the parameter selection performed to build the RB approximation space. On the 2D benchmark, the impact of the Greedy algorithm in the selection process is limited. But we will see in Chapter 11 that it is significant on other applications.

The multi-levels SER $(l)$ method appears as the most promising variant for SER. However, many other variants remain to be investigated.

## Part II

## Multi-physics modeling of high field magnets

## Chapter 3

## Three-dimensional non-linear multi-physics FE model

Although electromagnetism equations are at the basis of high field magnet modeling, physics involved in electromagnets study are many. Indeed, high field magnet design is not only driven by magnetic field considerations, but also by others physics. The magnetic field intensity is controlled by the current density provided to the electromagnet. An important current supply (typically few tens of kA ) is necessary to produce high magnetic field. This current induces Joule losses within the magnet insert, leading to an important heating which could degrade the mechanical properties of the material. Thus, a magnet design study asks for an accurate account of this temperature increase which consists in computing Joule losses term to be considered as the source of a standard heat equation.

This temperature increase leads to thermal dilatation which causes deformations. Added to the mechanical forces induced by magnetic field, these stresses form a supplementary constraint for high field magnets design. This confirms the need of an efficient and reliable multi-physics model in the context of high field magnets design.

Most high magnetic field facilities use Bitter magnet technology described in the introduction of this thesis. The optimization of such magnets is performed from 2D axisymmetrical models, based on the hypothesis that these objects are symmetric. Nevertheless, the polyhelix magnets developped at LNCMI present an asymmetry which makes this hypothesis inaccurate. The accurate modeling of such magnets cannot simply rely on the existing 2D axisymmetrical models. This chapter gives an overview of the threedimensional non-linear multi-physics model developped through this thesis.

The current density computation being at the basis of other quantities of interest, the electrical model is the first to be considered. Due to the temperature dependence of material properties, the latter is coupled with the heat equation leading to the electro-thermal model described in Section 3.1. Coupled with the resulting current density, the magnetic field computation can be performed in different ways. Two of which are considered in this section, both coming from Maxwell's equations. Section 3.2 details the finite element magnetostatic model, while the next (Section 3.3) describes the computation of the magnetic field from the Biot \& Savart's law. Finally, the mechanical stresses coming both from magnetic and thermal forces are computed from a linear elasticity model described
in Section 3.4. The induced displacements as well as the yield strength criterions are deduced from this model to help the optimization in terms of materials.

## Contents

3.1 Electro-thermal model ..... 46
3.2 Magnetostatic model ..... 56
3.3 Biot \& Savart's law ..... 68
3.4 Linear elasticity model ..... 71

Each of these sections detail the equations of the concerned model along with convergence studies required for its verification. The coupling between the components of the multi-physics model is established all through this chapter. The validation of this model is further described in the last part of the manuscript.

### 3.1 Electro-thermal model

### 3.1.1 Equations

## Electric potential

Magnetic field variation over time induces an electric field proportional to this variation. Discovered by Faraday in 1831, this relation became an assumption for electromagnetism and appears in the so-called Maxwell's equation as the Maxwell-Faraday equation (3.1).

$$
\begin{equation*}
\nabla \wedge \mathbf{E}=-\frac{\partial \mathbf{B}}{\partial t} \tag{3.1}
\end{equation*}
$$

The current density $\mathbf{j}$ we focus on is proportional to this electric field $\mathbf{E}$ from the local form of the Ohm's law

$$
\begin{equation*}
\mathbf{j}=\sigma \mathbf{E} \tag{3.2}
\end{equation*}
$$

where $\sigma$ is the electrical conductivity of the material.
This section focuses on the steady case. Thus, the time derivative term in the previous Maxwell-Faraday equation (3.1) is null. Since its rotational is zero, the electrical field $\mathbf{E}$ can read as the gradient of a scalar potential $V$ defined as the electrical potential.

$$
\begin{equation*}
\nabla \wedge \mathbf{E}=0 \quad \Rightarrow \quad \exists V \mid \mathbf{E}=-\nabla V \tag{3.3}
\end{equation*}
$$

The charge conservation principle gives the electric charge variation over time as the opposite of the electric charge flux $\mathbf{j} . \mathrm{n}$ through the surface. In steady case, this ensures a divergence-free condition for current density $\mathbf{j}$.

The steady electrical potential equation then reads

$$
\begin{equation*}
\nabla \cdot(-\sigma \nabla V)=0 \tag{3.4}
\end{equation*}
$$

## Temperature

The heat equation is determined by the first thermodynamic principle ensuring the energy conservation in the systems. The energy variation $\delta U$ over time reads as the sum of heat $\delta Q$ and work $\delta W$ variations in the system. In our case, $\delta W$ is neglected as we consider small deformations assuming that the volume of the system remains unchanged. The energy variation is then only controlled by heat which involves temperature variation in the system

$$
\begin{equation*}
\delta U=\delta Q=C_{p} \rho_{Q} \frac{\partial T}{\partial t} \tag{3.5}
\end{equation*}
$$

where $C_{p}$ and $\rho_{Q}$ are respectively the specific heat capacity and the mass density of the material.

The heat variation $\delta Q$ reads also from the heat flux density $\mathbf{j}_{Q}$, which defines the heat received by surface unit as $\mathbf{j}_{Q} \cdot \mathbf{n}$, with $\mathbf{n}$ the outward normal. Eventual internal sources of heat $P$ (as Joule effect) are also added to $\delta Q$ which becomes

$$
\begin{equation*}
\delta Q=\nabla \cdot \mathbf{j}_{Q}+P \tag{3.6}
\end{equation*}
$$

The heat flux density $\mathbf{j}_{Q}$ is proper to the material. Fourier's law defines it from the thermal conductivity $k$ of the material giving $\mathbf{j}_{Q}=k \nabla T$, allowing to deduce the heat equation from (3.5) and (3.6)

$$
\begin{equation*}
-\nabla \cdot(k \nabla T)+C_{p} \rho_{Q} \frac{\partial T}{\partial t}=P \tag{3.7}
\end{equation*}
$$

The internal source of heat is limited to Joule effect in our case. The local form of Joule's law then defines the source term $P$ as $P=\mathbf{j} \cdot \mathbf{E}$, where $\mathbf{j}$ and $\mathbf{E}$ are the current density and the electric field previously defined. From relations (3.2) and (3.3), the internal heat source term reads

$$
\begin{equation*}
P=\sigma \nabla V \cdot \nabla V \tag{3.8}
\end{equation*}
$$

The steady heat equation used for electro-magnet study then reads

$$
\begin{equation*}
-\nabla \cdot(k \nabla T)=\sigma \nabla V \cdot \nabla V \tag{3.9}
\end{equation*}
$$

## Material properties

The electrical potential and temperature equations (3.4) and (3.9) involve electrical (resp. thermal) conductivities $\sigma$ (resp. $k$ ), which are proper to the material used. The electrical conductivity describes the ability of electric charges to move in the material. Metals at room temperature or higher have resistance, and the electric charges mobility is countered by the resistivity of material defined as the inverse of its conductivity. For metals at room temperature or higher as for high field magnets, the material's resistivity $\rho$ increases linearly with the temperature such that

$$
\begin{equation*}
\rho(T)=\rho_{0}\left(1+\alpha\left(T-T_{0}\right)\right) \tag{3.10}
\end{equation*}
$$

with $\rho_{0}$ the resistivity at reference temperature $T_{0}$, and $\alpha$ the so-called temperature coefficient obtained empirically from measurements.

The electrical conductivity expression can then be easily deduced from the linear relation (3.10) considering $\sigma_{0}$ the electrical conductivity at reference temperature $T_{0}$

$$
\begin{equation*}
\sigma(T)=\frac{\sigma_{0}}{1+\alpha\left(T-T_{0}\right)} \tag{3.11}
\end{equation*}
$$

Moreover, the thermal conductivity of a metal is proportionnal to its electrical conductivity and its temperature. This relation is established by Wiedemann-Franz law leading to the expression of the thermal conductivity

$$
\begin{equation*}
k(T)=\sigma(T) L T \tag{3.12}
\end{equation*}
$$

where $L$ is a constant known as the Lorentz number which is proper to the considered material.

This dependence on temperature for conductivities involved in (3.4) and (3.9) leads to a non-linearity in the coupled electro-thermal model.

## Boundary conditions

The current circulation in the magnet is imposed as a difference of potential $V_{D}$ between current input and output. This corresponds to an homogeneous Dirichlet boundary condition imposed on current input $V_{i n}$, associated with the Dirichlet condition $V=V_{D}$ on current output $V_{\text {out }}$.

$$
\begin{align*}
& V=0 \text { on } V_{\text {in }}  \tag{3.13}\\
& V=V_{D} \text { on } V_{\text {out }}
\end{align*}
$$

The air and the cooling water surrounding the magnets are considered as electrically insulating. This means that the current density flux $\mathbf{j} \cdot \mathbf{n}$ accross the borders is null. From (3.2) and (3.3) this leads to an homogeneous Neumann boundary condition

$$
\begin{equation*}
-\sigma(T) \nabla V \cdot \mathbf{n}=0 \text { on } \partial \Omega \backslash\left(V_{\text {in }} \cup V_{\text {out }}\right) \tag{3.14}
\end{equation*}
$$

The thermal flux $\mathbf{j}_{Q} \cdot \mathbf{n}$ is controlled by the water cooling of the magnet, and is non zero only accross the cooled surfaces denoted $\partial \Omega_{\text {cooled }}$. The thermal exchange between the conductor and the cooling water is governed by a convection phenomenon. The amount of heat exchanged depends on a heat tranfer coefficient $h$, and defines the thermal flux on cooled regions as $\mathbf{j}_{Q} \cdot \mathbf{n}=h\left(T-T_{w}\right)$. The heat transfer coefficient is determined from the thermal conductivity $k(T)$, the hydraulic diameter $D_{h}$ and the Nusselt number $N u$ commonly used in heat transfer considerations |Colburn, 1933|.

$$
\begin{equation*}
h=\frac{k(T) N u}{D_{h}} \tag{3.15}
\end{equation*}
$$

The Nusselt Number $N u$ is proper to the considered flow and can be determined by stan-
dard hydraulic correlations. For perpendicular flows in annular region between cylinders as for high field magnet cooling, the Colburn correlation is used.

The cooling process is thus handled by a Robin condition applying the Fourier's laws to the thermal flux on the cooled regions

$$
\begin{equation*}
-k(T) \nabla T \cdot \mathbf{n}=h\left(T-T_{w}\right) \text { on } \partial \Omega_{\text {cooled }} \tag{3.16}
\end{equation*}
$$

The thermal exchanges in uncooled regions are not considered, leading to a null thermal flux accross the concerned surfaces giving the homogeneous Neumann condition

$$
\begin{equation*}
-k(T) \nabla T \cdot \mathbf{n}=0 \text { on } \partial \Omega \backslash \partial \Omega_{\text {cooled }} \tag{3.17}
\end{equation*}
$$

Considering the electrical conductor as a domain $\Omega$, the resulting non-linear coupled electro-thermal model reads as follows with the considered boundary conditions

$$
\left\{\begin{array}{l}
-\nabla \cdot(\sigma(T) \nabla V)=0 \text { in } \Omega  \tag{3.18}\\
-\nabla \cdot(k(T) \nabla T)=\sigma(T) \nabla V \cdot \nabla V \text { in } \Omega \\
V=0 \text { on } V_{\text {in }} \\
V=V_{D} \text { on } V_{\text {out }} \\
-\sigma(T) \nabla V \cdot \mathbf{n}=0 \text { on } \partial \Omega \backslash\left(V_{\text {in }} \cup V_{\text {out }}\right) \\
-k(T) \nabla T \cdot \mathbf{n}=0 \text { on } \partial \Omega \backslash \partial \Omega_{\text {cooled }} \\
-k(T) \nabla T \cdot \mathbf{n}=h\left(T-T_{w}\right) \text { on } \partial \Omega_{\text {cooled }}
\end{array}\right.
$$

### 3.1.2 Variational formulation

The variational formulation of the non-linear coupled electro-thermal model (3.18) consists in finding $(V, T) \in X_{V} \times X_{T}$ such that

$$
\begin{align*}
& a_{V}\left(V, \phi_{V}\right)=f_{V}\left(\phi_{V}\right) \forall \phi_{V} \in X_{V} \\
& a_{T}\left(T, \phi_{T}\right)=f_{T}\left(\phi_{T}\right) \forall \phi_{T} \in X_{T} \tag{3.19}
\end{align*}
$$

with $\phi_{V}$ (resp. $\phi_{T}$ ) the test functions associated with electrical potential $V$ (resp. with the temperatue $T$ ), and $X_{V}$ (resp. $X_{T}$ ) function spaces to be defined.

Electrical potential From electrical potential equation (3.4) and associated boundary conditions, the variational formulation consists in finding $V \in X_{V} \subset H_{1}(\Omega)$ such that $\forall \phi_{V} \in X_{\phi_{V}} \subset H_{1}(\Omega)$

$$
\begin{equation*}
\int_{\Omega} \sigma(T) \nabla V \cdot \nabla \phi_{V}-\int_{\partial \Omega} \sigma(T)(\nabla V \cdot \mathbf{n}) \phi_{V}=0 \tag{3.20}
\end{equation*}
$$

Imposed in strong form, Dirichlet conditions (3.13) are embedded into the $X_{V}$ function space definition and the boundary term of (3.20) vanishes as we have a Neumann homogeneous condition (3.14) on $\partial \Omega$. By this way, the formulation (3.20) with strong Dirichlet boundary conditions consists in finding $V \in X_{V}=\left\{v \in H_{1}(\Omega) \mid v=0\right.$ on $V_{i n}, \mid$
$v=V_{D}$ on $\left.V_{\text {out }}\right\}$ such that $\forall \phi_{V} \in X_{\phi_{V}}=\left\{v \in H_{1}(\Omega) \mid v=0\right.$ on $\left.V_{\text {in }} \cup V_{\text {out }}\right\}$

$$
\begin{equation*}
\int_{\Omega} \sigma(T) \nabla V \cdot \nabla \phi_{V}=0 \tag{3.21}
\end{equation*}
$$

Dirichlet conditions can also be weakly imposed using Nitsche's method which consists in adding symetrization and penalisation terms without conditions in the function space definition. In this case, (3.20) consists in finding $V \in X_{V}=H_{1}(\Omega)$ such that $\forall \phi_{V} \in X_{V}$
$\int_{\Omega} \sigma(T) \nabla V \cdot \nabla \phi_{V}-\int_{V_{\text {in }} \cup V_{\text {out }}} \sigma(T)(\nabla V \cdot \mathbf{n}) \phi_{V}-\int_{V_{\text {in }} \cup V_{\text {out }}} \sigma(T)\left(\nabla \phi_{V} \cdot \mathbf{n}\right) V+\int_{V_{\text {in }} \cup V_{\text {out }}} \frac{\gamma}{h} \sigma(T) V \phi_{V}$

$$
\begin{equation*}
=-\underbrace{\int_{V_{\text {out }}} \sigma(T)\left(\nabla \phi_{V} \cdot \mathbf{n}\right) V_{D}}_{\text {symetrization }}+\underbrace{\int_{V_{\text {out }}} \frac{\gamma}{h} \sigma(T) V_{D} \phi_{V}}_{\text {penalisation }} \tag{3.22}
\end{equation*}
$$

Temperature From the heat equation (3.9) and its boundary conditions, the variational formulation consists in finding $T \in X_{T} \subset H_{1}(\Omega)$ such that $\forall \phi_{T} \in X_{T}$

$$
\begin{equation*}
\int_{\Omega} k(T) \nabla T \cdot \nabla \phi_{T}-\int_{\partial \Omega} k(T)(\nabla T \cdot \mathbf{n}) \phi_{T}=\int_{\Omega} \sigma(T) \nabla V \cdot \nabla V \phi_{T} \tag{3.23}
\end{equation*}
$$

Contrary to previous electrical potential formulation, there is no Dirichlet boundary conditions for temperature. Boundary conditions are naturally applied to the formulation and $X_{T}$ is simply $H_{1}(\Omega)$. The variationnal formulation then consists in finding $V \in X_{T}=$ $H_{1}(\Omega)$ such that $\forall \phi_{T} \in X_{T}$

$$
\begin{equation*}
\int_{\Omega} k(T) \nabla T \cdot \nabla \phi_{T}+\int_{\partial \Omega_{\text {cooled }}} h T \phi_{T}=\int_{\Omega} \sigma(T) \nabla V \cdot \nabla V+\int_{\partial \Omega_{\text {cooled }}} h T_{w} \phi_{T} \tag{3.24}
\end{equation*}
$$

The non-linearity due to the dependence of material properties $\sigma$ and $k$ on temperature is handled by iterative methods. Either Picard or Newton are used for this model.

Picard method The Picard method is the most standard way to deal with such a non-linearity. From an initial guess $X^{0}=\left(V^{0}, T^{0}\right)$ value given for the couple potentialtemperature, this methods consists in computing $X^{n+1}=\left(V^{n+1}, T^{n+1}\right)$ from $X^{n}=$ ( $V^{n}, T^{n}$ ) solving alternately (3.20) and (3.23) until convergence. Convergence is based on the increment $\Delta=X^{n+1}-X^{n}$ and is considered as reached when $\Delta$ becomes lower than a user-defined tolerance.

Newton method The solution $X=(V, T)$ of the previous electro-thermal problem (3.18) can be seen as the root of a functional $R(3.25)$

$$
\begin{equation*}
R:\binom{V}{T} \longmapsto\binom{R_{1}(V, T)}{R_{2}(V, T)}=\binom{a_{V}\left(V, \phi_{V}\right)-f_{V}\left(\phi_{V}\right)}{a_{T}\left(T, \phi_{T}\right)-f_{T}\left(\phi_{T}\right)} \tag{3.25}
\end{equation*}
$$

where $R_{1}$ and $R_{2}$ are defined from (3.20) and (3.23)

The Newton's method allows to find the zeros of (3.25) solving the matricial system

$$
J_{R}\left(X^{n}\right) *\left(X^{n+1}-X^{n}\right)=-R\left(X^{n}\right)
$$

where $X^{n}=\left(V^{n}, T^{n}\right)$ is the solution at the $n^{t h}$ iteration and $J_{R}$ the Jacobian of $R$ given by (3.25).

$$
J_{R}=\left(\begin{array}{ll}
\frac{\partial R_{1}}{\partial V} & \frac{\partial R_{1}}{\partial T}  \tag{3.26}\\
\frac{\partial R_{2}}{\partial V} & \frac{\partial R_{2}}{\partial T}
\end{array}\right)
$$

### 3.1.3 Convergence study

Let $u_{e x}$ be the exact solution of a considered problem (electrical potential or heat equation solution) and $u$ its approximation. The approximation error reads

$$
\begin{equation*}
e=u_{e x}-u \tag{3.27}
\end{equation*}
$$

The verification step ensures that convergence order properties are satisfied, that is

$$
\begin{equation*}
\|e\|_{L_{2}} \leqslant c h^{k+1} \quad \text { and } \quad\|e\|_{H_{1}} \leqslant c h^{k} \tag{3.28}
\end{equation*}
$$

with $h$ the mesh size, $k$ the polynomial order of the approximation and $c$ a constant. The convergence study checks that requirements (3.28) are satisfied by our approximation, plotting $\|e\|_{L_{2}}$ and $\|e\|_{H_{1}}$ depending on the mesh size $h$. In logarithmic scale, (3.28) corresponds to a linear function of slope $k+1$ (resp. $k$ ) for $\|e\|_{L_{2}}$ (resp. $\|e\|_{H_{1}}$ ). However, the computation of such an error norm $\|e\|(3.27)$ obviously induces the knowledge of the exact solution $u_{e x}$, which is usually unknown. Based on axisymmetrical considerations, an analytical solution is available for the linearized electro-thermal model - that is with constant electrical and thermal conductivities - and serves as initial verification. This solution doesn't work for the non-linear model, due to the dependence of material properties on temperature. In this context, a posteriori error estimators are used to estimate $\|e\|$.

Introduced by Zienkiewicz and Zhu in |Zienkiewicz and Zhu, 1992|, the gradient recovery based error estimators apply in this context. The latter are based on the approximation of the error $e_{\nabla}=\nabla e$ on the gradient. This error is estimated by a global error estimator $e_{\nabla}^{\star}$ (3.29) mimicking the gradient $\nabla u_{e x}$ of the exact solution using the gradient recovery operator $R h(\nabla u)$ interpolating $\nabla u$ from its nodal values.

$$
\begin{equation*}
e_{\nabla} \approx e_{\nabla}^{\star}=R h(\nabla u)-\nabla u \tag{3.29}
\end{equation*}
$$

This section first gives the convergence results performed on linear electro-thermal model both from analytical solution as an initial verification step and from a posteriori
error estimators in order to prove their efficiency. The convergence study for non-linear electro-thermal model is based on these error estimators and is performed with both Picard and Newton iterative methods.

## Linear model - Analytical solution

The expression of an analytical solution for the linear electro thermal model can be established in a cylindrical frame from axisymmetrical considerations. The considered axisymmetrical geometry (Figure 3.2a) illustrates the sector of a magnet turn traversed by a current and longitudinaly water cooled. We shall note the similarity with a Bitter magnet without the cooling holes. Input parameters are given in table 3.1.

| $\sigma_{0}$ | $k_{0}$ | $L$ | $\alpha$ | $h$ | $T_{w}$ | $V_{D}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $4.8 \times 10^{7}$ | 377 | $2.47^{-8}$ | $3.35^{-3}$ | $6 \times 10^{4}$ | 303 | 0.25 |

Figure 3.1 - Thermo-electric analytical solution - Parameter values


Figure 3.2 - Analytical solution of axisymmetrical geometry
The linear electro-thermal model (3.30) is obtained from (3.18) considering that the electrical (resp. thermal) conductivity $\sigma$ (resp. $k$ ) doesn't depend on temperature.

$$
\left\{\begin{array}{l}
-\nabla \cdot(\nabla V)=0 \text { in } \Omega  \tag{3.30}\\
-\nabla \cdot(\nabla T)=\frac{\sigma}{k} \nabla V \cdot \nabla V \text { in } \Omega \\
V=0 \text { on } V_{\text {in }} \\
V=V_{D} \text { on } V_{\text {out }} \\
-\sigma_{0} \nabla V \cdot \mathbf{n}=0 \text { on } \partial \Omega \backslash\left(V_{\text {in }} \cup V_{\text {out }}\right) \\
-k_{0} \nabla T \cdot \mathbf{n}=0 \text { on } \partial \Omega \backslash \partial \Omega_{\text {cooled }} \\
-k_{0} \nabla T \cdot \mathbf{n}=h\left(T-T_{w}\right) \text { on } \partial \Omega_{\text {cooled }}
\end{array}\right.
$$

The electrical current circulation from $V_{\text {in }}(\theta=0)$ to $V_{\text {out }}\left(\theta=\frac{\pi}{2}\right)$ imposed by Dirichlet boundary conditions induces that $V_{\text {ana }}$ depends only on $\theta$. From divergence and gradient operators in cylindrical coordinates system, we easily deduce that $V_{\text {ana }}$ reads as a first order polynomial

$$
\begin{equation*}
V_{a n a}(\theta)=A_{V} \theta+B_{V} \tag{3.31}
\end{equation*}
$$

The Dirichlet boundary conditions on $V_{i n}$ and $V_{\text {out }}$ satisfied by $V_{\text {ana }}$ allow to determine the values of $A_{V}$ and $B_{V}$ constants and consequently the expression of $V_{\text {ana }}$ to be replaced in the heat equation as

$$
\begin{equation*}
V_{\text {ana }}=\frac{2 V_{D} \theta}{\pi}, \quad-\nabla \cdot\left(\nabla T_{\text {ana }}\right)=\frac{\sigma_{0}}{k_{0}} \frac{4 V_{D}^{2}}{r^{2} \pi^{2}} \text { in } \Omega \tag{3.32}
\end{equation*}
$$

Moreover, the zero flux boundary conditions on temperature and the current orientation suppose that $T_{\text {ana }}$ depends only on $r$. From this consideration, $T_{\text {ana }}$ can be expressed as the second order $\log (r)$ polynomial

$$
\begin{equation*}
T_{\text {ana }}=A_{T} \log (r)^{2}+B_{T} \log (r)+C_{T} \tag{3.33}
\end{equation*}
$$

with $A_{T}, B_{T}$ and $C_{T}$ constants. The cooling boundary conditions allows to determine those constants to be replaced in (3.33) where $r_{e}$ (resp. $r_{i}$ ) names the external (resp. internal) radius

$$
\begin{align*}
& A_{T}=-\frac{2 \sigma_{0} V_{D}^{2}}{\pi^{2} k_{0}} \quad B_{T}=\frac{-A_{T}\left(B_{i}+B_{e}\right)}{B_{r}}  \tag{3.34}\\
& C_{T}=\frac{1}{2 h r_{e} r_{i}}\left[\left(B_{i}-B_{e}\right) A_{T}+\left(k_{0}\left(r_{e}-r_{i}\right)-h r_{e} r_{i} \log \left(r_{e} r_{i}\right)\right) B_{T}\right]+T_{w}
\end{align*}
$$

where

$$
\begin{aligned}
& B_{i}=2 k_{0} r_{e} \log \left(r_{i}\right)-h r_{e} r_{i} \log \left(r_{i}\right)^{2} \quad \text { and } \quad B_{e}=2 k_{0} r_{i} \log \left(r_{e}\right)+h r_{e} r_{i} \log \left(r_{e}\right)^{2} \\
& B_{r}=k_{0}\left(r_{i}+r_{e}\right)+h r_{e} r_{i} \log \left(\frac{r_{e}}{r_{i}}\right)
\end{aligned}
$$

Figures 3.3 to 3.6 illustrate the 2D and 3D convergence studies performed on this model. These graphs plot the $L_{2}$ and $H_{1}$ norms of approximation error obtained with the linear model depending on the mesh size. They display both exact and estimated errors for two polynomials orders, where $P 1$ refers to the first polynomial order while $P 2$ refers to the second one.


Figure 3.3 - Linear electrical potential - 2D convergence study


Figure 3.4 - Linear temperature - 2D convergence study



Figure 3.5 - Linear electrical potential - 3D convergence study


Figure 3.6 - Linear temperature - 3D convergence study

## Non-linear model - A posteriori error estimation

As previously mentionned, exhibiting an analytical solution ( $V_{\text {ana }}, T_{\text {ana }}$ ) is not feasible for the non-linear case. In this context, the verification is performed from errors estimators whose relevance has been emphasized in the previous convergence studies.

Similarly with the previous study, the figures 3.7 and 3.8 focus on the 2D non-linear model, while the figures 3.9 and 3.10 illustrate the convergence of the 3D one. These convergence studies conclude the verification of the electro-thermal model for its two versions namely linear and non-linear. They confirm as well its validity at high polynomial orders.


Figure 3.7 - Non-linear electrical potential - 2D convergence study


Figure 3.8 - Non-linear temperature - 2D convergence study


Figure 3.9 - Non-linear electrical potential - 3D convergence study


Figure 3.10 - Non-linear temperature - 3D convergence study

### 3.2 Magnetostatic model

### 3.2.1 Equations

The magnetic field is defined as a quantifier of the magnetic effect coming from the current flow into magnetic materials. Relating magnetic and electric fields, Maxwell's equations are at the core of the magnetic field computation.

Established in 1823, Ampère's law relates the magnetic field to its electrical current source, considering the integral of magnetic field around a closed curve $C$ as proportional to the intensity of this current source. Expressed from the current density $\mathbf{j}$, the current intensity defines the current flow through the surface $S$ surrounded by the curve $C$.

$$
\begin{equation*}
\oint_{C} \mathbf{H}=I=\int_{S} \mathbf{j} \cdot \mathbf{n} \tag{3.35}
\end{equation*}
$$

where $\mathbf{n}$ denotes the outward normal to the surface $S$.

Introduced in Section 3.1, Omh's law (3.2) expresses the current density $\mathbf{j}$ as the product of the temperature dependent electrical conductivity $\sigma$ by the electric field. Deriving from an electrical potential, the electric field coming into (3.2) reads from the solution of the previously introduced electro-thermal model (3.4). Thus, the magnetostatic model is naturally coupled with the previous electro-thermal one by the current density $\mathbf{j}$ defined as

$$
\begin{equation*}
\mathbf{j}=-\sigma(T) \nabla V \tag{3.36}
\end{equation*}
$$

From (3.36), Ampère's law (3.35) reads in differential form as

$$
\begin{equation*}
\nabla \times \mathbf{H}=-\sigma(T) \nabla V \tag{3.37}
\end{equation*}
$$

The contribution of the displacement current defined as the time derivative of the electrical charge has to be added to the original Ampère's law (3.35) to ensure the charge conservation principle. But as we focus on the steady model, we are not concerned by this term.

Most commonly used in the study of magnetism, the magnetic induction $\mathbf{B}$ is related to the magnetic field $\mathbf{H}$ (3.37) by the magnetic permeability $\mu$ through the constitutive law

$$
\begin{equation*}
\mathbf{B}=\mu \mathbf{H} \tag{3.38}
\end{equation*}
$$

The magnetic permeability of the so-called ferromagnetic materials composed for example of iron or steel depends on the magnetic field $\mathbf{H}$ leading to a non-linear model. Nevertheless, the resistive magnets we focus on are composed of diamagnetic materials based on copper alloys whose magnetization is negligible. In our case, the magnetic permeability $\mu$ relating $\mathbf{B}$ to $\mathbf{H}$ is the vacuum permeability $\mu_{0}=4 \pi \times 10^{-7}$ T.m. $A^{-1}$. Considering the linear relation (3.38) in this context, the magnetic induction $\mathbf{B}$ is often abusively refered as the magnetic field.

As part of Maxwell's equations, the Gauss law describes the magnetic induction $\mathbf{B}$ as divergence free. Thus, the magnetic induction derives from a magnetic potential $A$ :

$$
\begin{equation*}
\nabla \cdot \mathbf{B}=0 \quad \Rightarrow \quad \exists A \mid \mathbf{B}=\nabla \times \mathbf{A} \tag{3.39}
\end{equation*}
$$

Combining Ampère's law (3.35) with the constitutive law (3.38) relating $\mathbf{H}$ to $\mathbf{B}$, the considered model whose solution is the magnetic potential $\mathbf{A}$ then reads

$$
\begin{equation*}
\nabla \times\left(\frac{1}{\mu} \nabla \times \mathbf{A}\right)=\mathbf{j} \tag{3.40}
\end{equation*}
$$

We shall also note that the current density $\mathbf{j}$ is divergence-free from the electrical potential equation (3.4). The De-Rham diagram (1.11) defined in Chapter 1 thus places $\mathbf{j}$ in $H_{\text {div }}$ space, $\mathbf{A}$ in $H_{\text {curl }}$ space from (3.37) and $\mathbf{B}$ in $H_{\text {div }}$ as the curl of an element of $H_{\text {curl }}$. The finite element method used to compute $\mathbf{A}$ solving (3.40) consequently have
to preserve the properties of $H_{\text {curl }}$ function space. Defined to this end, the Nédélec finite elements introduced in Section 1.3 are definitely convenient. Their use especially allows to impose only the continuity of the tangential component. Turning to Ampère's law (3.35), we shall remark that this condition is inherent to the Maxwell's equations. The divergence free condition (3.39) coming from Maxwell's equations imposes the continuity of the normal component of $\mathbf{B}$ accross the boundary of two media, which confirms that $\mathbf{B}$ is an $H_{\text {div }}$ element. And the definition of the magnetic potential $\mathbf{A}$ (3.39) then leads to the continuity of the tangential component of $\mathbf{A}$ on interfaces.

The well posedness of the magnetostatic problem (3.40) requires the definition of boundary conditions. Assuming that the current density is located to some finite region in space, the boundary condition consists in considering B is zero at infinity. Nevertheless, the finite element method supposes the spatial discretization of the domain and then imposes $\Omega$ to be of finite dimension. In practice, the domain is composed of the conductor plus a surrounding box whose boundaries model the infinity. In 3D, the boundary condition is expressed in terms of magnetic potential such that

$$
\begin{equation*}
\mathbf{A} \times \mathbf{n}=0 \text { on } \partial \Omega \tag{3.41}
\end{equation*}
$$

Since the curl of any gradient field is null, the problem (3.40) doesn't admit a unique solution. Considering $\mathbf{A}$ as a solution of (3.40), any $\overline{\mathbf{A}}=\mathbf{A}+\nabla \phi$ defined as the sum of $\mathbf{A}$ with the gradient of a function $\phi$ satisfies (3.40) as well. Although the gradient field $\nabla \phi$ doesn't affect the magnetic flux B in a physical point of view, the unicity of the solution $\mathbf{A}$ is essential in terms of numerical solving.

As a first option to guarantee the unicity of the solution, we consider (3.40) as a specific case of the potential-based full Maxwell problem expressed in frequency domain. The regularization method |Bebendorf and Ostrowski, 2009| amounts to consider the additional terms coming from Fourier transforms of time derivatives as a regularization term which tends to zero. A second option consists to impose an additional condition on the divergence $\nabla \cdot \mathbf{A}$. The Coulomb gauge corresponds to a divergence-free condition leading to a saddle-point problem. Further details can be found in |Dumitru, 2013|.

Other methods can be employed to regularize the curl-curl matrix of (3.40), such as the tree-cotree gauging |Biro et al., 1996| which is not discussed here.

Regularized formulation Based on the Maxwell's equation in frequency domain, the regularized formulation rests on Fourier transform $\mathcal{F}$, defined for any time dependent function $f(t)$ as

$$
\begin{equation*}
\mathcal{F}[f(t)](\omega): f(t) \longrightarrow \mathcal{F}[f(t)](\omega)=\int_{-\infty}^{+\infty} f(t) e^{-i w t} d t \tag{3.42}
\end{equation*}
$$

As mentionned, the ungauged magnetostatic problem (3.40) reading as the time harmonic Maxwell's problem with frequency zero doesn't admit a unique solution. Considering that electromagnetic fields obtained at low frequencies are a good approximation of magnetostatic fields, the regularized formulation enjoys from the regularity of full Maxwell
problem with $\omega \neq 0$. Coming back to the Maxwell-Faraday equation (3.1), the electric field expresses from the magnetic potential A such that

$$
\begin{equation*}
\mathbf{E}=-\frac{\partial \mathbf{A}}{\partial t} \tag{3.43}
\end{equation*}
$$

Let's consider the contribution of the displacement current in the previous Ampère's law (3.35) ensuring the charge conservation

$$
\begin{equation*}
\nabla \times\left(\frac{1}{\mu} \nabla \times \mathbf{A}\right)=\mathbf{j}+\sigma \mathbf{E}+\epsilon \frac{\partial \mathbf{E}}{\partial t} \tag{3.44}
\end{equation*}
$$

The relation (3.43) leads to the unsteady problem

$$
\begin{equation*}
\nabla \times\left(\frac{1}{\mu} \nabla \times \mathbf{A}\right)+\epsilon \frac{\partial^{2} \mathbf{A}}{\partial t^{2}}+\sigma \frac{\partial \mathbf{A}}{\partial t}=\mathbf{j} \tag{3.45}
\end{equation*}
$$

on which we apply the Fourier transform (3.42), resulting in the time harmonic equation

$$
\begin{equation*}
\nabla \times\left(\frac{1}{\mu} \nabla \times \mathbf{A}\right)+\left(\sigma i \omega-\epsilon \omega^{2}\right) \mathbf{A}=\mathbf{j} \tag{3.46}
\end{equation*}
$$

The considered regularization method aims to mimick the last term $\left(\sigma i \omega-\epsilon \omega^{2}\right) \mathbf{A}$ of (3.46) with low frequencies. To this end, the regularization term consists in the addition of a weighted term tending to zero to get closer to the initial formulation such that

$$
\begin{equation*}
\nabla \times\left(\frac{1}{\mu} \nabla \times \mathbf{A}_{\epsilon}\right)+\epsilon \mathbf{A}_{\epsilon}=\mathbf{j} \tag{3.47}
\end{equation*}
$$

with $\mathbf{A}_{\epsilon}$ the solution of the corresponding regularized problem converging to the solution A of the initial problem (3.40) when $\epsilon \longrightarrow 0$.

Saddle-point formulation As previously mentionned, the so-called Coulomb gauge guarantee the unicity of the solution of (3.40) imposing a divergence free condition to A. This extra condition is handled by a Lagrange multiplier $p$ as an additional scalar unknown of (3.40) on which homogeneous Dirichlet boundary conditions are imposed leading to

$$
\begin{array}{r}
\nabla \times\left(\frac{1}{\mu} \nabla \times \mathbf{A}\right)+\nabla p=\mathbf{j} \text { on } \Omega  \tag{3.48}\\
\nabla \cdot \mathbf{A}=0
\end{array}
$$

with $\mathbf{A} \times \mathbf{n}=0$ and $p=0$ on $\partial \Omega$.

### 3.2.2 Variational formulation

Regularized formulation Let us remind that the regularized formulation (3.47) results in a vectorial solution $\mathbf{A}_{\epsilon}$ which tends to $\mathbf{A}$ when $\epsilon$ decreases. Denoting $\boldsymbol{\phi}_{\mathbf{A}_{\epsilon}} \in X \subset$
$H_{\text {curl }}(\Omega)$ the associated test functions, the variational formulation of (3.47) consists in finding $\mathbf{A}_{\epsilon} \in X \subset H_{\text {curl }}(\Omega)$ such that

$$
\begin{align*}
\int_{\Omega} \frac{1}{\mu}\left(\nabla \times \mathbf{A}_{\epsilon}\right) \cdot\left(\nabla \times \phi_{\mathbf{A}_{\epsilon}}\right) & +\int_{\partial \Omega} \frac{1}{\mu}\left(\nabla \times \mathbf{A}_{\epsilon}\right) \cdot\left(\phi_{\mathbf{A}_{\epsilon}} \times \mathbf{n}\right)  \tag{3.49}\\
& +\int_{\Omega} \epsilon \mathbf{A}_{\epsilon} \cdot \phi_{\mathbf{A}_{\epsilon}}=\int_{\Omega} \mathbf{j} \cdot \boldsymbol{\phi}_{\mathbf{A}_{\epsilon}} \quad \forall \phi_{\mathbf{A}_{\epsilon}} \in X
\end{align*}
$$

As for the thermoelectric model, Dirichlet boundary conditions can be imposed on their strong or weak form. In their strong form, they are inherent to the space $X=$ $H_{0, \text { curl }}(\Omega)=\left\{\mathbf{v} \in H_{\text {curl }}(\Omega) \mid \mathbf{v} \times \mathbf{n}=0\right.$ on $\left.\partial \Omega\right\}$. This definition of $X$ allows to vanish the boundary term of (3.49), leading to a problem which consists in finding $\mathbf{A}_{\epsilon} \in H_{0, \text { curl }}(\Omega)$ such that

$$
\begin{equation*}
\int_{\Omega} \frac{1}{\mu}\left(\nabla \times \mathbf{A}_{\epsilon}\right) \cdot\left(\nabla \times \boldsymbol{\phi}_{\mathbf{A}_{\epsilon}}\right)+\int_{\Omega} \epsilon \mathbf{A}_{\epsilon} \cdot \boldsymbol{\phi}_{\mathbf{A}_{\epsilon}}=\int_{\Omega} \mathbf{j} \cdot \boldsymbol{\phi}_{\mathbf{A}_{\epsilon}} \forall \boldsymbol{\phi}_{\mathbf{A}_{\epsilon}} \in H_{0, \operatorname{curl}}(\Omega) \tag{3.50}
\end{equation*}
$$

In their weak form, the Dirichlet boundary conditions are imposed through Nitsche's method adding symetrization and penalisation terms without any additional condition on $X=H_{\text {curl }}(\Omega)$. Considering $h$ the mesh size and $\gamma$ the penalization term, the weak formulation thus consists in finding $\mathbf{A}_{\epsilon} \in H_{0, \text { curl }}(\Omega)$ such that

$$
\begin{align*}
\int_{\Omega} \frac{1}{\mu}\left(\nabla \times \mathbf{A}_{\epsilon}\right) \cdot\left(\nabla \times \boldsymbol{\phi}_{\mathbf{A}_{\epsilon}}\right) & +\int_{\partial \Omega} \frac{1}{\mu}\left(\nabla \times \mathbf{A}_{\epsilon}\right) \cdot\left(\boldsymbol{\phi}_{\mathbf{A}_{\epsilon}} \times \mathbf{n}\right) \tag{3.51}
\end{align*}+\int_{\Omega} \epsilon \mathbf{A}_{\epsilon} \cdot \boldsymbol{\phi}_{\mathbf{A}_{\epsilon}} \quad+\underbrace{\int_{\partial \Omega} \frac{\gamma}{h \mu}\left(\boldsymbol{\phi}_{\mathbf{A}_{\epsilon}} \times \mathbf{n}\right) \cdot\left(\mathbf{A}_{\epsilon} \times \mathbf{n}\right)}_{\text {penalisation }}
$$

Saddle-point formulation Considering the Lagrange multiplier introduced to deal with the divergence free condition on $\mathbf{A}$, the saddle-point problem (3.48) consists in finding the couple $(\mathbf{A}, p) \in X \subset\left(H_{\text {curl }}(\Omega), H_{1}(\Omega)\right)$ such that

$$
\begin{align*}
& \int_{\Omega} \frac{1}{\mu}(\nabla \times \mathbf{A}) \cdot\left(\nabla \times \boldsymbol{\phi}_{A}\right)+\int_{\partial \Omega} \frac{1}{\mu}(\nabla \times \mathbf{A}) \cdot\left(\boldsymbol{\phi}_{A} \times \mathbf{n}\right)+\int_{\Omega} \nabla p \cdot \boldsymbol{\phi}_{A}=\int_{\Omega} \mathbf{j} \cdot \boldsymbol{\phi}_{A}  \tag{3.52}\\
& \int_{\partial \Omega}(\mathbf{A} \cdot \mathbf{n}) \phi_{p}-\int_{\Omega} \mathbf{A} \cdot \nabla \phi_{p}=0 \quad \forall\left(\boldsymbol{\phi}_{A}, \phi_{p}\right) \in X \tag{3.53}
\end{align*}
$$

where $\boldsymbol{\phi}_{A}$ (resp. $\boldsymbol{\phi}_{p}$ ) are the tests functions associated with $A$ (resp. $p$ ).
If the Dirichlet boundary conditions on $(\mathbf{A}, p)$ are imposed in strong form, they are inherent to the function space $X$ which defines as $X=(V, Q)=\left(H_{0, \text { curl }}(\Omega), H_{0}^{1}(\Omega)\right)$. The boundary term of (3.52) is eliminated since $\phi_{A} \in H_{0, \text { curl }}(\Omega)$, while the one of (3.53)
vanishes from the definition of $\phi_{p} \in H_{0}^{1}(\Omega)$. The variational formulation then reads : Find $(\mathbf{A}, p) \in\left(H_{0, \text { curl }}(\Omega), H_{0}^{1}(\Omega)\right)$ such that

$$
\begin{align*}
& \int_{\Omega} \frac{1}{\mu}(\nabla \times \mathbf{A}) \cdot\left(\nabla \times \phi_{A}\right)+\int_{\Omega} \nabla p \cdot \boldsymbol{\phi}_{A}=\int_{\Omega} \mathbf{j} \cdot \boldsymbol{\phi}_{A} \quad \forall \phi_{A} \in H_{0, \operatorname{curl}}(\Omega)  \tag{3.54}\\
& \int_{\Omega} \mathbf{A} \cdot \nabla \phi_{p}=0 \quad \forall \phi_{p} \in H_{0}^{1}(\Omega) \tag{3.55}
\end{align*}
$$

As for the weak Dirichlet conditions, Nitsche's method is applied on both two variables A and $p$ with $X=(V, Q)=\left(H_{\text {curl }}(\Omega), H_{1}(\Omega)\right)$. The variational formulation then consists in finding $(\mathbf{A}, p) \in\left(H_{\text {curl }}(\Omega), H_{1}(\Omega)\right)$ such that

$$
\left.\begin{array}{rl}
\int_{\Omega} \frac{1}{\mu}(\nabla \times \mathbf{A}) \cdot\left(\nabla \times \boldsymbol{\phi}_{A}\right) & +\int_{\partial \Omega} \frac{1}{\mu}(\nabla \times \mathbf{A}) \cdot\left(\boldsymbol{\phi}_{A} \times \mathbf{n}\right) \tag{3.56}
\end{array}+\int_{\Omega} \nabla p \cdot \boldsymbol{\phi}_{A}\right] \text { symetrization } \quad \underbrace{\int_{\partial \Omega} \frac{1}{\mu}\left(\nabla \times \boldsymbol{\phi}_{A}\right) \cdot(\mathbf{A} \times \mathbf{n})}_{\text {penalisation }}+\underbrace{\int_{\partial \Omega} \frac{\gamma}{h \mu}(\mathbf{A} \times \mathbf{n}) \cdot\left(\boldsymbol{\phi}_{A} \times \mathbf{n}\right)}_{\partial \Omega} .
$$

### 3.2.3 Preconditionning

The discretization of problems (3.47) and (3.48) are solved from their matricial form $\mathcal{K} \mathbf{x}=$ b. Thus, the conditionning of the matrix $\mathcal{K}$ plays an important role in the convergence of the iterative solvers used to compute the magnetic potential A. Especially, the definition of $\mathbf{A} \in H_{\text {curl }}$ from Nédélec finite elements whose degrees of freedom are located on the edges of the mesh can highly deteriorate this conditioning.

The resolution of such problems could then require adapted preconditioning techniques to ease the convergence of the iterative solvers. Moreover, we have to pay particular attention to the scalability of these methods to be used in a high performance computing context. This section gives an overview of appropriate preconditioning techniques, proposed in |Greif and Schötzau, 2007| and |Hiptmair and Xu, 2007|. These have been implemented within Feel++, to be applied on our magnetostatic model.

Regularized formulation The discretized system associated with (3.49) whose solution is denoted as $\mathbf{A}_{\epsilon, h}$ consists in finding $\mathbf{A}_{\epsilon, h} \in X_{h} \subset X$ - with $X$ depending on the Dirichlet boundary condition treatment - such that

$$
\begin{equation*}
a_{\epsilon}\left(\mathbf{A}_{\epsilon, h}, \boldsymbol{\phi}_{A_{\epsilon}, h}\right)=f_{\epsilon}\left(\boldsymbol{\phi}_{A_{\epsilon}, h}\right) \forall \phi_{A_{\epsilon}, h} \in X_{h} \tag{3.57}
\end{equation*}
$$

where $a_{\epsilon}$ (resp. $f_{\epsilon}$ ) are the bilinear (resp. linear) forms defines from (3.50) as

$$
\begin{align*}
& a_{\epsilon}\left(\mathbf{A}_{\epsilon, h}, \boldsymbol{\phi}_{A_{\epsilon}, h}\right)=\int_{\Omega} \frac{1}{\mu}\left(\nabla \times \mathbf{A}_{\epsilon, h}\right) \cdot\left(\nabla \times \boldsymbol{\phi}_{A_{\epsilon}, h}\right)+\int_{\Omega} \epsilon \mathbf{A}_{\epsilon, h} \cdot \boldsymbol{\phi}_{A_{\epsilon}, h}  \tag{3.58}\\
& f_{\epsilon}\left(\boldsymbol{\phi}_{A_{\epsilon}, h}\right)=\int_{\Omega} \mathbf{j} \cdot \boldsymbol{\phi}_{A_{\epsilon}, h} \tag{3.59}
\end{align*}
$$

The expression of $a_{\epsilon}$ and $f_{\epsilon}$ with weak Dirichlet conditions can be easily obtained adding corresponding terms from (3.51).

Let's now introduce $\left\{\boldsymbol{\psi}_{i}\right\}_{i=1}^{\mathcal{N}_{\text {curl }}}$ the shape functions of the discrete function space $X_{h} \subset$ $H_{\text {curl }}$ of size $\mathcal{N}_{\text {curl }}$. The finite element $\mathbf{A}_{\epsilon, h} \in X h$ of (3.57) consists in a linear combination of these shape functions whose coefficients as denoted as $a_{i}^{\epsilon}, 1 \leqslant i \leqslant \mathcal{N}_{\text {curl }}$.

$$
\begin{equation*}
\mathbf{A}_{\epsilon, h}=\sum_{i=1}^{\mathcal{N}_{\text {curl }}} a_{i}^{\epsilon} \boldsymbol{\psi}_{i} \tag{3.60}
\end{equation*}
$$

Turning to (3.57), the solution $\mathbf{A}_{\epsilon, h}=\left(a_{1}^{\epsilon}, \ldots, a_{\mathcal{N}_{\text {curl }}}^{\epsilon}\right)$ is the solution of the matricial system $\mathcal{A}_{\epsilon} \mathbf{A}_{\epsilon, h}=\mathbf{b}_{\epsilon}$ with $\mathcal{A}_{\epsilon, i, j}=a_{\epsilon}\left(\boldsymbol{\psi}_{j}, \boldsymbol{\psi}_{i}\right)$ and $\mathbf{b}_{\epsilon, i}=f_{\epsilon}\left(\boldsymbol{\psi}_{i}\right)$ for $1 \leqslant i, j \leqslant \mathcal{N}_{\text {curl }}$. The large number of non zero entries in $\mathcal{A}_{\epsilon}$, coming from the definition of the unknown using


The mass matrix $\mathcal{M}$ can be added to $\mathcal{A}_{\epsilon}$, serving as a preconditionner to (3.57) |Greif and Schötzau, 2007|

$$
\begin{equation*}
\mathcal{P}_{\mathcal{M}}=\mathcal{A}_{\epsilon}+\mathcal{M} \text { with } \mathcal{M}_{i, j}=\int_{\Omega} \boldsymbol{\psi}_{j} \cdot \boldsymbol{\psi}_{i}, \quad 1 \leqslant i, j \leqslant \mathcal{N}_{\text {curl }} \tag{3.61}
\end{equation*}
$$

Saddle-point formulation The saddle-point formulation introduced as (3.52) and (3.53) results in a discretized system as well. Let's denote ( $\mathbf{A}_{h}, p_{h}$ ) the solution of the discrete formulation consisting in finding $\left(\mathbf{A}_{h}, p_{h}\right) \in X_{h}=\left(V_{h}, Q_{h}\right) \subset X$ such that

$$
\begin{equation*}
a\left(\left(\mathbf{A}_{h}, p_{h}\right),\left(\phi_{A, h}, \phi_{p, h}\right)\right)=f\left(\left(\phi_{A, h}, \phi_{p, h}\right)\right) \forall\left(\phi_{A, h}, \phi_{p, h}\right) \in X_{h} \tag{3.62}
\end{equation*}
$$

where $a$ (resp. $f$ ) are the bilinear (resp. linear) forms are defined from the sum of (3.54) and (3.55) as

$$
\begin{aligned}
& a\left(\left(\mathbf{A}_{h}, p_{h}\right),\left(\boldsymbol{\phi}_{A, h}, \phi_{p, h}\right)\right)=\int_{\Omega} \frac{1}{\mu}\left(\nabla \times \mathbf{A}_{h}\right) \cdot\left(\nabla \times \boldsymbol{\phi}_{A, h}\right)+\int_{\Omega} \nabla p_{h} \cdot \boldsymbol{\phi}_{A, h}+\int_{\Omega} \mathbf{A}_{h} \cdot \nabla \phi_{p, h} \\
& f\left(\left(\boldsymbol{\phi}_{A, h}, \phi_{p, h}\right)\right)=\int_{\Omega} \mathbf{j} \cdot \boldsymbol{\phi}_{A, h}
\end{aligned}
$$

Considering $\left\{\boldsymbol{\psi}_{i}\right\}_{i=1}^{\mathcal{N}_{\text {curl }}}$ the shape functions of $V_{h}$, we introduce $\left\{\varphi_{i}\right\}_{i=1}^{\mathcal{N}}$ the basis functions of $Q_{h}$. The finite element approximations $\mathbf{A}_{h}$ and $p_{h}$ are described from their
coefficients $a_{i} 1 \leqslant i \leqslant \mathcal{N}_{\text {curl }}$ and $p_{i} 1 \leqslant i \leqslant \mathcal{N}$ in these basis as

$$
\begin{equation*}
\mathbf{A}_{h}=\sum_{i=1}^{\mathcal{N}_{\text {curl }}} a_{i} \boldsymbol{\psi}_{i} \quad \text { and } \quad p_{h}=\sum_{i=1}^{\mathcal{N}} p_{i} \varphi_{i} \tag{3.63}
\end{equation*}
$$

Coming back to (3.62), the couple of solutions $\left(\mathbf{A}_{h}, p_{h}\right)=\left(a_{1}, \ldots, a_{\mathcal{N}_{\text {curl }}}, p_{1}, \ldots, p_{\mathcal{N}}\right)$ is obtained from the resolution of the block matricial system

$$
\left(\begin{array}{cc}
\mathcal{A} & \mathcal{B}^{T}  \tag{3.64}\\
\mathcal{B} & 0
\end{array}\right)\binom{\mathbf{A}_{h}}{p_{h}}=\binom{\mathbf{f}}{0}
$$

where $\mathcal{A}_{i, j}=\int_{\Omega} \mu^{-1}\left(\nabla \times \boldsymbol{\psi}_{j}\right) \cdot\left(\nabla \times \boldsymbol{\psi}_{i}\right), \mathcal{B}_{i, j}=\int_{\Omega} \boldsymbol{\psi}_{j} \cdot \nabla \varphi_{i}$ and $f_{i}=\int_{\Omega} \mathbf{j} \cdot \boldsymbol{\psi}_{i}$. The expression of $a$ and $f$, as well as the corresponding components of (3.64) corresponding to weak Dirichlet boundary conditions can be deduced from (3.56).

For same reasons as previously, the poor conditioning of the block matrix of (3.64) can degrade the convergence of the iterative solvers used. The block diagonal preconitioner $\mathcal{P}_{\mathcal{M}, \mathcal{L}}$ is proposed in |Hiptmair and $\mathrm{Xu}, 2007 \mid$ to solve (3.64). Further details on auxiliary space based preconditioners employed in this context can be found in |Kolev and Vassilevski, 2009].

Defined from (i) the previously introduced $\mathcal{P}_{\mathcal{M}}(3.61)$ as the first block and (ii) from the scalar Laplacian matrix $\mathcal{L}$ as the second one, $\mathcal{P}_{\mathcal{M}, \mathcal{L}}$ reads

$$
\mathcal{P}_{\mathcal{M}, \mathcal{L}}=\left(\begin{array}{cc}
\mathcal{P}_{\mathcal{M}} & 0  \tag{3.65}\\
0 & \mathcal{L}
\end{array}\right)=\left(\begin{array}{cc}
\mathcal{A}+\mathcal{M} & 0 \\
0 & \mathcal{L}
\end{array}\right)
$$

with $\mathcal{M}$ the mass matrix on $V_{h}$ and $\mathcal{L}$ defined as

$$
\begin{equation*}
\mathcal{M}_{i, j}=\int_{\Omega} \boldsymbol{\psi}_{j} \cdot \boldsymbol{\psi}_{i} \quad \text { and } \quad \mathcal{L}=\int_{\Omega} \nabla \phi_{j} \cdot \nabla \phi_{i}, \quad 1 \leqslant i, j \leqslant m \tag{3.66}
\end{equation*}
$$

Handling the whole system (3.64), the so-called outer solver is preconditioned by $\mathcal{P}_{\mathcal{M}, \mathcal{L}}$ (3.65) leading to the linear system

$$
\left(\begin{array}{cc}
\mathcal{P}_{\mathcal{M}} & 0  \tag{3.67}\\
0 & \mathcal{L}
\end{array}\right)\binom{\mathbf{v}_{h}}{q_{h}}=\binom{\mathbf{c}_{h}}{0}
$$

where $\mathbf{v}_{h}=\mathcal{A} \mathbf{A}_{h}+\mathcal{B}^{T} p_{h}, q_{h}=\mathcal{B} \mathbf{A}_{h}$ and $\mathbf{c}_{h}=\mathcal{P}_{\mathcal{M}, \mathcal{L}} \mathbf{f}$ from (3.64).
While the solving of the scalar elliptic problem $\mathcal{L} q_{h}=0$ can be efficiently performed with standard methods, the conditioning of the first block $\mathcal{P}_{\mathcal{M}} \mathbf{v}_{h}=\mathbf{c}_{h}$ of (3.67) suffers the consequences of $H_{\text {curl-conforming elements use. As for the previous regularized system, }}$ this block requires to be itself preconditioned. To this end, the use of the auxiliary space preconditioner is proposed in |Hiptmair and Xu, 2007| resulting in the so-called inner solver. Denoted as $\mathcal{P}_{V}$, this second level preconditionner is defined such that

$$
\begin{equation*}
\mathcal{P}_{V}^{-1}=\operatorname{diag}\left(\mathcal{P}_{\mathcal{M}}\right)^{-1}+P(\overline{\mathcal{L}}+\overline{\mathcal{Q}})^{-1} P^{T}+C\left(\overline{\mathcal{L}}^{-1}\right) C^{T} \tag{3.68}
\end{equation*}
$$

leading to the system $\mathcal{P}_{V} \mathbf{w}_{h}=\mathbf{r}_{h}$ where $\mathbf{w}_{h}=\mathcal{P}_{\mathcal{M}} \mathbf{v}_{h}$ and $\mathbf{r}_{h}=\mathcal{P}_{V} \mathbf{c}_{h}$ from (3.67).
The matrix $P$ of (3.68) denotes the nodal interpolation operator $\Pi_{h}^{\text {curl }}$ from $Q_{h}^{3}$ to $V_{h}$, while $\mathcal{Q}$ is the scalar mass matrix on $Q_{h}$

$$
\begin{equation*}
\mathcal{Q}=\int_{\Omega} \phi_{j} \cdot \phi_{i}, \quad 1 \leqslant i, j \leqslant m \tag{3.69}
\end{equation*}
$$

The block matrices $\overline{\mathcal{Q}}$ and $\overline{\mathcal{L}}$ are defined from $\mathcal{Q}$ (3.69) and $\mathcal{L}$ (3.66) as

$$
\begin{equation*}
\overline{\mathcal{L}}=\frac{1}{\mu} \operatorname{diag}(\mathcal{L}, \mathcal{L}, \mathcal{L}) \quad \text { and } \quad \overline{\mathcal{Q}}=\operatorname{diag}(\mathcal{M}, \mathcal{M}, \mathcal{M}) \tag{3.70}
\end{equation*}
$$

The matrix $C$ is composed by the coefficient vector of $\nabla \varphi_{j}$ in $V_{h}=<\boldsymbol{\psi}_{i}>_{i=1}^{\mathcal{N}}$ such that

$$
\begin{equation*}
\nabla \varphi_{j}=\sum_{i=1}^{n} C_{i, j} \boldsymbol{\psi}_{i}, \quad 1 \leqslant j \leqslant m \tag{3.71}
\end{equation*}
$$

Thus, the solution $\mathbf{w}_{h}=\mathcal{P}_{\mathcal{M}} \mathbf{v}_{h}$ of the preconditionned system $\mathcal{P}_{V} \mathbf{w}_{h}=\mathbf{r}_{h}$ reads

$$
\begin{equation*}
\mathbf{w}_{h}=\operatorname{diag}\left(\mathcal{P}_{\mathcal{M}}\right)^{-1} \mathbf{r}+P \mathbf{y}+C \mathbf{z} \text { with } \mathbf{y}=(\overline{\mathcal{L}}+\overline{\mathcal{Q}})^{-1} P^{T} \mathbf{r} \text { and } \mathbf{z}=\overline{\mathcal{L}}^{-1} C^{T} \mathbf{r} \tag{3.72}
\end{equation*}
$$

In practice, the solution $\mathbf{w}_{h}$ (3.72) is obtained from the resolution of two linear problems

$$
\begin{align*}
& (\overline{\mathcal{L}}+\overline{\mathcal{Q}}) \mathbf{y}=P^{T} \mathbf{r}  \tag{3.73}\\
& \mathcal{L} \mathbf{z}=C^{T} \mathbf{r} \tag{3.74}
\end{align*}
$$

The iterative solvers used in the inner solve for the problems (3.73) and (3.74) and the ones solving the second block of the outer problem can be independently customized, leading to a large number of available setups.

### 3.2.4 Convergence study

Let $\mathbf{A}_{e x}$ be the exact solution of the initial problem (3.40) with magnetic permeability $\mu$ set to 1 . We denote as $e=\mathbf{A}_{e x}-\mathbf{A}$ (resp. $e_{\epsilon}=\mathbf{A}_{e x}-\mathbf{A}_{\epsilon}$ ) the approximation error resulting from the saddle-point (resp. regularized) formulation. Considering $h$ as the mesh size, it exists a constant $c$ defining the expected convergence properties as

$$
\begin{equation*}
\|e\|_{L_{2}} \leqslant c h,\left\|e_{\epsilon}\right\|_{L_{2}} \leqslant c h \quad \text { and } \quad\|e\|_{H_{\text {curl }}} \leqslant c h,\left\|e_{\epsilon}\right\|_{H_{\text {curl }}} \leqslant c h \tag{3.75}
\end{equation*}
$$

which corresponds to a straight line of slope one for the $L_{2}$ and $H_{\text {curl }}$ norms within a logarithmic scale. We shall remark that the polynomial order is not considered in (3.75) compared to (3.28). Indeed, we only focus on the lowest polynomial order for $H_{\text {curl }}$-conforming elements to which our implementation is limited (see Section 5.4).

This section illustrates the convergence properties obtained from the magnetostatic formulations of Section 3.2.2, captionned with the value of the slope obtained with logarithmic scale. Many values of the regularization coefficient $\epsilon$ have been considered aiming to investigate its influence. As to the saddle-point formulation, many configurations have
been tested from various solving techniques within the preconditionned blocks. An intermediate method corresponds to a simple block solve, preconditionned by the standard LU or GAMG methods. Denoted as Auxiliary space Maxwell Solver (AMS) from |Falgout et al., 2006|, the latest introduced two levels preconditionning method is tested as well.

The 2D convergence study is based on the square domain $\Omega=[-1,1] \times[-1,1]$ on which the considered exact solution $\mathbf{A}_{\text {ex }}$ reads

$$
\begin{equation*}
\mathbf{A}_{e x}=\binom{1-y^{2}}{1-x^{2}} \tag{3.76}
\end{equation*}
$$

Figure 3.11 plots the $L_{2}$ and $H_{\text {curl }}$ norms of the magnetic potential $\mathbf{A}_{\epsilon}$ coming from the regularized formulation (3.50) with various values of $\epsilon$. These experiments are based on the standard LU preconditionner, without specific treatment. As expected, the convergence requirements (3.75) are only obtained for low values of $\epsilon$.


Figure 3.11 - Magnetic potential A convergence - 2D regularized formulation
Figure 3.12 plots the $L_{2}$ and $H_{\text {curl }}$ norm of the magnetic potential $\mathbf{A}$ obtained from the saddle-point formulation. Although the conditioning of the considered system is good enough to ensure the convergence with a standard LU preconditionner, this study aims to compare the results obtained with various preconditioning techniques. The requirements (3.75) are satisfied for all configurations, which confirms the pertinence of the preconditioners.


Figure 3.12 - Magnetic potential A convergence - 2D block saddle point formulation
The figures 3.13 a (resp. 3.13b) focus on the convergence properties of $\mathbf{B}$ obtained with the regularized (resp. saddle-point) formulation.


Figure 3.13 - Magnetic flux B - 2D Convergence study
The resulting behaviour is similar to the one of the magnetic potential, which conclude the verification step of the 2D magnetostatic model.
As an extension of the previously described 2D one, the 3D convergence study is based on the square domain $\Omega=[-1,1] \times[-1,1] \times[-1,1]$ for which the exact solution $\mathbf{A}_{e x}$ is
defined as

$$
\mathbf{A}_{e x}=\left(\begin{array}{c}
\left(1-y^{2}\right)\left(1-z^{2}\right)  \tag{3.77}\\
\left(1-x^{2}\right)\left(1-z^{2}\right) \\
\left(1-x^{2}\right)\left(1-y^{2}\right)
\end{array}\right)
$$

As in 2D case, Figure 3.14 plots the $L_{2}$ and $H_{\text {curl }}$ norms of the magnetic potential $\mathbf{A}_{\epsilon}$ coming from the regularized formulation (3.50), with adapted values of $\epsilon$ tending to zero. As expected, the convergence requirements (3.75) are as well obtained for the lowest values of $\epsilon$.



Figure 3.14 - Magnetic potential A convergence - 3D regularized formulation
The tested configurations for the saddle-point formulations are the same as in 2D case, for which convergence study is illustrated by Figure 3.15. The conditioning of the initial system is reasonable for such a problem, leading to the expected convergence properties with the standard LU preconditionner. The convergence order obtained with other preconditionning techniques is similar to the latter and confirms the relevance of these methods in 3D case.

The convergence order of the magnetic induction B is finally considered in Figure 3.16 a and 3.16 b for both regularized and saddle-point formulation. As previously, the behaviour of $\mathbf{B}$ is similar to the one of the magnetic potential $\mathbf{A}$.

Concerning the computational cost, the use of the saddle-point formulation is more expensive. Indeed, the system to solve with this formulation is larger than the one associated with the regularized problem, due to the use of the Lagrange multiplier. Nevetheless, the saddle-point formulation is freed of the regularization coefficient which has to be chosen carefully.


Figure 3.15 - Magnetic potential A convergence - 3D block saddle point formulation


Figure 3.16 - Magnetic flux B - 3D Convergence study

### 3.3 Biot \& Savart's law

Besides the magnetostatic model introduced in Section 3.2, the Biot and Savart law is a standard way to compute magnetic potential and magnetic field in a delimited region outside the current conductor.

We denote $\Omega_{\text {cond }}$ the conductor in which the current is passing, and $\Omega_{m g n}$ the domain on which we want to evaluate the generated magnetic field. We consider here that $\Omega_{\text {cond }} \cap \Omega_{m g n}=\varnothing$ which is a necessary condition to apply Biot and Savart's formulation.

Turning to the magnetostatic equation (3.40) with a constant magnetic permeability combined with the divergence-free condition enforced by Coulomb Gauge, the magnetic potential $\mathbf{A}$ is the solution of the Poisson's equation

$$
\begin{equation*}
\nabla^{2} \mathbf{A}=-\mu \mathbf{j} \tag{3.78}
\end{equation*}
$$

The general solution to this equation (3.78) reads from the Green's function $G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ with $\mathbf{r} \in \Omega_{m g n}$ and $\mathbf{r}^{\prime} \in \Omega_{\text {cond }}$ as

$$
\begin{equation*}
A(\mathbf{r})=-\mu \int_{\Omega_{\text {cond }}} G\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \mathbf{j}\left(\mathbf{r}^{\prime}\right) \tag{3.79}
\end{equation*}
$$

Considering the 3D Green's function for Poisson's equation defined as

$$
\begin{equation*}
G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\frac{-1}{4 \pi} \frac{1}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \tag{3.80}
\end{equation*}
$$

we deduce the expression of the magnetic potential $\mathbf{A}$ from (3.79) as

$$
\begin{equation*}
A(\mathbf{r})=\frac{\mu_{0}}{4 \pi} \int_{\Omega_{\text {cond }}} \frac{\mathbf{j}\left(\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d \mathbf{r}^{\prime} \quad \mathbf{r} \in \Omega_{m g n} \tag{3.81}
\end{equation*}
$$

The definition (3.39) of $\mathbf{B}$ as the curl of $\mathbf{A}$ (3.81) then leads to the so-called Biot \& Savart's law

$$
\begin{equation*}
\mathbf{B}(\mathbf{r})=\frac{\mu_{0}}{4 \pi} \int_{\Omega_{c o n d}} \frac{\mathbf{j}\left(\mathbf{r}^{\prime}\right) \times\left(\mathbf{r}-\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{3}} d \mathbf{r}^{\prime} \quad \mathbf{r} \in \Omega_{m g n} \tag{3.82}
\end{equation*}
$$

We shall indeed remark that the distance $\left|\mathbf{r}-\mathbf{r}^{\prime}\right|$ between $\mathbf{r} \in \Omega_{m g n}$ and $\mathbf{r}^{\prime} \in \Omega_{\text {cond }}$ in the Green's function (3.80) makes the use of the Biot \& Savart's law difficult on points inside the conductor, that is with $\Omega_{\text {cond }} \cap \Omega_{m g n} \neq \varnothing$.

As a first validation of our Biot and Savart law implementation, we make a comparison with a 2D model introduced in |A. Hervé, 1997|,|Conway, 2001| based on axisymmetrical hypothesis. To this end, we consider the conductor $\Omega_{\text {cond }}$ as a torus of rectangular cross section on which the analytical current density $\mathbf{j}$ is analytically imposed. The region $\Omega_{m g n}$ on which the magnetic induction is computed consists in a $z$-oriented cylinder. Considering $(r, \theta, z)$ the cylindrical coordinates suitable for the 2D axisymmetrical model and $(x, y, z)$ the cartesian ones to be used in our 3D model, the current density $\mathbf{j}$ reads

$$
\begin{equation*}
\mathbf{j}=\frac{j_{0}}{r}\binom{-\sin (\theta)}{\cos (\theta)} \text { (cylindrical) } \Leftrightarrow \mathbf{j}=\frac{j_{0}}{x^{2}+y^{2}}\binom{-y}{x} \text { (cartesian) } \tag{3.83}
\end{equation*}
$$

with $j_{0}=10^{6}$ A. $\mathrm{m}^{-2}$.
Figure 3.17a displays the magnetic induction map obtained on the $\Omega_{m g n}$ cylinder with the 3D model. The match between the two considered models is illustrated in Figure
3.17 b which compares the results obtained along $z$ axis. The relative error between the two models doesn't exceed $2 \times 10^{-4}$ in this example which validate the considered 3D model.


Figure 3.17 - Magnetic field produced by a torus
As long as $\mathbf{r} \in \Omega_{m g n}$ and $\mathbf{r}^{\prime} \in \Omega_{\text {cond }}$ are far enough from each other as in Figure 3.17a, the standard integration methods gives good results. Nevertheless, it is no longer the case when the point $\mathbf{r} \in \Omega_{m g n}$ at which we compute the magnetic field is too close to the conductor $\Omega_{\text {cond }}$.

We introduce the distance $d$ expressed as the minimal distance $\Omega_{\text {cond }}$ and $\Omega_{m g n}$.

$$
\begin{equation*}
d=\min _{\mathbf{r} \in \Omega_{m g n}, \mathbf{r}^{\prime} \in \Omega_{\text {cond }}}\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right) \tag{3.84}
\end{equation*}
$$

To investigate the impact of this distance $d$ on the Biot \& Savart integrals computation, we consider a domain $\Omega_{m g n}$ whose boundary are close to the conductor $\Omega_{\text {cond }}$ - which remains the same as in Figure 3.17a.

We consider $\Omega_{m g n}$ as a cylinder of radius close to the one of $\Omega_{m g n}$, and whose height is centred around the top extremity of the conductor.

This study compares the $z$-component of the magnetic field obtained along vertical axis, taken at various distance $d$ with 2D axisymmetrical model and with Biot \& Savart's law. Figure 3.18a plots the value of $B_{z}$ along the $z$ axis for various distances $d$, while Figure 3.18 b displays the associated absolute error.

As expected, the highest errors are obtained for the smallest distance since the 3D Green kernel (3.80) used in (3.82) becomes almost singular. Nevertheless, the results are good at the points located in the region above the extremity of the conductor.


Figure 3.18 - Impact of the distance between $\Omega_{m g n}$ and $\Omega_{\text {cond }}$ on Biot \& Savart
Although they have not been investigated in our implementation, there are various approaches allowing to deal with the singularity. These are mainly based on the numerical integration of a singular kernel over a triangle. Two of them relying on exact integration can be found in |Graglia, 1993| and |Masserey et al., 2005|.

To complete the validation, other numerical experiments have been performed on real magnet geometries, to be compared both with 2D axisymmetrical results and with experimental measurements (see Chapter 9).

The application of Biot \& Savart's law on real magnets is very expensive computationally. Thus, we have developed an efficient parallel algorithm for this model. If the sequential implementation is trivial since the unique processors computing the integrals (3.81) and (3.82) owns the whole $\Omega=\Omega_{\text {cond }} \cup \Omega_{m g n}$, the condition is no longer satisfied in the parallel implementation which supposes the partitionning of the domain $\Omega$. In this context, a smart strategy to manage communications between partitions is proposed in Chapter 6. This algorithm allows to compute both (3.81) and (3.82) even though the computation of $\mathbf{B}(3.82)$ is preferred from a practical point of view.

### 3.4 Linear elasticity model

In addition to the Lorentz forces induced by the magnetic field (Section 3.2), there are also dilatation forces coming from the Joule heating (Section 3.1). The linear elasticity model - coupled with electro-thermal and magnetostatic models - aims to study both deformation and stresses induced by these forces.

### 3.4.1 Equations

Let us consider $\Omega_{0}$ a domain at initial state (no forces). The forces applied on our object will submit it to a deformation $\mathcal{D}$, until an equilibrium final state $\Omega_{T}$ is reached. We denote $M_{0}$ a point in $\Omega_{0}$ with coordinates $p_{0}$, and the corresponding point $M_{T}=\mathcal{D}\left(M_{0}\right)$ in $\Omega_{T}$ with coordinates $p_{T}$. The objective is to calculate the displacement vector $\mathbf{u}=$ $\left(u_{1}, u_{2}, u_{3}\right)^{T}=p_{T}-p_{0}$ for each point $M$ of our domain.

As $\Omega_{T}$ is at equilibrium state, the equation of motion becomes the following equilibrium equation

$$
\begin{equation*}
\operatorname{div}(\overline{\bar{\sigma}})+\mathbf{f}=0 \tag{3.85}
\end{equation*}
$$

where $\overline{\bar{\sigma}}$ is the stress tensor and $\mathbf{f}$ represents the volume forces applied on $\Omega$.
The quantity we focus on is the displacement vector $\mathbf{u}$, which doesn't appear in the equilibrium equation (3.85).
We have to introduce the tensor of small deformations $\overline{\bar{\varepsilon}}$ :

$$
\begin{equation*}
\overline{\bar{\varepsilon}}=\frac{1}{2}\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{T}\right) \tag{3.86}
\end{equation*}
$$

Hooke's law allows to link the stress tensor $\overline{\bar{\sigma}}$ with the tensor of small deformation $\overline{\bar{\varepsilon}}$ :

$$
\begin{equation*}
\overline{\bar{\sigma}}^{E}(\overline{\bar{\varepsilon}})=\frac{E}{1+\nu}\left(\overline{\bar{\varepsilon}}+\frac{\nu}{1-2 \nu} \operatorname{Tr}(\overline{\bar{\varepsilon}}) I\right) \tag{3.87}
\end{equation*}
$$

where $E$ is the Young modulus, $\nu$ is Poisson's ratio and $I$ is the identity tensor.
The forces coming from Joule heating are modeled by adding a thermal dilatation term $\overline{\bar{\sigma}}^{T}$ to the stress tensor $\overline{\bar{\sigma}}^{E}$. This term involves the linear dilatation coefficient $\alpha_{T}$ :

$$
\begin{equation*}
\overline{\bar{\sigma}}(\overline{\bar{\varepsilon}})=\overline{\bar{\sigma}}^{E}(\overline{\bar{\varepsilon}})+\overline{\bar{\sigma}}^{T}(\overline{\bar{\varepsilon}}) \quad \text { with } \quad \overline{\bar{\sigma}}^{T}(\overline{\bar{\varepsilon}})=-\frac{E}{1-2 \nu} \alpha_{T}\left(T-T_{0}\right) I \tag{3.88}
\end{equation*}
$$

### 3.4.2 Variational formulation

Let $\phi=\left(\phi_{1}, \ldots, \phi_{d}\right)$ (where $d$ is the space dimension) be the test functions of the weak formulation.
The integration of (3.85) multiplied by test functions over the domain $\Omega$ gives

$$
\begin{equation*}
-\int_{\Omega} \sum_{j=1}^{d} \frac{\partial \sigma_{i j}}{\partial x_{j}} \phi_{i}=\int_{\Omega} f_{i} \phi_{i} \quad \forall i=1, \ldots, d \tag{3.89}
\end{equation*}
$$

Rewriting previous equation into matricial form, we obtain

$$
\begin{equation*}
-\int_{\Omega}(\nabla \cdot \overline{\bar{\sigma}}) \circ \phi=\int_{\Omega} \mathbf{f} \circ \phi \tag{3.90}
\end{equation*}
$$

where o denote the element-wise product.
To ensure well posedness of the problem, boundary conditions have to be considered. Positions of $M_{T}=\mathcal{D}\left(M_{0}\right)$ can be set imposing the displacement vector $\mathbf{u}$ on $\partial \Omega_{D}$ as the Dirichlet boundary condition

$$
\begin{equation*}
\mathbf{u}=\mathbf{u}_{D} \text { on } \partial \Omega_{D} \tag{3.91}
\end{equation*}
$$

Surface forces - namely pressure forces - can also be imposed in $\partial \Omega_{P}$ as

$$
\begin{equation*}
\overline{\bar{\sigma}} \cdot \mathbf{n}=\mathbf{g} \text { on } \partial \Omega_{P} \tag{3.92}
\end{equation*}
$$

Using Green's theorem on (3.89) and including boundary conditions, we obtain

$$
\begin{equation*}
\int_{\Omega} \sum_{j=1}^{d} \sigma_{i j}^{E} \frac{\partial \phi_{i}}{\partial x_{j}}-\int_{\partial \Omega} \sum_{j=1}^{d}\left(\sigma_{i j} n_{j}\right) \phi_{i}=\int_{\Omega} f_{i} \phi_{i}+\int_{\Omega} \frac{E \alpha_{T}}{1-2 \nu} \frac{\partial \phi_{i}}{\partial x_{i}}\left(T-T_{0}\right) \quad \forall i=1, \ldots, d \tag{3.93}
\end{equation*}
$$

Let $H_{1}^{d}(\Omega)=\left\{\mathbf{v}=\left(v_{1}, v_{2}, v_{3}\right)^{T} \mid v_{i} \in H_{1}(\Omega), 1 \leqslant i \leqslant d\right\}$ be the set vectorial functions whose components are in $H_{1}$. Dirichlet conditions imposed in strong form lead to define the function spaces
$H_{1, \mathbf{u}}^{d}(\Omega)=\left\{\mathbf{u} \in H_{1}^{d}(\Omega) \mid \mathbf{u}=\mathbf{u}_{D}\right.$ on $\left.\partial \Omega_{D}\right\} \quad$ and $\quad H_{1, \phi}^{d}(\Omega)=\left\{\boldsymbol{\phi} \in H_{1}^{d}(\Omega) \mid \boldsymbol{\phi}=0\right.$ on $\left.\partial \Omega_{D}\right\}$
Using the tensor of small deformations and Hooke's law, we obtain the final variational formulation consists in finding $\mathbf{u} \in H_{1, \mathbf{u}}^{d}(\Omega)$ such that

$$
\begin{aligned}
& \frac{E}{(1+\nu)} \int_{\Omega} \operatorname{Tr}\left(\frac{1}{2}\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{T}\right)^{T} * \frac{1}{2}\left(\nabla \boldsymbol{\phi}+\nabla \boldsymbol{\phi}^{T}\right)\right)+\frac{E \nu}{(1+\nu)(1-2 \nu)} \int_{\Omega}(\nabla \cdot \mathbf{u})(\nabla \cdot \boldsymbol{\phi}) \\
= & \int_{\Omega} \mathbf{f} \cdot \boldsymbol{\phi}+\int_{\partial \Omega_{P}} \mathbf{g} \cdot \boldsymbol{\phi}+\int_{\Omega} \frac{E \alpha_{T}}{1-2 \nu}\left(T-T_{0}\right)(\nabla \cdot \boldsymbol{\phi})
\end{aligned}
$$

for all $\phi \in H_{1, \phi}^{d}(\Omega)$.
We can also impose Dirichlet boundary conditions in weak form that don't need additional function space definition. To this end, we introduce
$\overline{\bar{s}}=\frac{1}{2}\left(\nabla \boldsymbol{\phi}+\nabla \phi^{T}\right) \quad$ such that $\quad \overline{\bar{\sigma}}(\overline{\bar{s}})=\frac{E}{1+\nu}\left(\overline{\bar{s}}+\frac{\nu}{1-2 \nu} \operatorname{Tr}(\overline{\bar{s}}) I\right)-\frac{E}{1-2 \nu} \alpha_{T}\left(T-T_{0}\right) I$

Adding the penalization and consistance terms, the variational formulation with weak Dirichlet conditions consists in finding $\mathbf{u} \in H_{1}^{d}(\Omega)$ such that

$$
\begin{aligned}
& \frac{E}{(1+\nu)} \int_{\Omega} \operatorname{Tr}\left(\frac{1}{2}\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{T}\right)^{T} * \frac{1}{2}\left(\nabla \boldsymbol{\phi}+\nabla \boldsymbol{\phi}^{T}\right)\right)+\frac{E \nu}{(1+\nu)(1-2 \nu)} \int_{\Omega}(\nabla \cdot \mathbf{u})(\nabla \cdot \boldsymbol{\phi}) \\
- & \int_{\partial \Omega_{D}}(\overline{\bar{\sigma}}(\overline{\bar{\varepsilon}}) \cdot \mathbf{n}) \cdot \boldsymbol{\phi}-\int_{\partial \Omega_{D}}(\overline{\bar{\sigma}}(\overline{\bar{s}}) \cdot \mathbf{n}) \cdot \mathbf{u}+\int_{\partial \Omega_{D}} \frac{\gamma}{h_{s}} \mathbf{u} \cdot \boldsymbol{\phi}=\int_{\Omega}^{\mathbf{f} \cdot \boldsymbol{\phi}+\int_{\partial \Omega_{P}} \mathbf{g} \cdot \boldsymbol{\phi}} \\
+ & \int_{\Omega} \frac{E \alpha_{T}}{1-2 \nu}\left(T-T_{0}\right)(\nabla \cdot \boldsymbol{\phi})-\int_{\partial \Omega_{D}}(\overline{\bar{\sigma}}(\overline{\bar{s}}) \cdot \mathbf{n}) \cdot \mathbf{u}_{D}+\int_{\partial \Omega_{D}} \frac{\gamma}{h_{s}} \mathbf{u}_{D} \cdot \boldsymbol{\phi}
\end{aligned}
$$

for all $\phi \in H_{1}^{d}(\Omega)$.

### 3.4.3 Convergence study

As for electro-thermal model, the verification of the previously described elasticity model needs a convergence study to ensure that the convergence order is the awaited one. To this end, we provide an exact solution $\mathbf{u}_{e x}$ for the displacement $\mathbf{u}$ to study the error $\mathbf{e}=\mathbf{u}-\mathbf{u}_{e x}$ which has to satisfy

$$
\begin{equation*}
\|\mathbf{e}\|_{L_{2}} \leqslant c h^{k+1} \quad \text { and } \quad\|\mathbf{e}\|_{H_{1}} \leqslant c h^{k} \tag{3.94}
\end{equation*}
$$

with $h$ the mesh size, $k$ the polynomial order of the approximation and $c$ a constant.
The volumic forces are deduced from the equilibrium equation (3.85) with $\overline{\bar{\sigma}}$ evaluated from $\mathbf{u}_{e x}$. The thermal dilatation term in not taken into account here since it doesn't depend on the displacement and consequently doesn't have any effect on the matrix of the system to solve.

The figures 3.20 and 3.21 illustrate respectively the 2D and 3D convergence studies performed on the cubic domain $[-1: 1]^{d}$ with $d=2,3$. The provided solution $\mathbf{u}_{e x}$ is the vectorial polynomial $(\cos (y), \sin (x))$, with a null $z$-component in 3D.


Figure 3.19 - Elasticity - 2D exact solution $\mathbf{u}_{e x}=(\cos (y), \sin (x))$


Figure 3.20 - Linear elasticity - 2D convergence study


Figure 3.21 - Linear elasticity - 3D convergence study

### 3.4.4 Tresca and Von-Mises criterions

From an engineering point of view, it is a common practice to use some criteria based on the stress tensor $\overline{\bar{\sigma}}(3.85)$ to determine the nature of the deformation. Tresca and Von Mises yield surfaces are the most commonly used in isotropic materials study.

Tresca Also known as the maximal shear criterion, the Tresca yield surface $t r$ is built from the components of the diagonalized stress tensor $\overline{\bar{\sigma}}^{d}$ obtained from $\overline{\bar{\sigma}}$. The Tresca criterion $t r$ is built from the components of the diagonalized stress tensor $\overline{\bar{\sigma}}^{d}$ obtained from $\overline{\bar{\sigma}}$ as

$$
\begin{equation*}
\operatorname{tr}_{\bar{\sigma}^{d}}=\max _{1 \leqslant i<j \leqslant D i m}\left(\left|\overline{\bar{\sigma}}_{i i}^{d}-\overline{\bar{\sigma}}_{j j}^{d}\right|\right) \tag{3.95}
\end{equation*}
$$

Von Mises The Von-Mises criterion is an energy based criterion which evaluates the elastic distorsion energy coming from both pulling, compression and shearing. This yield
surface can be computed directly from $\overline{\bar{\sigma}}$ (3.96) or using the diagonalized tensor $\overline{\bar{\sigma}}^{d}$ (3.97) as for Tresca (3.95)

$$
\begin{align*}
& v m_{\overline{\bar{\sigma}}}=\sqrt{\sum_{1 \leqslant i<j \leqslant \operatorname{Dim}} \frac{1}{2}\left(\overline{\bar{\sigma}}_{i, i}-\overline{\bar{\sigma}}_{j, j}\right)^{2}+3 \overline{\bar{\sigma}}_{i, j}^{2}}  \tag{3.96}\\
& v m_{\overline{\bar{\sigma}}^{d}}=\sqrt{\sum_{1 \leqslant i<j \leqslant \operatorname{Dim}} \frac{1}{2}\left(\overline{\bar{\sigma}}_{i i}^{d}-\overline{\bar{\sigma}}_{j j}^{d}\right)^{2}} \tag{3.97}
\end{align*}
$$

In a context of optimization in terms of materials, these criterions prove essential to determine the necessary yield strength which indicates whether or not the material is deformed plastically. The development of materials which exhibit high yield strength while keeping a good electrical conductivities is a technological research challenge for high field magnets development. Typically, we expect to reach a yield strength higher than 500 MPa with an electrical conductivity which remains higher than $52 \mathrm{MS} . \mathrm{m}^{-1}$.

## Conclusion

In this chapter, we describe the physics involved in the multi-physics model designed for the study of high field magnets. The equations as well as the variational formulations necessary to apply the finite element method are given for each considered physic, together with the suitable boundary conditions.

We also establish the coupling between these equations leading to a non-linear multiphysics coupled model. The implementation of this full 3D multi-physics model within the Feel++ library represents a contibution of this thesis.

We present in this chapter the convergence studies performed for each of the components, showing that the expected mathematical properties are satisfied. Especially, we propose to use a posteriori error estimators in the context of the non-linear electro-thermal model for which the exact solution is not readily available.

Regarding the magnetostatic model, three formulations are investigated. Two of which are based on the $H_{\text {curl }}$-conforming elements introduced in Section 1 .

In our multi-physics model, the water cooling of the magnets is mimicked through a constant heat transfer coefficient, as a boundary condition of the heat equation. There is a need to improve the cooling model, with a more advanced hydaulic model based on Navier Stokes equations. Nevertheless, the development of such model is challenging due to the complexity of the water flow coming from the high flowrate.

Finally, the hybrid Galerkin methods are currently investigated to improve the quality of our approximations. The Hybridized Discontinuous Galerkin (HDG) method |Egger and Schöberl, 2010| provides an optimal approximation of both the primal and flux variables. In our model, it should allow to obtain a better approximation of the current density and hence of the current intensity which reads as its flux. It should be helpful to the preconditionners, for which the divergence free condition on the current density is a key ingredient.

## Chapter 4

## Reduced electro-thermal model

The electro-thermal model presented in Section 3.1 is a core ingredient for the high field magnet design, as it gives an estimation of the temperature and the current density. However, the input data involved in this model may not be as well understood. The material properties - electrical conductivity and temperature coefficient - are measured by the material supplier, which only provides an interval of definition for this quantities. As for the Lorentz number, many values can be found in the literature depending on the type of copper alloy.

The magnet operating conditions - the current intensity or the voltage as well as the cooling conditions - can also be flawed. The water temperature is only measured at the input and at the output of the magnet. In the model, we assume that it is a constant defined as the mean of these two measurements. The heat transfer coefficient is also difficult to measure, due to the complexity of the water flow to consider. For now, it is approximated through standard hydraulic correlations and considered as constant in all cooled regions.

In this context, parametric studies and uncertainty quantification are essential, both to cover the whole parameter ranges and to evaluate the influence of their uncertainty on specific quantities of interest. The Reduced Basis method introduced in Chapter 2 is perfectly suited to address these issues.

The development of the reduced electro-thermal model, in addition to the finite element one described in Section 3.1, relies on the establishment of the ingredients requested by the Reduced Basis method.

This chapter thus starts with the description of the affine decomposition of the considered problem obtained from the Empirical Interpolation Method introduced in Section 2.1. The convergence studies allowing to assess the pertinence of this reduced model on real magnet geometries consists in the second part of this chapter.
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Let's remind that this model considers the heat equation with Joule losses as source term. Driven by the electrical potential, the right hand side of the heat equation is obtained from the resolution of a diffusion problem, coupled with the latter.

$$
\begin{align*}
& -\nabla \cdot(\sigma(T) \nabla V)=0 \text { in } \Omega \\
& -\nabla \cdot(k(T) \nabla T)=\sigma(T) \nabla V \cdot \nabla V \text { in } \Omega \tag{4.1}
\end{align*}
$$

Two Dirichlet boundary conditions on electrical potential mimic the current flow from a difference of potential between the current input $V_{\text {in }}$ and output $V_{\text {out }}$. As to the boundary conditions on temperature, we consider that the heat exchanges are limited to the water cooled region $\partial \Omega_{\text {cooled }}$.

$$
\begin{align*}
& V=0 \text { on } V_{\text {in }} \\
& V=V_{D} \text { on } V_{\text {out }} \\
& -\sigma(T) \nabla V \cdot \mathbf{n}=0 \text { on } \partial \Omega \backslash\left(V_{\text {in }} \cup V_{\text {out }}\right)  \tag{4.2}\\
& -k(T) \nabla T \cdot \mathbf{n}=0 \text { on } \partial \Omega \backslash \partial \Omega_{\text {cooled }} \\
& -k(T) \nabla T \cdot \mathbf{n}=h\left(T-T_{w}\right) \text { on } \partial \Omega_{\text {cooled }}
\end{align*}
$$

Section 3.1 presents two formulations for the electrical potential equation, depending on the Dirichlet boundary conditions treatment. In the context of the reduced basis method, the framework offered by the Feel++ imposes - at least for now - to implement the boundary conditions on their weak form. The associated variationnal formulations detailed in (3.22) and (3.24) thus form a single problem whose variationnal formulation is given as the sum of the two.

$$
\begin{align*}
\int_{\Omega} \sigma(T) \nabla V \cdot \nabla \phi_{V}-\int_{V_{\text {in }} \cup V_{\text {out }}} \sigma(T)\left((\nabla V \cdot \mathbf{n}) \phi_{V}\right. & \left.-\left(\nabla \phi_{V} \cdot \mathbf{n}\right) V+\frac{\gamma}{h} V \phi_{V}\right)  \tag{4.3}\\
& +\int_{\Omega} k(T) \nabla T \cdot \nabla \phi_{T}+\int_{\partial \Omega_{\text {cooled }}} h T \phi_{T} \\
=\int_{\Omega} \sigma(T) \nabla V \cdot \nabla V-\int_{V_{\text {out }}} \sigma(T)\left(\nabla \phi_{V} \cdot \mathbf{n}\right) V_{D} & +\int_{V_{\text {out }}} \frac{\gamma}{h} \sigma(T) V_{D} \phi_{V}+\int_{\partial \Omega_{\text {cooled }}} h T_{w} \phi_{T}
\end{align*}
$$

We also remind that the considered electro-thermal model exhibits a non-linearity coming from the dependence of its coefficients on temperature. Indeed, the electrical and thermal conductivities involved in (4.2) are expressed as

$$
\begin{equation*}
\sigma(T)=\frac{\sigma_{0}}{1+\alpha\left(T-T_{0}\right)} \quad \text { and } \quad k(T)=\sigma(T) L T \tag{4.4}
\end{equation*}
$$

with $\sigma_{0}$ the electrical conductivity measured at reference temperature $T_{0}, \alpha$ the temperature coefficient and $L$ the Lorentz number. These materials properties and the magnet operation conditions form the considered input parameter

$$
\begin{equation*}
\boldsymbol{\mu}=\left(\sigma_{0}, \alpha, L, V_{D}, h, T_{w}\right) \tag{4.5}
\end{equation*}
$$

The quantities of interest we are concerned for are many. We investigate the current
intensity, the power, the resistance of the magnet and the mean temperature over the domain defined as

$$
\begin{equation*}
s(T(\boldsymbol{\mu}))=\frac{1}{|\Omega|} \int_{\Omega} T(\boldsymbol{\mu}) d \Omega \tag{4.6}
\end{equation*}
$$

In the following, we focus on the mean temperature (4.6) as output.
The efficiency of the Reduced Basis method is especially based on an offline/online strategy. This methodology supposes the availability of an affine decomposition for (4.3) enabling the precomputation of terms which don't depend on the parameter $\boldsymbol{\mu}$ (4.5). Turning back to the expression of material properties depending on temperature (4.4), we note that the considered electro-thermal model is non-affinely parametrized.

### 4.1 Affine decomposition

We are thus in the situation where the Reduced Basis method is applied to a non-linear and non-affinely parametrized problem detailled in Section 2.2. In this context, the Empirical Interpolation Method (EIM, see Section 2.1) is mandatory to recover the necessary affine decomposition. Since the non-affine parametrization results from the definition of the electrical and thermal conductivities on temperature, both of them are approximated through EIM. Their affine approximations respectively denoted as $\sigma_{M^{\sigma}}$ and $k_{M^{k}}$ are expressed as

$$
\begin{equation*}
\sigma(T) \approx \sigma_{M^{\sigma}}=\sum_{m=1}^{M^{\sigma}} \beta_{m}^{\sigma} q_{m}^{\sigma} \quad \text { and } \quad k(T) \approx k_{M^{k}}=\sum_{m=1}^{M^{k}} \beta_{m}^{k} q_{m}^{k} \tag{4.7}
\end{equation*}
$$

Moreover, the source term of the heat equation presents also a non-affine parametrization due to its dependence on $\sigma(T)$. We consequently introduce the EIM approximation $Q_{M^{Q}}$ of this term as

$$
\begin{equation*}
\sigma(T) \nabla V \cdot \nabla V \approx Q_{M^{Q}}=\sum_{m=1}^{M^{Q}} \beta_{m}^{Q} q_{m}^{Q} \tag{4.8}
\end{equation*}
$$

Replacing the non-affinely parametrized terms of 4.3 by their approximations EIM (4.7) and (4.8), the affine decomposition of the electro-thermal model reads as

$$
\begin{align*}
\sum_{m=1}^{M^{\sigma}} \beta_{m}^{\sigma}\left[\int_{\Omega} q_{m}^{\sigma} \nabla V \cdot \nabla \phi_{V}-\int_{V_{\text {in } \cup V_{\text {out }}} q_{m}^{\sigma}\left((\nabla V \cdot \mathbf{n}) \phi_{V}\right.}-\right. & \left.\left.\left(\nabla \phi_{V} \cdot \mathbf{n}\right) V+\frac{\gamma}{h} V \phi_{V}\right)\right] \\
& +\sum_{m=1}^{M^{k}} \beta_{m}^{k} \int_{\Omega} q_{m}^{k} \nabla T \cdot \nabla \phi_{T}+h \int_{\partial \Omega_{\mathrm{cooled}}} T \phi_{T}  \tag{4.9}\\
=\sum_{m=1}^{M^{Q}} \beta_{m}^{Q} \int_{\Omega} q_{m}^{Q}+\sum_{m=1}^{M^{\sigma}} \beta_{m}^{\sigma}\left[-\int_{V_{\text {out }}} q_{m}^{\sigma}\left(\nabla \phi_{V} \cdot \mathbf{n}\right) V_{D}\right. & \left.+\int_{V_{\text {out }}} \frac{\gamma}{h} q_{m}^{\sigma} V_{D} \phi_{V}\right]+h T_{w} \int_{\partial \Omega_{\text {cooled }}} \phi_{T}
\end{align*}
$$

The decomposition (4.9) enables us to apply the offline/online strategy introduced in Section 2.2.

### 4.2 Convergence study

The last section of this chapter focuses on the convergence study of the considered reduced electro-thermal model. In the context of non-linear and non-affinely parametrized problem, this convergence study involves two levels. The first of them consists in the study of the EIM approximations errors depending on the size of the EIM approximation space. To this end, we introduce the $L_{2}$ relative error of each approximation EIM $w_{M}$ of $w$ as

$$
\begin{equation*}
e_{L_{2}}=\frac{\left\|w-w_{M}\right\|_{L_{2}}}{\|w\|_{L_{2}}} \tag{4.10}
\end{equation*}
$$

The second level aims to study the convergence of the reduced basis approximation itself. The error on the solution (resp. on the output) is obtained from the corresponding finite element solution (resp. output) computed from the affine decomposition. The considered finite element model - denoted as PFEM - thus takes into account the involved EIM approximations. The relative $L_{2}\left(\right.$ resp. $\left.H_{1}\right)$ error on the reduced approximation $u_{R B}$ then reads from the finite element solution $u_{P F E M}$ as

$$
\begin{equation*}
e_{L_{2}}=\frac{\left\|u_{R B}-u_{P F E M}\right\|_{L_{2}}}{\left\|u_{P F E M}\right\|_{L_{2}}} \quad \text { and } \quad e_{H_{1}}=\frac{\left\|u_{R B}-u_{P F E M}\right\|_{H_{1}}}{\left\|u_{P F E M}\right\|_{H_{1}}} \tag{4.11}
\end{equation*}
$$

The next subsections deal with the EIM and RB convergence studies performed on different problems, all based on existing high field magnets.

### 4.2.1 Sector of a Bitter magnet

The first convergence study focus on a sector of a Bitter magnet (see Figure 4.1a). We are interested in the mean temperature over the domain as output. It is obtained from the reduced basis approximation of temperature as illustrated in Figure 4.1b.


Figure 4.1 - RB approximation on a sector of a Bitter magnet
The next results are based on an EIM approximation space of size 40 whose basis functions are built from an EIM trainset of size 300. The parameters used to built the reduced
basis functions are selected randomly through a sampling of size 1000. The resulting RB approximation space in which the reduced basis approximation shall resides is composed of 15 finite element solutions. The mean as well as the extremum of the relative error are obtained from a set of 50 online realizations.

As previously introduced, the EIM convergence study investigates the $L_{2}$ error of the considered EIM approximations. Figure 4.2a (resp. 4.2b) plots the $L_{2}$ error defined in (4.10) for the EIM approximation $\sigma_{M_{\sigma}}$ (resp. $k_{M^{k}}$ ) of $\sigma(T)$ (resp. $k(T)$ ) depending on the number of EIM basis functions comprising the EIM approximation space.


Figure 4.2 - Convergence of EIM approximations of a helix sector


Figure 4.3 - Convergence of RB approximation of a helix sector
As expected, the relative error decreases with the number of EIM basis functions. Taking a better look on these graphs, we observe that the decrease ends with a plateau from a number of basis function close to 25 . Regarding the value of the relative error in this region, we assess that the convergence of the considered EIM approximations is ensured and that an EIM approximation space of size 25 is sufficient in this context. Although it is not illustrated, the last EIM approximation dealing with the heat equation source term
has the same behavior.
Figure 4.3 a (resp. 4.3b) displays the $L_{2}$ (resp. $H_{1}$ ) relative errors defined in (4.11) depending on the size of the RB approximation space. As to the previous EIM approximations, the relative error decreases with the size of the approximation space. This behavior was expected to confirm the good convergence of the electro-thermal model reduced model.

### 4.2.2 Sector of a radially cooled helix magnet

As mentioned in introduction, the radially cooled helices (see Figure 4.4a) is a promising solution to reach higher magnetic field. Indeed, their design allows a larger cooling surface and hence a better cooling enabling to impose a higher current density thus resulting in higher magnetic field. Nevertheless, the corresponding geometry is more complex due to the insulators which have to be inserted between the turns.

The use of the reduced model is even more significant for such a complex application. In order to confirm the convergence properties are ensured for this problem as well, the following convergence study focus on a sector of this type of helix. Mimicking the presence of insulators, the sector illustrated by Figure 4.4a is chosen as centered around an insulator at halfway up the helix.

Based on the previous numerical experiment, we take only 30 EIM basis functions whose parameters are selected in a trainset of size 100. By constrast, we choose to slightly increase the size of the RB approximation space composed of 20 bases selected randomly among a sampling of size 1000 .
As previously, the results are based on a set of 50 realizations.

(a) Radially cooled helix

(b) RB-Potential

(c) RB-Temperature

Figure $4.4-\mathrm{RB}$ approximations on a sector of a radially cooled helix magnet
Figure 4.5 a and 4.5 b display the relative $L_{2}$ errors on the EIM approximations $\sigma_{M_{\sigma}}$ and $k_{M^{k}}$ respectively. These results confirm the previous ones obtained on the Bitter
magnet. Regarding the value of the relative errors, the considered EIM approximations thus provide an accurate affine decomposition for this problem. The EIM approximation obtained for $k(T)$ is even limited to 27 basis functions since the error tolerance has been exceeded before reaching the expected approximation space size.


Figure 4.5 - Convergence of EIM approximations of a helix sector
Finally, the RB convergence study illustrated in Figure 4.6a (resp. 4.6b) is ensured as well. Indeed, the $L_{2}$ (resp. $H_{1}$ ) relative errors between the reduced basis solution and the corresponding parametric finite element model (PFEM) are satisfactory.


Figure 4.6 - Convergence of RB approximation of a helix sector

### 4.2.3 Radially cooled helix magnet

Following on the previous convergence study, the last one focus on the complete radially cooled helix. Concerning EIM, we keep the same set up expecting a similar behavior for the complete helix and for the considered sector. For computational cost reasons, we nevertheless limit the size of the RB approximation space to 10 regarding the previous
study which gives satisfying relative errors for this number of basis. These basis functions are as previously built from a random selection through a sampling of size 1000.


Figure 4.7 - Temperature map of a radially cooled helix
Figure 4.8a displays the relative $L_{2}$ error on the reduced basis approximation, while Figure 4.8b plots the $L_{2}$ error corresponding to the output. In both cases, we assess that the convergence properties are satisfied which confirms the relevance of our reduced electro-thermal model in the high field simulations context.


Figure 4.8 - Convergence of RB approximation of a radially cooled helix

## Conclusion

Drawing on the reduced basis methodology introduced in the Chapter 2 for non-linear and non-affinely parametrized problems, this chapters describes the ingredients of the reduced electro-thermal model, established from its finite element equivalent described in Section
3.1. Especially, we detail the affine decomposition recovered through EIM approximations of the non-affinely parametrized terms of the formulation.

The second part of this chapter is dedicated to the convergence study of this reduced model, considering both EIM and RB approximation spaces. Based on two concrete applications related with high field magnets modeling, this study assesses the feasability and the relevance of the reduced basis method on such problem. Various studies based on this reduced electro-thermal model are depicted in Chapter 8 dedicated to numerical applications.

## Part III

## Contributions to Feel ++ library

## Chapter 5

## $H_{\text {div }}$ and $H_{\text {curl }}$ conforming elements

As stated in Chapter 1, the resolution of the discrete problem (1.2) supposes the knowledge of the discrete subspace $X_{\mathcal{N}}(\Omega) \subset X(\Omega)$. In this context, the definition of $X_{\mathcal{N}}(\Omega)$ required to apply the Galerkin method is handled by the finite element method which defines it from its basis function $\left\{\phi_{i}\right\}_{i=1}^{\mathcal{N}}$.

$$
\begin{equation*}
X_{\mathcal{N}}(\Omega)=\operatorname{span}\left\{\phi_{1}, \cdots, \phi_{\mathcal{N}}\right\} \tag{5.1}
\end{equation*}
$$

As a reminder, each element $K$ of the mesh $\Gamma_{h}$ is the image of a reference element $\hat{K}$ from the geometrical transformation $\phi_{K}^{\text {geo }}$ (see figure 1.1). In the following, we distinguish the global number of degrees of freedom $\mathcal{N}_{g}$ - which corresponds to the size $\mathcal{N}$ of the FE approximation space - and the local number of degrees of freedom $\mathcal{N}_{l}$ in each element of $\Gamma_{h}$. The relationship between local and global degrees of freedom is given through a correlation table, allowing to deduce the global index of each degree of freedom from (i) the element $K$ to which it belongs and (ii) its local index within this element.

The finite element basis functions are deduced from the reference basis functions $\left\{\hat{\phi}_{i}\right\}_{i=1}^{\mathcal{N}_{l}}$ computed only on $\hat{K}$. They are themselves described from their expression in the primal basis $\mathcal{B}=\left\{\zeta_{k}\right\}_{k=1}^{\mathcal{N}_{l}}$.

The essential ingredients serving to define the polynomial space $X_{\mathcal{N}}(\Omega)$ are (i) the primal basis $\mathcal{B}$ hosting the finite element basis functions, (ii) the reference basis functions $\left\{\hat{\phi}_{i}\right\}_{i=1}^{\mathcal{N}_{l}}$ in $\hat{K}$ expressed from their coefficients in the primal basis and (iii) the geometrical transformation $\phi_{K}^{\text {geo }}$ allowing to deduce the $\left\{\phi_{i}\right\}_{i=1}^{\mathcal{N}_{l}}$.

The Feel++ library offers a generic finite element framework, using a language very close to mathematics. The development of the multi-physics model for high field magnets requires the use of $H_{\text {div }}$ and $H_{\text {curl }}$ finite elements, as mentioned in Chapter 3. We remind that the description of these elements is given in Chapter 1.

Starting from a short description of the Feel++ finite element framework, we first sum up how Lagrange finite elements come within this scope. This section then focuses on the implementation of the $H_{\text {div }}$ and $H_{\text {curl }}$-conforming finite elements within the Feel++ framework. It takes on the same structure as Chapter 1. As a complement, some details
on the assembly of these kind of finite element can be found in |Rognes et al., 2009|.
This development allows Feel++ to fully support the De-Rham complex diagram.
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### 5.1 Feel + + finite element framework

The implementation of any additional finite element family in Feel++ implies to become familiar with the framework. To this end, this section focuses on the key ingredients of a finite element definition within the framework.

### 5.1.1 General structure

class PolynomialSet In Feel++, the elements identified as defining the polynomial space $X_{\mathcal{N}}(\Omega)$ are grouped in an object PolynomialSet, illustrated in figure 5.1. The polynomials of the primal basis $\mathcal{B}$, as well as the coefficient $\left\{c_{i}^{k}\right\}$ of the reference basis functions $\left\{\hat{\phi}_{i}\right\}$ in this basis, are variable members of this class. The member class PreCompute handles all the precomputations which can be performed on $\hat{K}$, while the class Context carries the geometrical transformation $\phi_{K}^{\text {geo }}$.

```
template<typename Poly, // type of polynomials {\mp@subsup{\zeta}{k}{}\mp@subsup{}}{k}{} (Dubiner)
template<uint16_type> class PolySetType> // Scalar, Vectorial or Matricial
class PolynomialSet
```



Figure 5.1 - The class Polynomialset contains $X_{\mathcal{N}}$ ingredients
Let's remind that each finite element is characterized by a tuple ( $K, P_{K}, \Sigma_{K}$ ). Its basis functions are defined by their coefficient $\left\{c_{i}^{k}\right\}$ in the primal basis. These are the solutions of the system (1.7) which read from the finite element degrees of freedom.
class FiniteElement The generic class FiniteElement defines any finite element as its tuple ( $K, P_{K}, \Sigma_{K}$ ) from template parameters, which makes it compatible with any finite element type, provided that such a definition is available. As illustrated in figure 5.2, this class assembles the system (1.7) from the definitions of the primal and dual spaces. It then computes the coefficients $\left\{c_{i}^{k}\right\}$, which are given to the M_coeff member of the object PolynomialSet describing $X_{\mathcal{N}}(\Omega)$ (figure 5.1). We remind that all of these computations are performed on the reference element $K$ only.

## Finite Element Ciarlet formalism



Figure 5.2 - The class FiniteElement computes the $c_{i}^{k}$ coefficients from ( $\hat{K}, P_{\hat{K}}, \Sigma_{\hat{K}}$ )
Each finite element type then consists in a specific class which derives from this generic object FiniteElement, to which the characteristics $\left(K, P_{K}, \Sigma_{K}\right)$ are given.

### 5.1.2 Interpolation

The interpolation operators $\pi_{\mathcal{N}}$ in the De-Rham diagram (1.11) allow to relate continuous spaces with their discrete equivalent. Each finite element type provides an interpolant, as described in Chapter 1.

In Feel++, the interpolation process is implemented in a generic way, within a unique function on, which seamlessly selects the appropriate interpolation operator. Let's introduce $u$ as a discrete function of $X_{\mathcal{N}}$. The following example gives $u$ as the interpolant of a continuous expression $f$ on the whole mesh.

```
auto u = Xh->element(); // u\in X\mathcal{N}
u.on( _range=elements(mesh), _expr=f); //u= 徐}(f)
```

Each finite element type has its own interpolant operator, depending on the definition of its degrees of freedom. In practice, this corresponds for each finite element class to have its own version of the interpolate function which implements the appropriate operator. The generic function on simply calls the interpolate embedded in the definition of the function space $X_{\mathcal{N}}$.

Covering all geometrical elements of the range given to the function on, the interpolate function builds the local interpolant IhLoc to be assigned to the current element $K$.

```
auto* __fe = this->functionSpace()->fe().get(); // Get FE from X X
__fe->interpolate( [...], IhLoc ); // IhLoc : local interpolant
this->assign( curElt, IhLoc ); //
```


### 5.1.3 Unicity of normals and tangent

The description of $H_{\text {div }}$ and $H_{\text {curl }}$ conforming elements in sections 1.2 and 1.3 addresses the importance of the unicity of normals and tangents shared with more than one element. This requires to consider the mesh in a global point of view, and not only elements by elements. To this end, the class dof Table defines the global numbering of the mesh related to the local numbering of its entities. Although essential to the Feel++ finite element framework, we won't details this part but simply consider this numbering as available.

It is essential to have a coherent global numbering. We have thus to take care of the numbering of each real element $K$. Each of the real elements results from the application of the geometrical transformation $\phi_{K}^{\text {geo }}$ to $\hat{K}$ which has its own numbering.

Actually, the reference element $\hat{K}$ hides several reference elements $\hat{K}_{i}$ allowing to cover all permutations of its local numbering. Going back to the example introduced with figures 1.2 and 1.6 in Chapter $1, K_{0}$ (resp. $K_{1}$ ) consists in the image of $\hat{K}_{0}$ (resp. $\hat{K}_{1}$ ) by a geometrical transformation $\phi_{K_{0}}^{\text {geo }}$ (resp. $\phi_{K_{1}}^{\text {geo }}$ ).

$$
\exists \phi_{K_{0}}^{g e o}, \phi_{K_{1}}^{g e o} \mid K_{0}=\phi_{K_{0}}^{g e o}\left(\hat{K}_{0}\right), K_{1}=\phi_{K_{1}}^{g e o}\left(\hat{K}_{1}\right)
$$

The local numbering of $\hat{K}_{1}$ is a permutation of $\hat{K}_{0}$ local numbering. As mentioned, the unicity of the normals and tangents is handled affecting a sign to the concerned entities of the mesh from this permutation.

Considering the example of Nédélec finite elements for which the degrees of freedom are attached to the edges, we remind that the unique orientation of each shared edge is the one seen by $K_{0}$ (figure 1.6).

From $K_{1}$ element, the numbering of the concerned edge is a reverse permutation compared to one of $K_{0}$. The sign affected to the corresponding degree of freedom is embedded in the dofTable object as illustrated in the following sample of code.

```
if (__elt.edgePermutation( i ).value()==IDENTITY)
    M_doftable->M_locglob_signs[ie][lc] = 1;
else if (__elt.edgePermutation( i ).value()== REVERSE_PERMUTATION)
    M_doftable->M_locglob_signs[ie][lc] = -1;
```

All key ingredients of finite element implementation have now been introduced. The next sections focus on the three finite element type considered in Chapter 1.

### 5.2 Lagrange finite elements

The Lagrange finite elements are tuples $\left(K, \mathcal{L}_{k}, \Sigma_{K}^{L}\right)$ (see Section 1.1).

Primal space The primal space $\mathcal{L}_{k}$ is the set of polynomials of degree less than $k$. We remind that the $X_{\mathcal{N}}$ ingredients are contained in an object of type PolynomialSet. The object OrthonormalPolynomialSet defining $\mathcal{L}_{k}$ derives from Polynomialset to which the orthonormality condition is added. The Dubiner polynomials are used as the basis of the primal space.

```
class OrthonormalPolynomialSet<Dim, Order, [...] >
    public PolynomialSet<Dubiner<Dim, Order, Scalar, [...] >,
        PolySetType >
```

The Dubiner class gives access to the set of Dubiner polynomials, to build the primal basis. As $\mathcal{B}$ is simply composed of Dubiner polynomials, the coefficients in this basis are set to identity.

```
OrthonormalPolynomialSet()
    super( Dubiner<Dim, RealDim, Order [...] >() )
{
    this->setCoefficient( m );// m is identity
}
```

Dual space The dual space $\Sigma_{K}^{L}(1.15)$ is the set of linear functionals which correspond to the evaluation of the polynomials of $\mathcal{L}_{K}$ at interpolation points. In practice, this functional set is built from the class PointsEvaluation, which computes the coefficients of its elements in the primal basis. The class LagrangeDual implements the building of the corresponding dual space.

```
template<typename Basis, // primal basis type
    template< [...] > class PointSetType>
class LagrangeDual
{
    // Compute functionals }\mp@subsup{\sigma}{i}{}\mathrm{ on set of points M_pts
    M_fset.setFunctionalSet(PointsEvaluation<[...]>( primal,__pts ));
}
```

The primal and dual spaces we just built are given to the main class Lagrange, defined from FiniteElement.

```
class Lagrange
    public FiniteElement<OrthonormalPolynomialSet<Dim, Order, [...]>,
                                    LagrangeDual,
                                    Pts >
```

Interpolant The interpolant for Lagrange finite elements simply consists in the evaluation of the concerned expression on points. Its definition resides in the interpolate function embedded to the dedicated class. The following sample of code illustrates the filling of the local interpolant IhLoc to be assigned to each geometrical element $K$.

```
template<typename ExprType>
void
interpolate( ExprType& expr, local_interpolant_type& Ihloc ) const
{
    for(int q=0; q<nLocalDof; ++q) // K dofs
        for(int c1=0; c1<M; ++c1) // vectorial components
            for(int c2=0; c2<N; ++c2) // matricial components
                Ihloc((c2+N*c1)*nLocalDof+q) = expr.evalq( c1, c2, q );
}
```


### 5.3 Raviart-Thomas finite elements

The section 1.2 introduces the Raviart-Thomas finite elements as tuples ( $K, \mathcal{D}_{k}, \Sigma_{K}^{R T}$ ) where $k$ represents the polynomial order.

Primal space The primal space $\mathcal{D}_{k}(1.23)$ associated with Raviart-Thomas finite elements is a subspace of $\left[\mathbb{P}_{k+1}\right]^{d}$ consisting in the sum $\mathcal{D}_{k}=\left[\mathbb{P}_{k}\right]^{d} \oplus \mathbf{x} \mathbb{P}_{k}$.

The dedicated object RaviartThomasPolynomialSet derives from the definition of $\left[\mathbb{P}_{k+1}\right]^{d}$ handled by the class OrthonormalPolynomialSet introduced to define $\mathbb{P}_{k}$ for Lagrange primal space (see Section 5.2).

As for the Lagrange primal space $\mathbb{P}_{k}$ (Section 5.2), the definition of $\left[\mathbb{P}_{k+1}\right]^{d}$ is handled by the class OrthonormalPolynomialSet. The dedicated object RaviartThomasPolynomialSet naturally derives from this class.

```
class RaviartThomasPolynomialSet
    :
    public OrthonormalPolynomialSet<Dim, Order+1, Vectorial,[...]>
```

The primal space $\mathcal{D}_{k}$ is built as the sum of $\left[\mathbb{P}_{k}\right]^{d}$ - built from the $\operatorname{dim}\left(\mathbb{P}_{k}\right)$ first terms of $\left[\mathbb{P}_{k+1}\right]^{d}$ basis - and $\mathbf{x} \mathbb{P}_{k}$ - where $\mathbb{P}_{k}$ is obtained from the $\mathbb{P}_{k+1}$ basis functions. The sum is performed using a Singular Value Decomposition embedded in the unite function.

```
RaviartThomasPolynomialSet()
{
```



```
    Pkp1_v_type Pkp1_v; // [P\mathbb{P}
    vectorial_type Pk_v(Pkp1_v.polynomialsUpToDimension(dim_Pk));
    scalar_type Pk(Pkp1.polynomialsUpToDimension(dim_Pk));
    // xPk \leftarrow xPP
    this->setCoefficient( unite( Pk_v, xPk ).coeff(), true );
}
```

Dual space The dual space $\Sigma_{K}^{R T}$ is composed by face located degrees of freedom $\left\{\sigma_{f}\right\}_{f \in \mathcal{F}_{h}}$ at lowest order, completed by degrees of freedom $\left\{\sigma_{K}\right\}_{K \in \mathcal{T}_{h}}$ on elements. For now, only lowest order degrees of freedom are available in Feel++ for these elements. We will hence restrict ourselves to the lowest order, even though the implementation of high order Raviart-Thomas elements is currently in progress.

The corresponding degrees of freedom (1.24) consist in the integral of the normal component on faces. In practice, we instead perform ponctual computations to approach these integrals. This is handled by the class DirectionalComponentPointsEvaluation, whose constructor needs the unit normal besides the primal space definition. The points M_pts_per_face - on which the functionals $\left\{\sigma_{f}\right\}_{f \in \mathcal{F}_{h}}$ are evaluated - are local to the current face e.

```
RaviartThomasDual( primal_space_type const& primal )
{
    // Iterates on faces of \hat{K}
    auto it = M_convex_ref.entityRange( nDim-1 );
    typedef DirectionalComponentPointsEvaluation<[...]> dcpe_type;
    for (int e=it.begin();e!=it.end();++e )
    {
        node_type dir = M_convex_ref.normal( e ); // Normal
        // Compute \sigmaf}(\mathbf{u}
        dcpe_type __dcpe( primal, dir, M_pts_per_face[e] );
        // Complete the functional set
        copy(__dcpe.begin(),__dcpe.end(), back_inserter(fset));
    }
    M_fset.setFunctionalSet( fset );
}
```

The RaviartThomas class also derives from the FiniteElement object. It needs (i) the primal space $\mathcal{D}_{k}$ embedded in RaviartThomasPolynomialSet, and (ii) the set of functionals $\Sigma_{K}^{R T}$ contained by RaviartThomasDual.

```
class RaviartThomas
    public FiniteElement<RaviartThomasPolynomialSet<Dim, Order, [...]>,
                RaviartThomasDual,
                PointSetEquiSpaced >
```

Interpolant In a silimar way to Lagrange (Section 5.2), the function interpolate fills the locate interpolant IhLoc from the interpolant operator $\Pi_{\mathcal{D}_{k}}$ (1.39).

The evaluation of the integral of the normal component is computed as the sum of its evaluation on local interpolation points.

To this end, we need access to the normal of each faces. The function faceNormal is used to this purpose. The next code illustrates the implementation of the interpolate function.

```
template<typename ExprType>
void
interpolate( ExprType& expr, local_interpolant_type& Ihloc ) const
{
    for( int f = 0; f < convex_type::numTopologicalFaces; ++f )
    {
        expr.geom()->faceNormal( f, n, true ); // n : normal of face f
        for (int l=0; l<nLocalDof; ++l ) // K dofs
        {
            for(int c1=0; c1<M; ++c1 ) // K components
                Ihloc(f*nLocalDof+l)+=expr.evalq(c1,0,f*nLocalDof+l )*n(c1);
        }
    }
}
```

Piola transformation The class Context contains as member M_phi the geometrical transformation $\phi_{K}^{\text {geo }}$ to be applied on reference finite element basis functions. As mentioned in Chapter 1, this transformation doesn't naturally preserve the properties of $H_{\text {div }}$ function space and has to be combined with the so-called Piola transform. The RaviartThomas Piola transformation introduced by (1.41) then has to be embedded updating this variable member.

```
void
PolynomialSet<[...]>::Context< [...] >::
update( geometric_mapping_context_ptrtype const& __gmc, [...] )
{
    for (uint16_type ii=0; ii<I; ++ii) //Reference dofs
    {
        for (uint16_type q=0; q<Q; ++q)
        {
```



```
            M_phi[ii][q].noalias() = K*(*M_pc)->phi(ii,q); // K : \nabla 故
            M_phi[ii][q] /= gmc->J(q); // J : }|\nabla\mp@subsup{\phi}{K}{geo
        }
    } [...]
}
```


### 5.4 Nédélec finite elements

The last component required to support the De-Rham sequence are the $H_{\text {curl }}$-conforming elements. This section describes the implementation of the Nédélec finite elements of first kind describes in Section 1.3.1 as the tuples ( $K, \mathcal{R}^{k, 1}, \Sigma_{k}^{\text {Ned,1 }}$ ) where $k$ is the polynomial order.

Primal space The primal space $\mathcal{R}^{k, 1}$ to be considered for Nédélec elements of first kind is - as for Raviart-Thomas - a subspace of $\left[\mathbb{P}_{k+1}\right]^{d}$.

Thus, the class NedelecPolynomialSet also derives from the definition of $\left[\mathbb{P}_{k+1}\right]^{d}$ handled by OrthonormalPolynomialSet.

```
class NedelecPolynomialSet<Dim,Order,NedelecKind::NED1,[...]>
    public OrthonormalPolynomialSet<Dim, Order+1, Vectorial,[...]>
```

$\mathcal{R}^{k, 1}$ is defined as the sum of the vectorial polynomial spaces $\left[\mathbb{P}_{k}\right]^{d}$ and $\mathcal{S}^{k}(1.49)$. The building of such a space is performed in a similar way as the Raviart-Thomas primal space $\mathcal{D}_{k}$. Indeed, $\mathcal{S}^{k}$ reads as the product $(\nabla \times \hat{\mathbf{x}}) \mathbb{P}_{k}$ from the remark (1.56).

```
NedelecPolynomialSet()
{
    Pkp1_s_type Pkp1; // \mathbb{P}
    Pkp1_v_type Pkp1_v; // [\mp@subsup{\mathbb{P}}{k+1}{}\mp@subsup{]}{}{d}
    vectorial_type Pk_v(Pkp1_v.polynomialsUpToDimension(dim_Pk));
    scalar_type Pk (Pkp1.polynomialsUpToDimension(dim_Pk));
    // rxPk }\leftarrow(\nabla\times\hat{\mathbf{x}})\mp@subsup{\mathbb{P}}{k}{
    this->setCoefficient( unite( Pk_v, rxPk ).coeff(), true );
}
```

Dual space The set of linear functionals $\sum_{k}^{N e d, 1}$ is composed of degrees of freedom on edges (at lowest polynomial order), on faces and on elements (at high order). As for $H_{\text {div }}$-conforming elements, the current implementation is limited to lowest order, that is with degrees of freedom located on edges only.

The edges degrees of freedom consists in the integrals of the tangential component, as introduced in (1.51) and (1.52). The principle is the same as for Raviart-Thomas dual space definition. But we give the tangential direction to DirectionalComponentPointsEvaluation instead of the normal.

```
NedelecDualFirstKind( primal_space_type const& primal )
{
    // Iterates on edges of \hat{K}
    auto it = M_convex_ref.entityRange( (nDim== 2)?nDim-1:1 );
    typedef DirectionalComponentPointsEvaluation<[...]> dcpe_type;
    for (e=it.begin();e!=it.end();++e )
    {
        node_type dir= M_convex_ref.tangent(e); //Tangent
```

```
    // Compute \sigmae(u)
    dcpe_type __dcpe( primal, dir, Gt );
    // Complete the functional set
    copy( __dcpe.begin(), __dcpe.end(), back_inserter(fset));
    }
}
```

As for the previous two cases, the dedicated class Nedelec is built from the FiniteElement object. We use the primal space NedelecPolynomialSet and the set of degrees of freedom embedded in NedelecDualFirstKind.

```
class Nedelec
    public FiniteElement<NedelecPolynomialSet<Dim, Order, [...]>,
    NedelecDualFirstKind,
    PointSetEquiSpaced >
```

Interpolant As other finite element kind, Nedelec defines its own interpolate functions filling the local interpolant IhLoc as the integral of the tangential component of the considered expression.

The implementation is very similar to Raviart-Thomas interpolant where the tangent along edges replaces the normal of faces.

```
template<typename ExprType>
void
interpolate( ExprType& expr, local_interpolant_type& Ihloc ) const
{
    for( int e = 0; e < convex_type::numEdges; ++e )
    {
        expr.geom()->edgeTangent(e, t, true); // t : tangent of edge e
        for (int l=0; l<nDofPerEdge; ++l)
        {
            for(int c1=0; c1<M; ++c1)
                Ihloc(e*nDofPerEdge+l)+=expr.evalq(c1,0,e*nDofPerEdge+l)*t(c1);
        }
    }
}
```

Piola transformation As for Raviart-Thomas (Section 5.3), the geometrical transformation $\phi_{K}^{\text {geo }}$ from reference element to real one doesn't allow to preserve the $H_{\text {curl }}$ function space properties.

The application of the Nédélec Piola transform (1.71) which ensures that interpolated values remains in $H_{\text {curl }}$, consists as previously in updating the member variable M_phi of the Context class.

```
void
PolynomialSet<[...]>::Context< [...] >::
update( geometric_mapping_context_ptrtype const& __gmc, [...] )
{
    for (uint16_type ii=0; ii<I; ++ii) //Reference dofs
    {
        for (uint16_type q=0; q<Q; ++q)
        {
            // 的
```



```
        }
    } [...]
}
```


## Conclusion

Needed in the context of the magnetostatic model development, the implementation of lowest order $H_{\text {div }}$ and $H_{\text {curl }}$ conforming finite elements completes the De Rham sequence in Feel++. The implementation described in this chapter offers the possibility to work with discrete subspace of $H_{\text {div }}$ and $H_{\text {curl }}$ in addition to $H_{1}$.

The flexibility of the Feel++ language and the genericity of its implementation eases the definition of these discrete spaces.

```
auto H1 = Pch<k>(mesh) // H1 based on Lagrange
auto Hcurl = Nh<k=0>(mesh) // H
auto Hdiv = Dh <k=0>(mesh) // H Hiv based on Raviart-Thomas
auto L2 = Pdh<0>(mesh) // L L based on Lagrange ( }\mp@subsup{P}{0}{}\mathrm{ discontinuous)
```

The main differential operators gradient, curl and divergence are simply defined as relating the previous spaces

```
Igrad = Grad( _domainSpace=H1, _imageSpace=Hcurl);
Icurl = Curl( _domainSpace=Hcurl, _imageSpace=Hdiv);
Idiv = Div( _domainSpace=Hdiv, _imageSpace=L2);
u = H1->element();
auto grad_u = Igrad( u );
```

which allows to fully support the De Rham diagram within the library

$$
\mathbb{R} \xrightarrow{i d} \mathrm{H} 1 \xrightarrow{\text { Igrad }} \mathrm{Hcurl} \xrightarrow{\text { Icurl }} \text { Hdiv } \xrightarrow{\text { Idiv }} \mathrm{L} 2
$$

Table 5.1 - De Rham diagram in now fully supported in Feel++
As the implementation of these finite element types as new features, elementary tests has been developed to ensure its validity. These tests, carried out regularly, checks the basis functions definition and the interpolant, but also on their use on toy problems.

Further developments quite naturally aims to the implementation of the high order $H_{\text {div }}$ and $H_{\text {curl }}$ conforming finite elements. Other kinds of finite element can also be investigated, such as Brezzi-Doublas-Marini (BDM) or Nédélec elements of second type.

## Chapter 6

## Parallel algorithm for Biot \& Savart

The Biot \& Savart's law allows to compute the magnetic field (see Section 3.3). To avoid dealing with the singularity of this method - due to the definition of the underlying Green function - , we restrict the use of this formula to a region without current. Typically, the considered region is the zone of interest for researchers.

In high field magnets context, the complexity of the considered geometries requires to pay a particular attention on the efficiency of the associated model. The computation of the magnetic induction $\mathbf{B}(3.82)$ and the magnetic potential $\mathbf{A}(3.81)$ requires the knowledge of the whole $\Omega_{\text {cond }}$ by each $\mathbf{r} \in \Omega_{m g n}, \Omega_{\text {cond }}$ and $\Omega_{m g n}$ being respectively the current conductor and the region on which $\mathbf{B}$ and $\mathbf{A}$ are computed. The parallel computation of (3.82) and (3.81) supposes the partitioning of $\Omega=\Omega_{\text {cond }} \cup \Omega_{m g n}$, distributed on a set of processors, which conflicts with the previous requirement.

To deal with this issue, we propose a parallel algorithm dedicated to the Biot \& Savart law application, aiming to establish a smart communication strategy between processors. In the literature, we found various ways to compute the magnetic field through Biot \& Savart's law. The low-rank approximation |White et al., 2006] consists of a lowdimensional approximation of the matricial system mimicking the Biot \& Savart's calculation on a large set of points. We find also multipole expansion techniques |Sabariego et al., 2006|.

The proposed development is an original contribution to our knowledge. In this chapter, we detail the design of our parallel algorithm. The last two parts focus on the performances of the algorithm, through numerical experiments on a supercomputer.
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Let's denote $\left\{p_{k}\right\}_{k=1}^{n}$ the set of $n$ processors, and $\Omega_{p_{k}}$ the subdomain associated with the processors $p_{k}$ with $1 \leqslant k \leqslant n$. As displayed in Figure 6.1, the partitionning of $\Omega$ leads to $\Omega_{c o n d}=\bigcup_{i} \Omega_{c o n d}^{i}$ and $\Omega_{m g n}=\bigcup_{j} \Omega_{\text {cond }}^{j}$. Since the partitioning is performed in such a way that the work load is equidistributed, each partition $\Omega_{p_{k}}$ could be (i) only composed of $\Omega_{\text {cond }}$ points as $\Omega_{p_{k}}=\Omega_{\text {cond }}^{i}$ (ii) only composed of $\Omega_{m g n}$ points as $\Omega_{p_{k}}=\Omega_{m g n}^{i}$ (ii) composed of both $\Omega_{\text {cond }}$ and $\Omega_{m g n}$ points as $\Omega_{p_{k}}=\Omega_{\text {cond }}^{i} \cup \Omega_{m g n}^{j}$.


Figure 6.1 - Repartition of subdomains

### 6.1 Classification of processors

The first step of the proposed algorithm provides a ranking of the processors, depending on their partition $\Omega_{p_{k}}$. We distinguish the processors owning points of $\Omega_{m g n}$, from the ones owning points of $\Omega_{\text {cond }}$. Locally assigned to each processor, the vector isIn [ ] owns this information through two integers. The first component isIn[0] focuses on $\Omega_{\text {cond }}$ while the second one isIn[1] focuses on $\Omega_{m g n}$.

```
Step 1 Processors classification
    if proc has dofs in \(\Omega_{\text {cond }}\) then
        isIn \([0]=1\)
    end if
    if proc has dofs in \(\Omega_{m g n}\) then
        isIn \([1]=1\)
    end if
                                    \(\triangleright\) isIn[ ] \(=\left[\left(\right.\right.\) proc has dofs in \(\left.\Omega_{\text {cond }}\right),\left(\right.\) proc has dofs in \(\left.\left.\Omega_{m g n}\right)\right]\)
```

Readily available with Feel++, the number of degrees of freedom associated with the function space allows to easily perform this step 1.

Listing 6.1 - Processors classification

```
if( Xh_cond_global->nLocalDof() > 0 )
    isIn[0] = 1;
if( Xh_box_global->nLocalDof() > 0 )
    isIn[1] = 1;
```

Once locally established, the ranking of processors from their degrees of freedom localization has to be shared by all processors. To this end, the previous local arrays isIn [ ] are gathered into one global array isInGlob [ ]. This is the step 2 .
Step 2 Localization gathering
ALL_GATHER(worldcomm, isIn.data(), isInGlob)

In Feel++, the parallel communications are handled by the Boost::mpi |Boost, 2008| library.

Listing 6.2 - Localization gathering
std: : vector<int> isInGlob (2*Environment: : worldComm (). size () ) ;
mpi: : all_gather (Environment: : worldComm () , isIn.data () , 2, isInGlob);
At this point, the information is known by all the processors of the global communicators through an array illustrated in Table 6.1.

|  | $p_{1}$ | $\ldots$ | $p_{i}$ | $\ldots$ |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| $\Omega_{p_{1}} \subset \Omega_{\text {cond }}\left\|\Omega_{p_{1}} \subset \Omega_{m g n}\right\| \ldots$ | $\Omega_{p_{i}} \subset \Omega_{\text {cond }} \mid \Omega_{p_{i}} \subset \Omega_{m g n}$ | $\ldots$ | $\Omega_{p_{n}} \subset \Omega_{\text {cond }}\left\|\Omega_{p_{n}} \subset \Omega_{m g n}\right\|$ |  |

Table 6.1 - Global localization table

### 6.2 Sub-communicators

The computation of $\mathbf{B}(\mathbf{r})$ and $\mathbf{A}(\mathbf{r})$ through Biot \& Savart's law involves the knowledge of the concerned $\mathbf{r} \in \Omega_{m g n}$ and all $\mathbf{r}^{\prime} \in \Omega_{\text {cond }}$. The processor owning $\mathbf{r} \in \Omega_{m g n}$ has to communicate with all processors having degrees of freedom in $\Omega_{\text {cond }}$. The communication strategy we propose is based on the definition of subcommunicators. Each of these communication group (Figure 6.2) is composed of one processor having degrees of freedom in $\Omega_{m g n}$, plus all processors having dofs on $\Omega_{\text {cond }}$. That amounts to consider as many subcommunicators as processors having degrees of freedom in $\Omega_{m g n}$.


Figure 6.2 - Sub-communicators
For each of these groups, the coordinates of all $\mathbf{r} \in \Omega_{m g n}^{i}$ are sent to all processors forming $\Omega_{\text {cond }}$, allowing them to compute the integrals. From an algorithmic point of view, this corresponds to a broadcast operation from the processor of rank zero which
owns points of $\Omega_{m g n}^{j}$, to the whole set of processors which compose the rest of the group. This operation (Figure 6.3) uses the standard MPI broadcast function (step 3).


Figure 6.3 - Broadcast operation

```
Step 3 Broadcast: \(\Omega_{m g n}^{j}\) to \(\left\{\Omega_{\text {cond }}\right\}_{i}\)
    if processor has rank \(0\left(\Omega_{m g n}^{j}\right)\) then
        dofM \(=\left[\right.\) set of \(\Omega_{m g n}^{j}\) dofs]
    end if
    BROADCAST(subcomm, dofM.data(), 2, 0)
```


### 6.3 Integral computation

As soon as the data of $\Omega_{m g n}^{j}$ has been received by processors composing $\Omega_{\text {cond }}=\bigcup_{i} \Omega_{\text {cond }}^{i}$, the latter computes their contribution $A_{i}(r)$ and $B_{i}(r)$ for magnetic potential $\mathbf{A}$ and magnetic field $\mathbf{B}$ defined as

$$
A_{i}(\mathbf{r})=\frac{\mu_{0}}{4 \pi} \int_{\Omega_{\text {cond }}^{i}} \frac{\mathbf{j}\left(\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d \mathbf{r}^{\prime}, \quad B_{i}(\mathbf{r})=\frac{\mu_{0}}{4 \pi} \int_{\Omega_{\text {cond }}^{i}} \frac{\mathbf{j}\left(\mathbf{r}^{\prime}\right) \wedge\left(\mathbf{r}-\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{3}} d \mathbf{r}^{\prime} \quad \mathbf{r} \in \Omega_{m g n}^{j}
$$

All are stored into an array $\operatorname{intM}[]$, in order to ease the sum of these contributions. This is the step 4.

```
Step 4 Integral computation : \(A(\mathbf{r}), B(\mathbf{r})\) with \(\mathbf{r} \in \Omega_{m g n}^{i}\)
    if isIn[0] \(==1\left(\Omega_{p_{k}} \subset \Omega_{\text {cond }}\right)\) then
        for \(d=0\) to \(d=\) size of dofM \(\left(\mathbf{r} \in \Omega_{m g n}^{j}\right)\) do
            \(\operatorname{intM}[2 \mathrm{~d}]=\int_{\Omega_{\text {cond }}^{i}} \frac{\mu_{0}}{4 \pi} \frac{\mathbf{j}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \quad \triangleright\) Magnetic potential
            \(\operatorname{intM}[2 \mathrm{~d}+1]=\int_{\Omega_{\text {cond }}^{i}}^{\text {cond }} \frac{\mu_{0}}{4 \pi} \frac{\mathbf{j} \wedge\left(\mathbf{r}-\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{3}} \quad \triangleright\) Magnetic field
        end for
    end if
```


### 6.4 Reduction operation

Once the local contributions are computed, the integrals (3.82) and (3.81) may be deduced from the reduction operation illustrated by Figure 6.4.


Figure 6.4 - Reduction operation
The reduction operation consists of the sum of the local arrays intm[ ], filled by the processors owning $\Omega_{\text {cond }}$. The result of this operation is sent to processor of rank zero related with $\Omega_{m g n}^{j}-$ allowing its degrees of freedom to be assigned with the corresponding values.

```
Step 5 Reduction : \(A(\mathbf{r})=\sum_{j} A_{j}(\mathbf{r}), B(\mathbf{r})=\sum_{j} B_{j}(\mathbf{r})\)
    REDUCE(subcomm,intM.data(),intM.size(),plus \(<\) double \(>(), 0)\)
    if processor has rank \(0\left(\Omega_{m g n}^{j}\right)\) then
        for \(d=0\) to \(d=\) size of dofM \(\left(\forall \mathbf{r} \in \Omega_{m g n}^{j}\right)\) do
            \(A(\mathbf{r}) \leftarrow \operatorname{intMsum}[2 * d]\)
            \(B(\mathbf{r}) \leftarrow \operatorname{intMsum}[2 * d+1]\)
        end for
    end if
```

Processed one after the other, each considered subcommunicator follows the similar procedure.

### 6.5 Scalability analysis on a real magnet

The first validation of the sequential Biot \& Savart's law implementation was presented in Section 3.3 (figures 3.17a and 3.17b). This section details the validation of its parallel version on a more complex geometry.

Let's consider $\Omega_{\text {cond }}$ the innermost helix of a magnet insert, into which $\Omega_{m g n}$ consists of a centered thin cylinder oriented along the vertical axis. In this use, the current density in the magnet $\Omega_{\text {cond }}$ is not known analytically. Therefore, it is obtained from the previously described electro-thermal model (see Section 3.1).

Figure 6.5 displays the computed current density $\mathbf{j}$ in $\Omega_{\text {cond }}$, while the cylinder cor-
responding to $\Omega_{m g n}$ is colored from the parallely computed magnetic field values. This simulation has been carried out on a mesh composed of 333005 nodes, forming $1.7 \cdot 10^{6}$ tetrahedrons. Composed of 24 subdomains, the partitionning is such that the domain $\Omega_{m g n}$ - itself composed of 1730 nodes - is owned by a unique processor.


Figure 6.5 - Innermost helix with $\mathbf{j}$ obtained from $I=29974 A$
Commonly used as quantity of interest, we introduce the homogeneity defined as

$$
\begin{equation*}
h=\frac{B_{z}-B_{z}(0)}{B_{z}(0)} \tag{6.1}
\end{equation*}
$$

where $B_{z}$ is the vertical component of the magnetic field.
Let's denote $h_{3 D}$ (resp. $h_{a x i}$ ) the homogeneity (6.1) obtained from the 3D parallel Biot \& Savart's algorithm (resp. from the existing 2D axisymmetrical one). Figure 6.6a compares the resulting values of homogeneity, while Figure 6.6b plots the difference between 3 D and 2 D axisymmetrical results.


Figure 6.6 - Innermost helix

Figure 6.6 confirms that the two models are coherent. However, Figure 6.6 b emphasizes on the difference between the models. The maximum difference is observed in the regions near the end of the helical cut.

Besides the validation, the setup of this simulation is used to assess the performances of the proposed algorithm. Simulations were run on various number of processors to this purpose, on Curie supercomputer (TGCC,France).

With $n$ times more processors, a linear scaling supposes a gain of a factor $n$ in terms of computational time. Considering a reference number of processors $n_{\text {ref }}$ and its associated reference time $t_{\text {ref }}$, we define the scaling efficiency as

$$
\begin{equation*}
\frac{t_{r e f} * n_{r e f}}{t * n} \tag{6.2}
\end{equation*}
$$

Table 6.2 gives the scaling efficiency (6.2) on various number of processors.

| nb procs | total time (s) | scaling efficiency |
| :---: | :---: | :---: |
| 48 | $1.4 \cdot 10^{4}$ | 1 |
| 96 | $7.05 \cdot 10^{3}$ | 0.99 |
| 144 | $4.98 \cdot 10^{3}$ | 0.93 |
| 192 | $4.31 \cdot 10^{3}$ | 0.81 |

Table 6.2 - Scalability analysis
We observe that the speed-up (Figure 6.7) is ideal up to 100 processors, and that it deteriorates with higher number of processors.


Figure 6.7 - Speed-up
To better understand, Table 6.3 shows the repartition of the total time. As expected, the computation of the integrals is the most costly operation. The cost of the broadcast operation logically increases with the size of the global communicator, since the number of processors sharing $\Omega_{\text {cond }}$ increases, which make the number of communications increase.

| nb procs | broadcast dofs (s) | integrals (s) | reduction (s) |
| :---: | :---: | :---: | :---: |
| 96 | $2.40 \cdot 10^{-1}$ | $6.89 \cdot 10^{3}$ | $1.44 \cdot 10^{-4}$ |
| 144 | $3.14 \cdot 10^{-1}$ | $4.84 \cdot 10^{3}$ | $2.63 \cdot 10^{-4}$ |
| 192 | $4.32 \cdot 10^{-1}$ | $4.04 \cdot 10^{3}$ | $1.59 \cdot 10^{-4}$ |

Table 6.3 - Scalability analysis : details
The number of integrals to compute is 1.7 millions of tetras $\times 1730$ points for which we evaluate the magnetic field $\times 3$ components. Given this number of integrals, Table 6.4 gives the computational time needed per integral, obtained from Table 6.3.

| nb procs | time for one integrals (s) |
| :---: | :---: |
| 96 | $7.81 \cdot 10^{-7}$ |
| 144 | $5.48 \cdot 10^{-7}$ |
| 192 | $4.58 \cdot 10^{-7}$ |

Table 6.4 - Scalability analysis : time per integral
The time per integral decreases when we increase the number of processors. Nevertheless, we see that the integrals computation doesn't scale well up to 100 processors. Which explains the speed-up results displayed in Figure 6.7.

### 6.6 Optimization of integrals computation

The important computational cost related with the magnetic field computation resides in the number of integrals to compute, even though the time needed by integral remains reasonable.

The numerical integration requires the setting up of various ingredients within the implementation. For each integral, we need to compute the geometrical transformation and the interpolants for each point of the domain on which we integrate, namely $\Omega_{\text {cond }}$. This is what was done in the initial version of our parallel algorithm.

However, the domain $\Omega_{\text {cond }}$ - and its subdomains $\Omega_{\text {cond }}^{i}$ distributed among the processors - remains the same all along the computation. The geometrical transformation and the interpolants associated with its points could then be computed once.

The proposed optimization hence consists in defining the integral as a operator, which consider the whole set of points $\mathbf{r} \in \Omega_{m g n}^{j}$, for each partition $\Omega_{m g n}^{j}$ of $\Omega_{m g n}$. By this way, we benefit from the computation of the geometrical transformation and the interpolants of all $\mathbf{r}^{\prime} \in \Omega_{\text {cond }}^{i}$, for all the integral computations of $\Omega_{m g n}^{j}$.

Table 6.5 displays the computational time necessary to compute the whole set of integrals, to be compared with Table 6.3. The second column of Table 6.5 displays the corresponding gain factor, which exceeds 300 .

| nb procs | integrals (s) | gain factor |
| :---: | :---: | :---: |
| 48 | $4.04 \cdot 10^{1}$ | . |
| 96 | $2.07 \cdot 10^{1}$ | 332.8 |
| 144 | $1.38 \cdot 10^{1}$ | 350.7 |
| 192 | $1.03 \cdot 10^{1}$ | 392.2 |

Table 6.5 - Integrals computation : time needed
The impact of this change on the scalability of our algorithm is clearly seen on Figure 6.8. Now, the speed up is ideal whatever the number of processors, contrary to what was observed in Figure 6.7.


Figure 6.8 - Integrals computation : Speed-up
Regarding the detail of the time consumption for each step of the algorithm displayed in Table 6.6, most of the time is still spent within the integrals computation. Nevertheless, the required computational time is reduced with a $10^{2}$ factor thanks to the proposed optimization. The time required by broadcast and reduction operations remains similar to the previous runs (see Table 6.3).

| nb procs | broadcast dofs (s) | integrals $(\mathrm{s})$ | reduction $(\mathrm{s})$ |
| :---: | :---: | :---: | :---: |
| 96 | $2.39 \cdot 10^{-1}$ | $2.07 \cdot 10^{1}$ | $1.43 \cdot 10^{-4}$ |
| 144 | $3.07 \cdot 10^{-1}$ | $1.38 \cdot 10^{1}$ | $1.25 \cdot 10^{-4}$ |
| 192 | $4.24 \cdot 10^{-1}$ | $1.03 \cdot 10^{1}$ | $1.42 \cdot 10^{-4}$ |

Table 6.6 - Scalability analysis : details

## Conclusion

In this chapter, we detail the parallel implementation of the Biot \& Savart's law introduced in Section 3.3. From its definition, this formulation is not readily parallelizable and requires to smartly handle the communications between processors.

The proposed parallel algorithm represents, to our knowledge, an original contribution in this context. Illustrated on a real magnet geometry, the performances of this algorithm prove its relevance on large problems, as well as its scalability in HPC context.

## Chapter 7

## SER in the Reduced Basis framework

The reduced basis method detailed in Chapter 2 consists in a Galerkin projection on a low-dimensional space, spanned by finite element approximations. This method relies on the availability of an affine decomposition of the considered problem, which then allows to develop an offline/online strategy. The Feel++ library offers a reduced basis framework providing an interface to which the specification of the model are passed (Figure 7.1).


Figure 7.1 - Feel++ Reduced Basis framework
From the mesh and the PDE together with its affine decomposition, the reduced basis framework builds seamlessly the RB approximation space $W_{N}$, and performs the precomputations consisting in the offline stage. Once $W_{N}$ is computed and stored, the coming reduced basis approximation $u_{N}(\boldsymbol{\mu}) \in W_{N}$ can be evaluated, for any given $\boldsymbol{\mu}$ leading to the output computation.

As illustrated in Figure 7.1, the resulting input/output relation can be provided to external libraries such as Octave or Openturns |Dutfoy et al., 2009|, for further studies such as sensitivity analysis (see Chapter 8). The Feel++ RB framework covers a large range of problems, from linear elliptic to parabolic non-linear ones, and also provides error estimators. Further details can be found in |Daversin et al., 2013| or |Veys, 2014|.

The Empirical Interpolation Method (EIM) introduced in Section 2.1 is available in the framework, allowing to tackle non-affinely parametrized problems. This method is employed prior to the reduced basis methodology (Figure 7.2), in order to recover the affine decomposition when it is not readily available.


Figure 7.2 - Feel++ RB framework for non-affinely parametrized problem

In Section 2.3, we introduced the possibility to build alternately the EIM and RB approximation spaces making the EIM offline stage more efficient. As illustrated in Figure 7.3, the so-called SER method consists in using solely RB approximations in the EIM algorithm.


Figure 7.3 - SER in the Feel++ RB framework
This method provides a good trade-off between the results accuracy and the computational budget, since the number of finite elements approximation is greatly reduced.

The SER method is presently available into the Feel++ library. This section details its implementation within the RB framework.

First of all, we start with a brief description of the existing components on which this implementation is based. The next part then focuses on their use within SER, and on the changes to be made to set up the method. The changes related to the investigated variants of SER introduced in Section 2.3.2 are as well presented in the last part.
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### 7.1 Preliminaries

Let's remind that SER applies in the context of non-linear and non-affinely parametrized problems. Based on these considerations, the standard reduced basis methodology combined with the empirical interpolation method - used to deal with the non-affine dependence on parameters - is described in Section 2.2.

First, let's start with an illustration of the method described in Section 2.2 from an algorithmic point of view. To deal with the non-linearity, the computation of the reduced basis functions at the offline stage, as well as the resolution of the online reduced system, are based on the Picard's method.

Keeping the same notations as in Section 2.2, the algorithm 6 (resp. 7) illustrates the steps needed to perform these offline (resp. online) resolutions.

The online stage remains unchanged within the SER algorithm. Indeed, it simply consists in applying the algorithm 7 for each considered parameter $\boldsymbol{\mu}$. The function de-
scribed in the algorithm 6 is used to build each basis functions which compose the RB approximation space. These functions are at the root of the changes to be made in the offline stage to implement the SER method introduced in Section 2.3.

```
Algorithm 6 Offline fixed point : compute finite element solution \(u_{\mathcal{N}}(\boldsymbol{\mu})\)
    function OfflineFixedPoint \(\left(\boldsymbol{\mu},\left\{a_{m}^{q}\right\}_{q, m},\left\{a^{l}\right\}_{l},\left\{f_{m}^{q}\right\}_{q, m},\left\{f^{l}\right\}_{l}\right)\)
        \({ }^{0} u_{\mathcal{N}} \leftarrow \operatorname{initialGuess}(\boldsymbol{\mu}), k \leftarrow 0\)
        while \(k<\) nbIterMax and increment \(>\) tolerance do
            Compute \(\gamma_{a, m}^{q}\left({ }^{k} u_{\mathcal{N}}(\boldsymbol{\mu}) ; \boldsymbol{\mu}\right), \theta_{a}^{l}(\boldsymbol{\mu}), \gamma_{f, m}^{q}\left({ }^{k} u_{\mathcal{N}}(\boldsymbol{\mu}) ; \boldsymbol{\mu}\right), \theta_{f}^{l}(\boldsymbol{\mu})\)
            \(\mathcal{A}^{\mathcal{N}} \leftarrow \sum_{q=1}^{Q_{a}^{e i m}} \sum_{m=1}^{M_{q}^{a}} \gamma_{a, m}^{q}\left({ }^{k} u_{\mathcal{N}} ; \boldsymbol{\mu}\right) a_{m}^{q}+\sum_{l=1}^{Q_{a}^{\text {aff }}} \theta_{a}^{l}(\boldsymbol{\mu}) a^{l}\)
            \(\mathcal{F}^{\mathcal{N}} \leftarrow \sum_{q=1}^{Q_{f}^{e i m}} \sum_{m=1}^{M_{q}^{f}} \gamma_{f, m}^{q}\left({ }^{k} u ; \boldsymbol{\mu}\right) f_{m}^{q}+\sum_{l=1}^{Q_{f}^{a f f}} \theta_{f}^{l}(\boldsymbol{\mu}) f^{l}\)
            \({ }^{k+1} u_{\mathcal{N}}(\boldsymbol{\mu}) \leftarrow \operatorname{solve}\left(\mathcal{A}^{\mathcal{N}}{ }^{k+1} u_{\mathcal{N}}(\boldsymbol{\mu})=\mathcal{F}^{\mathcal{N}}\right)\)
            increment \(\leftarrow\left\|{ }^{k+1} u_{\mathcal{N}}(\boldsymbol{\mu})-{ }^{k} u_{\mathcal{N}}\right\|\)
        end while
        \(u_{\mathcal{N}}(\boldsymbol{\mu}) \leftarrow{ }^{k+1} u_{\mathcal{N}}(\boldsymbol{\mu})\)
    end function
```

```
Algorithm 7 Online fixed point: compute reduced basis approximation \(u_{N}(\boldsymbol{\mu})\)
    function \(\operatorname{OnLINEFixEdPOINT}\left(\boldsymbol{\mu}, N,\left\{a_{m}^{q}\right\}_{q, m},\left\{a^{l}\right\}_{l},\left\{f_{m}^{q}\right\}_{q, m},\left\{f^{l}\right\}_{l}\right)\)
        \({ }^{0} u_{N} \leftarrow\) initialGuess \((\boldsymbol{\mu}), k \leftarrow 0\)
        while \(k<\) nbIterMax and increment \(>\) tolerance do
            Compute \(\gamma_{a, m}^{q}\left({ }^{k} u_{\mathcal{N}}(\boldsymbol{\mu}) ; \boldsymbol{\mu}\right), \theta_{a}^{l}(\boldsymbol{\mu}), \gamma_{f, m}^{q}\left({ }^{k} u_{\mathcal{N}}(\boldsymbol{\mu}) ; \boldsymbol{\mu}\right), \theta_{f}^{l}(\boldsymbol{\mu})\)
            \(\mathcal{A}^{N}=\sum_{q=1}^{Q_{a}^{e i m}} \sum_{m=1}^{M_{q}^{a}} \gamma_{a, m}^{q}\left({ }^{k} u^{N}, \boldsymbol{\mu}\right) A^{N, q, m}+\sum_{l=1}^{Q_{a}^{a f f}} \theta_{a}^{l}(\boldsymbol{\mu}) A^{N, l}\)
            \(\mathcal{F}^{N}=\sum_{q=1}^{Q_{f}^{e i m}} \sum_{m=1}^{M_{q}^{f}} \gamma_{f, m}^{q}\left({ }^{k} u^{N}, \boldsymbol{\mu}\right) F^{N, q, m}+\sum_{l=1}^{Q_{f}^{a f f}} \theta_{f}^{l}(\boldsymbol{\mu}) F^{N, l}\)
            \({ }^{k+1} u_{N}(\boldsymbol{\mu}) \leftarrow \operatorname{solve}\left(\mathcal{A}^{N}{ }^{k+1} u_{N}(\boldsymbol{\mu})=\mathcal{F}^{N}\right)\)
        end while
    end function
```

From these considerations, the next sections provide the details about the implementation of the SER method within the Feel++ reduced basis framework. We start with the initial version of SER, that is the alternate enrichment of the EIM and RB approximation spaces per groups of size $r$. The changes related to the investigated variants (see Section 2.3.2) are then described.

### 7.2 SER algorithm

The first stage of the SER method (Section 2.3) consists in the initialization of the EIM approximation space. The first rough EIM approximation resulting from this initialization
provides the first affine decomposition, allowing to apply the reduced basis methodology. The algorithm 8 illustrates this initialization step as the starting point of the method.

```
Algorithm 8 SER method: Initialization of SER offline step
    for all non-affinely parametrized function \(w\) do
        \(\bar{S}_{1} \leftarrow\left\{\overline{\boldsymbol{\mu}}_{1}\right\} \quad \triangleright\) Choose \(\overline{\boldsymbol{\mu}}_{1}\)
        \(\overline{\boldsymbol{\xi}}_{1} \leftarrow w\left(u\left(\overline{\boldsymbol{\mu}}_{1}\right), \mathbf{x} ; \overline{\boldsymbol{\mu}}_{1}\right) \quad \bar{W}_{1} \leftarrow \operatorname{span}\left\{\overline{\boldsymbol{\xi}}_{1}\right\}\)
        \(\boldsymbol{t}_{1} \leftarrow \arg \sup _{\mathbf{x} \in \Omega}\left|\overline{\boldsymbol{\xi}}_{1}(\mathbf{x})\right| \quad \triangleright\) Interpolation point
        \(q_{1} \leftarrow \frac{\bar{\xi}_{1}(\mathbf{x})}{\xi_{1}\left(t_{1}\right)} \quad \triangleright\) Deduce EIM basis
    end for
```

At this step, EIM approximation for $w$ reads $w_{1}(u(\boldsymbol{\mu}), \mathbf{x} ; \boldsymbol{\mu})=\beta_{1}^{1}(u(\boldsymbol{\mu}), \boldsymbol{\mu}) q_{1}(\mathbf{x})$
$\left\{a_{1}^{q}\right\}_{q}$ and $\left\{f_{1}^{l}\right\}_{l}$ terms are precomputed and stored (no dependence on $\boldsymbol{\mu}$ )
$S_{1} \leftarrow\left\{\boldsymbol{\mu}_{1}\right\}$
$\operatorname{OFFLINEFIXEDPoint}\left(\boldsymbol{\mu}_{1},\left\{a_{1}^{q}\right\}_{q},\left\{a^{l}\right\}_{l},\left\{f_{1}^{q}\right\}_{q},\left\{f^{l}\right\}_{l}\right) \quad \triangleright$ Compute $u_{\mathcal{N}}\left(\boldsymbol{\mu}_{1}\right)$
$\boldsymbol{\xi}_{1} \leftarrow$ orthonormalization $\left(u_{\mathcal{N}}\left(\boldsymbol{\mu}_{1}\right)\right) \quad \triangleright$ Gram-Schmitt orthonormalization
$W_{1} \leftarrow \operatorname{span}\left\{\boldsymbol{\xi}_{1}\right\} \quad \triangleright$ Deduce RB basis

Within the Feel++ reduced basis framework, the algorithm 8 corresponds to (i) the EIM initialization step illustrated by 7.1 and (ii) the building of the first reduced basis function illustrated in 7.2. This step requires no change in the framework. It simply uses the existing functions.

Listing 7.1 - EIM initialization step

```
// ****** For each EIM approximations *******
// Pick the first parameter and add it to the parameter space
mu = M_model->parameterSpace() - >max ();
M_model - > addParameter ( mu );
// Solve the finite element problem and store the solution
solution = M_model->solve( mu );
M_model->addSolution( solution );
// Compute the interpolation point
auto t = M_model->computeMaximumOfExpression( mu , solution );
M_model - > addInterpolationPoint( t ) ;
// The first EIM basis function is the residual (w-O)
auto q = M_model->Residual(0);
// Enrich the EIM approximation space
M_model->addBasis( q );
```

Listing 7.2 - RB initialization step

```
// Compute affine decomposition from the rough EIM basis approx.
boost::tie( Mqm, Aqm, Fqm ) = M_model->computeAffineDecomposition();
// Solve the finite element non-linear problem
u = offlineFixedPointPrimal( mu );
// Enrich the RB approximation space
M_model - > rBFunctionSpace() - > addPrimalBasisElement( u );
```

Once this initialization step is performed, we have access to a first rough reduced basis approximation, which can be used within the EIM Greedy algorithm. The algorithm 9 summarizes the necessary steps for the simultaneous construction of $r$ EIM and RB basis functions. It hence corresponds to the construction of a single group of basis functions between two affine decomposition updates.

```
Algorithm 9 SER method : Offline step
    while \(M \leqslant M_{\max }\) do
```

```
        Build \(r\) EIM basis functions
```

        Build \(r\) EIM basis functions
        for \(i=M\) to \(i=M+r\) do
        for \(i=M\) to \(i=M+r\) do
            OnlineFixedPoint \(\left(\boldsymbol{\mu}, i-1, \quad\left\{a_{m}^{q}\right\}_{q, m},\left\{a^{l}\right\}_{l},\left\{f_{m}^{q}\right\}_{q, m},\left\{f^{l}\right\}_{l}\right)\)
            OnlineFixedPoint \(\left(\boldsymbol{\mu}, i-1, \quad\left\{a_{m}^{q}\right\}_{q, m},\left\{a^{l}\right\}_{l},\left\{f_{m}^{q}\right\}_{q, m},\left\{f^{l}\right\}_{l}\right)\)
            \(\overline{\boldsymbol{\mu}}_{i} \leftarrow \arg \max _{\boldsymbol{\mu} \in \Xi} \inf _{z \in W_{i-1}}\left\|w\left(u_{i-1}(\boldsymbol{\mu}) ; . ; \boldsymbol{\mu}\right)-z\right\|_{L^{\infty}(\Omega)}\)
            \(\overline{\boldsymbol{\mu}}_{i} \leftarrow \arg \max _{\boldsymbol{\mu} \in \Xi} \inf _{z \in W_{i-1}}\left\|w\left(u_{i-1}(\boldsymbol{\mu}) ; . ; \boldsymbol{\mu}\right)-z\right\|_{L^{\infty}(\Omega)}\)
            \(\bar{S}_{i} \leftarrow \bar{S}_{i-1} \cup\left\{\overline{\boldsymbol{\mu}}_{i}\right\}\)
            \(\bar{S}_{i} \leftarrow \bar{S}_{i-1} \cup\left\{\overline{\boldsymbol{\mu}}_{i}\right\}\)
            \(\bar{W}_{i} \leftarrow \bar{W}_{i-1} \oplus \operatorname{span}\left\{\overline{\boldsymbol{\xi}}_{i}=w\left(u_{i-1}\left(\overline{\boldsymbol{\mu}}_{i}\right), \mathbf{x} ; \overline{\boldsymbol{\mu}}_{i}\right)\right\}\)
            \(\bar{W}_{i} \leftarrow \bar{W}_{i-1} \oplus \operatorname{span}\left\{\overline{\boldsymbol{\xi}}_{i}=w\left(u_{i-1}\left(\overline{\boldsymbol{\mu}}_{i}\right), \mathbf{x} ; \overline{\boldsymbol{\mu}}_{i}\right)\right\}\)
            \(\mathbf{r}_{i}(\mathbf{x}) \leftarrow w\left(u_{i-1}, \mathbf{x} ; \overline{\boldsymbol{\mu}}_{i}\right)-w_{i-1}\left(u_{i-1}, \mathbf{x} ; \overline{\boldsymbol{\mu}}_{i}\right) \quad \triangleright\) Residual
            \(\mathbf{r}_{i}(\mathbf{x}) \leftarrow w\left(u_{i-1}, \mathbf{x} ; \overline{\boldsymbol{\mu}}_{i}\right)-w_{i-1}\left(u_{i-1}, \mathbf{x} ; \overline{\boldsymbol{\mu}}_{i}\right) \quad \triangleright\) Residual
            \(\boldsymbol{t}_{i} \leftarrow \arg \sup _{\mathbf{x} \in \Omega}\left|\mathbf{r}_{i}(\mathbf{x})\right| \quad \triangleright\) Interpolation point
            \(\boldsymbol{t}_{i} \leftarrow \arg \sup _{\mathbf{x} \in \Omega}\left|\mathbf{r}_{i}(\mathbf{x})\right| \quad \triangleright\) Interpolation point
            \(q_{i}(\mathbf{x}) \leftarrow \frac{\mathbf{r}_{i}(\mathbf{x})}{\mathbf{r}_{i}\left(t_{i}\right)} \quad \triangleright\) Deduce EIM basis
            \(q_{i}(\mathbf{x}) \leftarrow \frac{\mathbf{r}_{i}(\mathbf{x})}{\mathbf{r}_{i}\left(t_{i}\right)} \quad \triangleright\) Deduce EIM basis
            end for
    ```
            end for
```

At this step, EIM approximation reads $w_{i}(u(\boldsymbol{\mu}), \mathbf{x} ; \boldsymbol{\mu})=\sum_{m=1}^{i} \beta_{m}^{i}(u, \boldsymbol{\mu}) q_{m}(\mathbf{x})$
$\left\{a_{i}^{q}\right\}_{q}$ and $\left\{f_{i}^{l}\right\}_{l}$ terms are precomputed and stored (no dependence on $\boldsymbol{\mu}$ )

## Build $r$ RB basis functions

for $j=M$ to $j=M+r$ do
$\boldsymbol{\mu}_{j} \leftarrow \boldsymbol{\mu} \in \mathcal{D} \quad \triangleright$ Random or from Greedy algorithm
$S_{j} \leftarrow\left\{\boldsymbol{\mu}_{j}\right\}$
$\operatorname{OFFLINEFIXEDPOINT}\left(\boldsymbol{\mu}_{j},\left\{a_{q, m}\right\}_{q, m},\left\{f_{q, m}\right\}_{q, m}\right) \quad \triangleright$ Compute $u_{\mathcal{N}}\left(\boldsymbol{\mu}_{j}\right)$
$\boldsymbol{\xi}_{j} \leftarrow \operatorname{orthonormalization}\left(u_{\mathcal{N}}\left(\boldsymbol{\mu}_{j}\right)\right) \quad \triangleright$ Gram-Schmitt orthonormalization
$W_{j} \leftarrow W_{j-1} \oplus \operatorname{span}\left\{\boldsymbol{\xi}_{j}\right\} \quad \triangleright$ Deduce RB basis
end for
end while

The implementation of the SER method given in the algorithm 9 uses as much as possible the existing components of the Feel++ RB framework. The already implemented offline() functions - performing the offline steps both for EIM (listing 7.3) and for RB (listing 7.4) - are slightly changed to be used in a global function SER(), as displayed in the listing 7.5. This allows to apply the algorithm 9 for each groups of basis functions.

In the two offline() functions, the number of basis functions to build has to be adapted in the case of SER. The group size $r$ is contained in the variable ser_freq, and max denotes the total number of functions to build all through the offline step. The key point of the implementation resides in the use of the RB approximation instead of the FE
one within the EIM offline() function.
Regarding the main $\operatorname{SER}()$ function, it simply consists in alternate calls to the offline() functions of RB and EIM. We shall note that we start with the RB offline step. Indeed, the EIM initialization step (see algorithm 8 and listing 7.1) is performed out, and before the call to $\operatorname{SER}()$. Since it changes between each simultaneous build, the affine decomposition is updated through the function assemble().

Listing 7.3 - EIM offline

```
void offline()
{
    // Number of functions to build is adapted for SER
    if ( ser && M_model->mMax() + ser_freq <= max )
            Mmax = M_model->mMax() + ser_freq;
    else
            Mmax = max;
    // Build group of EIM basis functions
    for( ; M_M <=Mmax; ++M_M ) //err >= this->M_tol )
    {
            // EIM Greedy algorithm
            for( auto mu : *subtrainset )
            {
            if( ser )
                    solution = M_model-> computeRbExpansion( mu ); //RB
            else
                        solution = M_model->solve( mu ); //FEM
            resmax = M_model->computeMaximumOfResidual(mu, solution);
            maxerr(i) = resmax.template get<0\rangle();
        }
            // Update mu from Greedy algorithm
            auto err = maxerr.array().abs().maxCoeff( &index );
            mu = trainset->at(index);
            // Compute the solution (using RB for SER)
            if( ser )
                solution = M_model->computeRbExpansion( mu ); // RB
            else
            solution = M_model->solve( mu ); //FEM
            M_model->addSolution( solution );
            // Compute the interpolation point
            auto t = M_model->computeMaximumOfResidual( mu,solution);
            M_model->addInterpolationPoint( t );
            // Deduce the new EIM basis function
            element_type res = M_model->Residual( M_M-1 );
            // Enrich the EIM approximation space
            M_model->addBasis( q );
    }
}
```

Listing 7.4-RB offline

```
void offline()
{
    // Number of functions to build is adapted for SER
    if( ser && Nold + ser_freq <= max ) // SER
        M_iter_max = Nold + ser_freq;
    else
        M_iter_max = max;
    while ( M_N < max )
    {
        // Compute affine decomposition
        tie( Mqm, Aqm, Fqm ) = M_model->computeAffineDecomposition();
        // Solve the finite element non-linear problem
        u = offlineFixedPointPrimal( mu );
        // Enrich the RB approximation space
        M_model->rBFunctionSpace() ->addPrimalBasisElement( u );
    }
}
```

Listing 7.5-SER offline

```
void SER()
{
    do
    {
        // Perform RB offline
        rb->offline();
        // Perform offline step for each EIM
        for( auto eim : eim_vector )
        {
            eim->setRB( crb );
            eim->setModel( model );
            eim->offline();
        }
        // Update the affine decomposition
        model->assemble();
    }
    while( crb->continueOfflineStep() );
}
```


### 7.3 SER variants

We have just described the implementation of the initial SER method within the Feel++ RB framework. This last section then focuses on the SER variants, introduced in Section 2.3.2.

The variants investigated within the SER method are based on the error indicator introduced in Section 2.3.1. This error estimator is itself based on the Riesz representation of the residual.

The Riesz representation $\left\{\hat{a}_{q, m, n}\right\}_{q, m, n}$ (resp. $\left\{\hat{f}_{q, m}\right\}_{q, m}$ ) of $a_{q, m}\left(\xi_{n}, v\right)$ (resp. $f_{q, m}(v)$ ) defined in (2.54) is part of the precomputations performed during the offline stage. Thus, these terms are computed simultaneously with the $\left\{a_{q, m}\right\}_{q, m}$ and $\left\{f_{q, m}\right\}_{q, m}$. The compu-
tation of the error indicator (algorithm 10) then simply consists in assembling the Riesz representation of the residual (2.55), and compute its norm.

```
Algorithm 10 Riesz representation of \(R_{N, M}^{a f f}\)
    function \(\operatorname{RIESzRESIDUALNORM}\left(\boldsymbol{\mu}, u,\left\{\hat{a}_{q, m, n}\right\}_{q, m, n},\left\{\hat{f}_{q, m}\right\}_{q, m}\right)\)
        Compute \(\gamma_{q, m}^{a}(u, \boldsymbol{\mu}), \gamma_{q, m}^{f}(u, \boldsymbol{\mu}) \forall q, m\)
        Assemble \(\mathcal{Y} R_{N, M}^{a f f}(u ; \boldsymbol{\mu})\) from \(\gamma_{q, m}^{a}, \gamma_{q, m}^{f}, \hat{a}_{q, m, n}\) and \(\hat{f}_{q, m}\)
        Returns \(\left\|\mathcal{Y} R_{N, M}^{a f f}(\cdot ; \boldsymbol{\mu})\right\|\)
    end function
```

The use of this error indicator fits well into the SER offline stage (algorithm 9), as displayed in the algorithm 11. The EIM offline stage remains unchanged, while the parameter used to enrich the RB approximation space is now selected from a Greedy algorithm based on the previous error indicator.

```
Algorithm 11 SER method : Offline step with error estimation
    while \(M \leqslant M_{\max }\) do
        Build \(r\) EIM basis functions
        for \(i=M\) to \(i=M+r\) do
            \(\operatorname{OnlineFixedPoint}\left(\boldsymbol{\mu}, i-1, \quad\left\{a_{m}^{q}\right\}_{q, m},\left\{a^{l}\right\}_{l},\left\{f_{m}^{q}\right\}_{q, m},\left\{f^{l}\right\}_{l}\right)\)
            \(\overline{\boldsymbol{\mu}}_{i} \leftarrow \arg \max _{\boldsymbol{\mu} \in \Xi} \inf _{z \in W_{i-1}}\left\|w\left(u_{i-1}(\boldsymbol{\mu}) ; ; \boldsymbol{\mu}\right)-z\right\|_{L^{\infty}(\Omega)}\)
            \(\bar{S}_{i} \leftarrow \bar{S}_{i-1} \cup\left\{\overline{\boldsymbol{\mu}}_{i}\right\}\)
            \(\bar{W}_{i} \leftarrow \bar{W}_{i-1} \oplus \operatorname{span}\left\{\overline{\boldsymbol{\xi}}_{i}=w\left(u_{i-1}\left(\overline{\boldsymbol{\mu}}_{i}\right), \mathbf{x} ; \overline{\boldsymbol{\mu}}_{i}\right)\right\}\)
            \(\mathbf{r}_{i}(\mathbf{x}) \leftarrow w\left(u_{i-1}, \mathbf{x} ; \overline{\boldsymbol{\mu}}_{i}\right)-w_{i-1}\left(u_{i-1}, \mathbf{x} ; \overline{\boldsymbol{\mu}}_{i}\right) \quad \triangleright\) Residual
            \(\boldsymbol{t}_{i} \leftarrow \arg \sup _{\mathbf{x} \in \Omega}\left|\mathbf{r}_{i}(\mathbf{x})\right| \quad \triangleright\) Interpolation point
            \(q_{i}(\mathbf{x}) \leftarrow \frac{\mathbf{r}_{i}(\mathbf{x})}{\mathbf{r}_{i}\left(t_{i}\right)} \quad \triangleright\) Deduce EIM basis
        end for
        Build \(r\) RB basis functions
        for \(j=M\) to \(j=M+r\) do
            \(\boldsymbol{\mu}_{j} \leftarrow \arg \max _{\boldsymbol{\mu} \in \mathcal{D}}\left[\operatorname{RIESZRESIDUALNORM}\left(\boldsymbol{\mu}, u_{j-1},\left\{\hat{a}_{q, m, n}\right\}_{q, m, n},\left\{\hat{f}_{q, m}\right\}_{q, m}\right)\right]\)
            \(S_{j} \leftarrow\left\{\boldsymbol{\mu}_{j}\right\}\)
            \(\operatorname{OFFLINEFIXEDPOINT}\left(\boldsymbol{\mu}_{j},\left\{a_{q, m}\right\}_{q, m},\left\{f_{q, m}\right\}_{q, m}\right) \quad \triangleright\) Compute \(u_{\mathcal{N}}\left(\boldsymbol{\mu}_{j}\right)\)
            \(\boldsymbol{\xi}_{j} \leftarrow \operatorname{orthonormalization}\left(u_{\mathcal{N}}\left(\boldsymbol{\mu}_{j}\right)\right) \quad \triangleright\) Gram-Schmitt orthonormalization
            \(W_{j} \leftarrow W_{j-1} \oplus \operatorname{span}\left\{\boldsymbol{\xi}_{j}\right\} \quad \triangleright\) Deduce RB basis
        end for
    end while
```

The function computeRieszResidualNorm has been added to the reduced basis framework to mimic the one described in the algorithm 10. As displayed in the listing 7.6,
the Greedy algorithm - performed through the RB offline step - thus simply consists in finding the parameter maximizing the error. This allows to prepare the construction of next RB basis function.

Listing 7.6 - RB Greedy

```
for( auto mu : *sampling )
{
    // Computes error indicator for each mu
    error_indicator(i) = computeRieszResidualNorm( mu, uN );
}
//Selects the maximizer
mu = *max_element(error_indicator.begin(), error_indicator.end());
```

$r$-adaptation Based on the increment of the maximal values resulting from both EIM and RB Greedy algorithms, the $r$-adaptation method - introduced as the first SER variant in Section 2.3.2 - is illustrated in the algorithm 12.

In terms of implementation, the steps remain the same, except for the number of basis functions to build which has to be distinguished for the two approximation spaces. The update of $r$ depends on the criterion resulting from the considered increment.

```
Algorithm 12 SER method : offline step with \(r\)-adaptation
    \(r_{E I M} \leftarrow r ; r_{R B} \leftarrow r\)
    while \(M \leqslant M_{\max }\) do
        Build \(r\) EIM basis functions
        for \(i=M\) to \(i=M+r_{E I M}\) do
            [...] \(\triangleright\) Compute \(q_{i}\)
            current_max_err \({ }_{E I M} \leftarrow \max _{\boldsymbol{\mu} \in \Xi} \inf _{z \in W_{i-1}}\left\|w\left(u_{i-1}(\boldsymbol{\mu}) ; ; ; \boldsymbol{\mu}\right)-z\right\|_{L^{\infty}(\Omega)}\)
            if \(\mid\) ref_max_err \({ }_{E I M}\) - current_max_err \({ }_{E I M} \mid<\) adaptation tolerance then
                \(r_{E I M} \leftarrow r_{E I M}+1 \quad \triangleright\) Continue EIM offline
            end if
                ref_max_err \({ }_{E I M} \leftarrow\) current_max_err \({ }_{E I M} \triangleright\) Update reference error
        end for
        Build \(r\) RB basis functions
        for \(j=M\) to \(j=M+r_{R B}\) do
            [...] \(\triangleright\) Compute \(\boldsymbol{\xi}_{j}\)
            current_error \({ }_{R B} \leftarrow \operatorname{RIESZRESIDUALNORM}\left(\boldsymbol{\mu}_{j}, u_{j},\left\{\hat{a}_{q, m, j}\right\}_{q, m, j},\left\{\hat{f}_{q, m}\right\}_{q, m}\right)\)
            if \(\mid\) ref_error \({ }_{R B}\)-current_error \({ }_{R B} \mid<\) adaptation tolerance then
                \(r_{R B} \leftarrow r_{R B}+1 \quad \triangleright\) Continue RB offline
            end if
            ref_error \({ }_{R B} \leftarrow\) current_error \({ }_{R B} \triangleright\) Update reference error
        end for
        \(r_{E I M} \leftarrow r ; r_{R B} \leftarrow r\)
    end while
```

In the framework, the update of the previous $r_{E I M}$ and $r_{R B}$ simply amounts to the add
of a new condition within the offline() function. The considered increment is computed each time the approximation space is enriched, allowing to update the adaptation criterion and to continue the enrichment if needed. The listing 7.7 provides the ingredients of such implementation within the EIM offline stage. The equivalent change is applied to the RB offline() function.

Listing $7.7-r$-adaptation in EIM

```
// New condition for r-adaptation
if ( radaptation && M_model->mMax() < max )
    Mmax = M_model->mMax () + 1;
else if (M_model->mMax() + ser_freq <= max )
    Mmax = M_model->mMax () + ser_freq;
else
    Mmax = max;
// Continue enrichment if needed
double increment = abs(err-previous_err)/abs(previous_err);
if( increment < adaptation_tolerance )
    radaptation=true;
```

Hybrid Greedy algorithm Introduced as the second SER variants of Section 2.3.2, the so-called hybrid Greedy algorithm is used within the EIM offline stage. As illustrated in the algorithm 13, the RB approximation is considered only if it is sufficiently reliable. Its relevance for each parameter $\boldsymbol{\mu}$ is based on the previous error indicator available from the function described in the algorithm 10.

```
Algorithm 13 SER method : offline step with Hybrid Greedy algorithm
    while \(M \leqslant M_{\max }\) do
        Build \(r\) EIM basis functions
        for \(i=M\) to \(i=M+r\) do
            if \(\operatorname{RieszResiduaLNorm}\left(\boldsymbol{\mu}, u_{j-1},\left\{\hat{a}_{q, m, n}\right\}_{q, m, n},\left\{\hat{f}_{q, m}\right\}_{q, m}\right)<\) tol then
                \(u \leftarrow \operatorname{OnlineFixedPoint}\left(\boldsymbol{\mu}, i-1,\left\{a_{m}^{q}\right\}_{q, m},\left\{a^{l}\right\}_{l},\left\{f_{m}^{q}\right\}_{q, m},\left\{f^{l}\right\}_{l}\right)\)
            else
                \(u \leftarrow \operatorname{OFFLINEFIXEDPOINT}\left(\boldsymbol{\mu}_{j}, \quad\left\{a_{q, m}\right\}_{q, m},\left\{f_{q, m}\right\}_{q, m}\right)\)
            end if
            \(\overline{\boldsymbol{\mu}}_{i} \leftarrow \arg \max _{\boldsymbol{\mu} \in \Xi} \inf _{z \in W_{i-1}}\|w(u(\boldsymbol{\mu}) ; ; \boldsymbol{\mu})-z\|_{L^{\infty}(\Omega)}\)
            \(\bar{W}_{i} \leftarrow \bar{W}_{i-1} \oplus \operatorname{span}\left\{\overline{\boldsymbol{\xi}}_{i}=w\left(u\left(\overline{\boldsymbol{\mu}}_{i}\right), \mathbf{x} ; \overline{\boldsymbol{\mu}}_{i}\right)\right\}\)
            \(\mathbf{r}_{i}(\mathbf{x}) \leftarrow w\left(u, \mathbf{x} ; \overline{\boldsymbol{\mu}}_{i}\right)-w_{i-1}\left(u, \mathbf{x} ; \overline{\boldsymbol{\mu}}_{i}\right) \quad \triangleright\) Residual
            \(\boldsymbol{t}_{i} \leftarrow \arg \sup _{\mathbf{x} \in \Omega}\left|\mathbf{r}_{i}(\mathbf{x})\right| \quad \triangleright\) Interpolation point
            \(q_{i}(\mathbf{x}) \leftarrow \frac{\mathbf{r}_{i}(\mathbf{x})}{\mathbf{r}_{i}\left(t_{i}\right)} \quad \triangleright\) Deduce EIM basis
        end for
```

        Build \(r\) RB basis functions [...]
    end while
    The corresponding changes in the code take place within the Greedy algorithm introduced in the listing 7.3. The criterion describing the quality of the reduced basis
approximation is determined for each parameter of the trainset. It then allows to choose the approximation to use on a case-by-case basis. The function computePfem uses the affine decomposition to benefit from the already performed precomputations.

Listing 7.8 - Hybrid Greedy algorithm

```
for( auto mu : *trainset )
{
    if( ser && error_estimation && hybrid_eim )
    {
        // Compute the error indicator with mu
        auto error_indicator = M_model->RieszResidualNorm( mu );
        // Criterion associated with current mu
        error_criterion[i] = error_indicator/err < rtol;
    }
    if( ser ) //Use SER
    {
        // Consider RB only if sufficiently relevant
        if( ser && error_criterion[i] )
            solution = M_model->computeRbExpansion( mu, uN ); //RB
        else
            solution = M_model->computePfem( mu ); //PFEM
    }
    else
    solution = M_model->solve( mu ); //FEM
    resmax = M_model->computeMaximumOfResidual(mu, solution);
    maxerr(i) = resmax.template get<0>();
}
```

Multi-levels SER(l) Finally, the last variant for SER consists in the application of the initial method on several levels. To this end, we turn back to the main function $\operatorname{SER}()$ (see listing 7.5) which drives the whole SER offline step.

The use of the SER method at multiple levels requires the construction of one RB approximation space per level. The corresponding objects are stored in the vector rbs allowing to build the RB approximation associated to each level.

As mentioned in Section 2.3.2, the first iteration is equivalent to the initial method, using the RB approximation of the current level. From the second level, the RB approximation resulting from the previous run is used. We shall note that the affine decomposition - carried out by the model - and the resulting reduced basis approximation has always to come from the same level.

## Listing 7.9 - Multi-levels SER(l)

```
void SER()
{
    for( int ser_level=0; ser_level < nb_levels; ++ser_level )
    {
        if ( ser_level > 0 )
        {
            rbs.push_back( newRB( ser_level ) );
            rb = rbs.back();
        }
        do
        {
            rb->offline();
            for( auto eim : eim_vector )
            {
                // From the second level, use the previous RB approx
                if ( crbs.size() > 1 )
                {
                    eim->setRB( rbs[ser_level-1] );
                    eim->setModel( models[ser_level-1] );
                }
                else
                {
                    eim->setRB( rb );
                    eim->setModel( model );
                }
        }
        // Update the affine decomposition
        model->assemble();
    }while( crb->continueOfflineStep () );
}
```


## Conclusion

As seen in Chapter 2, the SER method is a combination of the EIM and RB methodologies, aiming to decrease the computational related with the recovery of the necessary affine decomposition. This chapter describes its introduction within the Feel++ reduced basis framework, discussing the changes made to the existing implementation. We describe also the inclusion of each SER variants (Section 2.3.2) in the previous algorithm.

All these features are now part of the framework, making them usable for any nonlinear and/or non-affinely parametrized model. Their use on high field magnets applications are illustrated in Chapter 11.

## Part IV

## Numerical applications

## Chapter 8

## Parametric studies and uncertainty quantification

The thermal increase due to Joule losses within the conductor is a key point of the high field magnets study. The heating could alter the mechanical properties of the materials, which is why we shall take great care of temperature in the design process. Nevertheless, we remind that the input data - materials properties, operation conditions - are generally not exactly known. The ranges in which these input parameters vary have thus to be investigated to cover all possible configurations.

Although the finite element model introduced in Section 3.1 could be suitable in this context, its computational cost could become prohibitive depending on the number of simulations considered. Especially designed for many-query context, the reduced basis method provides a much more appropriate solution. The reduced electro-thermal model detailed in Chapter 4 is thus preferred for this kind of study.

This chapter focus on the influence of these inputs on temperature. A ranking of how inputs affect the temperature is established, in order to determine in which directions the optimizations should be carried out. The second part illustrates the use of the reduced electro-thermal model within two concrete examples of parametric studies. Performed both with FE and RB electro-thermal models, these studies aim to validate the two models in real situations.

This kind of analysis had not been performed for LNCMI high field magnets up to now. However, this provides essential informations on the behavior of operating magnets.
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### 8.1 Sensitivity analysis on mean temperature

The sensitivity analysis consists in the study of how the uncertainties on inputs can influence a given quantity of interest. In this section, we focus on the mean temperature over the domain as output.

The electro-thermal model detailed in chapters 3 and 4 is used to establish the input/output relation between the inputs denoted as $X$, and the outputs denoted as $Y$. Its acts as a function $F$ relating $X$ and $Y$ as

$$
\begin{equation*}
Y=F(X) \tag{8.1}
\end{equation*}
$$

We shall note that this kind of analysis requires a sampling $X$ of sufficiently large size. The sensitivity indices |Sobol, 1993|, |Prieur, 2014|, |Janon et al., 2014a| which quantify the influence of the inputs can be computed from various approaches. The Monte-Carlo method is commonly used in this context. The number of simulations it requires depends both on the size of the sampling - typically several hundreds - and on the dimension of the parameter space - 6 in our case. For large problems, the cost related with the FE electro-thermal model (see Section 3.1) is prohibitive for such studies. However, its reduced version (see Chapter 4) is well suitable. We propose to use it as the previous function $F$ (8.1). We also point out that meta-models |Sudret, 2008|, |Janon et al., 2014b| can be used prior to the Monte-Carlo method in order to further decrease its cost.

The next studies rely on the library Openturns |Dutfoy et al., 2009|, dedicated to the treatment of uncertainties. Openturns firstly provides a sample of input parameters $X$ in the wanted ranges following a given probability distribution. In our case, we consider an uniform distribution.

This section focuses on the sensitivity analyses performed both on the sector of Bitter magnet and on the radially cooled helix for which convergence studies are given in Section 4.2 .

### 8.1.1 Bitter magnet

In this example, the input parameter related with the electrical current is the current density $\mathbf{j}$ instead of the voltage (see Chapter 4). Other input parameters namely the materials properties and the cooling conditions are the ones introduced in Chapter 4, making $\boldsymbol{\mu}$ read as

$$
\begin{equation*}
\boldsymbol{\mu}=\left(\sigma_{0}, \alpha, L, \mathbf{j}, h, T_{w}\right) \tag{8.2}
\end{equation*}
$$

In the model, the difference of potential between the current input and output which appears as boundary condition is determined from $\mathbf{j}$ through the computation of the current intensity and the Ohm's law. For this application, we consider an input parameters sampling of size 300, selected from a uniform distribution on the ranges displayed in Table 8.1. This ranges are typical of copper alloys and operating conditions used in practice.

| $\sigma_{0}$ | $[55,60] \quad M S . m^{-1}$ |
| :--- | :--- |
| $\alpha$ | $\left[3.3 \times 10^{-3}, 3.5 \times 10^{-3}\right] \quad K^{-1}$ |
| $L$ | $\left[2.5 \times 10^{-8}, 2.9 \times 10^{-8}\right]$ |
| $\mathbf{j}$ | $\left[60 \times 10^{6}, 70 \times 10^{6}\right] A . m^{-2}$ |
| $h$ | $[70000,90000] \quad$ W.m ${ }^{-2} . K^{-1}$ |
| $T_{w}$ | $[293,313] K$ |

Table 8.1 - Input parameters for sensitivity analysis on Bitter magnet
Openturns provides the mean of outputs resulting from the 300 realizations, and the associated standard deviation (Table 8.2). This results allow to determine a range for the mean temperature, considering the uncertainties on inputs (Table 8.1). Thus, the mean temperature in the Bitter magnet varies from $53.22^{\circ} \mathrm{C}$ to $65.28^{\circ} \mathrm{C}$.

$$
\begin{array}{l|l}
\text { Mean of outputs } & 332.25 \mathrm{~K} \approx 59.25^{\circ} \mathrm{C} \\
\hline \text { Standard deviation } & 6.03
\end{array}
$$

Table 8.2 - Mean and standard deviation for mean temperature in Bitter magnet
However, we remind that the objective is to ensure that the temperature in the magnet doesn't exceed a critical value. In this context, the quantiles provide a threshold value for the output which amounts to consider the worst case. From the set of resulting outputs $Y$, the quantiles consist in finding the threshold value $y$ which won't be exceeded with a given probability $p$. That is find $y$ such that

$$
\begin{equation*}
P(Y \leqslant y) \geqslant p \tag{8.3}
\end{equation*}
$$

Table 8.3 displays the quantiles obtained for two probabilities. We are thus $99 \%$ sure that the mean temperature shall not exceed $70^{\circ} \mathrm{C}$. This reference value is particularly useful for control system to tighten the limit temperature and to better anticipate potential incidents.

$$
\begin{array}{l|l}
99.0 \% & 343 \mathrm{~K}=70^{\circ} \mathrm{C} \\
\hline 80.0 \% & 336.5 \mathrm{~K}=63.5^{\circ} \mathrm{C}
\end{array}
$$

Table 8.3 - Quantiles for mean temperature in Bitter magnet
Lastly, the sensitivity indices answer the question on parameters influence on mean temperature. The Sobol indices |Sobol, 1993| quantify it from the expected value and the variance of the outputs. This study simply consider that the input parameters $X_{i} \in X$ are independent. To this end, the first order Sobol index $S_{i}$ associated with the $i^{\text {th }}$ input $X_{i}$ (8.2) is expressed as

$$
\begin{equation*}
S_{i}=\frac{V\left(E\left[Y \mid X_{i}\right]\right)}{V(Y)} \tag{8.4}
\end{equation*}
$$

Table 8.4 displays the resulting sensitivity indices. As expected, the current density is the most influent parameter.

| $\sigma_{0}$ | 0.022 |
| :--- | :--- |
| $\alpha$ | $3.6 \times 10^{-5}$ |
| $L$ | 0.0042 |
| $\mathbf{j}$ | 0.77 |
| $h$ | 0.044 |
| $T_{w}$ | 0.16 |

Table 8.4 - Sobol indices for mean temperature in Bitter magnet
Moreover, the sum of the Sobol indices listed in Table 8.4 is equal to 1. The model is then said to be additive, which means that the function $F(X)$ (8.1) reads as a sum $F(X)=\sum_{i=1}^{d} F_{i}\left(X_{i}\right)$ with $d$ the parametric dimension.

The water cooling temperature comes in second place. This result is counter intuitive as we could have expected $h$ to be more influent. Efforts have thus to be concentrated on $T_{w}$ to decrease the magnet temperature associated with a given current density.

### 8.1.2 Radially cooled helix

The second example focuses on the radially cooled helix introduced in Chapter 4. Offering a better cooling for the magnet, this technology leads to a much more complicated temperature field than in longitudinally cooled helices. Indeed, the insulators introduced between the helix turns give rise to local hot spots. In this context, the study of temperature for this kind of magnet is all the more crucial since the problem is bigger.

The following sensitivity analysis is as previously based on the reduced electro-thermal model. The simulations (Figure 8.1) are performed on a mesh composed of 500000 degrees of freedom, distributed to 12 processors. Each FE simulation requires about 16 minutes compared to 6.7 seconds for the corresponding reduced basis approximation. This gain in terms of computational time - a factor 150 - confirms the pertinence of the reduced model for this kind of study.


Figure 8.1 - RB simulation on radially cooled helix
As for the Bitter magnet, the next results are based on a sampling of size 300 whose parameters are selected from a uniform distribution. The parameter driving the electrical current within the magnet is the current intensity. Other parameters are the same as in

Section 8.1.1, giving $\boldsymbol{\mu}$ as

$$
\begin{equation*}
\boldsymbol{\mu}=\left(\sigma_{0}, \alpha, L, I, h, T_{w}\right) \tag{8.5}
\end{equation*}
$$

The ranges for this application are given in Table 8.5.

| $\sigma_{0}$ | $[50 ; 50.2] \quad M S . m^{-1}$ |
| :--- | :--- |
| $\alpha$ | $\left[3.3 \times 10^{-3} ; 3.5 \times 10^{-3}\right] K^{-1}$ |
| $L$ | $\left[2.5 \times 10^{-8} ; 2.9 \times 10^{-8}\right]$ |
| $I$ | $[25000 ; 35000] A$ |
| $h$ | $[70000 ; 90000] W . m^{-2} . K^{-1}$ |
| $T_{w}$ | $T_{w} \in[293,313] K$ |

Table 8.5 - Input parameters for sensitivity analysis on a helix
The standard deviation displayed in Table 8.6 shows that the mean temperature can vary from $90.5^{\circ} \mathrm{C}$ to $114.5^{\circ} \mathrm{C}$ in the specified ranges.

$$
\begin{array}{l|l}
\text { Mean of outputs } & 375.5 \mathrm{~K} \approx 103^{\circ} \mathrm{C} \\
\hline \text { Standard deviation } & 12
\end{array}
$$

Table 8.6 - Mean and standard deviation for mean temperature on a helix
Due to the local hot spots near insulators, the thresholds values given by quantiles computation are higher than in the case of Bitter magnet. Table 8.7 indicates that we are $99 \%$ sure that the mean temperature shall not exceed $129^{\circ} \mathrm{C}$.

$$
\begin{array}{c|c}
99.0 \% & 401.3 \mathrm{~K}=129^{\circ} \mathrm{C} \\
\hline 80.0 \% & 385.3 \mathrm{~K}=113^{\circ} \mathrm{C}
\end{array}
$$

Table 8.7 - Quantiles for mean temperature on a helix
Finally, Table 8.8 displays the first order Sobol indices allowing to establish a ranking on the inputs parameters according to their influence on the mean temperature over the helix. As expected, the current intensity is - as the current density is the previous example - the most influent parameter. As for the Bitter, the cooling water temperature is the second one, followed by the heat transfer coefficient. From a designer point of view, these results imply that it is worth investigating how to improve the cooling parameter to decrease the magnet temperature.

| $\sigma_{0}$ | $1.9 \times 10^{-5}$ |
| :--- | :--- |
| $\alpha$ | $2.3 \times 10^{-4}$ |
| $L$ | 0.0028 |
| $I$ | 0.75 |
| $h$ | 0.069 |
| $T_{w}$ | 0.16 |

Table 8.8 - Sobol indices for mean temperature on a helix
Besides the current which remains the most influence parameter on the temperature, the impact of the cooling parameters is more important that the one of material properties.

In this context, the emphasis is placed on the water temperature and on the heat transfer coefficient rather than on the materials.

Nevertheless, the sum of the Sobol indices is equal to 0.98 - and not to 1 as for the Bitter magnet - which means that the model is not additive in this case. The computation of the Sobol indices of higher order should help to identify the interactions between the parameters.

### 8.2 Parametric study on current density

The increase of the magnetic field mainly resides in the increase of the current density. In order to reach the highest possible magnetic field, the question of how much the current density can be increased while keeping a reasonable mean temperature - that remains beyond some heuristic limit - is often asked.

To address this question, the following parametric study fixes all the previous parameters except for the current density $\mathbf{j}$. The values of each parameters are displayed in Table 8.9.

| $\sigma_{0}$ | $58 \quad M S . m^{-1}$ |  |
| :--- | :--- | :--- | :--- |
| $\alpha$ | $3.5 \times 10^{-3} \quad K^{-} 1$ |  |
| $L$ | $2.5 \times 10^{-8}$ |  |
| $\mathbf{j}$ | $\left[30 \times 10^{6}, 100 \times 10^{6}\right]$ | A.m |
| $h$ | $80000 \quad W . m^{-2} . K^{-1}$ |  |
| $T_{w}$ | $293 \quad K$ |  |

Table 8.9 - Input parameters
Figure 8.2 b plots the behavior of the mean temperature obtained with FE and RB electro-thermal models depending on the current density. We shall first note that both models are coherent, somehow validating the reduced model.

(a) RB simulation

(b) Outputs

Figure 8.2 - Parametric study on Bitter: Mean temperature VS current density

The initial operating conditions for this Bitter magnet correspond to a mean temperature of $40^{\circ} \mathrm{C}$. From the results displayed in Figure 8.2 b, the increase of the current density from $30 \mathrm{~A} . \mathrm{mm}^{-2}$ to $60 \mathrm{~A} . \mathrm{mm}^{-2}$ would raise the temperature from $40^{\circ} \mathrm{C}$ to $60^{\circ} \mathrm{C}$. With such increase, a gain of about $1 T$ in terms of magnetic field is expected. From a engineering point of view, this result is of great interest since a limited raise of $20^{\circ} \mathrm{C}$ on the mean temperature - which remains safe for the materials - allows a significant gain in magnetic field.

### 8.3 Parametric study on heat transfer coefficient

Besides the influence of the current density illustrated in the previous study, the sensitivity analysis introduced in Section 8.1 has proven the impact of the cooling parameters on the mean temperature. This confirms that we have to pay particular attention to the cooling process, ensuring that it behaves as expected. This section illustrates this insight, with a concrete example of issue related to the water cooling.

We are interested here in the commissioning of a Bitter magnet whose cooling is performed by water circulation through cooling holes distributed over the copper disks. When operating for the first time, this magnet has not given the expected performances. Cooling problems induced by assembly issues were suspected.

We proposed to employ our electro-thermal model in order to determine the heat transfer coefficient which reproduces the operating conditions. This should indeed helps to precisely identify potential cooling problems. We have at our disposal the voltage $V_{D}$ measured at the magnet terminals, the mean water temperature and an approximation of the material properties. The parameter $\mu$ considered in the reduced model of Chapter 4 reads

$$
\begin{equation*}
\boldsymbol{\mu}=\left(\sigma_{0}, \alpha, L, V_{D}, h, T_{w}\right) \tag{8.6}
\end{equation*}
$$

But in this study the heat transfer coefficient $h$ is the only parameter which vary. We also know the intensity of the current which powers the magnet, which is the considered output in this study.

As a sort of inverse problem, the objective of this study is to vary the value of $h$ until reaching the experimental value of the current intensity. The value obtained for $h$ can be compared to its theoretical value given by standard hydraulic correlations which are based on the water flowrate. In the considered situation, the $h$ is expected to be close than $h_{e x}=5.46 \times 10^{4} W . m^{-2} . K^{-1}$. Figure 8.3 shows the values of current intensity obtained for various heat transfer coefficients using FE and RB models.


Figure 8.3 - Current intensity depending on heat transfer coefficient with initial conditions
From Figure 8.3, the measured current intensity $I_{e x}=27988.5 A$ indicated as a black line on the graph corresponds to a heat transfer coefficient $h=4.64 \times 10^{4} \mathrm{~W} \cdot \mathrm{~m}^{-2} . K^{-1}$. We note that the mean difference between FE and RB outputs remains below $10^{-2}$. Being far from the expected value $h_{e x}=5.46 \times 10^{4} W \cdot m^{-2} . K^{-1}$, these results on $h$ confirm a cooling problem in the magnet. Thereafter, a water leak has been indeed identified within the magnet. The latter has been disassembled to be repaired.

Figure 8.4 consists in the same study for which the input data has been updated in accordance with the measurements carried out after magnet repairing.


Figure 8.4 - Current intensity depending on heat transfer coefficient after repairing
Due to the voltage value, the results obtained in Figure 8.4 are different from ones of Figure 8.3. Consequently, the heat transfer coefficient value corresponding to the measured current intensity $I_{e x}=27988.5 A$ has changed to $h=5.58 \times 10^{4} W \cdot m^{-2} . K^{-1}$. Really closer to $h_{e x}=5.46 \times 10^{4} W \cdot m^{-2} . K^{-1}$ than previously, the result of this second study confirms that the repair has been successfully performed.

## Conclusion

This chapter illustrates the use of the reduced electro-thermal described in Chapter 4 in the context of uncertainty quantification. The first part of this chapter is dedicated to sensitivity analysis, from which we deduce various quantities of interest related with the mean temperature in the magnet. These studies have been performed on two real magnet geometries. In particular, this allows to rank the input parameters from their input of the mean temperature.

The water temperature comes in first, confirming its non negligible impact. In the Grenoble High Magnetic Field Laboratory, the magnet cooling is based on a double loop system as for nuclear facilities. In this system, the secondary loop is alimented with water which is extracted from the river and whose temperature depends on the season. Therefore, the facility doesn't operate during the hottest seasons.

Furthermore, this ranking can serve to identify the parameters on which we have to focus for future experimental measure campaigns. It can also result in the simplification of our model fixing the parameters which appears are the least relevant. Finally, the quantiles can also be useful in the context of magnet control system to better prevent the incidents.

The second part deals with two concrete examples of parametric studies meeting the specific needs the research and development department of the LNCMI. It allows to assess the scope of applications which can be addressed by our model.

## Chapter 9

## Validation of 3D magnetic field

Up to now, the magnetic field was considered as axisymmetrical even if the geometry of the magnets are 3D. However, some experiments in magneto-science dealing with the studies of the magnetic field effects on physical or biological process have given indications that the magnetic field is 3D. These come both from NMR experiments |Trophime et al., 2006 and from experiments on magnetic levitation of alcohol droplets, which have shown that the magnetic forces induced by polyhelix magnets were not axisymmetrical. This indicates that the magnetic field itself is not axisymmetrical, unlike what is supposed in the design optimization process performed from a 2D axisymmetrical model.

The 3D magnetic field computation offered by the Biot \& Savart's model introduced in Section 3.3 allows nevertheless to capture this plausible "3D effect". Moreover, the parallel implementation of this formulation detailed in Chapter 6 enables us to closely approach the experimental conditions relying on the real magnet geometry.

A magnetic field measurement campaign has been performed at LNCMI, in order to assess the relevance of these observations, and to validate our Biot \& Savart model. The experimental process has been specially designed to this end. It is the focus on the first part of this chapter. The setting up of the experiment at LNCMI, as well as the achievement of the measurements have been performed as part of this thesis.

The comparison between the obtained experimental data and the numerical results is detailed in the second part. We also discuss the follow-up of these results.
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### 9.1 Description of the experiment

The 3D magnetic field measurement requires sensors able to measure the magnetic field in all directions. In this context, Hall effect sensors are commonly used. Moreover, this kind of sensor has the advantage of being small, allowing measurements at numerous points within a small volume.

This section introduces the experimental set up that has been realized to perform such magnetic field measurements in an operating magnet at LNCMI. The M10 magnet on which the experiment has been undertaken is an insert composed of 12 longitudinally cooled helices which are electrically connected in series. Powered of up to 12MW with an electrical current of 30000 A , this magnet can produce up to 21 T - and up to 31 T with additional Bitter magnets - in 50 mm bore.

The probe employed to perform the measurements is limited to a magnetic field magnitude of 3 T . Moreover, we set the current to $500 A$ with an external power supply as the 12 MW power supply was not available at that time.

Hall effect probe These Hall effect probe consists in a set of Hall effect sensors, each composed of a semi-conductor plate fitted with two pairs of electrodes on its boundaries.


Figure 9.1 - Image taken from www.mfg.mtu.edu
The electrical current imposed to the semi-conductor plate is modeled as a uniform electron flow. When it is subjected to a magnetic field, this flow is deflected due to the induced Lorentz forces. As shown in Figure 9.1, this deflection then creates a voltage difference called Hall voltage across the electrical conductor, for a magnetic field perpendicular to the current. The magnetic field - the component of magnetic field which is orthogonal to the conductor plate - can then be deduced from the measured Hall voltage. This voltage has a sign which gives the sign of the magnetic field component.

The Hall sensor detects the component of the magnetic field which is orthogonal to it. For our measurements, we use a tri-axis probe (Figure 9.2) with three Hall sensors oriented orthogonally to each axis $\vec{x}, \vec{y}, \vec{z}$ in order to capture the magnetic induction $\mathbf{B}$ in
all directions. Each sensor is connected to an entry of a Gaussmeter (Figure 9.3d) which reads the signal and displays $B_{x}, B_{y}$ and $B_{z}$.


Figure 9.2 - Scheme of the HSE-1 tri-axis probe connectable to LakeShore Model 460 3-channels Gaussmeter (see Figure 9.3d)

Insertion into the magnet The Hall effect is inserted into the magnet thanks to a probe holder (Figure 9.3) which can be controlled by hand from the top of the magnet.

(a) Whole device

(b) Probe holder

(c) Hall probe in its holder

(d) LakeShore Model 460 3-channels Gaussmeter - display with zero current

Figure 9.3 - The probe holder has been tailored especially for the experiment. The disk at the top allows the probe to take various positions along a circle of constant radius.

We shall remark that the magnetic field measurements obtained with zero current (Figure 9.3d) are not the Earth's magnetic field. Indeed, the building in which the experiment is performed is composed of magnetic materials which slightly interfere with our measurements.

The probe holder has to be carefully inserted into the magnet, both to preserve Hall probe from damages and to avoid misalignment of the device. To this end, a camera placed at the bottom of the magnet hole allows to view the probe holder from the bottom of the magnet. Lighting the magnet hole with an optical fiber, we make sure that the probe holder is centered checking the remaining space between the holder and the magnet (Figure 9.4b).

(a) Insertion of the probe holder into the magnet hole. Centering of the device is monitored with a camera.

(b) Image captured by camera. Scheme of the probe holder has been projected on the camera picture to identify the position.

Figure 9.4 - Probe holder is carefully inserted into the magnet hole.
The top of the probe holder consists of a disk with uniform distributed holes (Figure 9.5) allowing to rotate the probe along a constant radius. The holes are equidistributed giving the possibility to have a measure point each 15 degrees ( 24 measure points per radius).

(a) CAD plan

(b) Real use conditions

Figure 9.5 - The top of the device (figure 9.3a) consists in a holed disk allowing to position the probe at a given angle - each 15 degrees - along a circle of constant radius.

The probe holder has to maintain in place the Hall probe (i) to avoid contact with the magnet which could deteriorate the sensors and (ii) to ensure accuracy of the measurements by minimizing vibrations.

The bottom part of the probe holder (Figure 9.3) consists of a commutable box fitted with few holes giving different possibilities for the radius on which we want to record the magnetic field. We have two bottom pieces at our disposal for this experiment.

The first one with only a central hole -designed to make measurements on $z$ axis $(r=0 \mathrm{~mm})-$ and the second one (figures 9.6 a and 9.6 b ) with 6 radial positions from $r=5 \mathrm{~mm}$ to $r=17.5 \mathrm{~mm}$.

Finally, the position of the probe along $z$ axis is then handled with an elevator (Figure 9.7a). The remote control (in yellow on Figure 9.7a) is used to move the elevator up and down. The elevator position is monitored with a graduated ruler.


Figure 9.6 - The probe holder

Collecting measurements The Hall probe is fixed into the probe holder. The rotation given to the holed disk (Figure 9.5) makes the complete device rotate, leading to a rotation of the frame $(x, y, z)$ of the probe at each measure.

The frame $(x, y, z)$ rotates around the vertical axis along a circle of constant radius with $x$ axis oriented outwards to the circle. Due to the positioning of the probe, $B_{x}$ (resp. $B_{y}$ ) is close to $B_{r}$ (resp. $B_{\theta}$ ) with a constant shift angle of 15 degrees. This is due to mechanical constraints concerning the probe holder design.


Figure 9.7 - Overview of the elevator and zoom on the angular shift of the probe.
$B_{x}, B_{y}$ and $B_{z}$ relative to the Hall probe (in red on Figure 9.7b) are taken for 24 positions along a circle of constant radius and transcribed to $B_{r}, B_{\theta}$ and $B_{z}$ (in blue on

Figure 9.7b) following

$$
\begin{align*}
& B_{r}=\cos (\theta) B_{x}-\sin (\theta) B_{y}  \tag{9.1}\\
& B_{\theta}=\sin (\theta) B_{x}+\cos (\theta) B_{y}
\end{align*}
$$

We shall note that the Hall effect sensors are not all placed at the same position. The sensors measuring $B_{x}$ and $B_{y}$ are hence shifted of 2.08 mm to the center of the probe, as shown in Figure 9.8a. The sensor dedicated to $B_{z}$ is at the center.

Figure 9.8b illustrates the rotation of the Hall effect probe along with the associated frame.


Figure 9.8 - Position of the Hall effect sensors
As mentioned, the second part of this chapter is dedicated to the comparison between the experimental results obtained from the previously described process and the numerical ones coming from the 3D Biot \& Savart's model introduced in section 3.3.

The geometry of the magnet on which the experiment has been performed comes directly from CAD. We remind that this conductor is composed of 12 helices. To compute the magnetic field inside the magnet hole, we introduce a cylindrical box of 40 mm in diameter and 400 mm long geometrically centered inside the 50 mm bore magnet.

Three meshes are considered for this geometry resulting from the union of the conductor and the box for which the mesh remains the same. The coarser one - denoted as mesh 1 in the following - consists of 1.5 millions of nodes for 7.6 millions of tetrahedrons. The second one - designated as mesh 2 - have about 2.2 millions of nodes for 13.3 millions of tetrahedrons. The last mesh - denoted as mesh 3 - is the finest one with 11.1 millions of nodes for 65.7 millions of tetrahedrons.

The figure 9.9 illustrates the magnetic field obtained with $500 A$ in the considered magnet. This simulation has been performed using the Biot \& Savart's parallel algorithm with the finest mesh on the Curie supercomputer (TGCC, Paris). In the following, all
the simulations have been performed on the Curie supercomputer using 256 processors for the coarser mesh and 1024 for the other two.


Figure 9.9 - Magnetic field computation through Biot \& Savart's parallel algorithm

### 9.2 Preliminary measurements along $z$ axis

We start the experiment by localizing the magnetic field center of the magnet, that is the point on which the vertical component of the magnetic induction is the highest. From theoretical considerations, the magnetic center of a symmetric solenoid is at center of the bore tube, halfway up the magnet.

The Hall effect probe is thus firstly placed at the geometric center of the magnet hole. Starting from this point, the objective is to determine the reference plan on which the maximal field value is reached, denoted as $z=0$. To this end, we collect the magnetic induction components on various positions along the $z$ axis steering the height from the elevator illustrated in Figure 9.7a.

As displayed in Figure 9.10a, the $z$-component of the magnetic field rises to 0.361 T defining the reference plan. Figure 9.10 b plots the relative error between the experimental measurements of Figure 9.10a and the numerical results obtained both from the 3D Biot \& Savart's law implementation and from the 2D axisymmetrical model. Figure 9.10b introduces the influence of the considered mesh.

Moreover, it shows that the 3D model allows to better evaluate the magnetic field at the helical cut extremities of the magnet.


Figure $9.10-B_{z}$ along $z$ axis
Figure 9.11a (resp. 9.12a) plots the experimental data obtained for $B_{x}$ (resp. $B_{y}$ ) along $z$-axis. Figures 9.11 b and 9.12 b are their numerical equivalent, comparing the 2 D axisymmetrical and the 3D model. The 3D model highlights a variation of these components along $z$, which confirms the asymmetry. Although the shape is coherent, the amplitude is highly different between the numerical model and the measurements.


Figure $9.11-B_{x}$ along $z$ axis


Figure $9.12-B_{y}$ along $z$ axis
The results presented in figures 9.11 and 9.12 provide two main observations. First, the numerical results tend to prove that the considered magnet is not symmetrical and that the 2D axisymmetrical model is not adequate. Nevertheless, the amplitude of experimental values is widely different from one observed numerically in the 3D Biot \& Savart model. This can be due to a misalignment of the probe into the magnet. A great attention has to be paid to the experimental set up especially to the probe older position.

From this considerations, two new measurement campaigns have been performed aiming to a better alignment of the probe holder. The agreement between the results obtained from both campaigns confirms their reproductibility.

The next sections focus on the magnetic field at off-axis position. In order to be easily interpreted, the results are displayed in cylindrical coordinates (9.1). We don't take into account the shift of the sensors within the probe (Figure 9.8a), which complicates the post-processing. Thus, we suppose that the sensors dedicated to $B_{x}$ and $B_{y}$ are located at the same point as the one measuring $B_{z}$.

### 9.3 Comparison at off-axis positions

### 9.3.1 Along a circle of radius $r=17.5 \mathrm{~mm}$ on plan $z=0 \mathrm{~mm}$

This section focus on the measurements of the magnetic field along the circle of radius $r=17.5 \mathrm{~mm}$ on the reference plan $z=0 \mathrm{~mm}$. If the magnet is symmetrical, the component $B_{r}$ is supposed to be zero on the median plan.

The experimental results plotted in Figure 9.13a tends to show that $B_{r}$ varies significantly along the circle. The numerical results obtained with 3D Biot \& Savart's model (Figure 9.13b) confirm that the magnet is not symmetric.

Nevertheless, the order of magnitude of the experimental values collected seems abnormally high. A small inclination would be sufficient to reach such values for $B_{r}$, since the measurement would contain a part of the vertical component $B_{z}$. Moreover, the earth's magnetic field has not been taken into account during our experiment.


Figure $9.13-B_{r}$ along a circle of constant radius $r=17.5 \mathrm{~mm}$ at $z=0 \mathrm{~mm}$
As for the $B_{\theta}$, the observations are similar to the previous ones for $B_{r}$. The experimental measurements (Figure 9.14a) as well as the 3D numerical results (Figure 9.14b) highlight a "3D effect". The order of magnitude and the amplitude of the experimental data could be due to an angular shift of the probe holder whose influence is wide on the median plan.


Figure $9.14-B_{\theta}$ along a circle of constant radius $r=17.5 \mathrm{~mm}$ at $z=0 \mathrm{~mm}$

### 9.3.2 Along a circle of radius $r=17.5 \mathrm{~mm}$ on plan $z=100 \mathrm{~mm}$

This section focuses on the magnetic field obtained 100 mm above the median plan. Far from the magnetic center, the potential angular shift of the probe holder mentioned in the previous section would then have considerably less influence since the $B_{r}$ and $B_{\theta}$ components of the magnetic field are supposed to be higher.


Figure $9.15-B_{r}$ along a circle of constant radius $r=17.5 \mathrm{~mm}$ at $z=100 \mathrm{~mm}$
Figures 9.15 a and 9.15 b display the $B_{r}$ obtained experimentally and numerically along the circle of constant radius $r=17.5 \mathrm{~mm}$. At first, we can see that the order of magnitude and the shape of the graph are both consistent.


Figure 9.16 - Comparison of $B_{r}$ along a circle of constant radius $r=17.5 \mathrm{~mm}$ at $z=$ 100 mm

To compare the previous experimental and numerical results, we have to take care
about the angular starting position of the Hall effect probe. The numerical results of Figure 9.16 whose starting position is known are shifted to fit with experimental ones at best. The corresponding offset is in coherence with the position indicated in the magnet assembly plans.

We remind that the Hall effect sensors are not exactly placed along the circle of radius $r=17.5 \mathrm{~mm}$ (Figure 9.8a). The shift of 2.08 mm - which is not taken into account here - corresponds to a difference of about $10 \%$ in terms of radius.

In an axisymmetrical solenoid, the component $B_{r}$ is proportional to the radius $r$. In that case, the difference of radius which is about $10 \%$ results in a difference of $B_{r}$ of about $10 \%$. This is what we observe on Figure 9.16 which fully stems from this radius offset. Moreover, the influence of the considered mesh is also highlighted in this comparison.


Figure $9.17-B_{\theta}$ along a circle of constant radius $r=17.5 \mathrm{~mm}$ at $z=100 \mathrm{~mm}$
The Stokes theorem establishes a relation between the surface integral of a vectorial field and its line integral over the boundary of the surface. Let's denote $C$ the closed circle on which the measurements are performed and $S$ the surface it induces. The Stokes theorem applied to the magnetic field $\mathbf{B}$ gives

$$
\begin{equation*}
\oint_{C} \mathbf{B} \cdot d \mathbf{l}=\int_{S} \nabla \times \mathbf{B} \cdot d \mathbf{S} \tag{9.2}
\end{equation*}
$$

In our case, the magnetic induction $\mathbf{B}$ is related to the magnetic field $\mathbf{H}$ by the constitutive law $\mathbf{B}=\mu_{0} \mathbf{H}$ where $\mu_{0}$ is the vacuum magnetic permeability. The Maxwell's equation gives $\nabla \times \mathbf{H}=\mathbf{j}$ with $\mathbf{j}$ the current density which is null over the surface $S$ since $S$ is out of the conductor.

Then, the line integral of $B_{\theta}$ along the circle $C$ is expected to be null. Displayed in Figure 9.17b, the results obtained for $B_{\theta}$ with the 3D Biot \& Savart's model tends to satisfy this theory. But this is not the case with the experimental data illustrated by Figure
9.17a. It seems that the measurements for $B_{\theta}$ contains also a part of the $B_{z}$ component which could explain this difference in terms of order of magnitude. Nevertheless, we shall notice that both the shape and the amplitude are coherent between the two graphs.

### 9.3.3 Along a circle of radius $r=17.5 \mathrm{~mm}$ on plan $z=-100 \mathrm{~mm}$

Finally, the last section presents the results obtained along the same circle of constant radius $r=17.5 \mathrm{~mm}$ but this time 100 mm below the magnetic center.

The results are expected to be symmetric with ones obtained at the same distance above the median plan $z=0$. While this is true for numerical results displayed in Figure 9.18 b , this is not the case for experimental results plotted in Figure 9.18a.

The difference in terms of magnitude can comes from the localization of the median plan (see Section 9.2) which could not be exact. But we don't explain the observed difference of shape for now.


Figure $9.18-B_{r}$ along a circle of constant radius $r=17.5 \mathrm{~mm}$ at $z=-100 \mathrm{~mm}$
Applying the same angular offset as previously, Figure 9.19 compares the previous experimental and numerical results.


Figure 9.19 - Comparison of $B_{r}$ along a circle of constant radius $r=17.5 \mathrm{~mm}$ at $z=$ - 100 mm

Concerning $B_{\theta}$, figures 9.20 a and 9.20 b show results whose amplitude is similar. Nevertheless, the shape of the graphs are not in coherence doubtless for the same reasons as for $B_{r}$ (see Figure 9.19).


Figure $9.20-B_{\theta}$ along a circle of constant radius $r=17.5 \mathrm{~mm}$ at $z=-100 \mathrm{~mm}$

## Conclusion

Several experiments undertaken at LNCMI have highlighted the asymmetry of the polyhelix magnets. This goes against the hypothesis considered in the existing 2D axisymmetrical models, and tends to reinforce the need of 3D modeling in this context.

The Biot \& Savart's law introduced in Section 3.3 is used to endorse these observations.

Furthermore, the parallel implementation of this algorithm detailed in Chapter 6 allows to consider the whole magnet geometry within the model.

A dedicated experimental measurement campaign has been set up to validate the 3D numerical results and confirm experimentally the suspected effect of the asymmetry on the magnetic field. Starting with a detailed description of the experimental process, this chapter illustrates the comparison between the numerical and experimental results.

Both experimental measurements and 3D numerical results have allowed to confirm that the magnets are not axisymmetrical. Moreover, the periodicity of these variations observed along the circle of constant radius is related to the helical cut of the magnet. This is an important step in the understanding of the polyhelix magnets behavior. The impact of these observations on the mechanical stresses has not been investigated yet.

Although it validates our 3D model, this comparison is not fully satisfying especially in the lower part of the magnet, that is below the magnetic center. However, we shall note that the magnet on which the experiment has been performed has thousands hours of operation which could have altered its geometry. Aiming to better identify the factors that may have influenced these measurements, new experiments are currently in progress. They are performed on the two innermost helices of an recent insert, isolated from their standard operating environment in order to minimize the potential disruptions.

Finally, this study stresses the importance of the mesh size for such problems, which also confirms the relevance of a parallel implementation for this model.

## Chapter 10

## Validation of the elasticity model

Following the verification step based on the convergence study described in Section 3.4, this section focuses on the validation stage of the linear elasticity model. Dedicated to high field magnets simulation, the validation of this model should ideally be performed by comparison with experimental measurements obtained in real operating conditions. Nevertheless, the instrumentation of magnets in such condition is particularly difficult especially because of the cooling water flow and the high pressure environment, which makes the stress sensors difficult to install. In this context, the comparison of our model with Ansys commercial software applied on real magnet geometry consists in a first validation step. This work was made possible thanks to Julien Giraud, from the Laboratoire de Physique Subatomique et Cosmologie (LPSC).

This chapters describes this comparison at three levels. Starting by comparing the results in terms of temperature field - thus confirming the validity of the electro-thermal model -, we distinguish the displacements resulting from the thermal dilatation and from the Lorentz forces. In this context, the first section focuses on the displacements coming from the thermal dilatation only, while the second part deals with the displacements coming from the Lorentz forces only. The last part assesses the validity of the considered model considering both two forces.
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For this comparison, we consider the inner helix of a real magnet insert on which we impose a current of 31000 A . In those kind of helix, the space between the turns is filled with glass marbles fastened using epoxy glue. Two materials have then to be considered, namely the copper alloy which forms the conductor and the glue. Since the glue contains a high proportion of glass marbles, we model the mechanical properties of the glue with the properties of glass as displayed in Table 10.1.

|  | Copper alloy | Glass |
| :--- | :---: | :---: |
| Electrical conductivity $\sigma_{0}\left[S . m^{-1}\right]$ | $55,6.10^{6}$ | 0 |
| Thermal conductivity $k_{0}\left[W \cdot m^{-1} \cdot K^{-1}\right]$ | 392 | 1.2 |
| Temperature coefficient | $3,35.10^{-3}$ | 0 |
| Lorentz number | $2,41.10^{-8}$ | 0 |
| Young modulus $[\mathrm{MPa}]$ | $120.10^{3}$ | $69.10^{3}$ |
| Poisson coefficient | 0.33 | 0.21 |
| Dilatation coefficient $\left[\mathrm{K}^{-1}\right]$ | $18.10^{-6}$ | $9.10^{-6}$ |

Table 10.1 - Physical parameters considered in elastic model validation
As to water cooling, we consider a constant heat transfer coefficient of $80000 \mathrm{~W} \cdot \mathrm{~m}^{-2} \cdot \mathrm{~K}^{-1}$ and the water is set to 303 K .

As mentioned in Section 3.4, the forces induced by thermal dilatation are taken into account in the model. In our model, the temperature field is given by the non-linear electro-thermal model introduced in Section 3.1. The difference of electrical potential to impose as boundary condition is determined from the current intensity data, and the non-linearity is managed by a Picard algorithm. As to the reference models coming from Ansys software, the temperature field consists in an input data file obtained from an external code namely GetDP |Dular and Geuzaine, 1997| software.

The 3D magnetostatic model described in Section 3.2 was not available at the time when this study has been performed. For this reason, the magnetic field computation is given by the 2D axisymmetrical model in both cases. Although this study should be redone with the 3D magnetic field, it doesn't bias the validation since the two models are based on the same magnetic field data.

The following simulations are performed on 6 processors and based on a mesh composed of 39276 nodes distributed in 179428 tetrahedrons. Starting from the comparison on temperature field, the next section distinguish the forces coming from thermal dilatation only, Lorentz forces only, and finally both of them. In each case, we plot the difference between the results coming from Ansys software and from our model both over a vertical axis centered in helix width and over a radial axis going from internal to external radius.

### 10.1 Comparison on temperature

To ensure the coherence of the next comparisons, we start with the comparison on temperature field. Figure 10.1a (resp. Figure 10.1b) displays the relative difference between the temperature field given by our non-linear electro thermal and from the external code based on GetDP software over the vertical (resp. radial) direction. The comparison along the radius is located halfway up the helix which is about 200 mm heigh and 5 mm thick.


Figure 10.1 - Difference on temperature between the two models along axial and radial directions

The relative difference observed in Figure 10.1 is lower than $1 \%$ which confirms that the temperature data input is coherent in both models. Moreover, this comparison sustains the validation of the electro-thermal model.

### 10.2 Thermal dilatation only

In this section, we consider the displacement and the stress coming only from the thermal dilatation, displayed in Figure 10.2. The Lorentz forces resulting from the magnetic field are not considered.


Figure 10.2 - Displacement and stress criterions with thermal dilatation only

Figure 10.3a (resp. 10.3b) illustrates the difference in terms of displacements over the radial (resp. vertical) direction. Due to the small order of magnitude for displacements, we consider absolute difference instead of relative one.


Figure 10.3 - Difference on displacements between the two models along axial and radial directions with thermal dilatation only

Figure 10.3 shows an absolute difference less than a hundredth millimeter in both cases. This low difference can be due to the one observed for temperature field in the previous section.

As to the stress resulting from the thermal dilatation, the figures 10.4 a and 10.4 b (resp. 10.5a and 10.5 b ) focus on the Tresca (resp. Von-Mises) criterions values obtained on the same locations as previously.


Figure 10.4 - Difference on Tresca criterion between the two models along axial and radial directions with thermal dilatation only


Figure 10.5 - Difference on Von-Mises criterion between the two models along axial and radial directions with thermal dilatation only

If the order of magnitude is coherent between the models, our model tends to overestimate the stresses. As for displacement (Figure 10.3), this can be due to the overestimation of temperature illustrated in Figure 10.1.

### 10.3 Lorentz forces only

This section focuses on the displacement and stress coming from the Lorentz forces only. These corresponding fields are displayed in Figure 10.6.


Figure 10.6 - Displacement and stress criterions with Lorentz forces only
The figures 10.7 a and 10.7 b illustrates the comparison of displacements resulting from magnetic forces over the radial and the vertical axis respectively.


Figure 10.7 - Difference on displacements between the two models along axial and radial directions with Lorentz forces only

The results obtained along the radius (Figure 10.7a) are similar to ones obtained with thermal dilatation only, for which the absolute difference doesn't exceed $2 \cdot 10^{-3} \mathrm{~mm}$. As to the values obtained along the vertical direction (Figure 10.7b), the models coincide more than in the previous case.

As previously, the comparison continues with the values of the stresses criterion. Figure 10.8 a and 10.8 b (resp. 10.9a and 10.9b ) display them both along the vertical and the radial axis.


Figure 10.8 - Difference on Tresca criterion between the two models along axial and radial directions with Lorentz forces only


Figure 10.9 - Difference on Von-Mises criterion between the two models along axial and radial directions with Lorentz forces only

The relative difference between our model and Ansys software are similar with the one observed with thermal dilatation only, over the radial axis. Nevertheless, this difference is significantly lower than in figures 10.4 b and 10.5 b over the vertical axis. We remind that the magnetic field data comes from the same computation for both models.

### 10.4 Thermal dilatation and Lorentz forces

Finally, this last section illustrates the comparison with both Lorentz and thermal dilatation forces (Figure 10.10).


Figure 10.10 - Displacement and stress criterions with both Lorentz and thermal dilatation forces

The figures 10.11a and 10.11b display the differences between the two models along axial and vertical directions, in terms of displacements. The figures 10.12a and 10.12 b focus on the Tresca yield strength, while Figure 10.13a and 10.13b concern the Von-Mises criterion. The resulting differences come close to the sum of the differences obtained with thermal dilatation only (Section 10.2) and Lorentz forces only (Section 10.3). We consider these values as sufficiently low to meet the objectives of our model.


Figure 10.11 - Difference on displacements between the two models along axial and radial directions with both Lorentz and thermal dilatation forces

We shall even note that the absolute difference obtained for displacements over the vertical axis are lower than previously, as if the two previous differences compensate.


Figure 10.12 - Difference on Tresca criterion between the two models along axial and radial directions with both Lorentz and thermal dilatation forces


Figure 10.13 - Difference on Von-Mises criterion between the two models along axial and radial directions with both Lorentz and thermal dilatation forces

## Conclusion

In this chapter, we detail the validation of the linear elasticity model coupled with the electro-thermal and the magnetostatic ones. In the absence of experimental measurements, the validation is based on the comparison with dedicated commercial software. The coupling with the electro-thermal model through the thermal dilatation phenomenon and with the magnetostatic model to take into account the Lorentz forces are considered separately. In both cases, the comparison of the resulting displacements as well as the stress criterions proves the validity of our model.

## Chapter 11

## SER applied to the electro-thermal model

This section investigates the application of the SER method introduced in Section 2.3 on the reduced electro-thermal model detailled in Chapter 4. The objective is to assess the feasability and the relevance of this method in the context of high field magnets.

The first application focuses on the sector of Bitter magnet, already introduced in sections 8.2 and 8.3. As for the 2D benchmark, we compare the results obtained through the SER method and its variants with their equivalent coming from the standard reduced basis methodology. Moreover, this study investigates as well the impact of the training set size within the EIM building step.

The second part focuses on the computational time and especially on the gain offered by SER within the EIM Greedy algorithm. To this end, we apply SER on a larger problem, for which it has been initially designed. This application focuses on the radial helix introduced in Section 8.1.2.
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### 11.1 Application to a Bitter magnet

The first application, aiming to highlight the feasibility of SER within the multi-physics electro-thermal model, is based on the geometry of the Bitter magnet's sector already used in the context of parametric studies. Apart from the previous numerical experiments of sections 8.2 and 8.3, all parameters vary into the ranges displayed in Table 11.1. In this section, we are interested both in the errors on the solution and on the output introduced in (2.38) and in the convergence study of the method. In addition to the maximal values of these errors, we investigate their average value over a set of parameters of size 1000 which remains the same throughout the study.

| $\sigma_{0}$ | $\left[40 \times 10^{6}, 60 \times 10^{6}\right]$ MS.m ${ }^{-1}$ |
| :--- | :--- |
| $\alpha$ | $\left[3.3 \times 10^{-3}, 3.5 \times 10^{-3}\right] K^{-1}$ |
| $L$ | $\left[2.5 \times 10^{-8}, 2.9 \times 10^{-8}\right]$ |
| $\mathbf{j}$ | $\left[30 \times 10^{6}, 100 \times 10^{6}\right]$ A.m |
| $h$ | $[50000,65000]$ W.m ${ }^{-2} . K^{-1}$ |
| $T_{w}$ | $[293,313] K$ |

Table 11.1 - Input parameters

EIM trainset of size 100 We start by considering a trainset of size 100 in the EIM building step. Table 11.2 displays the behavior obtained applying the standard RB methodology.

| $N$ | $M$ | $\max \left(\epsilon_{M, N}^{u}\right)$ | $\max \left(\epsilon_{M, N}^{s}\right)$ | $\operatorname{mean}\left(\epsilon_{M, N}^{u}\right)$ | $\operatorname{mean}\left(\epsilon_{M, N}^{s}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 5 | $1.64 \mathrm{e}+1$ | $1.94 \mathrm{e}-1$ | $1.51 \mathrm{e}+0$ | $1.69 \mathrm{e}-2$ |
| 10 | 10 | $6.84 \mathrm{e}+0$ | $8.24 \mathrm{e}-2$ | $4.90 \mathrm{e}-1$ | $5.96 \mathrm{e}-3$ |
| 15 | 15 | $6.30 \mathrm{e}-2$ | $4.90 \mathrm{e}-4$ | $5.33 \mathrm{e}-3$ | $3.16 \mathrm{e}-5$ |
| 20 | 20 | $1.31 \mathrm{e}-2$ | $1.65 \mathrm{e}-4$ | $1.28 \mathrm{e}-3$ | $1.33 \mathrm{e}-5$ |
| 25 | 25 | $9.80 \mathrm{e}-3$ | $6.74 \mathrm{e}-5$ | $6.88 \mathrm{e}-4$ | $5.77 \mathrm{e}-6$ |

Table 11.2 - Standard method - EIM trainset size $=100$
To start with, Table 11.3 displays the maximum and average values of the errors resulting from the application of the initial SER method, within the reduced electro-thermal model. This numerical experiment relies on a random selection process for the RB approximation space building step, similar to the standard method illustrated in Table 11.2.

| $N$ | $M$ | $\max \left(\epsilon_{M, N}^{u}\right)$ | $\max \left(\epsilon_{M, N}^{s}\right)$ | $\operatorname{mean}\left(\epsilon_{M, N}^{u}\right)$ | $\operatorname{mean}\left(\epsilon_{M, N}^{s}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 5 | $1.05 \mathrm{e}+1$ | $2.09 \mathrm{e}-2$ | $1.26 \mathrm{e}+0$ | $3.27 \mathrm{e}-3$ |
| 10 | 10 | $5.07 \mathrm{e}-1$ | $3.42 \mathrm{e}-3$ | $1.05 \mathrm{e}-1$ | $4.69 \mathrm{e}-4$ |
| 15 | 15 | $5.24 \mathrm{e}-1$ | $1.05 \mathrm{e}-3$ | $3.95 \mathrm{e}-2$ | $1.18 \mathrm{e}-4$ |
| 20 | 20 | $9.23 \mathrm{e}-2$ | $1.89 \mathrm{e}-4$ | $8.78 \mathrm{e}-3$ | $2.79 \mathrm{e}-5$ |
| 25 | 25 | $3.26 \mathrm{e}-2$ | $1.90 \mathrm{e}-4$ | $3.59 \mathrm{e}-3$ | $2.72 \mathrm{e}-5$ |
| 30 | 30 | $7.48 \mathrm{e}-3$ | $6.62 \mathrm{e}-5$ | $1.14 \mathrm{e}-3$ | $8.02 \mathrm{e}-6$ |
| 40 | 40 | $4.59 \mathrm{e}-3$ | $5.10 \mathrm{e}-5$ | $6.19 \mathrm{e}-4$ | $5.12 \mathrm{e}-6$ |
| 50 | 50 | $4.17 \mathrm{e}-3$ | $5.03 \mathrm{e}-5$ | $1.86 \mathrm{e}-4$ | $1.47 \mathrm{e}-6$ |
| 60 | 60 | $4.17 \mathrm{e}-3$ | $5.04 \mathrm{e}-5$ | $1.79 \mathrm{e}-4$ | $1.59 \mathrm{e}-6$ |

Table 11.3 - SER - Random - EIM trainset size $=100$
The conclusion resulting from the comparison of the tables 11.3 and 11.2 are multiple. First of all, it allows to confirm the behavior observed with the 2D benchmark namely slightly higher errors for a same number of basis functions. The further study up to 60 basis functions also show that the errors obtained with the standard RB methodology are reachable through SER enriching the considered approximation spaces. Nevertheless, the resulting errors eventually reach a plateau.

Still considering the initial SER method, Figure 11.1 illustrates the convergence study performed for each considered EIM approximations. As expected, the observed behavior is similar to the preliminary studies performed in the context of the benchmark.


Figure 11.1 - EIM convergence study - Comparison of standard and SER random
Figures 11.2 a and 11.2 b concerns the convergence obtained from the reduced basis solution and output. Although the SER method tends to degrade the convergence of the solution, the convergence of the output seems not to be significantly impacted. These results especially support the relevance of SER in the context of parametric studies or uncertainty quantification.


Figure 11.2 - RB convergence study - Comparison of standard and SER random
Based on the same EIM trainset, the next study focuses on the error indicator introduced in Section 2.3.1. Table 11.4 illustrates its use through the parameter selection process during RB offline stage. This consists of the first variant investigated for SER. The Greedy algorithm displays little impact on the 2D benchmark (Table 2.2), however in this application it proves to have a significant influence.

| $N$ | $M$ | $\max \left(\epsilon_{M, N}^{u}\right)$ | $\max \left(\epsilon_{M, N}^{s}\right)$ | $\operatorname{mean}\left(\epsilon_{M, N}^{u}\right)$ | $\operatorname{mean}\left(\epsilon_{M, N}^{s}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 5 | $7.66 \mathrm{e}+0$ | $2.71 \mathrm{e}-2$ | $1.25 \mathrm{e}+0$ | $7.88 \mathrm{e}-3$ |
| 10 | 10 | $3.37 \mathrm{e}-1$ | $7.82 \mathrm{e}-4$ | $1.49 \mathrm{e}-1$ | $1.97 \mathrm{e}-4$ |
| 15 | 15 | $4.85 \mathrm{e}-2$ | $2.64 \mathrm{e}-4$ | $1.75 \mathrm{e}-2$ | $5.02 \mathrm{e}-5$ |
| 20 | 20 | $2.93 \mathrm{e}-2$ | $3.40 \mathrm{e}-4$ | $3.48 \mathrm{e}-3$ | $2.68 \mathrm{e}-5$ |
| 25 | 25 | $5.23 \mathrm{e}-3$ | $4.59 \mathrm{e}-5$ | $1.21 \mathrm{e}-3$ | $3.47 \mathrm{e}-6$ |

Table 11.4-SER - Greedy - EIM trainset size $=100$
Lastly, Table 11.5 studies the effect of the $r$-adaptation variant on the considered application. Similarly with the results obtained on the 2D benchmark, this variant doesn't show any improvement compared with the previous one. By contrast, it even tends to deteriorate the reduced basis solution.

| $N$ | $M$ | $\max \left(\epsilon_{M, N}^{u}\right)$ | $\max \left(\epsilon_{M, N}^{s}\right)$ | $\operatorname{mean}\left(\epsilon_{M, N}^{u}\right)$ | $\operatorname{mean}\left(\epsilon_{M, N}^{s}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 5 | $6.26 \mathrm{e}+0$ | $2.00 \mathrm{e}-2$ | $1.41 \mathrm{e}+0$ | $6.26 \mathrm{e}-3$ |
| 10 | 10 | $8.53 \mathrm{e}-1$ | $8.34 \mathrm{e}-3$ | $3.89 \mathrm{e}-1$ | $1.23 \mathrm{e}-3$ |
| 15 | 15 | $6.73 \mathrm{e}-1$ | $7.34 \mathrm{e}-4$ | $3.61 \mathrm{e}-1$ | $2.56 \mathrm{e}-4$ |
| 20 | 20 | $3.64 \mathrm{e}-1$ | $3.57 \mathrm{e}-4$ | $1.34 \mathrm{e}-1$ | $4.22 \mathrm{e}-5$ |
| 25 | 25 | $8.23 \mathrm{e}-2$ | $2.49 \mathrm{e}-4$ | $2.39 \mathrm{e}-2$ | $2.41 \mathrm{e}-5$ |

Table 11.5 - SER - Greedy - $r$-adaptation (EIM 20\%, RB 20\%)
Figure 11.3 compares the convergence of the EIM approximations, for the introduced

SER variants. It adds the results related with the use of the error indicator to the previous ones introduced in Figure 11.1. In coherence with the previous analysis based on the errors, these graphs highlight the influence of the smart parameter selection offered by the use of a Greedy algorithm in the RB approximation space building step. The low impact of the $r$-adaptation variant in this context is also visible through these convergence studies.


Figure 11.3 - EIM convergence study - Comparison of standard and SER Greedy
We conclude this analysis by the study of the error indicator behavior used during the RB offline stage. Figure 11.4 plots the maximal values obtained in the parameter selection process at each step of the RB approximation space enrichment. This graph first allows to ensure that the expect behavior is obtained, namely the decrease of the error indicator with the size of the RB approximation space. It confirms also the previous remark concerning the $r$-adaptation method which does not improve the situation.


Figure 11.4 - Error indicator $\left\|\mathcal{Y} R_{N, M}^{a f f}(\cdot ; \boldsymbol{\mu})\right\|_{Y}$ used in RB Greedy algorithm.
Regarding the SER multi-levels variant, the first results obtained on this application are illustrated in Figure 11.5. Like in the 2D benchmark, we observe an improvement of the EIM approximations convergence from the 2nd SER level. Although it doesn't allow to reach the behavior obtained with the standard RB methodology, these preliminary results tend to confirm the relevance of the multi-levels SER method.


Figure 11.5 - SER multilevel - Random - EIM convergence
We point out that the preliminar results presented in Figure 11.5 for the SER multilevels variant need to be further developed. This variant gives promising results, but its implementation is recent. It still needs to be verified and validated for such multi-physics applications.

EIM trainset of size 1000 We continue this numerical experiment by investigating the influence of the EIM trainset size. To this end, we turn to a trainset of size 1000 which is thus ten times larger than the previous one. We note that there is no relations between this new trainset and the previous one. Table 11.6 displays the errors obtained with the SER method combined to the Greedy algorithm at the RB approximation space building step. Compared to its equivalent with the previous trainset illustrated by Table 11.4, the increase of the trainset set size does not seem to have a significant impact.

| $N$ | $M$ | $\max \left(\epsilon_{M, N}^{u}\right)$ | $\max \left(\epsilon_{M, N}^{s}\right)$ | $\operatorname{mean}\left(\epsilon_{M, N}^{u}\right)$ | $\operatorname{mean}\left(\epsilon_{M, N}^{s}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 5 | $9.53 \mathrm{e}+0$ | $3.57 \mathrm{e}-2$ | $1.49 \mathrm{e}+0$ | $5.59 \mathrm{e}-3$ |
| 10 | 10 | $3.97 \mathrm{e}-1$ | $1.74 \mathrm{e}-3$ | $1.47 \mathrm{e}-1$ | $7.85 \mathrm{e}-4$ |
| 15 | 15 | $7.82 \mathrm{e}-2$ | $1.93 \mathrm{e}-4$ | $1.51 \mathrm{e}-2$ | $4.51 \mathrm{e}-5$ |
| 20 | 20 | $2.66 \mathrm{e}-2$ | $8.03 \mathrm{e}-5$ | $5.39 \mathrm{e}-3$ | $2.22 \mathrm{e}-5$ |
| 25 | 25 | $6.61 \mathrm{e}-3$ | $4.84 \mathrm{e}-5$ | $1.63 \mathrm{e}-3$ | $1.07 \mathrm{e}-5$ |

Table 11.6 - SER- RB Greedy - EIM trainset size $=1000$
This consideration is supported by Figure 11.6 which compares the convergence of the EIM approximations in this context with the previous convergence studies.



Figure 11.6 - EIM convergence study - Eim training set of size 1000

### 11.2 Application to a polyhelix

Still based on the electro-thermal model, the second application focuses on the radially cooled helix introduced in Section 8.1.2. We now investigate the potential gain offered by the SER method for this larger problem. This numerical experiment compares the computational time required by the standard methodology and by SER on such a problem.

The mesh used in this study is composed of 2.2 millions of tetrahedrons, for approximately 500000 nodes (see Figure 8.1). The next simulations are performed on 12 processors, on a computer equipped with 2 multi-threaded 6 cores CPUs and 141 GB of shared memory. Like in Section 11.1 with the Bitter magnet, all input parameters vary. The ranges displayed in Table 11.7 are equivalent to the ones used in the sensitivity analysis of Section 8.1.2. The current density is replaced by the difference of potential $V_{D}$ which directly gives the Dirichlet boundary condition on electrical potential.

| $\sigma_{0}$ | $\left[50 \times 10^{6}, 50.2 \times 10^{6}\right] \quad$ MS. $m^{-1}$ |
| :--- | :--- |
| $\alpha$ | $\left[3.3 \times 10^{-3}, 3.5 \times 10^{-3}\right] K^{-1}$ |
| $L$ | $\left[2.5 \times 10^{-8}, 2.9 \times 10^{-8}\right]$ |
| $V_{D}$ | $[55,65] \quad V$ |
| $h$ | $[70000,90000]$ W.m |
| $T_{w} .2$ | $[293,313] K$ |

Table 11.7 - Input parameters
The next study is based on EIM and RB approximation spaces of size 5. It aims to compare the computational time necessary to perform the EIM Greedy algorithm with the standard RB methodology and with the introduced SER method. To this end, we focus on the EIM approximation related with the electrical conductivity $\sigma(T)$ for which
the trainset is composed of 100 parameters.
Consisting of the same finite element solve in both cases, the computational time related with the initialization of the EIM building step is approximately 1760 seconds. From there, the SER method uses the reduced basis approximation which results from the first EIM basis function, while the standard methodology uses finite elements approximations. Regarding the first EIM Greedy algorithm for which the available reduced basis approximation relies on a single basis function, the mean time required to solve the reduced problem is 2.1 seconds compared with 2087 seconds for the corresponding finite element one. Regarding the whole set of resolutions performed within the EIM Greedy algorithm, this amounts to a factor close to 500 in terms of computational time.

Through each stage of the SER method, the EIM basis functions are built from a set of reduced basis approximations based on an enriched RB approximation space. In this context, Table 11.8 displays the mean time necessary for a single resolution and the resulting gain factor related with the whole EIM Greedy algorithm.

| N | Mean time per online realization (s) | EIM Greedy algorithm gain factor |
| :--- | :---: | :---: |
| 1 | 2.1 | 495 |
| 2 | 4.3 | 321 |
| 3 | 7.7 | 213 |
| 4 | 6.1 | 254 |

Table 11.8 - Performances of the SER method on a large scale multi-physics problem
The standard methodology with $N=M=5$ results in an maximal output error of $4.5 \times 10^{-2}$, still considering the mean temperature over the domain as output. Only the SER method combined with the use of the error indicator (see Section 2.3.1) ensures the convergence of the online solver, which results in a maximal error of $2.1 \times 10^{-1}$ compared with the finite element approximation.

The initial SER method using a random selection process regarding the building of the RB approximation space shows convergence problems on some inputs. This proves the relevance of a smart selection process in such a context.

## Conclusion

As seen in the Chapter 8, the use of model order reduction is essential to perform efficiently parametric studies and sensitivity analysis in the context of high field magnet modeling. Nevertheless, the computational cost related with the EIM approximations carried out by the offline stage can remain prohibitive.

The SER method and its variants, introduced in Section 2.3, have been designed to address this issue. They are thus well suited for such applications. This section emphasizes on the feasability and the relevance of the SER method used within the reduced electro-thermal model, as a follow up of the results obtained with the 2D benchmark (see Chapter 2). The use of the error indicator (Section 2.3.1) proves essential in this appli-
cation. Especially, it is necessary to ensure the convergence of the method in the second example (Section 11.2). Like in the 2D benchmark, the multi-levels $\operatorname{SER}(l)$ is the most promising variant.

Moreover, this sections gives a first review in terms of computational cost of SER compared with standard RB methodology. This confirms the pertinence of this method on 3D industrial non-linear multi-physics application, and suggests that it opens various opportunities in such contexts.

We note that the implementation of the EIM method within the Feel++ RB framework can be improved. Indeed, some of the operations still depend on the finite element dimension. We can hence expect to decrease the computational time, with an optimized implementation of the EIM algorithm which is currently in progress.

## Chapter 12

## Hybrid magnet design

As mentioned in introduction, two main technologies are involved to produce magnetic field from electrical current. On one hand, the superconducting magnets which conduct the current without electrical resistance but which are limited in terms of magnetic field intensity. On the other hand, the resistive magnets which are at the basis of high magnetic fields studied in this thesis.

The combination of these two technologies resulting in the so-called hybrid magnets intends to reach continuous field whose intensity exceeds $40 T$. The only hybrid magnet currently in operation - located in the United States at the NHMFL, Tallahassee - reaches $45 T$ in 32 mm bore. In Grenoble, the development of an Hybrid magnet |Pugnat et al., 2016 aiming to reach $45 T$ is currently in progress.

As illustrated in Figure 12.1b, this magnetic field intensity is the sum of 27.3 T produced by a resistive magnet plus $9.2 T$ coming from a Bitter magnet and 8.5 $T$ coming from the superconductor outsert.


Figure 12.1 - Illustration of the LNCMI hybrid magnet

In this chapter, we focus on the resistive part based on the polyhelix technology developed at the LNCMI. The resistive insert (Figure 12.2) is composed of 14 longitudinally cooled helices. Its design is all the more challenging due to the background field generated by the superconductor.


Figure 12.2 - Illustration of the hybrid resistive part
Based on the non-linear coupled multi-physics model introduced in Chapter 3, this study aims to anticipate the behavior of the resistive magnet within its operating environment. The first section focuses on the thermal behavior considering the maximum current intensity available. The second section deals with the resulting magnetic field, while the last one focuses on the mechanical quantities of interest, namely the displacements and stresses coming from the thermal dilatation and the Lorentz forces.

## Contents
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In each of these sections, we compare the behavior of two resistive magnet inserts. The first one denoted as standard is a polyhelix designed to be operated with only Bitter outsert. The second one is the resistive part of the hybrid magnet illustrated in Figure 12.2. The design of these two magnets composed both of 14 helices slightly differs due to the environment in which they operate.

The two inserts are made of the same copper alloy whose properties are given in Table 12.1. We shall note that such properties cannot be achieved from standard materials. This kind of alloy, which is still the focus of advanced research in the domain of materials, is specifically designed for this use. The cooling parameters are based on measurements obtained from other operating magnets. The helices of these magnets are hold in place by two plates at the top and at the bottom of the insert, while allowing a small vertical displacement. The plates are not considered in our geometry but are modeled by a homogeneous Dirichlet boundary condition at the bottom of the magnet.

| $\sigma_{0}$ | $52.5 \quad$ MS. $\mathrm{m}^{-1}$ |
| :--- | :--- |
| $k_{0}$ | $380 \quad$ W.m |
| $\alpha$ | $3.6 \times 10^{-1} \cdot K^{-1} \quad K^{-1}$ |
| $L$ | $2.47 \times 10^{-8}$ |
| $\mathbf{I}$ | $31000 \quad A$ |


| $h$ | $85000 \quad W \cdot \mathrm{~m}^{-2} \cdot \mathrm{~K}^{-1}$ |
| :--- | :--- |
| $T_{w}$ | $292 \quad K$ |
| $E$ | $120 \quad G P a$ |
| $\nu$ | 0.33 |
| $\alpha_{T}$ | $18 \times 10^{-6}$ |

Table 12.1 - Input parameters
From a numerical point of view, the difficulty resides in the size of the problems related with these simulations. The meshes of the two inserts are made directly from the geometries coming from CAD, and indeed reach several millions of tetrahedrons. The number of degrees of freedom comes close to one million and the simulations takes about one hour on 32 processors.

### 12.1 Temperature

As already explained, the temperature is a critical variable in the context of high field magnets design. This first section introduces the comparison of the thermal behavior in the two resistive magnets. We remind that the design of these two inserts slightly differs, since they are intended to work under different conditions. Nevertheless, the current imposed is the same in both cases reaching an intensity of 31000 A .

Figure 12.3a (resp. 12.3b) illustrates the temperature map within the magnet in standard (resp. hybrid) environment. As expected, the maximum temperature is reached within the most internal helices due to the current density which is higher in this region. Moreover, the difference of design leads to a slightly higher temperature within the hybrid magnet resistive insert which limits all the more the choice in terms of material.

(a) Standard $(37 T)$

(b) Hybrid (45 $T$ )

Figure 12.3 - Temperature on 14 helices magnet insert

This analysis is confirmed by Figure 12.4 which displays the thermal behavior along $x$ axis on the median plan. Besides the temperature values are similar within the external helices, this plot highlights the temperature increase in the most internal helices of the hybrid magnet resistive insert. Indeed, this polyhelix is designed to reach $27.3 T$ on its own which induces a higher current density on the innermost helices.


Figure 12.4 - Temperature along $x$ axis on the median plan

### 12.2 Magnetic field

This second section focuses on the magnetic field computation for the two previous magnets. Although the 3D magnetostatic model has been introduced in Section 3.2 for this purpose, the following study is based on a 2D axisymmetrical analytical model.

Indeed, the add of a surrounding bounding box required to impose the infinity boundary conditions increase the complexity of the problem. For now, we don't succeed in building a mesh which could be appropriate to this 14 helices insert.

Figures 12.5 a and 12.5 b display the magnetic field map of the considered resistive magnet within their environment. The design optimization of these objects being performed from the employed 2D axisymmetrical model, the obtained magnetic values are in good agreement with the claimed performances. These magnets are indeed designed to reach $37 T$ and $45 T$ for a maximal current intensity of 31000 A .


Figure 12.5 - Magnetic field on 14 helices magnet insert
Nevertheless, 3D magnetic field computations have however been performed on a part of the hybrid magnet resistive insert to investigate the impact of its asymmetry, emphasized in Chapter 9. Figure 12.6 displays the magnetic field generated by the 8 innermost helices of this insert. The mesh used for this simulation is composed of 27 millions of tetrahedrons which amounts to $4.3 \times 10^{6}$ vertices and $31.6 \times 10^{6}$ edges on which the $H_{\text {curl }^{-}}$ conforming finite element degrees of freedom are located. Performed on 48 processors, the magnetic field computation on its own requires 1.3 hours.

On Figure 12.6, the conductor is colored by the current density imposed to the magnet while the arrows illustrating the 3D magnetic field are colored by its module. Some isosurfaces related with the magnetic field are represented as well.


Figure 12.6 - 3D magnetic field

Figures 12.7 and 12.8 compare the 3D magnetic field with the 2D axisymmetrical results along the axis $z$ and along a circle of constant radius $r=20 \mathrm{~mm}$. The maximum magnetic field values along $z$ axis (Figure 12.7a) as well as the magnetic field homogeneity (Figure 12.7 b ) are in good agreement. This shows that the magnetic field profiles are coherent. In relation with the comparison with the dedicated measurement campaign introduced in Chapter 9, Figure 12.8 confirms the 3D effect previously highlighted.


Figure 12.7 - Magnetic field profile along $z$ axis


Figure $12.8-B_{r}$ along circle of radius $r=20 \mathrm{~mm}$

### 12.3 Displacements and stresses

The displacements and the stresses caused both by the thermal dilatation phenomenon and the Lorentz forces is a key point of the high field magnet design as well. Especially, the choice of the material to be used in this context is guided by the estimation of the maximal stresses to support. The latter has to combine a sufficient mechanical resistance
with a suitable electrical conductivity.
To this end, the 3D linear elasticity model introduced in Section 3.4 is coupled with the temperature coming from the electro-thermal computations (see Section 12.1), and with the magnetic field obtained from the 2D axisymmetrical model (see Section 12.2), taking into account the whole magnetic environment.

At first, this model allows to compute the displacements resulting from the thermal dilatation and the magnetic forces as displayed in figures 12.9 a and 12.9 b . Although they not exceed one millimeter, these displacements remains important compared with the space between two copper tubes.

As described in Figure 12.9 on which the displacements are applied to the considered geometry multiplied by a factor 50 , the resulting deformation makes the magnet take a barrel-like shape. This behavior is expected due to the compressive forces at the bottom and at the top caused by the plates allowing to hold the helices in place.

The displacements obtained within the hybrid environment are significantly higher due to the background field of the superconductor which increases the Lorentz forces.

(a) Standard $(37 T)$

(b) Hybrid (45 $T$ )

Figure 12.9 - Displacements on 14 helices magnet insert
From an engineering point of view, we refer instead to the relative displacement known as strain. The maximum displacement value in the standard case (Figure 12.9a) corresponds to a strain of $0.28 \%$ while the maximal displacements in the hybrid environment reaches $0.38 \%$.

While the displacements are concentrated into the most external helices due to their size, this is not the case for the stresses whose repartition highly depends on the design.


Figure 12.10 - Von-Mises stress on 14 helices magnet insert
Figure 12.10a displays the Von-Mises stresses obtained within the standard environment which still reach more than $400 M P a$. As to the hybrid magnet insert, Figure 12.10b illustrating the Von-Mises stresses emphasizes an important increase of the stresses which exceed 500 MPa .

Figure 12.11 compares the Von-Mises criterion computed along the $x$ axis for the two inserts. The difference in terms of design is all the more marked through this graph showing that the highest stresses are not concentrated in the same helices. Besides the knowledge of the requested mechanical resistance, these results enable to anticipate the repartition of the stresses.


Figure 12.11 - Von-Mises stress along $x$ axis

Turning back to the 3D magnetic field generated by the 8 innermost helices (Figure 12.6), we investigate the resulting stresses. In particular, the figures 12.12 a and 12.12 b compare the Von-Mises stress criterions computed from the Lorentz forces coming from the 2D axisymmetrical model and from the 3D one.

The two figures are on the same scale, and they show that the use of the 2D axisymmetrical model underestimates the stresses, which mean that they are even higher than expected. We also remind that the maximum magnetic field computed with the 3D model is higher than the one given by the 2D axisymmetrical model (Figure 12.7a). This can partly explain the difference in terms of stresses. Although this analysis doesn't allow a firm conclusion, it encourages to perform further studies in this sense.


Figure 12.12 - 3D stresses on the 8 most internal helices of the hybrid magnet resistive insert

## Conclusion

In this chapter, we were interested in the predictive analysis of the behavior of the hybrid magnet resistive insert within its operating environment. To this end, we compare the temperature, the magnetic field and the resulting stresses of two resistive inserts. This allows both to get a better idea of the order of magnitude of the studied quantities in a standard environment, and to assess how the design of the hybrid magnet is challenging.

The magnetic field is computed using the 2D axisymmetrical model which serves to perform the design optimization. The 3D magnetostatic model is used on the 8 innermost helices only due to mesh complexity issues. The resulting magnetic field emphasizes the impact of the magnet asymmetry mentionned in the dedicated Chapter 9 .

This study allows to predict the repartition of temperature and stresses within the whole resistive insert that was never before available. It bring insights for the specifications requested by the hybrid magnet, especially in terms of materials.

From a numerical point of view, this experiment proves the feasability of our multiphysics model on real and complex geometries. This study however needs to be pursued, in order to use the full 3D model on the whole 14 helices insert. The main difficulty comes from the application of the infinite boundary conditions related with the magnetostatic model. To overcome this issue, we investigate the use of the Biot \& Savart model introduced in Chapter 3.3 on the boundaries of a smaller surrounding box.

## Conclusions and outlook

## Conclusion

Throughout this thesis, we have introduced a set of tools dedicated to high field magnets modeling. Various physics are involved in this context, leading to the development of a 3D non-linear multi-physics coupled model as our primary objective.

All these developments rely on the finite element method and its implementation within the Feel++ library. In particular, they benefit from the high performance computing features of the library.

The 3D model come as a complement to the existing 2D axisymmetrical models, providing better insight for the high field resistive magnets developed at the Grenoble High Magnetic Field Laboratory. The core ingredients of this full 3D multi-physics model consist of a non-linear electro-thermal model, a magnetostatic model for which various formulations are considered, and a linear elasticity model resulting in the stresses computation. Chapter 3 precisely describes each of these models from the underlying equations, with the corresponding variational formulations. We illustrate their implementation with convergence studies, allowing to ensure that the expected mathematical properties are satisfied.

Regarding the magnetostatic model, the Maxwell's equations require to consider $H_{\text {div }}$ and $H_{\text {curl }}$ conforming finite elements instead of nodal ones. The Raviart-Thomas and Nédélec finite elements, detailed in Chapter 1, have been studied for this purpose. Their implementation within Feel++ is an important contribution of this work. It is the focus of Chapter 5 . Thanks to this development, the De Rham diagram is now fully supported in Feel++.

The magnetic field can also be computed from the Biot \& Savart's law, coming from the Maxwell's equations as well. Its sequential implementation is trivial, but doesn't provide satisfactory performances for the large size problems we are interested in. However, the computation of the underlying integrals is not naturally parallel. To address this issue, we propose in Chapter 6 a parallel algorithm for the Biot \& Savart's law which is original to our knowledge.

The validity of each developed model is illustrated through various numerical applications, choosen as meeting with the specific needs of the high magnetic field facilities. In particular, Chapter 9 presents a measurement campaign dedicated to magnet asymmetry. Indeed, some experiments (NMR and magnetic levitation) have shown that the magnetic field is 3D. However, up to this development the magnetic field was considered as 2D
axisymmetric for the magnet design. The parallel implementation of Biot \& Savart's law especially enables to partly reproduce experimental measurements, considering the whole 3D geometry. This confirms the 3D nature of the magnetic field. It also justifies the importance of relying on a full 3D model for a better design optimization of high field magnets.

This multidisciplinary work has been presented in the international Magnet Technology conference in Seoul (Korea) |Daversin et al., 2015|, along with a dedicated paper |Daversin et al., 2016b|. More recently, an overview of this project was the focus of a highlighted talk |Daversin et al., 2016a|, at the 10th International Symposium on Electric and Magnetic Fields in Lyon (France).

To reach higher magnetic fields, the conception of magnets pushes the materials to their limit, making the reliability of these models all the more important. Nevertheless, the implementation of such a 3D model hides an important computational cost, due to the large size of the considered problems.

The uncertainties associated with the model inputs, namely the material properties as well as the operating conditions whose exact values are not known, must be taken into account within our model. In order to cater to the needs in terms of parametric studies and uncertainty quantification, the efficiency on our model requires a particular attention. The Reduced Basis (RB) method is well suited in such a many query context. It has thus been favored to circumvent the underlying complexity.

Its efficiency essentially relies on an offline/online strategy, which requires an affine decomposition of the problem. Chapter 2 describes the use of this method in the context of non-linear and non affinely parametrized problems. In particular, it introduces the Empirical Interpolation Method (EIM), widely used to recover the needed affine decomposition. Its application on the 3D electro-thermal model is presented in Chapter 4, illustrated by two concrete examples.

However, the use of EIM can imply a large number of finite element approximations, making its cost prohibitive. The Simultaneous Empirical interpolation and Reduced basis (SER) method has been proposed in this context. It aims to decrease the number of finite elements approximations, benefiting from the use of the reduced basis approximation within the EIM offline stage. To this end, the EIM and RB approximations spaces are built simultaneously.

Described in Chapter 2, SER is an original contribution of this thesis. We detail also numerous variants for this method, based on the development of an appropriate error indicator. All are backed by results on a 2D benchmark.

Turning back to the primary objective related with high field magnets modeling, Chapter 8 exhibits the use of the RB model to address some practical issues. The application of SER on this reduced electro-thermal model is the focus of Chapter 11. It proves to be relevant on such an application, opening new possibilities while ensuring a reasonable cost.

Firstly introduced in |Daversin and Prud'Homme, 2015a|, the SER method has re-
cently been presented at MoRePaS (Model Reduction for Parametrized Systems) in Trieste (Italy) |Daversin and Prud'Homme, 2015b|. A paper |Daversin and Prud'Homme, 2016| detailing the last obtained results has just been submitted in this context.

## Outlook

The follow up to be given to this project extends to multiple levels.
At first, the multi-physics model aiming to study the high field magnets can be enriched with more advanced models.

In particular, the account of water cooling process can be highly improved. The current cooling model relies on a constant heat transfer coefficient and an average coolant temperature. The hydraulic is far more complex and challenging especially for radially cooled helices. Indeed in this case, as the flow is not established, there is no valid correlation to estimate the heat transfer coefficient. An advanced turbulence model would then be of great interest.

The mechanical model introduced in Chapter 3 is based on the linear elasticity equation. This model is well suited as long as the deformations remain small. We have seen, for instance with the Hybrid magnet project detailed in Chapter 12, that the stresses can reach high values, approaching the elastic limits of the materials. Moreover, large deformations are observed on failing magnets. As soon as the elastic limit is exceeded, the linear model is no longer sufficient and the results coming from our model no longer make sense. Non-linear elasticity models should be investigated to study the potential plastic deformations.

Lastly, the models developed through this work are all limited to the steady case. Nevertheless, the power up of the magnets is not instant. The development of unsteady models could help to better understand what goes at this step. In addition, this kind of model would also be interesting to model the power failures. This is an important issue of the hybrid magnet project.

The improvement of our multi-physics model resides also in the underlying numerical methods. Chapter 5 describes the implementation of the Raviart-Thomas and Nédélec finite elements at lowest order. The implementation of the high order elements introduced in Chapter 1 is the next step. Other $H_{\text {div }}$ and $H_{\text {curl }}$ conforming finite elements could also be investigated, especially Brezzi-Douglas-Marini (BDM), and Nédélec of second type.

On the other hand, Hybrid Discontinuous Galerkin (HDG) methods |Egger and Schöberl, 2010| are investigated in various projects related with Feel++. It will be the focus of a talk at the workshop "advanced numerical methods: recent developments, analysis and applications", next October at IHP (Paris, France). These methods have the benefit of giving an optimal approximation of both the primal and flux variables. Regarding our multi-physics model, this kind of method could provide a better approximation of the current density, and of the current intensity which reads as its flux. In particular, it should help the convergence of the magnetostatic model whose preconditioning introduced in Chapter 3 requests a divergence-free current density. It should also improve the accuracy of magnetic field computations, and ease the account of conditions on current intensity
in the electro-thermal model.
Lastly, the sensitivity analysis described in Chapter 8 is currently limited to the first order Sobol indices. The computation of $k^{t h}$ order sensitivity indices should give further informations on the eventual interactions between the input parameters. Especially, the randomized orthogonal array-based method introduced in |Tissot and Prieur, 2014| could be used to evaluate the $2^{\text {nd }}$ order indices without depending on the parametric dimension.

The experimental results introduced in Chapter 9 have assessed the pertinence of our 3D model out of the magnetic center. It consists of a promising lead in the magnet behavior understanding. However, the measurement campaign aiming to validate the 3D magnetic field calculation - either using Biot and Savart's law or from the magnetostatic model - needs to be continued. More precision on the probe positioning system is essential for an efficient and reliable comparison between experiment and numerical computations. This is currently carried out on a small test bench.

Furthermore, the reduced electro-thermal model detailed in Chapter 4 proves reliable and efficient within uncertainty quantification context. The next step focuses on the extension of this reduced model to other physics, namely considering the magnetostatic and linear elasticity models introduced in Chapter 3. The potential difficulty in the multi-physics context resides in the coupling of the different physics.

The SER method introduced in this thesis consists in a significant breakthrough for the reduced basis methodology applied to non-linear and non affinely parametrized problems. The first investigated variants give encouraging results. However many others variants remain to be explored. The theoretical question of the a priori convergence of the method is still opened as well. The latest results for SER will be presented at the workshop "recent developments in numerical methods for model reduction", next November at IHP (Paris, France).

Finally, we have mentioned in Chapter 8 the use of OpenTurns library to perform uncertainty quantification studies. The embedding of uncertainty quantification tools, internally in the Feel++ reduced basis framework, might be investigated to avoid the resort to an external library.
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Perfectly characterized since more than 100 years, the magnetic field is present throughout our environment. Besides the numerous possibilities it opens, it constitutes a powerfull tool for researchers especially to probe and determine the properties of the matter. This kind of applications requires nevertheless magnetic fields of high intensity, namely higher than the one achievable by superconducting magnets. The "Laboratoire National des Champs Magnétiques Intenses" (LNCMI) develops water cooled resistive magnets providing such magnetic field to scientists. The design of these magnets represents a challenge in terms of design and materials. The numerical simulation proves essential to achieve such an optimization process. This thesis fits into a research collaboration between the Institut de Recherche Mathématique Avancée (IRMA) and the LNCMI whose goal is the development of a software toolchain for high field magnets modeling. Its primary objective resides in the development of a range of non-linear coupled models taking into account the whole involved physics, except the hydraulic related with the magnet cooling. Based on the finite element method, the resulting multi-physics model is implemented through the Feel++ library. The core ingredients necessary to implement this model are detailled together with its verification and its validation from experimental results when available. Designed for many query context, the reduced basis method applied to the multi-physics model aims to circumvent the complexity of the considered problem. The efficiency it offers especially allows to move towards parametric studies and sensitivity analysis in various concrete applications. Nevertheless, the necessary precomputations hide an important computational cost due to the non-linearity and the non-affine parametrization of the model. In order to reduce the latter, the Simultaneous Empirical interpolation and Reduced basis method is introduced through this thesis.


