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INTRODUCTION

Hexagonal structure of
graphene

Since its first isolation in 2004 [1], graphene has become
one of the most intensively studied materials in solid state
physics, reaching from fundamental research to industrial
applications. Graphene is a single layer of Carbon atoms
arranged in a honeycomb lattice and has some extraordinary
properties. A sheet of graphene is almost transparent, inert in
air and an exceptionally good thermal and electrical conductor.
Being a semiconductor with a zero band gap and a linear
bandstructure, its charge carriers behave as relativistic massless Dirac particles which leads
to unique transport properties.

The quantum Hall effect is a phenomenon which takes place in a 2-dimensional electron
gas (2DEG) when it is subjected to a strong perpendicular magnetic field at low temperature.
Its remarkable feature is the quantisation of the electrical conductance in a series of plateaus
precisely quantised at multiples of 𝑒2

ℎ , the conductance quantum. It was discovered in 1980
[2] and gave rise to an exciting new field in mesoscopic physics.

The Dirac electrons in graphene lead to an anomalous relativistic quantum Hall effect [1,
3]. Due to the four-fold degeneracy of each Landau level in graphene, the conductance is
quantised at 2 𝑒2

ℎ , 6 𝑒2

ℎ , 10 𝑒2

ℎ etc. Additionally, the much larger gap between the Landau
levels in comparison to conventional 2DEG systems makes it possible to observe the
quantum Hall effect up to room temperature [4].

With increasing mobility in graphene devices, magnetic fields far below 10 T have shown
a lifting of the four-fold degenerated Landau levels which gives rise to additional quantum
Hall states [5]. Even plateaus of the fractional quantum Hall effect can be observed at such
magnetic fields [6].

SEM image of a QPC

The quantum point contact (QPC) – a narrow and short
constriction defined by split gate electrodes in a 2-dimensional elec-
tron gas – offers an excellent structure to study many fundamental
phenomena of mesoscopic physics [7]. In the quantum Hall regime,
the QPC enables the manipulation of one-dimensional quantum
Hall edge channels in which the current flows. By controlling
the voltage on the split gates, the QPC allows to select the edge
channels transmitted through the constriction and those which are

backscattered. The QPC is a primary component for electron quantum optics, for instance,
in single electron sources, partitioning experiments and quantum Hall interferometer.

1



2 Introduction

In this PhD thesis, we have successfully accomplished a QPC in high mobility graphene.
We have studied the effect of the QPC on the propagation of integer and fractional quantum
Hall edge channels and the mixing among them.

Chapters 1 to 4 give an overview of the theoretical background of this thesis. Chapter
1 introduces the quantum Hall effect in conventional 2-dimensional electron gases. In this
regime, transport is determined by the dissipationless propagation of electrons through
one-dimensional edge channels resulting in a zero longitudinal resistance and a quantised
transverse resistance.

Chapter 2 is devoted to the relativistic quantum Hall effect in graphene. The Landau
levels are four-fold degenerate due to the symmetries of spin and valley. In high magnetic
fields, the Coulomb interaction becomes the dominant energy scale causing the lifting of
the degeneracies. The higher the mobility of the graphene device, the lower the required
magnetic field to resolve these states.

Chapter 3 presents the theoretical framework of the QPC in the quantum Hall regime
and introduces the challenge of realising a QPC in graphene. In conventional 2DEG
systems, a negative voltage on the split gates leads to a depletion of electrons underneath
them. Therefore, the electrons are transmitted only through the narrow constriction of the
QPC. In graphene, due to the absence of a band gap, this approach needs to be adapted.
In the quantum Hall regime, the voltage on the split gates can be set so that hole edge
channels are localised underneath them while electron edge channels propagate in the bulk.

Chapter 4 discusses the process of equilibration between quantum Hall edge channels
at the pn-interface. We will see that this subtlety affects the transport properties of a QPC
in graphene.

The quality of graphene, especially its mobility, depends highly on the underlying
substrate and the fabrication process. Chapter 5 presents the van-der Waals pick-up
technique which we adapted to fabricate high mobility graphene devices. This transfer
technique enables us to encapsulate graphene between two thin flakes of atomically flat
hexagonal boron nitride crystals. The graphene flake, which is never exposed to any kind
of chemical pollution, remains clean and free of impurities. The encapsulated graphene is
contacted only on the edge in the form of one-dimensional contacts.

The following three chapters are devoted to our results on the graphene Hall bar devices
equipped with a QPC. Chapter 6 focusses solely on the transport properties of the
graphene devices without a QPC. We measured a high mobility of 250 000 cm V−2 s−1 and
a mean free path corresponding to the distance between neighbouring contacts of 1.8 µm.
This shows that our device is in the ballistic limit. We study additional signatures of

3D model of our encapsulated graphene devices
equipped with a QPC



3

ballistic transport of zero four-terminal resistance and negative non-local resistance at
zero magnetic fields as well as electron focusing at low magnetic fields. In the quantum
Hall regime, in low magnetic fields, we observe the usual sequence of quantised transverse
resistance of 1

𝜈
ℎ
𝑒2 where 𝜈 = ±4

(︀
𝑛+ 1

2
)︀
. From a magnetic field of 5 T the symmetry of

spin and valley is broken and states at all integer values of 𝜈 appear. At 14 T, we find
several fractional quantum Hall states which are in agreement with the model of composite
fermions.

In chapter 7 the effect of the quantum point contact in our high mobility graphene
device is studied in detail. In the quantum Hall regime, we demonstrate that the integer
and fractional quantum Hall edge channels can be controlled and selectively transmitted
by the QPC. The breaking of the symmetry of spin and valley introduces distinct features
of equilibration between quantum Hall edge channels. Our measurements show that
equilibration occurs only between states of identical spins and in the case of oppositely
charged edge channels, is additionally limited to states within the 𝑁 = 0 Landau level.

In chapter 8, we present our results on quasi-particle and fermion tunnelling between
fractional edge channels in our QPC device in graphene. We demonstrate that we measured
tunnelling of the 7

3 -fractional state for which we study the temperature dependence and
energy scale of the tunnelling conductance.





INTRODUCTION – VERSION EN FRANÇAIS

Structure hexagonal du
graphène

Depuis sa mise en évidence en 2004 [1], le graphène est
devenu l’un des systèmes les plus étudiés en physique de la
matière condensée, tant en recherche fondamentale que pour
ses applications industrielles. Le graphène est une monocouche
d’atomes de carbone, agencés en un réseau hexagonal de type
nid d’abeille, et présente des propriétés extraordinaires. Un
feuillet de graphène est presque transparent, inerte dans l’air
et montre des propriétés de conduction électrique et thermique
exceptionnelles. De plus, l’absence de bande interdite et la structure de bande linéaire du
graphène font que ses porteurs de charges se comportent comme des particules de Dirac
relativistes sans masse, engendrant des propriétés de transport uniques.

L’effet Hall quantique est un phénomène qui se produit quand un gaz d’électron bidimen-
sionel (2D-electron gas, 2DEG) à basse température est soumis à un fort champ magnétique
transverse. Il se caractérise par la quantification de la conductance électrique en une série
de plateaux, dont les valeurs sont des multiples du quantum de conductance 𝑒2

ℎ . Cet effet,
découvert en 1980 [2], a donné naissance à un très riche nouveau domaine de la physique
mésoscopique.

Dans le graphène, la nature relativiste des fermions de Dirac conduit à un effet Hall
quantique anormal [1, 3]. Du fait de la quadruple dégénérescence de chaque niveau
de Landau, la conductance transverse est quantifiée à 2 𝑒2

ℎ , 6 𝑒2

ℎ , 10 𝑒2

ℎ , etc... De plus,
l’espacement entre niveaux de Landau, bien plus grand dans le graphène que dans un
2DEG usuel, rend possible l’observation de l’effet Hall quantique jusqu’à la température
ambiante [4].

Grâce à la haute mobilité des dispositifs de graphène, la levée de la dégénérescence quadru-
ple des niveaux de Landau peut s’effectuer à des champs bien inférieurs à 10 T, générant des
états Hall quantiques additionnels [5]. Des plateaux Hall quantiques fractionnels peuvent
ainsi être observés à ces champs [6].

Image SEM d’un
QPC

Les contacts ponctuels quantiques (quantum point contact, QPC)
– des constrictions courtes et étroites définies dans un 2DEG par des
grilles électrostatiques – constituent des structures modèles pour l’étude
de nombreux phénomènes en physique mésoscopique [7]. Dans le régime
de l’effet Hall quantique, un QPC permet de manipuler les états de
bords unidimensionnels qui transportent le courant. En ajustant la
tension des grilles électrostatiques du QPC, il est en effet possible de

5
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sélectionner les états de bords transmis ou retrodiffusés au travers de la constriction. Le
QPC est un élément de base de l’optique quantique électronique, entre autre pour les
sources d’électrons uniques, les expériences de "partitionning" et les interféromètres Hall
quantiques.

Au cours de cette thèse, nous avons réalisé avec succès un QPC dans du graphène de
haute mobilité. Nous avons étudié l’effet du QPC sur la propagation des états entiers et
fractionnaires de l’effet Hall quantique, ainsi que sur leur mélange.

Les chapitres 1 à 4 présentent une vision d’ensemble du cadre théorique de cette thèse.
Le chapitre 1 introduit l’effet Hall quantique dans les 2DEGs conventionnels. Dans ce
régime, le transport est régit par la propagation sans dissipation d’électrons par des canaux
de bords, qui conduit à une résistance longitudinale nulle et une résistance transverse
quantifiée.

Le chapitre 2 est dédié à l’effet Hall quantique relativiste dans le graphène. Du fait
de la symétrie de spin et de vallée, les niveaux de Landau sont quatre fois dégénérés. à
fort champ magnétique, l’interaction Coulombienne devient l’échelle d’énergie dominante,
provoquant la levée des dégénérescences. Le champ nécessaire pour résoudre ces états est
d’autant plus faible que la mobilité du graphène est grande.

Dans le chapitre 3, le contexte théorique du QPC dans l’effet Hall quantique et le défi
présenté par sa réalisation dans le graphène sont présentés. Dans les 2DEGs conventionnels,
une tension négative appliquée sur une grille métallique suffit à dépléter le gaz électronique
situé en dessous. Les électrons ne se propagent donc qu’au travers de l’étroite constriction
du QPC. Cependant, dans le graphène, du fait de l’absence de bande interdite, cette
approche peut être adaptée. Dans l’effet Hall quantique, la tension appliquée sur les grilles
doit être réglée de manière à ce que des états de bords de type trou soient localisés sous les
grilles, tandis que les états de bords de type électron se propagent autour de la grille.

Le chapitre 4 discute le processus d’équilibrage entre les états de bords de l’effet Hall
quantique à la jonction p-n résultante. Nous verrons que ce processus affecte de manière
subtile les propriétés de transport au travers d’un QPC dans le graphène.

La qualité du graphène, et tout particulièrement sa mobilité, dépendent fortement du
substrat utilisé et du processus de fabrication. Le chapitre 5 présente la technique de
"pick-up van-der-Waals" que nous avons adaptée pour la fabrication d’échantillons de
graphène de haute mobilité. Cette technique de transfert permet d’encapsuler un feuillet
de graphène entre deux fins cristaux de nitrure de bore hexagonal atomiquement plats. Le
graphène est ainsi isolé de toute pollution chimique, et reste propre de toute impureté. Le
graphène ainsi encapsulé est contacté sur sa tranche par un contact unidimensionnel.

Modélisation 3D de notre dispositif de graphène
encapsulé, muni d’un QPC.
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Les trois chapitres suivants sont dédiés à nos résultats, obtenus sur des barres de Hall
de graphène encapsulées munis d’un QPC. Le chapitre 6 porte sur les propriétés des
dispositifs de graphène sans QPC. Nous mesurons une mobilité de 250 000 cm V−2 s−1 et un
libre parcours élastique moyen de 1.8 µm correspondant à la distance entre contacts voisins.
Ceci montre que notre dispositif est dans la limite de transport balistique. Nous avons
étudié des signatures additionnelles du transport balistique: la résistance longitudinale
quatre-points nulle, la résistance non-locale négative à champ magnétique nulle, ainsi que
la focalisation électronique à faible champ magnétique. Dans le régime de l’effet Hall
quantique, à faible champ magnétique, nous observons la séquence habituelle des niveaux
quantifiés de la résistance transverse en 1

𝜈
ℎ
𝑒2 , avec 𝜈 = ±4

(︀
𝑛+ 1

2
)︀
. Au delà d’un champ de

5 T, les symétries de spin et de vallée sont brisées et des états quantifiés apparaissent pour
toutes les valeurs entières de 𝜈. A 14 T, nous observons plusieurs états fractionnaires, en
accord avec le modèle des fermions composites.

Dans le chapitre 7, les effets du QPC sur notre dispositif de graphène sont étudiés
en détail. Dans l’effet Hall quantique, nous démontrons la possibilité de contrôler et de
transmettre sélectivement les états de bords entiers et fractionnaires au travers du QPC.
La brisure des symétries de spin et de vallée introduit des différences dans l’équilibrage
entre états Hall quantiques. Nos mesures montrent que l’équilibrage se produit uniquement
entre états de même spin et, dans le cas d’états de charges opposées, uniquement dans le
𝑁 = 0 niveau de Landau.

Enfin, dans le chapitre 8 nous présentons nos résultats sur l’effet tunnel de quasi-
particules et de fermions entre états de bords fractionnaires dans notre dispositif muni d’un
QPC. Nous démontrons la réussite de la mesure de l’effet tunnel de l’état fractionnaire
7
3 . La dépendance en température de la conductance tunnel est mesurée et comparée aux
prédictions théoriques.





CHAPTER 1

INTEGER AND FRACTIONAL QUANTUM HALL
EFFECT

In 1980 von Klitzing et al. made a surprising discovery which gave rise to a new and
exciting field in mesoscopic physics. When a high perpendicular magnetic field (𝐵) is
applied on a 2-dimensional electron gas (2DEG), well defined plateaus of constant resistance
are observed in the transverse resistance 𝑅𝑥𝑦 versus 𝐵 while the longitudinal resistance
drops to zero. These plateaus are precisely quantised to the value

𝑅𝑥𝑦 = ℎ

𝑒2𝑁

with 𝑁 being an integer. Before having a closer look at the theoretical background of this
phenomena, we start by describing the classical motion of an electron in both an electric and
a magnetic field. Afterwards we will derive the formation of Landau levels in the density
of states which appear under perpendicular magnetic fields. Next, we will see that the
observed plateaus in the transverse resistance are a consequence of the physical boundaries
of the sample which leads to the picture of propagating edge channels. Afterwards, we
will include the influence of disorder. We will consider the Landau-Büttiker formalism in
ballistic conductors and derive the resistivity of a Hall bar. We will finish this section by
extending our consideration by including the effect of screening on quantum Hall edge
channels.

In 1982, D.C. Tsui, H.L. Stormer and A.C. Gossard made a surprising discovery of a
plateau at 𝜈 = 1

3 which uncovered the realm of the fractional quantum Hall effect [8].
Fractional plateaus can no longer be explained in terms of a one-particle picture as in the
integer quantum Hall effect but instead, interactions between electrons become crucial. We
will discuss briefly the theories of Laughlin and Halperin as well as the theory of composite
fermions. We finish this chapter by introducing fractional states outside of the common
series of composite fermions.

1 Integer Quantum Hall Effect

Most of the theories described in this section are based on the books [9–11] and the lecture
[12].

9



10 1 Integer and fractional quantum Hall effect

1.1 Electrons in a magnetic field

B
E

x

y

z

e-

Fig. 1.1: When an electron
moves in an electric and a
magnetic field, it is accel-
erated by the electric field,
and moves in circles due to
the magnetic field.

Let us start by having a look at the motion of an electron in
an electric and a magnetic field (see Fig. 1.1). The electron
with charge 𝑒 is free to move in the 𝑥-𝑦-plane. An electric
field �⃗� which points in the 𝑥-direction accelerates the electron
in the direction of the electric force. The magnetic field �⃗�

points in the 𝑧-direction (�⃗� = 𝐵𝑒𝑧) which is perpendicular
to the direction of propagation of the electron. Thus, the
Lorentz force deflects the electron sideways causing it to move
in circles with the cyclotron frequency of

𝜔𝑐 ≡ 𝑒𝐵

𝑚*

We consider free electrons with effective mass 𝑚* in two dimensions. The motion of the
electron in both 𝐸 and 𝐵 fields is described by:

𝑚*�⃗�𝐷

𝜏
= 𝑒

(︁
�⃗� + �⃗�𝐷 × �⃗�

)︁
(1.1)

Here, �⃗�𝐷 is the drift velocity and 𝜏 is the time of momentum relaxation between scattering
events. The current density 𝐽 is included in (1.1) by using the relation 𝐽 = 𝑒�⃗�𝐷𝑛 which
leads to:(︃

𝐸𝑥

𝐸𝑦

)︃
=
(︃

𝑚*

𝑒𝜏 −𝐵
𝐵 𝑚*

𝑒𝜏

)︃(︃
𝐽𝑥
𝑒𝑛
𝐽𝑦

𝑒𝑛

)︃

= 𝜎−1
0

(︃
1 −𝜇𝐵
𝜇𝐵 1

)︃(︃
𝐽𝑥

𝐽𝑦

)︃
(1.2)

In the second step, we have introduced the quantities 𝜎0 ≡ |𝑒|𝑛𝜇 and 𝜇 ≡ |𝑒|𝜏
𝑚* which are

the Drude conductivity and mobility respectively. The resistivity tensor

𝜌 =
(︃
𝜌𝑥𝑥 𝜌𝑥𝑦

𝜌𝑦𝑥 𝜌𝑦𝑦

)︃

is defined by(︃
𝐸𝑥

𝐸𝑦

)︃
=
(︃
𝜌𝑥𝑥 𝜌𝑥𝑦

𝜌𝑦𝑥 𝜌𝑦𝑦

)︃(︃
𝐽𝑥

𝐽𝑦

)︃
(1.3)

From (1.2) and (1.3), we obtain the longitudinal resistivity 𝜌𝑥𝑥 and the transverse resistivity
𝜌𝑥𝑦 in the form:

𝜌𝑥𝑥 = 𝜌𝑦𝑦 = 𝜎−1
0 and 𝜌𝑥𝑦 = −𝜌𝑦𝑥 = 𝐵

|𝑒|𝑛
(1.4)

We see that 𝜌𝑥𝑥 is constant and independent of the magnetic field while 𝜌𝑥𝑦 increases
linearly with 𝐵. The relations in (1.4) describe the low magnetic field dependence of the
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electron’s motion, known as the classical Hall effect. For instance, in the measurement of a
GaAs quantum well we observe clearly that 𝜌𝑥𝑦 increases linearly with 𝐵 while 𝜌𝑥𝑥 stays
constant up until a magnetic field of about 0.7 T (see Fig. 1.2).

1.2 Landau level quantisation
1.2.1 Discrete energy levels
When we further increase the magnetic field to the point that an electron is able to
complete a few circles before loosing its momentum due to scattering (𝜔𝑐𝜏≫1), the quantised
circumference of the circular motion of the electron causes its kinetic energy to become
quantised. In order to calculate these discrete energy levels, the so-called Landau levels,
we need to solve the Schrödinger equation in an external magnetic field. Here, we take
into account a conventional 2DEG with a quadratic energy dispersion:[︃

(𝑝+ |𝑒|�⃗�)2

2𝑚*

]︃
𝜓(�⃗�) = 𝜀𝜓(�⃗�) (1.5)

For the vector potential �⃗�, we choose the Landau gauge to be �⃗� = −𝐵𝑦𝑒𝑦 which satisfies
our chosen magnetic field in the z-direction perpendicular to the motion of the electron (see
Fig. 1.1). Since the 𝑧-direction does not depend on the magnetic field and as we consider a
2DEG moving in the 𝑥-𝑦-plane only, the 𝑧-direction can be neglected in (1.5) resulting in:[︃

(𝑝𝑥 − |𝑒|𝐵𝑦)2 + 𝑝2
𝑦

2𝑚*

]︃
𝜓(𝑥,𝑦) = 𝜀𝜓(𝑥,𝑦)

We consider a plane wave propagating in the 𝑥-direction which leads to the ansatz 𝜓(𝑥,𝑦) =
exp(𝑖𝑘𝑥𝑥)𝜂(𝑦). The eigenvalue problem takes the form:[︃

𝑝2
𝑦

2𝑚* + 1
2𝑚

*𝜔2
𝑐

(︂
𝑦 − ~𝑘𝑥

|𝑒|𝐵

)︂2
]︃
𝜂(𝑦) = 𝜀𝜂(𝑦) (1.6)

Eq. (1.6) describes a one-dimensional Schrödinger equation of a free particle in a quadratic
potential which corresponds to the Hamiltonian of an harmonic oscillator in the 𝑦-direction

Figure 1.2: Shubnikov-de Haas os-
cillations measured in a GaAs quan-
tum well are visible in the longi-
tudinal resistance (bottom image)
while the transverse resistance still
increases linearly with magnetic field
(top image). Fig. taken from [9]
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with the centre coordinate 𝑦0 = ~𝑘𝑥
|𝑒|𝐵 . The eigenvalues of (1.6) reveal the spectrum of the

quantised energy:

𝜀𝑁 = ~𝜔𝑐

(︂
𝑁 + 1

2

)︂
(1.7)

The value 𝑁 = 0,1,2 . . . indexes the Landau levels. The spacing between neighbouring
Landau levels is the cyclotron gap ~𝜔𝑐 and is, thus, equidistant.

Notice that the energy dispersion (1.7) is independent of the wave vector �⃗� resulting in
a group velocity of

𝑣𝑔 = 1
~
𝜕𝜀𝑁

𝜕𝑘
= 0

Therefore, electrons do not move in any distinctive direction, which corresponds to the
classical case of closed circular orbits that remain spatially localised1.

The 2D density of states is constant and independent of the kinetic energy. With
increasing magnetic field, the density of states starts to split up into a series of delta-
function peaks (dark blue peaks in Fig. 1.3).

While these peaks are not yet fully separated (black line in Fig. 1.3), the oscillations of
the density of states cause the resistance to oscillate as a function of either electron density
or magnetic field known as the Shubnikov-de Haas effect (see Fig. 1.2). If the magnetic
field is further increased so that the spacing of the peaks in the density of states is larger
than their width, the minima in the longitudinal resistance drop to zero and the transverse

Density of states

B = 0

En
er

gy

|B| > 0

ħωc

ħωc

Figure 1.3: At zero magnetic field the density of states follows the dependence 𝐷𝑂𝑆 =
𝑚*

𝜋~2𝜗(𝜀 − 𝜀𝑠) which includes the Heaviside step function of 𝜀 towards the subband energy
𝜀𝑠 (dashed line). The step-like density of states spits up into a series of delta-peaks with
increasing magnetic field, which are separated by ~𝜔𝑐. The Delta-function peaks in dark blue
are broadened for better visibility.

1 At the moment, we do not consider any applied electric field
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resistance shows precise plateaus at defined value. At this point, we enter the quantum
Hall regime. The peaks in the density of states are spaced by ~𝜔𝑐 and quantised at the
value of the Landau level 𝜀𝑁 .

The degeneracy of the Landau levels 𝑛𝐿 per unit surface area depends on the centre
coordinate 𝑦0 which has to lie within the width 𝑊 of the sample:

𝑛𝐿 = 1
𝐴

𝑊

𝑦0
= |𝑒|𝐵

ℎ

One can define the filling factor which represents the ratio between the number of electrons
and the number of flux quanta

(︀
𝜑0 = ℎ

𝑒

)︀
:

𝜈 = 𝑛𝑒

𝑛𝐿
= 1
𝑔𝑠𝑔𝑣

𝑛𝑒ℎ

|𝑒|𝐵
(1.8)

where 𝑛𝑒 is the electron density, and 𝑔𝑠 and 𝑔𝑣 correspond to the spin and valley degeneracy,
respectively.

1.2.2 Edges of the sample
The above description of quantised Landau levels assumes an infinite plane without physical
boundary. However, quantised plateaus in the transverse resistance as well as the zero
longitudinal resistance in the quantum Hall regime are a consequence of the physical size
of the sample. Electron density drops to zero at the edge of the sample which introduces a
confining potential in the y-direction 𝑉 (𝑦) in (1.6):[︃

𝑝2
𝑦

2𝑚* + 1
2𝑚

*𝜔2
𝑐

(︂
𝑦 − ~𝑘𝑥

|𝑒|𝐵

)︂2
+ 𝑉 (𝑦)

]︃
𝜂(𝑦) = 𝜀𝜂(𝑦)

This confining potential causes the Landau levels to bend upward approaching the edge
of sample (see Fig. 1.4).

Position
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gy

ħωc

εF

B

.

Figure 1.4: The confining potential due to the
physical edge of the sample causes the Landau
levels to bend up towards the edges. When
the Landau levels cross the Fermi level, one-
dimensional edge channels emerge (blue lines)
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Bending of the Landau levels is pivotal in the physics of the quantum Hall effect. Let us
consider the case when the Fermi energy 𝜀𝐹 lies between two Landau levels. In this situation,
the bulk is insulating due to the presence of the cyclotron gap ~𝜔𝑐. The edges, however,
show completely different behaviour. Since each Landau level bends up, it crosses the
Fermi level at both sides of the sample. At these two intersecting points, one-dimensional
conducting channels emerge at the sample edges (see Fig. 1.4).

When we consider the group velocity for the case of the confining potential, it becomes:

𝑣𝑔 = 1
~
𝜕𝜀𝑁

𝜕𝑘
= 1

~
𝜕𝑉 (𝑦)
𝜕𝑘𝑥

= 1
|𝑒|𝐵

𝜕𝑉 (𝑦)
𝜕𝑦

⃒⃒⃒⃒
𝑦= ~𝑘𝑥

𝑒𝐵

(1.9)

The confining potential causes the group velocity to become non-zero. As we can see in
(1.9), the group velocity depends directly on the slope of the confining potential. On both
sides of the sample the slope has opposite signs, resulting in chiral edge channels; they are
counter-propagating at the opposite edges of the sample with a direction given by 𝐵.

Since all the edge channels on one side of the sample propagate in the same direction,
backscattering only becomes possible if an electron is transferred to the counter-propagating
edge channels at the opposite side of the sample. As both edges are macroscopically
separated, backscattering is entirely suppressed in the quantum Hall regime.

1.2.3 Localised states and percolation
The integer quantum Hall effect features precise plateaus in the transverse resistance of
𝑅𝑥𝑦 = ℎ

𝑒2𝑁
. At these plateaus the longitudinal resistance drops to zero, marking current

transport without dissipation. Fig. 1.5 presents the first discovery of the integer quantum
Hall effect by K. von Klitzing et al in 1980 [2]. In the following, we have a closer look in

Figure 1.5: First observation of
the integer quantum Hall effect. The
transverse resistance is quantised at
the plateaus while the longitudinal
resistance drops to zero. Fig. taken
from [2].
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how these quantised plateaus emerge and their connection to disorder.
The edge channels propagate along the sample’s edge carrying the current. So far, we

have not considered the impact of disorder on these extended states and on the bulk of the
sample in the quantum Hall regime.

Disorder causes the peaks in the density of states to broaden (see Fig. 1.6). As long as
the broadening of the Landau levels does not exceed the separation width between Landau
levels of ~𝜔𝑐, quantised plateaus are still observable.

Landau levels in the bulk which so far have been assumed to be flat, exhibit randomly
distributed hills and valleys of potential fluctuations (see Fig. 1.7a)2. These potential
fluctuations can cross the Fermi level and form localised states circulating around potential
hills. As long as the localised states remain small, opposite sides of the sample remain
isolated and backscattering is suppressed.

When transverse resistance is quantised, edge channels propagate along the sample edge
while localised states do not contribute to the current transport. The situation changes in
the transition between two quantum Hall plateaus. Consider first Fig. 1.7a, where two
edge channels propagate at the sample edge, contributing to the current transport. In
this situation, the Fermi energy lies between the third and the fourth Landau level, on a
plateau in 𝑅𝑥𝑦.

When the magnetic field is increased or the carrier density decreased, we arrive at a
situation where the Fermi level lies close to the third Landau level (see Fig. 1.7b). The
third counter-propagating edge channel is no longer positioned near the edge of the sample
but percolates into the bulk. Therefore, electrons are backscattered between opposite sides
of the sample, giving rise to a non-zero longitudinal resistance. In this configuration, the
transverse resistance is no longer quantised but in transition between two plateaus.

When the magnetic field is increased or the carrier density decreased even further, the

Density of states

Extended states

Localised states
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ħωc

~ 1
τm Figure 1.6: The delta-function peaks of den-

sity of states in high magnetic fields broadens
due to disorder.

2 Notice that the random potential of the disorder is, in general, weak (𝑉 (�⃗�) ≪ ~𝜔𝑐). Even with some
isolated regions of 𝑉 (�⃗�) ≫ ~𝜔𝑐, the transport through edge channels stays unchanged as long as the
electron scattering rate does not become larger than 𝜔𝑐 [13].
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third Landau level is unoccupied and the Fermi level lies between the second and the third
Landau level (see Fig. 1.7c). Here, we regain the situation of counter-propagating edge
channels (now two) with backscattering completely suppressed. The transverse resistance
is quantised again and the longitudinal resistance drops to zero.

1.2.4 Significance of disorder
In order to observe plateaus in the quantum Hall regime, the transverse resistance has to
stay constant over a range of magnetic fields and charge carrier density, respectively. In the
previous section, we introduced localised states which arise due to randomly distributed
hills and valleys of potential fluctuations from disorder in the bulk, causing the peaks
in the density of states to broaden. Within these localised states, electrons are trapped
on equipotential lines around the potential fluctuations in the bulk and, hence, do not
contribute to current transport. We will see in the following that these localised states, and
thus disorder, are crucial for observing quantum Hall plateaus. In the absence of disorder,
the widths of the quantum Hall plateaus shrinks to zero.

A quantum Hall plateau occurs when the number of extended states which define the
current transport stays constant upon varying the magnetic field and charge carrier density.
Therefore, the resistance is quantised when the Fermi level is inside the cyclotron gap.
However, the Fermi level is always pinned above the last occupied state. In the absence of
disorder and, hence, localised states, the Fermi level jumps from one Landau level directly
to the next one on changing the charge carrier density or magnetic field (see Fig. 1.8). The
Fermi level can only be pinned inside the gap by localised states. Upon varying the charge
carrier density or the magnetic field, localised states are filled which does not influence the
global current transport and, hence, the resistance is quantised on a quantum Hall plateau.

1.3 Transport through edge channels
When the Fermi level lies between two Landau levels in the bulk, current transport is
only possible through ballistic edge channels, as seen in 1.2.2. In the following, we give
a short introduction to ballistic transport, focusing on the Landauer-Büttiker formalism.
Afterwards, we will use this formalism to derive the longitudinal and transverse resistance
in the Hall bar configuration.

1.3.1 Ballistic conductors
In the ballistic regime, electrons pass through a device without being scattered and thus
changing their momenta. In 1988, the groups of B.J. van Wees and of D.A. Wharam
made the interesting discovery that conductance in a ballistic conductor is quantised as a
function of its width even in the absence of a magnetic field [7, 14]. This quantisation can
be understood by considering that current transport occurs through a specific number of
transverse modes 𝑀 within the Landauer formalism [15]

𝐺 = 2𝑒2

ℎ
𝑀𝑇𝑟 (1.10)

which includes the transmission probability 𝑇𝑟 between the conductor and the contacts.
Eq. (1.10) defines the conductance in two-terminal configuration and includes contact
resistance. Contact resistance arises from the interface between the contacts and the
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Figure 1.7: Schematic drawing of the evolution of Landau levels and the corresponding
situation of channels in the sample at increasing carrier density from a) to c). a) When the
Fermi level lies between two Landau levels, edge channels propagate at both sides of the sample,
and backscattering is fully suppressed. The resistance is quantised. b) Once the Fermi level
is close to a Landau level, edge channels percolate through the bulk connecting both sides of
the sample giving rise to backscattering. The resistance is not quantised anymore but transits
between two plateaus. c) The Fermi level lies between two Landau levels and the resistance
becomes quantised again.
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Figure 1.8: Schematic drawing of the density of states of low disorder devices. Low disorder
leads to narrower peaks in the density of states. When the Fermi energy 𝜀𝐹 is pinned to the
last localised states of the second Landau level, only a slight change in the charge carrier
density or magnetic field causes 𝜀𝐹 to jump to the third Landau level. The resulting quantised
plateau in the resistance is much smaller than in the case of broader peaks in the density of
states.
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conductor, where the number of modes is reduced from infinity in the contacts to a few
modes in the conductor. If we consider the case of 𝑇𝑟 = 1, the conductor is fully ballistic
and the conductance becomes quantised as

𝐺 = 2𝑒2

ℎ
𝑀 (1.11)

In this case (1.11) provides the contact resistance directly.
The theory of a two-terminal device has been extended by M. Büttiker to the multi-

terminal case (for example the four-terminal device in Fig. 1.9). The total current 𝐼𝑖 from
lead 𝑖 is given by the incoming current which is proportional to the number of transverse
modes 𝑀𝑖, reduced by the reflected current and by the transmitted current from the other
leads [9, 16]:

𝐼𝑖 = − 𝑒

ℎ

ˆ
𝑑𝐸

⎡⎣(𝑀𝑖(𝐸) −𝑅𝑖𝑖(𝐸)) 𝑓𝑖(𝐸) −
∑︁
𝑗 ̸=𝑖

𝑇𝑟𝑖𝑗 (𝐸)𝑓𝑗(𝐸)

⎤⎦ (1.12)

Here, 𝑅𝑖𝑖 is the reflection probability from the lead 𝑖 back into the lead 𝑖 and 𝑓𝑖,𝑗(𝐸) is the
Fermi distribution in lead 𝑖 and 𝑗. Büttiker assumes that there is no difference between
current and voltage probes [16]. For small potential differences 𝛥𝜇 = 𝜇𝑖 − 𝜇𝑗 ≪ 𝑘𝐵𝑇 ,
equation (1.12) can be linearised in the form:

𝐼𝑖 = −
∑︁
𝑗 ̸=𝑖

𝐺𝑖𝑗 (𝑉𝑖 − 𝑉𝑗) with 𝐺𝑖𝑗 = −𝑒2

ℎ

ˆ
𝑑𝐸 𝑇𝑟𝑖𝑗 (𝐸)

(︂
𝜕𝑓𝑖(𝐸)
𝜕𝜇

)︂
(1.13)

𝑉𝑖 = 𝜇𝑖

𝑒 is the voltage drop at contact 𝑖. For multi-terminal contacts, (1.13) can also be
expressed in matrix form as [9]:⎛⎜⎜⎜⎜⎝

𝐼1
𝐼2
...
𝐼𝑁

⎞⎟⎟⎟⎟⎠ = 𝑒2

ℎ

⎛⎜⎜⎜⎜⎝
𝑁1 −𝑅1 −𝑇𝑟12 · · · −𝑇𝑟1𝑁

−𝑇𝑟21 𝑁2 −𝑅2 · · · −𝑇𝑟2𝑁

...
...

...
−𝑇𝑟𝑁1 −𝑇𝑟𝑁2 · · · 𝑁𝑁 −𝑅𝑁

⎞⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝
𝑉1
𝑉2
...
𝑉𝑁

⎞⎟⎟⎟⎟⎠ (1.14)

Tr

R
1

2

34

Figure 1.9: Schematic drawing of a four-
terminal device. The current from current 𝑖
is either transmitted to contact 𝑗 with the
probability 𝑇𝑟 or reflected back into contact
𝑖.
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1.3.2 Landauer-Büttiker formalism
In the following, we extend the formalism of the previous section to the quantum Hall
regime to derive the transverse resistance 𝑅𝑥𝑦 and longitudinal resistance 𝑅𝑥𝑥 of a Hall-bar
configuration (see Fig. 1.10) [17]. Within this framework, edge states are considered as
perfectly ballistic 1-dimensional channels. These channels connect neighbouring contacts
in a clockwise direction (with the given magnetic field) with the same potential as the
contacts from where they emerge. Fig. 1.10 represents a typical Hall bar with the current
source and drain as contacts 1 and 4 respectively. Voltage probes (2, 3, 5 and 6) are
assumed to have infinitesimal resistance and therefore not to withdraw any current. Since
backscattering is not possible, transmission is perfect 𝑇𝑟 = 1 between adjacent contacts.

The longitudinal and transverse resistance are obtained by adapting (1.14) to the Hall
bar configuration shown in Fig. 1.10:⎛⎜⎜⎜⎜⎜⎜⎜⎝

𝐼1
𝐼2
𝐼3
𝐼4
𝐼5
𝐼6

⎞⎟⎟⎟⎟⎟⎟⎟⎠
= 𝑒2

ℎ

⎛⎜⎜⎜⎜⎜⎜⎜⎝

𝜈 0 0 0 0 −𝜈
−𝜈 𝜈 0 0 0 0
0 −𝜈 𝜈 0 0 0
0 0 −𝜈 𝜈 0 0
0 0 0 −𝜈 𝜈 0
0 0 0 0 −𝜈 𝜈

⎞⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎝

𝑉1
𝑉2
𝑉3
𝑉4
𝑉5
𝑉6

⎞⎟⎟⎟⎟⎟⎟⎟⎠
(1.15)

The filling factor is directly proportional to the charge carrier density and hence is a
real number. In the regime of edge channel transport when the Fermi level lies between
two Landau levels, the filling factor 𝜈 which we defined in (1.8) becomes an integer and
corresponds to the number of propagating edge channels. Since the current flows from
contact 1 to 4, 𝐼𝑥 takes the values: 𝐼1 = 𝐼 = −𝐼4 and 𝐼2 = 𝐼3 = 𝐼5 = 𝐼6 = 0. These

2 3

56

1 4

B x

y

I I

VxxVxy
Figure 1.10: In the six terminal configuration of a Hall bar, edge channels circulate in a
clockwise direction connecting neighbouring contacts. The current is driven from contact 1 to
4. The transverse resistance can be measured between 2 and 6 or equivalently between 3 and 5.
Simultaneously, the longitudinal resistance is determined by the voltage drop between 2 and 3
or between 5 and 6.
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relations simplify (1.15) as 𝑉1 = 𝑉2 = 𝑉3 and 𝑉4 = 𝑉5 = 𝑉6. This indicates that the voltage
is equal along each side of the Hall bar and is determined by the current contact. Therefore,
the current across the device is given by:

𝐼 = 𝑒2

ℎ
𝜈 (𝑉1 − 𝑉4)

Longitudinal resistance is measured in a four-terminal configuration. Current is applied
between contacts 1 and 4 while voltage is measured between contacts 5 and 6 which results
in

𝑅𝑥𝑥 = 𝑅14,56 = 𝑉6 − 𝑉5
𝐼

= 0

As observed in quantum Hall measurements (see Fig. 1.5), the resistance along the same
side of the sample vanishes due to the fact that all channels on the same edge have the
same chemical potential.

The transverse resistance is calculated equivalently with a voltage measurement between
contacts 2 and 6:

𝑅𝑥𝑦 = 𝑅14,26 = 𝑉2 − 𝑉6
𝐼

= 𝑒2

ℎ

1
𝜈

The resistance between opposite sides of the sample is quantised, as long as the Fermi level
remains in between two Landau levels upon varying 𝐵 or 𝑛.

To consider conductivity in the sample, we need to take the tensor form of 𝜎 into account:

𝜎 =
(︃
𝜎𝑥𝑥 𝜎𝑥𝑦

𝜎𝑦𝑥 𝜎𝑦𝑦

)︃
= 𝜌−1 (1.16)

We obtain the elements of the conductivity tensor by inverting (1.16):

𝜎𝑥𝑥 = 𝜌𝑥𝑥

𝜌2
𝑥𝑥 + 𝜌2

𝑥𝑦

= 𝜎𝑦𝑦

𝜎𝑥𝑦 = 𝜌𝑥𝑦

𝜌2
𝑥𝑥 + 𝜌2

𝑥𝑦

= −𝜎𝑦𝑥 (1.17)

We see from (1.17), that when the longitudinal resistance 𝜌𝑥𝑥 is zero, the corresponding
conductivity is also zero. When 𝜌𝑥𝑥 is zero, both the transverse resistivity 𝜌𝑥𝑦 and
conductivity 𝜎𝑥𝑦 have a plateau with 𝜌𝑥𝑦 = 1

𝜎𝑥𝑦
.

1.3.3 Edge channel reconstruction
So far, we have only considered non-interacting electrons and completely neglected screening
in the 2DEG, which leads to the simple picture of bent Landau levels crossing the Fermi
level at a single point at the sample edge (Fig. 1.11a). The singularity of a sudden increase
of the charge carrier density is not physically possible. In order to make the model physical,
we need to include screening of the confining potential in the one-particle picture [18].
At the spatial locations where the Landau levels intersect the Fermi level, the strongly
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Figure 1.11: a) The one-electron picture leads to infinitesimal narrow edge channels which are
physically not possible. b) The screening of a 2DEG in high magnetic field causes the confining
potential to stay constant over a spatially extended region. Therefore, the edge-channels obtain
a finite width.

oscillating density of states is maximal, resulting in strong screening of the confining
potential. The latter is, therefore, flattened leading to the formation of a wide strip (see
Fig. 1.11b).

The regions of the flattened confining potential which corresponds to the edge channels
form compressible strips. With increasing magnetic field, the compressible strips move
further away from the edge towards the bulk of the sample.

Between compressible strips, the Fermi level lies in the cyclotron gap, therefore, there is
no screening. These regions are referred to as incompressible strips.

2 Fractional Quantum Hall Effect

In 1982, D.C. Tsui, H.L. Stormer and A.C. Gossard made a surprising discovery of a
fractional plateau at 𝜈 = 1

3 which uncovered the field of the fractional quantum Hall effect
[8]. In 1983, R.B. Laughlin provided a theoretical explanation of the fractional plateaus of
the form 𝜈 = 1

𝑚 with 𝑚 being an odd integer [20]. In his theory, the ground state of the
lowest Landau level is composed of an incompressible quantum liquid. Fractional plateaus
can no longer be explained in terms of a one-particle picture as in the integer quantum
Hall effect. Instead, interactions between electrons become crucial for understanding the
fractional quantum Hall effect.

One of the first measurements of H.L. Stormer et al is presented in Fig. 1.12 with the
transverse resistance exhibiting quantised plateaus in (a) while the longitudinal resistance
has a minimum (b) as a function of the magnetic field.

In order to account for additional plateaus such as 𝜈 = 2
5 or 𝜈 = 3

7 which do not fit
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Figure 1.12: One of the first re-
sults of the fractional quantum Hall
effect by H.L. Stormer et al. Trans-
verse resistance versus magnetic
field exhibits plateaus while the lon-
gitudinal resistance has a minimum
measured at 0.55 K. Fig. taken from
[19]

the 1
𝑚 series, Laughlin’s theory has been extended by Jain who developed the composite

fermions picture [21, 22]. until now only fractional plateaus in the form of 𝜈 = 𝑝
𝑞 with 𝑝 an

integer and 𝑞 an odd integer had been observed. The detection of even-denominators as
𝜈 = 5

2 and 𝜈 = 7
2 was surprising [23]. One of the existing theories explains these fractional

plateaus within the fractional statistics of additional particles called anyons [24, 25].
A short description of each of the theories which are based on the above mentioned

articles as well as [9, 11, 12], are presented in the following sections.

2.1 Quantum liquids
Laughlin proposed a many-body wave function of the ground state which conserves the
continuous spatial symmetry:

𝛹𝑚 =
∏︁
𝑗<𝑘

(𝑧𝑗 − 𝑧𝑘)𝑚 exp
(︃

−1
4
∑︁

𝑙

|𝑧𝑙|2
)︃

(1.18)

Here, 𝑧𝑗 = 𝑥𝑗 + 𝑖𝑦𝑗 is the position of the 𝑗th electron. The first term of (1.18) contains the
Coulomb interaction between the electrons tending to zero as the electrons approach the
same position. The second term is a Gaussian function representing the ground state of
non-interacting particles. The integer 𝑚 must be odd in order to guarantee a change in
sign when two electrons are interchanged (Fermi statistics). The filling factor is defined as
𝜈 = 1

𝑚 which is why only fractional plateaus of the form 1, 1
3 ,

1
5 etc. can be accounted for

by the wave function (1.18).
Apart from the previously mentioned plateaus at 𝜈 = 1

𝑚 , additional plateaus of the
general form 𝜈 = 𝑝

𝑞 with 𝑞 being an odd integer, as 4
3 , 5

3 , 2
5 , 3

5 , 2
7 have been found [8, 19].

To account for these new plateaus, Haldane and Haperin extended Laughlin’s theory to
the so-called hierarchical model [27, 28]. In this model, the filling factors extracted from
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Figure 1.13: In high-quality GaAs/AlGaAs quantum well, the longitudinal resistance 𝑅𝑥𝑥 as
a function of the magnetic field 𝐵 features pronounced minima at 𝜈 = 4

11 and 5
13 which are

explained by a fractional quantum Hall effect of composite fermions. Fig. taken from [26]

the Laughlin’s theory constitute the "parent" state from which new states are generated:

𝜈 =
1

𝑚+
𝛼1

𝑝1 +
𝛼2

. . .

with 𝛼𝑗 = ±1 and 𝑝𝑗 = 2, 4, 6. . .. In order for the "daughter" state to occur, the Laughlin-
type "parent" state must exist. The quasi-particles of the "parent" state condense into the
new Laughlin-type "daughter" states due to Coulomb interaction.

2.2 Composite fermions
An alternative approach is the generalisation of Laughlin’s theory by Jain [21, 22]. This
model provides a theoretical approach to, first, combine the integer and the fractional
quantum Hall effect within the same framework and, second, to explain additional plateaus
of the form:

𝜈 = 𝑝

2𝑘𝑝± 1 (1.19)

in which, 𝑘 and 𝑝 are integers.
This form of fractional filling factor can be interpreted as if an average number of

magnetic flux quanta 𝜑0
𝜈 is attached to each of the electrons forming non-interacting

"composite fermions" in an effective magnetic field [29]

𝐵𝑒𝑓𝑓 = 𝐵 −𝐵 1
2

= ℎ𝑛

𝑒𝑝
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a magnetic field reduced by the field 𝐵 1
2

at 𝜈 = 1
2 . If an even number of flux quanta (2𝑝)

is attached to an electron, the resulting composite particle is a fermion. The fractional
quantum Hall effect is then described by an integer quantum Hall effect of non-interacting
composite fermions. Here, the fractional filling factor 𝜈 is correlated to the filling factor of
the composite fermion 𝜈* by the relation:

𝜈 = 𝜈*

1 + 2𝑘𝜈*

While the theory of composite fermions is able to explain many of the observed fractional
states, additional fractional plateaus such as 4

11 and 5
13 [30] have been observed (see Fig.

1.13) which are not included in the series (1.19). A possible extension of Jain’s series is to
consider the weak residual interaction between composite fermions resulting in a fractional
quantum Hall effect of composite fermions [26, 31].

When we consider (1.19), an interesting case is the even-denominator fraction 1
2 . In

order to obtain 𝜈 = 1
2 , 𝑝 has to go to infinity. Here, the effective magnetic field is zero.

The structures in 𝑅𝑥𝑥 are mirror symmetric with respect to 𝜈 = 1
2 [21] (see Fig. 1.13). In

contrast to the fractional states described so far, the 1
2 -state is a metallic compressible

state [32], having neither a plateau in 𝑅𝑥𝑦 nor a minimum in 𝑅𝑥𝑥.

2.3 Even-denominator fractions
So far Laughlin’s theory, as well as its extensions, postulate the existence of only odd-
denominator fractions to satisfy the antisymmetry of the wave function under the inter-
change of two particles required to conserve the fermionic statistics. The observation of
even-denominator fractions of 3

2 and 5
2 came by surprise in 1987 [23] (see Fig. 1.14). Later

on, additional even-denominator fractions such as 7
2 [34] and 1

4 [35] were observed and in
the case of the 5

2 [33], a highly precise quantisation was measured.

Figure 1.14: Precise quantisation of even-
denominator faction 5

2 . Fig. taken from [33]
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When tilting the magnetic field, the fraction 5
2 collapses rapidly [36] which had not been

observed for any of the odd-denominator fractions. Therefore, it has been assumed that the
5
2 ground state is a non-polarised spin-singlet state [37]. Another approach is to consider
the 5

2 -ground state as a BCS-like pairing of composite fermions into a condensation of
bosons [24, 25]. The quasiparticle excitations of this ground state are neither fermions nor
bosons but follow the fractional statistics of anyons [38]. Many aspects of the 5

2 -state are
still open and under debate.

Summary
In the first chapter, we introduced the basics of the quantum Hall effect in 2DEG systems.
We began by describing the motion of an electron in magnetic and electric field which leads
to an orbital trajectory. In the quantum Hall regime, the energy is quantised in so-called
Landau levels which due to the confining potential bend approaching the edge of the sample.
At the crossing of the Fermi level with the Landau levels, one dimensional edge channels
emerge. The current is, hence, transferred in these edge channels along the edge of the
sample. The chiral nature of the edge channels cause edge channels moving in one direction
to propagate along one edge while edge channels in the opposite direction propagating
along the opposite edge of the sample. Since these counter-propagating edge channels are
distant from each other by the width of the sample, backscattering is suppressed.

In this regime, the transverse conductance exhibits precise plateaus at 𝑅𝑥𝑦 = ℎ
𝑁𝑒2 while

the longitudinal resistance drops to zero. For the complete picture in a Hall bar, we derived
the propagation of edge channels in the framework of Landauer-B"uttiker formalism.

In the second part of this chapter, we introduced the fractional quantum Hall effect of
highly correlated electrons. We mentioned several theories for explaining and deriving
fractional states as Laughlin’s theory and the theory of composite fermions.

In the next chapter, we apply these basic principles of integer and fractional quantum
Hall effect to the anomalous case in graphene.





CHAPTER 2

THEORETICAL AND EXPERIMENTAL FRAMEWORK
ON THE QUANTUM HALL EFFECT IN GRAPHENE

Graphene, a monolayer of carbon atoms arranged in a honeycomb lattice, was theoretically
predicted by P.R. Wallace in 1946 [39]. In 2005, K.S. Novoselov et al were successful in
isolating a single graphene flake to study its novel transport characteristics [1]. Its peculiar
properties stem from its bandstructure which is gapless and has a linear energy-momentum
dependence.

In this chapter, we first describe the electronic bandstructure and resulting transport
properties of graphene at zero magnetic fields. Afterwards, we add magnetic fields to
describe the relativistic quantum Hall regime.

1 Electronic structure of graphene

1.1 Electronic bandstructure
In the following, we give a short overview of the lattice structure of graphene and its
resulting energy dispersion relation. We will then focus on the low energy approximation
and its consequences on transport properties. It is mainly based on [40–42] where a more
detailed description and derivation can be found.

1.1.1 Honeycomb lattice
Due to sp2-hybridization between the first s-, px- and py-orbitals, Carbon atoms in graphene
are connected through 𝜎-bonds with an average distance of a = 1.42 Å. The remaining
perpendicular pz-orbital forms covalent 𝜋-bonds with its neighbours providing the free
electrons which characterise its low energy properties.

The honeycomb lattice can be considered as a triangular Bravais lattice with two atoms
A and B per unit cell (Fig. 2.1(a)). The vectors �⃗�1 and �⃗�2 represent the corresponding
basis of the Bravais lattice. Each atom A is directly connected to an atom B via the nearest
neighbour (nn) hopping vectors �⃗�1, �⃗�2 and �⃗�3.

The reciprocal lattice of the honeycomb lattice is composed of hexagons rotated by 𝜋
2

in comparison to the real space lattice. The first Brillouin zone (BZ) with its centre 𝛤 is
spanned by the reciprocal basis vectors �⃗�1 and �⃗�2 as shown in Fig. 2.1(b). The corners of
the first BZ comprises two inequivalent points �⃗� and �⃗� ′.

27
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Figure 2.1: a) Real space honeycomb lattice of the graphene spanned by the basis vectors �⃗�1
and �⃗�2. The nearest neighbour hopping is expressed by �⃗�1, �⃗�2 and �⃗�3. b) The first Brillouin
zone of the reciprocal space is a hexagon spanned by the basis vectors �⃗�1 and �⃗�2 and centred
around 𝛤 with the inequivalent corners �⃗� and �⃗� ′.

1.1.2 Energy dispersion
In order to calculate the energy dispersion of graphene, we need first to consider a wave
function which includes the two atoms 𝐴 and 𝐵 of a unit cell:

𝛹(�⃗�) = 𝛼
�⃗�
𝛹𝐴

�⃗�
(�⃗�) + 𝛽

�⃗�
𝛹𝐵

�⃗�
(�⃗�)

with 𝛼 and 𝛽 being complex functions of the wave vector �⃗�. The Bloch functions 𝛹𝐴
�⃗�

(�⃗�)
and 𝛹𝐵

�⃗�
(�⃗�) of the form:

𝛹 𝑗

�⃗�
(�⃗�) =

∑︁
�⃗�𝑙

exp
(︁
𝑖�⃗��⃗�𝑙

)︁
𝜑(𝑗)(�⃗� + �⃗�𝑗 − �⃗�𝑙)

comprise the atomic orbital wave function 𝜑(𝑗) of 𝑗 = 𝐴 or 𝐵 for the two sublattices. The
Bravais lattice vector is �⃗�𝑙. The energy dispersion is calculated by solving the Schrödinger
equation 𝐻𝛹(�⃗�) = 𝜀

�⃗�
𝛹(�⃗�).

The band structure of the 𝜋-electrons of graphene is approximated within the tight-
binding model [43]. An electron may hop between the nearest-neighbour (nn) and next-
nearest-neighbours (nnn) atoms. For the calculation of the energy dispersion, we also need
to take into account the nearest-neighbour (nn) overlap corrections. The energy dispersion
takes the form1:

𝜀𝜆(�⃗�) = 2𝑡′𝑛𝑛𝑛

3∑︁
𝑖=1

cos
(︁
�⃗� · �⃗�𝑖

)︁
+ 𝜆𝑡𝑛𝑛

⎯⎸⎸⎷3 + 2
3∑︁

𝑖=1
cos
(︁
�⃗� · �⃗�𝑖

)︁
(2.1)

Here, 𝑡𝑛𝑛 is the (nn) hopping amplitude2 and 𝑡′𝑛𝑛𝑛 is the effective (nnn) hopping amplitude3.
The parameter 𝜆 = ±1 represents the two solutions of (2.1) which label the two bands: 𝜋

1 Notice that, (2.1) is already an approximation assuming that 𝑡′
𝑛𝑛𝑛 ≪ 𝑡 which turns out to be justified

by comparing this approximation with numerical calculations.
2 𝑡𝑛𝑛 ≡

´
𝑑2𝑟𝜑𝐴*(�⃗�𝛥𝑉 𝜑𝐵(�⃗�) + �⃗�2) with 𝛥𝑉 being the potential energy of the ions.

3 The effective hopping amplitude of the form 𝑡′
𝑛𝑛𝑛 = 𝑡𝑛𝑛𝑛 − 𝑠𝑡𝑛𝑛 contains the (nnn) hopping amplitude

𝑡𝑛𝑛𝑛 ≡
´

𝑑2𝑟𝜑𝐴*(�⃗�)𝛥𝑉 𝜑𝐴(�⃗� + �⃗�1) and the (nn) overlap correction 𝑠 ≡
´

𝑑2𝑟𝜑𝐴*(�⃗�)𝜑𝐵(�⃗� + �⃗�2).
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(valence band) for a negative 𝜆 and 𝜋* (conduction band) for a positive 𝜆.
In undoped graphene, due to the perpendicular pz-orbital, each carbon atom contributes

one 𝜋-electron which is either spin-up or spin-down. Each electronic state is occupied by
two electrons of opposite spins. Therefore, half of the total number of states is occupied.
The valence band is, hence, completely filled with electrons while the conduction band
remains empty. The Fermi energy 𝜀𝐹 is located above the last filled state which is at 𝜀 = 0.
The 𝜋- and 𝜋*-bands touch at this point �⃗�𝐷 which is referred to as the Dirac point. The
Dirac point is typically located at the corners of the first Brillouin zone of 𝐾 and 𝐾 ′.

The energy dispersion (2.1) as a function of the wave vector is plotted in Fig. 2.2a. Only
if 𝑡′𝑛𝑛𝑛 = 0, equation (2.1) is symmetric around zero energy. At finite 𝑡′𝑛𝑛𝑛, the electron-hole
symmetry is broken and the conduction and valence bands are asymmetric.

Since mainly low energy excitations govern the electronic transport properties, the
dispersion relation (2.1) can be linearised in the vicinity of the Dirac point (�⃗� = ±�⃗� + �⃗�

with |�⃗�| ≪ |�⃗�| ∼ 1
𝑎). We obtain in first order approximation:

𝜀𝜆
𝜉=±(�⃗�) = 𝜆~𝑣𝐹 |�⃗�| (2.2)

Here, 𝑣𝐹
∼= 1 × 106 m s−1 is the Fermi velocity. The energy dispersion (2.2) depends linearly

on the wave vector |⃗𝑘| as presented in Fig. 2.2b4.
We have introduced the parameter 𝜉 = ±1 in (2.2) which is the valley isospin, present

due to the twofold valley symmetry of the points 𝐾 and 𝐾 ′ in reciprocal space. The plus
sign corresponds to the 𝐾 point and the minus sign is linked to the 𝐾 ′ point. The linear
energy dispersion (2.2) is independent of 𝜉 for which reason 𝐾 and 𝐾 ′ are indistinguishable

a) b)

p

n
εF

π

 π*

π

 π*

Figure 2.2: a) Energy dispersion given by (2.1) for 𝑡′𝑛𝑛𝑛 = 0.1𝑡 with 𝑡 =3 eV. The upper
band is the 𝜋*- or conduction band and the lower band is the 𝜋- or valence band. Both bands
touch at the Dirac point where 𝜀𝐹 is located. b) The energy dispersion around the Dirac point
can be approximated by a linear �⃗�-dependence.

4 In contrast, the energy dispersion of a 2DEG depends on the square of the wave vector (𝜀 ∼ 𝑘2).
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resulting in a two-fold valley degeneracy.
It is important to distinguish the points 𝐾 and 𝐾 ′ from the two carbon atoms 𝐴 and

𝐵. The points 𝐾 and 𝐾 ′ specify two inequivalent locations at the corners of the first
Brillouin zone in reciprocal space. In contrast, the two atoms 𝐴 and 𝐵 which form the
basis of two sublattices are part of the real space hexagonal structure. The symmetry
of the two sublattices lead to the sublattice pseudospin which specifies the location of
the electronic density. For instance, the "spin-up" state refers to the concentration of the
electronic density at the sublattice 𝐴. The electronic density is typically spread equally
among both sublattices 𝐴 and 𝐵.

An additional consequence of the linear energy dispersion (2.2) is that the charge carriers
in graphene behave like relativistic, massless Dirac fermions with the velocity 𝑣𝐹 [1]. The
2D Dirac Hamiltonian 𝐻𝐷 = 𝑣𝐹 𝑝 · �⃗� in which 𝑝 = ~�⃗� is the canonical momentum and �⃗� is
the spin, is adapted to the low excitation limit of graphene in the form:

𝐻𝜉=±
𝐷 = 𝜉𝑣𝐹 (𝑝𝑥𝜎

𝑥 + 𝑝𝑦𝜎
𝑦) (2.3)

One important difference to the general Dirac equation is that �⃗� ≡ (𝜎𝑥,𝜎𝑦) in (2.3) are the
Pauli matrices of the sublattice pseudospin and not the real spin. Spin-up describes the
configuration when the carrier density is concentrated on one sublattice and spin-down
corresponds to the other sublattice.

For the calculation of the Dirac Hamiltonian in magnetic field, it becomes useful to write
(2.3) in matrix notation which directly considers the propagation of the Dirac particles in
the 𝑥-𝑦-plane:

𝐻𝜉=±
𝐷 = 𝜉𝑣𝐹

(︃
0 �⃗� · 𝑝

�⃗� · 𝑝 0

)︃

1.2 Chirality and isospin
Helicity 𝜂 is defined as the projection of the spin �⃗� onto the direction of propagation with
the momentum 𝑝:

𝜂 = �⃗� · 𝑝
|𝑝|
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Figure 2.3: The relation (2.4) presents an
important correlation between the chirality 𝜂,
the band index 𝜆 and the valley pseudospin 𝜉.
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The eigenvalues of 𝜂 are 𝜂 = +1 (right-handed) if the spin is parallel to the momentum and
𝜂 = −1 (left-handed) if the spin and momentum are antiparallel. For instance, neutrinos
which are helical particles, are always left-handed while antineutrinos are right-handed.

For massless Dirac particles, as it is the case for electrons in graphene, helicity and
chirality are almost equivalent with one deviation. The spin is no longer the true spin of a
particle but rather the pseudospin, particularly the valley pseudospin 𝜉.

Additionally, in the absence of a mass term, the chirality operator commutes with the
Dirac Hamiltonian (2.3). Therefore, the chirality is a good quantum number.

The two valleys 𝐾 and 𝐾 ′ have opposite chirality due to time reversal symmetry [44].
Electrons have a positive chirality in the 𝐾-valley while they have a negative one in the
𝐾 ′-valley. The relation

𝜆 = 𝜉𝜂 (2.4)

shows a direct correlation between the band index 𝜆, the valley isospin 𝜉 and the chirality
𝜂 (see Fig. 2.3).

The peculiar chirality of graphene due to its massless Dirac charge carriers leads to
further interesting consequences which we will discuss in the next section.

2 Transport properties at zero magnetic field

In the following, we present some of the special electronic properties of graphene which
result from its linear energy dispersion. K.S. Novoselov, A.K. Geim et al were successful in
isolating a monolayer of graphene by a simple technique, allowing them to study its unique
electronic properties [1]. By placing graphene on an insulating substrate equipped with a
backgate electrode (Si++, SiO2) we are able to change the charge carrier density and, hence,
the Fermi level. Fig. 2.4 presents their measured dependence of the conductivity 𝜎 on the
backgate voltage 𝑉𝑔. The Fermi level is tuned from holes at negative 𝑉𝑔 to electrons at
positive 𝑉𝑔 demonstrating the bipolar behaviour of graphene. The change of polarity from
electrons to holes occurs at the charge neutrality point 𝑉 𝐶𝑁𝑃 signalled by the minimum
of conductivity.

2.1 Berry’s phase
In quantum mechanics, Berry’s phase is the phase which is gained by the wavefunction in
a cyclic adiabatic process. In graphene, the valley degeneracy leads to a non-zero Berry’s
phase [45]. When an electron moves in a complete circle which corresponds to a full
rotation of the wave vector or pseudospin, the wave function acquires a Berry’s phase of 𝜋.

The non-zero Berry’s phase in graphene is experimentally measurable in Shubnikov-de
Haas oscillations and in the quantum Hall regime [3]. Concerning the first point, the Berry’s
phase causes a phase shift of 𝜋 in the Shubnikov-de Haas oscillations. We will discuss
the second point more in detail when we come to the quantum Hall effect in graphene in
the next section. Here, we only mention that the unconventional quantum Hall effect in
graphene is also a direct consequence of the non-zero Berry’s phase.
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Figure 2.4: Conductance as a function of the backgate voltage showing the electric field effect
in graphene. The shift from electrons to holes occurs at the minimum of conductivity at the
Dirac point. Fig. taken from [1].

3 Relativistic Quantum Hall effect

The quantum Hall (QH) effect which we have already introduced in the previous chap-
ter, becomes anomalous in the case of graphene. Its linear energy dispersion and the
bipolar charge carriers of electrons and holes distinguishes graphene from a conventional
2-dimensional electron gas (2DEG). K.S. Novoselov, A.K. Geim et al [1] as well as Y.B.
Zhang et al [3] were able to observe the quantum Hall effect in graphene directly after its
discovery in 2005. The results of K.S. Novoselov on the longitudinal resistivity and the
transverse conductivity as a function of the charge carrier density are presented in Fig. 2.5.
The transverse conductivity exhibits pronounced plateaus while the longitudinal resistivity
drops to zero. The intriguing phenomenon of the QH plateaus of graphene is that they
occur with the sequence:

𝐺𝑥𝑦 = 𝑒2

ℎ
𝜈 with 𝜈 = ±4

(︂
𝑛+ 1

2

)︂
(2.5)

The factor of 4 originates from the four-fold degeneracy of each Landau level including the
two-fold spin and two-fold valley degeneracies. The sign in the filling factor 𝜈 defines the
type of charge carrier: plus (minus) sign stands for electrons (holes).

The new zero energy Landau level (𝑛 = 0) is shared by both electrons and holes. At a
filling factor of 𝜈 = 0, the number of electrons corresponds to the number of holes resulting
in a half-filled Landau level5.

The discovery of additional plateaus at 𝜈 = ±1 and ±4 outside of the sequence (2.5) by

5 The shift of 1
2 in (2.5) is due to the Berry’s phase of 𝜋.
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.
Figure 2.5: Longitudinal resistivity 𝜌𝑥𝑥 (green) and Hall conductivity 𝜎𝑥𝑦 (red) with carrier
concentration 𝑛 at 𝐵 =14 T and 𝑇 =4 K. The transverse conductivity exhibits quantised
plateaus following (2.5) while the longitudinal resistivity drops to zero. Figure taken from [1]

the group of P. Kim was surprising [46]. The group of E.Y. Andrei even observed a plateau
at 𝜈 = ±3 in suspended graphene [47]. more recently in 2011, C.R. Dean developed a
technique to place a graphene flake on an atomically flat flake of hexagonal boron nitride
(hBN), which opened up the research of high-mobility graphene devices [48]. They observed
plateaus at every integer value of the filling factor [5]. The appearance of these plateaus
outside of the sequence in equation (2.5) is due to the breaking of the symmetry of spin
and valley of the Landau levels. We will consider the possible origin and consequences of
the symmetry breaking in the course of this section. Thereby, we will have a closer look at
the particular zeroth Landau level. Since it is occupied by electrons and holes, the lifting of
the spin and valley degeneracies result in intriguing properties which depend, for instance,
on the hierarchy of the symmetry breaking as well as the role played by interactions.

Before addressing the lifting of the degeneracies, we first derive and discuss the degenerate
energy dispersion of graphene in magnetic fields which yields the Landau level spectrum.

3.1 Energy quantisation
The Hamiltonian in a magnetic field is obtained by using the Peierls substitution which
replaces the canonical momentum 𝑝 = ~�⃗� by the gauge-invariant kinetic momentum �⃗� in
the form:

𝑝 → �⃗� = 𝑝+ 𝑒�⃗�(�⃗�)

This substitution is valid as long as the magnetic length 𝑙𝐵 =
√︁

~
𝑒𝐵 is much larger than

the lattice spacing 𝑎. This is indeed the case for graphene, at least up to a magnetic field
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of 45 T. The vector potential �⃗�(�⃗�) is gauge-invariant and introduces a spatial dependence
which is why the Hamiltonian is no longer translation invariant and canonical momentum
is no longer conserved. The Hamiltonian in magnetic field translates therefore into

𝐻𝜉
𝐷 = 𝜉𝑣𝐹 (𝑝𝑥𝜎𝑥 + 𝑝𝑦𝜎𝑦) → 𝐻𝜉

𝐵 = 𝜉𝑣𝐹 (𝜋𝑥𝜎𝑥 + 𝜋𝑦𝜎𝑦) (2.6)

The commutation relations of the canonical momentum 𝑝 and position �⃗� of [𝑥,𝑝𝑥] = [𝑦,𝑝𝑦] =
𝑖~ and [𝑥,𝑦] = [𝑝𝑥,𝑝𝑦] = [𝑥,𝑝𝑦] = [𝑦,𝑝𝑥] = 0 lead to the commutation relation of the kinetic
momentum

[𝜋𝑥,𝜋𝑦] = −𝑖~
2

𝑙2𝐵

As for the derivation of the one-dimensional harmonic oscillator, we introduce the ladder
operators:

�̂� = 𝑙𝐵√
2~

(𝜋𝑥 + 𝑖𝜋𝑦) and �̂�� = 𝑙𝐵√
2~

(𝜋𝑥 − 𝑖𝜋𝑦) (2.7)

with the commutation relation
[︀
�̂�,�̂��

]︀
= 1. By inverting (2.7), we obtain for the components

of the kinetic momentum:

𝜋𝑥 = ~√
2𝑙𝐵

(︀
�̂�� + �̂�

)︀
and 𝜋𝑦 = ~

𝑖
√

2𝑙𝐵
(︀
�̂�− �̂��

)︀
(2.8)

Inserting (2.8) in (2.6), the Hamiltonian takes the form:

𝐻𝜉
𝐵 = 𝜉

√
2~𝑣𝐹

𝑙𝐵

(︃
0 �̂��

�̂� 0

)︃

= 𝜉~𝜔′
𝑐

(︃
0 �̂��

�̂� 0

)︃

In the second step, we have introduced the parameter 𝜔′
𝑐 =

√
2𝑣𝐹
𝑙𝐵

which corresponds to the
cyclotron frequency in the case of relativistic particles.

At this point, we are ready to solve the Schrödinger equation 𝐻𝜉
𝐵𝛹𝑛 = 𝜀𝑛𝛹𝑛 with the

spinor

𝛹𝑛 =
(︃
𝑣𝑛

𝑢𝑛

)︃

to calculate the energy spectrum of relativistic particles in magnetic field. We obtain the
two coupled equations:

𝜉~𝜔′
𝑐�̂�𝑣𝑛 = 𝜀𝑛𝑢𝑛 and 𝜉~𝜔′

𝑐�̂�
�𝑢𝑛 = 𝜀𝑛𝑣𝑛
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Therefore, the equation for the second component of the spinor is given by:

�̂���̂�𝑣𝑛 =
(︂
𝜀𝑛

~𝜔′
𝑐

)︂2
𝑣𝑛

Considering the eigenvalue equation of the number operator �̂���̂� |𝑛⟩ = 𝑛 |𝑛⟩, we can
directly derive the energy spectrum of the relativistic Landau levels:

𝜀𝑛 = ±𝑣𝐹

√
2~𝑒𝑛𝐵 (2.9)

Eq. (2.9) has two solutions which corresponds to Landau levels at positive and negative
energies. As in the case of zero magnetic field (2.2), the energy dispersion (2.9) does
not contain the valley isospin 𝜉 for which reason the Landau levels are two-fold valley
degenerate. So far we have neglected the particles’ spin which leads to an additional
two-fold degeneracy resulting altogether in a four-fold degeneracy.

Let us have a closer look at (2.9) to emphasize the differences to the usual 2DEG of
chapter 1. The relativistic energy dispersion (2.9) has a square root dependence on the
magnetic field and the Landau level index (see Fig. 2.6) in contrast to the linear dependence
of the conventional 2DEG (1.7). Therefore, the spacing between adjacent Landau levels is
no longer equidistant but varies as:

𝛥𝜀𝑛 = 𝑣𝐹

√
2~𝑒𝐵

(︀√
𝑛+ 1 −

√
𝑛
)︀

(2.10)

The distance between Landau levels depends on their index 𝑛 and decreases with increasing
index.

Considering (2.10), we see that graphene has a much larger cyclotron gap than con-
ventional 2DEG systems. For instance, the energy gap between the zeroth and the first
excited Landau level is in graphene about 420 K·

√︀
B[T] and in conventional 2DEG systems

as GaAs only about 20 K· B[T]. Due to this large cyclotron gap in graphene, the quantum
Hall effect has already been measured up to room temperature at 29 T [4].
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Figure 2.6: Relativistic Landau levels as a
function of magnetic field𝐵 for various indexes
𝑛.
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3.2 Spin and valley degeneracies
In the previous section we derived the Landau levels of graphene in a magnetic field within
the one-particle picture, neglecting all kinds of interactions. In the non-interacting picture,
each electron has four degrees of freedom due to the two spin projections (SU(2)(spin))
and the two valleys 𝐾 and 𝐾 ′ (SU(2)(valley)) resulting in a four-fold degeneracy of each
Landau level with an approximate SU(4) symmetry.

The breaking of the symmetry of spin and valley leads to the experimental observation of
plateaus outside of the series 𝐺 = ±4𝑒2

ℎ

(︀
𝑛+ 1

2
)︀
. It mainly stems from Coulomb interactions

and the Zeeman effect.
The first obvious symmetry breaking that comes to mind is due to the Zeeman effect

that could split spin degenerate Landau level. The resulting Zeeman splitting has the usual
form

𝜀𝑍 = 𝑔𝜇𝐵𝐵

which includes the Landé factor (𝑔 factor) 𝑔 ≈ 2 and the Bohr magneton. 𝜀𝑍 defines the
energy gap between spin polarised states. However, magnetotransport measurements in
2DEG systems of silicon surfaces [49] and GaAs/AlGaAs heterostructures [50] as well as
in graphene [51] have shown that the gap between spin polarised states is several times
larger than expected from the Zeeman splitting. This enhancement of the spin splitting is
attributed to the exchange interaction between electrons [52].

In quantum mechanics, the interchange of the wave functions of two fermions has to be
antisymmetric. This exchange gives rise to the exchange interaction which depends on the
Pauli principle and is, in the first approximation, of the order of the Coulomb energy

𝜀𝑋 ∝ 𝜀𝐶 = 𝑒2

4𝜋𝜀0𝜀𝑟𝑙𝐵

where the magnetic length 𝑙𝐵 =
√︁

~
𝑒𝐵 is the relevant length scale for interaction within a

Landau level. We immediately notice that the Coulomb interaction scales with
√
𝐵 which

is different from the linear behaviour of the Zeeman effect. Electrons of opposite spins
have no exchange contribution since they are in two different states and the Pauli principle
does not prevent them from being at the same place.

On the other hand, the valley symmetry is broken by valley anisotropies induced by lattice
distortions which arise from short range electron-electron interaction [53] and electron-
phonon interaction [54]. The latter may introduce a so-called Kekulé distortion where
both the 𝐴 and 𝐵 atoms of the hexagonal lattice have an arbitrary in-plane displacement.
Another possible lattice distortion is such that both sublattices 𝐴 and 𝐵 vibrate vertically
out-of-plane and out of phase. These lattice distortions open a gap which is enhanced by
the Coulomb interaction [51, 55] and reads

𝜀𝑉 ∝ 𝑎

𝑙𝐵
𝜀𝐶

The valley gap increases, therefore, linearly with magnetic fields.
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Table 2.1: Relevant energy scales in graphene.

Energy Equation Order of magnitude Value at 10 T

Cyclotron gap 𝑛 = 0 → 1
√

2~𝑒𝐵 ≃ 400 ·
√︀
𝐵[𝑇 ][𝐾] ≃ 1265 K

Coulomb energy 𝑒2

𝜀𝑟𝑙𝐵
≃ 625

𝜀𝑟
·
√︀
𝐵[𝑇 ][𝐾] ≃ 1976

𝜀𝑟
K

Coulomb energy (SiO2) 𝑒2

𝜀𝑟𝑙𝐵
≃ 100 ·

√︀
𝐵[𝑇 ][𝐾] ≃ 316 K

Zeeman energy 𝑔𝜇𝐵𝐵 ≃ 1.3 ·𝐵[𝑇 ][𝐾] ≃ 13 K

Lattice effects (anisotropies) 𝑎
𝑙𝐵
𝜀𝐶 ≃ 0.16 ·𝐵[𝑇 ][𝐾] ≃ 1.6 K

Let us compare these energy scales to get an idea of their influence (see tab. 2.1). The
cyclotron gap between the zeroth and the first Landau level is about ≃ 400 ·

√︀
𝐵[𝑇 ][𝐾]

which results in a value of 1265 K at 10 T. The Coulomb interaction is approximately
100 ·

√︀
𝐵[𝑇 ][𝐾] on SiO2 leading to 316 K at 10 T. It is, thus, about four times smaller than

the cyclotron gap. In comparison to the Zeeman splitting of 1.3 ·𝐵[𝑇 ][𝐾] which becomes
13 K at 10 T, and the valley anisotropies of 0.16 · 𝐵[𝑇 ][𝐾] which is about 1.6 K at 10 T,
the Coulomb interaction is two orders of magnitude larger than any other terms and is,
therefore, the dominant interaction in high magnetic fields.

The lifting of the degeneracies of spin and valley are associated with the spontaneous
breaking of the SU(4) symmetry of spin and valley. Two theoretical models have been
developed to explain the lifting. The first one is quantum Hall ferromagnetism which
focuses on the interactions between electrons of the same Landau level [53, 56–58]. The
second branch of theories is called magnetic catalysis and is limited to the case of 𝜈 = 0
[59, 60]. We discuss both theories in the following before turning to the particular and rich
physics of the zero energy Landau level.

3.2.1 Quantum Hall ferromagnetism
In the simple picture of two electrons, the Coulomb interaction decreases in strength with
increasing distance between the two particles. In a system of 𝑁 -particles, the situation
is more complex. Screening between electrons means that the higher the density of
electrons, the smaller the distance between electrons and therefore the smaller the Coulomb
interaction. One electron no longer feels each individual electron in its vicinity but rather a
cloud of electrons with an average Coulomb interaction which is reduced by such screening
effects. Therefore, the electrons are highly correlated and, thus, by adding or removing
one electron, this "collective" state becomes disturbed.

We have seen in the previous section that the Coulomb interaction increases with
increasing magnetic field (𝜀𝐶 ∝

√
𝐵). In high magnetic fields, when the Coulomb interaction

dominates over disorder, spontaneous symmetry breaking and quantum Hall ferromagnetism
becomes possible. Quantum Hall ferromagnetism is interaction-driven and is defined by the
spontaneous polarisation of quantum Hall states. The nature of the polarisation depends
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on the lifting of the degeneracy which can be, for graphene, the spin or the valley degree
of freedom6.

Quantum Hall ferromagnetism leads to plateaus outside of the expected series. In the
2DEG of GaAs/AlGaAs which is two-fold spin degenerate, plateaus of spin degenerate
Landau levels are expected at a conductance of multiples of 2𝑒2

ℎ . Exchange interaction
causes the breaking of the SU(2) spin symmetry and the emergence of additional plateaus
at odd-integer quantum Hall states of 𝜈 = 1, 3, 5. . . [61]. The case of 𝜈 = 1 which is fully
spin polarised provides an example of perfect quantum Hall ferromagnetism.

In the case of graphene, the theory of quantum Hall ferromagnetism predicts a full
lifting of the degeneracies, with plateaus in conductance at integer values of 𝑒2

ℎ . Coulomb
interaction induces the emerging spin and valley gap, respectively and results in spin and/or
valley polarised quantum Hall ferromagnetism [51].

The appearance of quantum Hall ferromagnetism in real samples depends on the level of
disorder. A theory of K. Nomura and A.H. MacDonald used the Stoner criterion to predict
the critical field at which QH ferromagnetism appears for a given disorder (mobility). The
result of this theory is presented in Fig. 2.7 in which the critical magnetic field is plotted
as a function of 𝜈 and 𝜇 ·𝐵. According to Fig. 2.7, for graphene devices of a mobility of
5 × 104 cm2 V−1 s−1, the symmetry breaking of 𝜈 = ±1 is expected at 17 T. The group of
P. Kim observed the appearance of the 𝜈 = ±1 plateau in their graphene devices with the
mobility 5 × 104 cm2 V−1 s−1 at 17 T [46] which is in good agreement with the theoretical
prediction.

.
Figure 2.7: The phase diagram of the quantum Hall ferromagnetism links the mobility of
a graphene device with the required magnetic field to observe quantum Hall plateaus in the
first two Landau levels. The maximal ratio of the density of Coulomb scatterers to the total
density of a Landau level in the form of the parameter 𝜈𝑆 is plotted as a function of each filling
factor. The required mobility and external magnetic fields which is inversely proportional to
𝜈𝑆 is given on the right axis. Figure taken from [56]

6 In simple terms, quantum Hall ferromagnetism is a consequence of Coulomb exchange interaction and
the Pauli principle, a phenomenon which is based on the Stoner ferromagnetism. The system attempts
to reduce the exchange energy by minimising the overlap of the orbital wave functions of the electrons.
The reduced overlap is achieved by antisymmetric orbital wave functions and resulting symmetrical spin
states. The magnetic ordering of the spins results in fully polarised spin states.
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3.2.2 Magnetic catalysis in the zero energy Landau level
In the following, we mention briefly the second branch of theories which are based on
magnetic catalysis. An external magnetic field enhances the probability for interactions to
break the SU(4) symmetry and to generate a dynamical mass term in quantum field theory
for massless fermions, a process which is known as "magnetic catalysis". Various theories
for the generation of the mass term of the Dirac fermions in graphene have been studied.

One approach considers the Coulomb interaction between electrons and holes. The
special configuration of having both electrons and holes in the 𝑁 = 0 Landau level causes
an electron-hole pair to condense into a so-called exciton generating an excitonic gap [59].
This excitonic gap splits the zero energy Landau level leading to a quantum Hall plateau
at 𝜈 = 0. The degeneracy of higher Landau levels is predicted to be lifted by the Zeeman
effect.

The theories of magnetic catalysis predict quantum Hall plateaus at 𝜈 = 0, ±1 and
𝜈 = ±2𝑛 which is in good agreement with the first observation of the degeneracy lifting in
graphene [46, 63]. A quantum Hall plateau at 𝜈 = 0 has also been experimentally observed
as shown in Fig. 2.8 which is only correctly explained by magnetic catalysis.

Both branches of theories, the quantum Hall ferromagnetism and the magnetic catalysis,
imply the breaking of the SU(4) symmetry as the cause for the lifting of the spin and/or
valley degeneracy. Quantum Hall ferromagnetism reveals conductance plateaus at integer
values of 𝑒2

ℎ and magnetic catalysis explains the conductance plateau at 𝜈 = 0. E.V.
Gorbar et al [64–66] have combined the two branches of theory to the "generalised magnetic
catalysis" to understand the full mechanism of the lifting of the spin and valley degeneracies
in graphene [67].

With the rise of new generation of high mobility graphene devices, it has been possible
to observe systematically the full lifting of the spin and valley degeneracies in all Landau
levels. All integer values of the filling factors have been observed (in [5, 47, 48, 51] as well as
in our data). The group of P. Kim measured graphene devices on hexagonal boron-nitride
(hBN) which has proven to achieve a much higher mobility than when placed on SiO2 [51].
In Fig. 2.9, we present their results on the longitudinal and transverse resistances plotted

Figure 2.8: QH conductivity in mag-
netic catalysis theories with the sequence
𝜈 = 0,±1,±2,±4 . . . (red curve) in
comparison to the usual sequence of
𝜈 = ±2,±6,±10 . . . (dotted curve). Fig.
taken from [62].
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as a function of the filling factor (at a perpendicular magnetic field of 12 T for various
temperatures). Inspecting this figure, we see that 𝑅𝑥𝑥 drops to zero at every integer of
the filling factor 𝜈 while 𝑅𝑥𝑦 exhibits a quantised plateau at ℎ

𝜈𝑒2 . The black curve in 𝑅𝑥𝑥

is taken at the base temperature where the minima always drop completely to zero. We
clearly see in this example the four symmetry breaking states for each Landau level.

3.2.3 Special properties of the zero energy Landau level
The zeroth Landau level in graphene defines a special case since it is occupied by both
electrons and holes, a configuration which does not exist in conventional 2DEG systems.
In experiments, the transverse conductance 𝜎𝑥𝑦 features a step-like structure (see Fig.
2.10a). However, neither the transverse resistance 𝜌𝑥𝑦 exhibits a quantised plateau, nor
the longitudinal resistance 𝜌𝑥𝑥 possesses a pronounced minimum (Fig. 2.10b). In fact, 𝜌𝑥𝑥

develops strongly insulating behaviour around the charge neutrality point [5, 47, 69–72].
The insulating behaviour which increases with magnetic field (Fig. 2.10e) seems to be an
intrinsic property of a perfect graphene flake without defects since the resistance increases
with the quality of the samples [54].

The 𝜈 = 0 state is determined by the competition between Zeeman splitting and valley
anisotropies giving rise to two possible ground states. In both scenarios the bulk is predicted
to be gapped. Approaching the edge due to the bending of the Landau level, the situation
looks different. The edge excitations can be gapped or not depending on the order of the
breaking of the symmetry, if the degeneracy of the spin or of the valley is lifted first.

Quantum Hall insulator - 𝛥𝑉 > 𝛥𝑍 When the Fermi level lies within the gap 𝛥𝑉

at 𝜈 = 0, the bulk is insulating. At the edge the electron states of the 𝐾 valley bend up
while the hole states of the 𝐾 ′ valley bend down (see Fig. 2.11a). The resulting edge
excitation is gapped between the electron and hole states. An additional splitting of the

Figure 2.9: Longitudinal and transverse resistances are plotted as a function of the filling
factor 𝜈. The lifting of the spin and valley degeneracies lead to plateaus in 𝑅𝑥𝑦 and minima
in 𝑅𝑥𝑥 at all integer values of 𝜈. With increasing temperature, the minima in 𝑅𝑥𝑥 become
smaller. Fig. taken from [51].
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a)

b)

c)

Figure 2.10: a) The transverse conductance 𝜎𝑥𝑦 (red curve) features a step-like structure at
𝜈 = 0 while the longitudinal conductance 𝜎𝑥𝑥 possesses a double-peak structure. b) Neither
the transverse resistance 𝜌𝑥𝑦 exhibits a quantised plateau (red curve), nor the longitudinal
resistance 𝜌𝑥𝑥 possesses a pronounced minimum (blue curve). c) Resistance 𝑅 as a function of
the filling factor 𝜈 around the CNP at various magnetic fields 𝐵. The insulating behaviour of
𝑅 increases with increasing 𝐵. Fig. a) and b) taken from [68]. Fig. c) taken from [51].
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Figure 2.11: Two scenarios for the lifting of the spin and valley degeneracies: a) The valley
degeneracy lifts before the spin degeneracy. b) The spin degeneracy lifts before the valley
degeneracy. The arrows represent the spin and the plus and minus sign corresponds to the 𝐾
and 𝐾 ′-valley, respectively.
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spin induces a gap between the states of differing spins.
The gapped edge excitation explains the insulating behaviour in 𝜌𝑥𝑥 around the charge

neutrality point which is observed in transport measurements [5, 47, 69–72]. The plateau-
like feature in 𝜎𝑥𝑦, however, cannot be understood within this theory.

Quantum Hall metal - 𝛥𝑉 < 𝛥𝑍 Similar to the previous scenario, the bulk is insu-
lating at 𝜈 = 0. Approaching the edge, the situation looks different as presented in Fig.
2.11b. The spin-up hole band crosses with the spin-down electron band resulting in two
spin-polarised edge channels [68, 73]. These two edge channels have opposite chirality and
propagate, therefore, in opposite directions along the same edge (see Fig. 2.12). This
configuration leads, therefore, to a spontaneously spin-polarised state [74] similar to that
of the quantum spin Hall state observed in HgTe quantum wells [75].

The group of L.S. Levitov predicts that the counter-propagating edge channels lead to a
large peak in 𝜌𝑥𝑥 as well as a plateau-like feature in 𝜎𝑥𝑦 [68] which has been experimentally
observed by themselves and the group of P. Kim [46].

The group of P. Jarillo-Herrero were able to unveil the quantum spin Hall effect in
graphene by applying a high in-plane magnetic field [76]. By increasing the in-plane
component of the magnetic field, they varied the Zeeman splitting without affecting the
valley anisotropies. The gap of the edge excitations becomes continuously smaller until it
is closed in the quantum spin Hall state.

Figure 2.12: The gapless edge
excitation is characterised by two
counter-propagating edge-channels,
of which one contains spin-up po-
larised electrons while the other is
comprised of spin-down polarised
holes.
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4 Fractional quantum Hall effect in graphene

A couple of years after the discovery of the integer quantum Hall effect in graphene, the
increasing quality of graphene devices achieved by leading experimental groups has led
to the observation of fractional quantum Hall plateaus for 𝜈 < 1 [47, 69] and later on for
higher filling factors 𝜈 > 1 [5, 6, 77–79].

C.R. Dean et al. were one of the first groups to observe the fractional states of 𝑁 + 1
3

and 𝑁 + 2
3 for each Landau level 𝑁 in their device of graphene on hBN. At these fractional

states, the pronounced minima in the longitudinal resistance are accompanied by clear
plateaus in the transverse resistance (see Fig. 2.13). These features appear, additionally,
symmetric in the electron- and hole-doped regime.

In the following, we need to distinguish two kinds of notation for the filling factor. We
continue to name the filling factor 𝜈 whose zero is set to the half filled 𝑁 = 0 Landau level.
This filling factor is the one used in experiments.

In theory, however, a different definition is taken for the filling factor. Theory introduces
a new filling factor 𝜈𝑓 which sets the zero-point at 𝜈 = −2 to start with an unoccupied
𝑁 = 0 Landau level. The relation between both filling factors is, therefore,

𝜈𝑓 = 𝜈 − 2 (2.11)

In some literature, we also find the relation 𝜈𝑓 = 2 − 𝜈 [77]. Due to the particle-hole
symmetry, this representation is equivalent to (2.11).

One of the first observed fractional plateaus is at 𝜈 = 1
3 [47, 69]. This state is different

from the Laughlin 1
3 state measured in conventional 2DEG systems as in GaAs [26]. It

corresponds to the theoretically predicted state of 𝜈𝑓 = 2 + 1
3 = 7

3 . Therefore, two
Landau levels are completely filled plus one third of the next sublevel which is a complex
SU(4)-spin-valley ferromagnetic state [80].

On the other hand, the theoretical 𝜈𝑓 = 1
3 Laughlin state corresponds to the experimental

𝜈 = 5
3 state7 which has been observed by the group of Goldhaber-Gordon [6].

In the last section we have already introduced the role of Coulomb interaction on the
lifting of the spin and valley degeneracies and the breaking of the SU(4) symmetry which
results in fully polarised quantum Hall ferromagnetic states. We extend these considerations
to have a look at the fractional quantum Hall effect in graphene within the frameworks of
Laughlin’s theory and of the theory of composite Fermions.

4.1 Multicomponent fractional quantum Hall effect
Within the framework of ferromagnetic states in the integer quantum Hall effect (sect.
2.3.2.1), we have noted that the orbital wave function is antisymmetric which leads to
a symmetric spin and valley degenerate wave function due to the Fermionic nature of
the particles. A suitable representation of an antisymmetric orbital wave function is the

7 The fractional states 𝜈 = − 5
3 and 𝜈 = 5

3 are equivalent due to particle-hole symmetry.
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Figure 2.13: Experimental observation of the fractional quantum Hall effect in graphene.
Longitudinal resistance 𝑅𝑥𝑥 and transverse resistance 𝑅𝑥𝑦 is measured as a function of the
backgate voltage at 35 T. Fig. taken from [5].

Laughlin wave function which was introduced in (1.18) of the form

𝛹𝑚 =
∏︁
𝑗<𝑘

(𝑧𝑗 − 𝑧𝑘)𝑚 exp
(︃

−1
4
∑︁

𝑙

|𝑧𝑙|2
)︃

The Laughlin wave function describes fractional quantum Hall states at filling factors
𝜈𝑓 = 1

𝑚 . In 1983 Halperin generalised the Laughlin wave function to the SU(2) symmetry
to account for spin as degree of freedom in the absence of Zeeman splitting. Following
Halperin’s approach, Laughlin’s wave function can be extended to the SU(4) symmetry
including the spin and valley degeneracies [81]

𝛹𝑆𝑈(4)
𝑚1,...𝑚4 = 𝜑𝐿

𝑚1,...𝑚4𝜑
𝑖𝑛𝑡𝑒𝑟
𝑛𝑖𝑗

(2.12)

The first term of (2.12) is given by

𝜑𝐿
𝑚1,...𝑚4 =

4∏︁
𝑗=1

𝑁𝑗∏︁
𝑘𝑗<𝑙𝑗

(︁
𝑧

(𝑗)
𝑘𝑗

− 𝑧
(𝑗)
𝑙𝑗

)︁𝑚𝑗

exp

⎛⎝−1
4

4∑︁
𝑗=1

𝑁𝑗∑︁
𝑘𝑗=1

|𝑧(𝑗)
𝑘𝑗

|2
⎞⎠

which is a product of four 𝑁𝑗-particle Laughlin wave functions, one for each of the flavours
of spin and valley labelled by 𝑚1, 𝑚2, 𝑚3 and 𝑚4. The correlations between each flavour
is included by

𝜑𝑖𝑛𝑡𝑒𝑟
𝑛𝑖𝑗

=
4∏︁

𝑖<𝑗

𝑁𝑖∏︁
𝑘𝑖

𝑁𝑗∏︁
𝑘𝑗

(︁
𝑧

(𝑖)
𝑘𝑖

− 𝑧
(𝑗)
𝑘𝑗

)︁𝑛𝑖𝑗

To fulfil the requirement of Fermionic statistics, the exponents 𝑚𝑗 must be odd integers.
The exponents 𝑛𝑖𝑗 which define the correlation between the states 𝑖 and 𝑗 of different
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flavours are both even and odd8. All of these exponents 𝑛𝑖𝑗 with 𝑛𝑗𝑗 = 𝑚𝑗 are represented
in a 4 × 4 matrix 𝑀 = 𝑛𝑖𝑗 which defines the components of the four filling factors [82]:⎛⎜⎜⎜⎝

𝜈1
𝜈2
𝜈3
𝜈4

⎞⎟⎟⎟⎠ =

⎛⎜⎜⎜⎝
𝑚1 𝑛12 𝑛13 𝑛14
𝑛21 𝑚2 𝑛23 𝑛24
𝑛31 𝑛32 𝑚3 𝑛34
𝑛41 𝑛42 𝑛43 𝑚4

⎞⎟⎟⎟⎠
−1⎛⎜⎜⎜⎝

1
1
1
1

⎞⎟⎟⎟⎠ = 𝑀−1

⎛⎜⎜⎜⎝
1
1
1
1

⎞⎟⎟⎟⎠ (2.13)

The components 1 to 4 represent a specific spin and valley configuration: 1 = (↑ ,𝐾),
2 = (↑ ,𝐾 ′), 3 = (↓ ,𝐾) and 4 = (↓ ,𝐾 ′). For instance, the component 𝑛13 defines the
correlation within the same valley but opposite spins.

If the matrix 𝑀 is not invertible, eq. (2.13) does not have a unique solution leaving
the filling factors undetermined. Even if some filling factors e.g. 𝜈1 and 𝜈2 are not fixed,
their sum may still be precisely determined. The total filling factor is obtained by its
independent components

𝜈𝑓 =
4∑︁

𝑗=1
𝜈𝑗

Let us have a look at some examples based on [82] of possible configurations in order to
discuss their resulting fractions. In these examples, we assume that all exponents within
a certain spin and valley flavour are the same, 𝑚𝑗 = 𝑚. The exponents describing the
correlations between the different components 𝑛𝑖𝑗 are separated into two groups, those
which stay in the same valley (𝑛13 = 𝑛24 ≡ 𝑛𝑎) and those operating between differing
valleys (𝑛12 = 𝑛14 = 𝑛23 = 𝑛34 ≡ 𝑛𝑒). We consider examples within the notation [𝑚;𝑛𝑒,𝑛𝑎].

[𝑚; 𝑛𝑒 = 𝑚,𝑛𝑎 = 𝑚] When all exponents are identical and set to an odd integer 𝑚, the
orbital wave function corresponds to that of Laughlin which is completely antisymmetric.
The filling factors 𝜈1 to 𝜈4 are not individually determined and the total filling factor is
fixed to

𝜈𝑓 = 1
𝑚

(2.14)

[𝑚; 𝑛𝑒 = 𝑚 − 1,𝑛𝑎 = 𝑚] The exponents of the intervalley correlation 𝑛𝑒 is reduced by
one. The filling factors of the same valley are fixed. The 4 × 4 matrix 𝑀 is of rank two
but still not invertible:

𝑀 =

⎛⎜⎜⎜⎝
𝑚 𝑚− 1 𝑚 𝑚− 1

𝑚− 1 𝑚 𝑚− 1 𝑚

𝑚 𝑚− 1 𝑚 𝑚− 1
𝑚− 1 𝑚 𝑚− 1 𝑚

⎞⎟⎟⎟⎠

8 Since 𝑛𝑖𝑗 describes the relation between states of different flavour, the Pauli exclusion principle does
not apply.
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Due to the linear dependence of its first and third as well as its second and fourth lines,
only the sum 𝜈𝐾 = 𝜈1 + 𝜈3 and 𝜈𝐾′ = 𝜈2 + 𝜈4 , each associated with one valley, can be
determined. Therefore, (2.13) can be rewritten as(︃

𝜈𝐾

𝜈𝐾′

)︃
=
(︃

𝑚 𝑚− 1
𝑚− 1 𝑚

)︃−1(︃
1
1

)︃

which has a unique solution. The total filling factor 𝜈𝑓 = 𝜈𝐾 + 𝜈𝐾′ is given by

𝜈𝑓 = 2
2𝑚− 1 (2.15)

Theory predicts that the corresponding states are unpolarised in the valley isospin but
ferromagnetic spin ordered whose directions may be aligned by the Zeeman effect. An
example of this group is the fraction 𝜈𝑓 = 2

5 which occurs when 𝑚 = 3.

[𝑚; 𝑛𝑒 = 𝑚 − 1,𝑛𝑎 = 𝑚 − 1] Both the exponents of the intervalley and intravalley
correlations are reduced by one. The matrix 𝑀 is invertible which determines completely
the filling factors 𝜈1 to 𝜈4.⎛⎜⎜⎜⎝

𝜈1
𝜈2
𝜈3
𝜈4

⎞⎟⎟⎟⎠ =

⎛⎜⎜⎜⎝
𝑚 𝑚− 1 𝑚− 1 𝑚− 1

𝑚− 1 𝑚 𝑚− 1 𝑚− 1
𝑚− 1 𝑚− 1 𝑚 𝑚− 1
𝑚− 1 𝑚− 1 𝑚− 1 𝑚

⎞⎟⎟⎟⎠
−1⎛⎜⎜⎜⎝

1
1
1
1

⎞⎟⎟⎟⎠
The corresponding total filling factor 𝜈𝑓 =

∑︀4
𝑗=1 𝜈𝑗 takes the form

𝜈𝑓 = 4
4𝑚− 3 (2.16)

Theory predicts that the resulting states are SU(4) singlets with no polarisation in either
spin or valley. For instance, at 𝑚 = 3, the arising fraction is 𝜈𝑓 = 4

9 .

4.2 Composite fermions in graphene
In the first chapter (sect. 1.2.2), we introduced the picture of composite-fermions in which
a strongly interacting system of electrons in a partially filled Landau level is transferred
into a system of weakly interacting composite-fermions. These particles are bound states
of an electron and an even number of vortices (2𝑘). The 2𝑘 attached vortices generate a
Berry phase which reduces the external magnetic field to an effective magnetic field felt by
the composite-fermion particles. Similar to Landau levels, quantised energy levels 𝛬 are
subsequently filled by composite fermions with the corresponding cyclotron frequency 𝜔𝐶𝑃

𝑐 .
The 𝑛𝛬 filled energy level corresponds to a filling factor of

𝜈𝑓 = 𝑝

2𝑘𝑝± 1 (2.17)
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Figure 2.14: Measurement of composite fermions in graphene. The longitudinal resistance is
plotted as a function of the filling factor and the magnetic field. The dark blue regions of zero
resistance correspond to integer and fractional QH states. Fig. taken from [6].

Table 2.2: Fractional quantum Hall states with 𝜈 filled states following the composite fermion
series (2.17) measured in the group of Goldhaber-Gordon [6]. Their observed fractional states
are coloured in blue.

𝜈 = 𝑝
2𝑘𝑝+1 − 2

𝑝 = 1 𝑝 = 2 𝑝 = 3 𝑝 = 4

𝑘 = 1 𝑘 = 2 𝑘 = 1 𝑘 = 2 𝑘 = 1 𝑘 = 2 𝑘 = 1 𝑘 = 2

𝜈 = 0 1
3

1
5

2
5

2
9

3
7

3
13

4
9

4
17

𝜈 = 1 4
3

6
5

7
5

11
9

10
7

16
13

13
9

21
17

𝜈 = 2 7
3

11
5

12
5

20
9

17
7

29
13

22
9

38
17

𝜈 = 3 10
3

16
5

17
5

29
9

24
7

42
13

31
9

55
17

𝜈 = 𝑝
2𝑘𝑝−1 − 2

𝑝 = 1 𝑝 = 2 𝑝 = 3 𝑝 = 4

𝑘 = 1 𝑘 = 2 𝑘 = 1 𝑘 = 2 𝑘 = 1 𝑘 = 2 𝑘 = 1 𝑘 = 2

𝜈 = 0 1 1
3

2
3

2
7

3
5

3
11

4
7

4
15

𝜈 = 1 2 4
3

5
3

9
7

8
5

14
11

11
7

19
15

𝜈 = 2 3 7
3

8
3

16
7

13
5

25
11

18
7

34
15

𝜈 = 3 4 10
3

11
3

23
7

18
5

36
11

25
7

49
15
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The group of Goldhaber-Gordon were able to measure an elaborated sequence of composite
fermions (2.17) in high mobility graphene on hBN (𝜇 > 4 × 105 cm2 V−1 s) [6]. They
observe the broken symmetry states of 𝜈 = 1 and 𝜈 = 3 starting at a magnetic field of 1.5 T
and fractional states from 𝐵 > 5 T. An example of their results is presented in Fig. 2.14 in
which the evolution of longitudinal resistance is plotted as a function of filling factor and
magnetic field. The blue regions of zero resistance reveal the appearance of each integer
and fractional state.

In order to compare the observed fractional states with the sequence of composite
fermions (2.17), the table 2.2 lists all theoretically predicted states and the observed states
(coloured in blue). The group of Goldhaber-Gordon observe almost all fractional states
of the sequence of composite fermions (2.17) of 𝑘 = 1 and 𝑝 ≤ 4. The states are built in
hierarchical order. If, for instance, the state 10

7 (𝑝 = 3 and 𝑘 = 1) was not observed, then
the subsequent state 13

9 (𝑝 = 4 and 𝑘 = 1) is not observed either.

In the previous section, we have introduced the theories by Laughlin and Halperin of
fractional quantum Hall states. Let us compare briefly the fractional states predicted
by their theories with the observed fractions. Since the parameters (𝑚;𝑛𝑖𝑗) offer a large
number of combinations, we focus on the three examples (2.14), (2.15) and (2.16). Table
2.3 lists the predicted fractional states for each of the three examples together with the ones
experimentally observed (coloured in blue)9. We observe that for 𝑚 = 3, the theoretical

Table 2.3: The fractional quantum Hall states calculated from the theories by Laughlin and
Halperin are compared with the observed fractions in the group of Goldhaber-Gordon [6] for
each Landau level 𝑁 .

𝜈 = 1
𝑚 − 2 𝜈 = 0 𝜈 = 1 𝜈 = 2 𝜈 = 3

𝑚 = 3 1
3

4
3

7
3

10
3

𝑚 = 5 1
5

6
5

11
5

16
5

𝜈 = 2
2𝑚−1 − 2 𝜈 = 0 𝜈 = 1 𝜈 = 2 𝜈 = 3

𝑚 = 3 2
5

7
5

12
5

17
5

𝑚 = 5 2
9

11
9

20
9

29
9

𝜈 = 4
4𝑚−3 − 2 𝜈 = 0 𝜈 = 1 𝜈 = 2 𝜈 = 3

𝑚 = 3 4
9

13
9

22
9

31
9

𝑚 = 5 4
17

21
17

38
17

55
17

9 The parameter 𝑚 has to be an odd integer due to Fermionic statistics.
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predicted states correspond to the observed fractional states. The theoretical states of
𝑚 = 5 have not yet been observed.

The results of the group of Goldhaber-Gordon demonstrate the impressive increase in the
quality of graphene devices which pave the way to study the rich physics of the fractional
quantum Hall effect in this new system.

Summary
Within this chapter, we introduced the first essential ingredient of this work which is
graphene. We discussed its particular gapless bandstructure with its linear energy dispersion
which leads to its special electronic properties. In the main part of this chapter we focussed
on the relativistic quantum Hall effect in graphene which occurs at transverse conductance
values of 𝐺𝑥𝑦 = ±4

(︀
𝑛+ 1

2
)︀

𝑒2

ℎ due to the four-fold degeneracy of spin and valley. With
the rise of a new generation of high mobility graphene devices, plateaus at every integer
filling factor have been observed which are a result of the breaking of the symmetries of
spin and valley. This symmetry breaking is caused by Coulomb interaction which becomes
the dominant interaction in high magnetic fields.

The 𝑁 = 0 Landau level has special characteristics in graphene since it is occupied by
both electrons and holes. The lifting of the degeneracies leads to two possible scenarios if
either the spin or the valley degeneracy lifts first. When the valley degeneracy lifts first,
the edge excitation is gapped leading to insulating behaviour at the charge neutrality point.
On the other hand, when the spin degeneracy lifts first, the gapless edge excitation leads
to a quantum spin Hall state.

In the last section, we turn to the fractional quantum Hall regime and discussed the
adaptation of the theories of Laughlin and Halperin as well as of composite fermions to
graphene.

With this framework we can now go on to discuss the quantum point contact in graphene
in the quantum Hall regime.





CHAPTER 3

QUANTUM POINT CONTACTS

A quantum point contact - a narrow and short constriction in a 2DEG - presents an
ideal system to study many fundamental phenomena of quantum mesoscopic physics. In
the quantum Hall regime, the QPC can locally manipulate edge channels by controlling
the tunnelling probability between counter-propagating edge channels which introduces
backscattering. The QPC enables the selection of specific channels which pass the con-
striction while others are backscattered. For instance, it can be tuned to be partially open
to transmission, making it the electronic analogue of an optical beam-splitter. The QPC
offers, therefore, an elementary ingredient to realise electron quantum optics.

In the course of this PhD thesis, we have studied the QPC in high mobility graphene.
In the previous chapter, we have introduced graphene and discussed its behaviour in
the quantum Hall regime. In this chapter, we turn to the second crucial ingredient, the
quantum point contact, and present its theoretical framework in the quantum Hall regime.

1 Conductance quantisation

The quantum point contact (QPC) is a narrow constriction of a quasi one-dimensional
channel which is connected to large 2-dimensional reservoirs at each end (see Fig. 3.1).
A QPC is usually realised by depositing electrostatic split gates above a 2-dimensional
electron gas (2DEG). In 1988, Wharam et al. [7] and van Wees et al. [14] studied the first
QPC in the 2DEG of GaAs-AlGaAs at zero magnetic field. The surprising result was that
conductance shows step-like quantisation of 2𝑒2

ℎ in dependence of the split gate voltage
(see Fig. 3.2a). These step-like features become visible if the transport through the QPC

split gate split gate

2DEG

QPC
constriction

Figure 3.1: Schema of a QPC.
The split gates are decoupled from
the 2DEG affecting the 2DEG due
to electric field effect.
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is in the ballistic regime which requires the mean free path of the electrons to be much
longer than the length of the QPC.

At zero voltage on the split gates, the 2DEG is spread homogeneously between the
Ohmic contacts. When a negative gate voltage is applied, the 2DEG is depleted beneath
the split gates. Charge transport is then only possible within the constriction of the QPC.
The confinement of the QPC, which can be treated analogously to a particle in a 1D
well, causes the 2D density of states to split into one-dimensional modes (or subbands) of
quantised energy.

Decreasing further the negative gate voltage, the QPC closes continuously, limiting the
number of transverse modes which are transmitted through the QPC. The conductance is
directly proportional to the number of transmitted transverse modes 𝑀 in the form

𝐺 = 2𝑒2

ℎ
𝑀

Each time the conductance increases by a step of 2𝑒2

ℎ , an additional transverse mode is
transmitted through the QPC. This result is a remarkable manifestation of the Landauer
formula of perfect transmission which we introduced in 1.3.1.

a) b)

Figure 3.2: The conductance plotted as a function of the applied voltage on the split gate
a) At zero magnetic field the conductance exhibits a step-like features with a quantisation at
multiples of 2𝑒2

ℎ . Inset: Layout of the device with the QPC. Fig. taken from [14]. b) When a
perpendicular magnetic field is applied, the conductance plateaus become flatter and broader in
the transition to the quantum Hall regime. The lifting of the spin degeneracy in the quantum
Hall regime results in additional plateaus at all integers of 𝑒2

ℎ . Fig. taken from [83].
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2 Transition to the quantum Hall regime

At zero magnetic field, the conductance plateaus at multiples of 2𝑒2

ℎ are present due to
the lateral confinement of the QPC. By applying a perpendicular magnetic field, the
conductance plateaus are observed to flatten and become wider (see Fig. 3.2b). When
entering the quantum Hall regime, the observed conductance plateaus are no longer a
measurement of the transmitted transverse modes but are due to the formation of Landau
levels. The main characteristic of this regime is the propagation of electrons within edge
channels which dictates the current transport at the conductance plateaus. The two-fold
spin degenerated Landau levels split in magnetic fields, giving rise to additional plateaus
at multiples of 𝑒2

ℎ (at about 2 T in Fig. 3.2b).
By changing the gate voltage, the number of transmitted edge channels can be tuned.

For instance, let us consider the case of two spin-degenerate edge channels which pass
through the QPC. In this case, the conductance exhibits a plateau of 2𝑒2

ℎ (Fig. 3.3a)1.
When the gate voltage is decreased, the QPC becomes narrower causing each edge channel
to get nearer to its counter-propagating partner from the other sample edge. At some
point, electrons start to scatter between the counter-propagating inner edge channels which
introduces backscattering (Fig. 3.3b). Hence, the conductance is situated between two
plateaus. By further increasing the gate voltage, only one edge channel is transmitted
through the QPC while the other one is fully backscattered (Fig. 3.3c). The conductance
reaches the plateau of 𝑒2

ℎ .

2.1 Landauer-Büttiker formalism of a QPC
So far, we have seen that no backscattering takes place in the quantum Hall regime. In this
regard, we have derived the longitudinal and the transverse resistance in the framework of
the Landauer-Büttiker-formalism (see 1.3.2). At this point, let us apply this formalism to a
Hall bar equipped with a QPC which limits the number of transmitted edge channels (see
Fig. 3.4). We assume that out of 𝑀 edge channels, 𝑁 channels are transmitted through

Increasing |Vgate|

Vgate Vgate

a) c)

Vgate Vgate

b)

Vgate Vgate

Figure 3.3: The QPC limits the number of transmitted edge channels in the quantum Hall
regime. a) Two edge channels pass through the QPC. b) When the gate voltage is increased,
the edge channels from one side are brought in closer proximity to their counter-propagating
partners. At some point, electrons are scattered between the counter-propagating edge channels
leading to backscattering. c) One edge channel passes through the QPC while the other one is
fully backscattered.

1 We assume that the spin degeneracy is lifted
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the constriction. Therefore, 𝑀 −𝑁 channels are backscattered.
We adapt (1.14) to calculate the conductance matrix in the configuration of a Hall bar

with a QPC:⎛⎜⎜⎜⎜⎜⎜⎜⎝

𝐼1
𝐼2
𝐼3
𝐼4
𝐼5
𝐼6

⎞⎟⎟⎟⎟⎟⎟⎟⎠
= 𝑒2

ℎ

⎛⎜⎜⎜⎜⎜⎜⎜⎝

𝑀 0 0 0 0 −𝑀
−𝑀 𝑀 0 0 0 0

0 −𝑁 𝑀 0 −(𝑀 −𝑁) 0
0 0 −𝑀 𝑀 0 0
0 0 0 −𝑀 𝑀 0
0 −(𝑀 −𝑁) 0 0 −𝑁 𝑀

⎞⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎝

𝑉1
𝑉2
𝑉3
𝑉4
𝑉5
𝑉6

⎞⎟⎟⎟⎟⎟⎟⎟⎠
(3.1)

Similar to the calculation of the resistances in a Hall bar in 1.3.2, we assume that the
current flows from contact 1 to contact 4. Therefore, we set 𝐼1 = −𝐼4 = 𝐼 and 𝑉4 = 0. The
contacts 2, 3 and 5, 6 are considered as voltage probes which implies 𝐼2 = 𝐼3 = 𝐼5 = 𝐼6 = 0.
We can directly deduce that 𝑉1 = 𝑉2 and 𝑉4 = 𝑉5. The two remaining voltages 𝑉3 and 𝑉6
are calculated as 𝑉3 = 𝑁

𝑀 𝑉1 and 𝑉6 = 𝑀−𝑁
𝑀 𝑉1. Hence, (3.1) takes the form:⎛⎜⎜⎜⎜⎜⎜⎜⎝

𝐼

0
0

−𝐼
0
0

⎞⎟⎟⎟⎟⎟⎟⎟⎠
= 𝑒2

ℎ

⎛⎜⎜⎜⎜⎜⎜⎜⎝

𝑀 0 0 0 0 −𝑀
−𝑀 𝑀 0 0 0 0

0 −𝑁 𝑀 0 −(𝑀 −𝑁) 0
0 0 −𝑀 𝑀 0 0
0 0 0 −𝑀 𝑀 0
0 −(𝑀 −𝑁) 0 0 −𝑁 𝑀

⎞⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎝

𝑉1
𝑉1

𝑁
𝑀 𝑉1

0
0

𝑀−𝑁
𝑀 𝑉1

⎞⎟⎟⎟⎟⎟⎟⎟⎠
Solving this set of equations leads to the current

𝐼 = −𝑒2

ℎ
𝑁𝑉1

2 3

56

1 4

B x

y

M N
M-N

I

VLVH
VD

Figure 3.4: Schematic of a Hall bar equipped with a QPC to calculate 𝑉𝐻 , 𝑉𝐿 and 𝑉𝐷 within
Landau Büttiker formalism. Out of 𝑀 edge channels, 𝑁 edge channels are transmitted through
the QPC and 𝑀 −𝑁 edge channels are backscattered.
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The longitudinal resistance 𝑅𝐿 = 𝑉2−𝑉3
𝐼 can, therefore, be deduced:

𝑅𝐿 = ℎ

𝑒2
𝑀 −𝑁

𝑁 ·𝑀 (3.2)

In the same manner, the transverse resistance 𝑅𝐻 = 𝑉2−𝑉6
𝐼 is calculated

𝑅𝐻 = ℎ

2𝑒2
1
𝑀

(3.3)

In contrast to the longitudinal resistance (3.2), the transverse resistance (3.3) only depends
on the total number of edge channels independent of the actual number of transmitted
channels.

In the course of this work, we will make use of the diagonal resistance 𝑅𝐷 = 𝑉2−𝑉5
𝐼 which

is given by

𝑅𝐷 = ℎ

2𝑒2
1
𝑁

(3.4)

The diagonal resistance is especially relevant since it provides a direct measure of the
number of transmitted edge channels 𝑁 .

2.2 Filling factors within the QPC
The relations of 𝑅𝐿 (3.2), 𝑅𝐻 (3.3) and 𝑅𝐷 (3.4) can be directly translated into corre-
sponding filling factors. A QPC device is divided into two regions of differing charge carrier
densities which result in two different filling factors. The filling factor in the bulk, 𝜈1,
corresponds to the total number of edge channels 𝑀 . The filling factor within the QPC
𝜈2 is equal to the number of transmitted channels 𝑁 . The region below the split gates
is assumed to be completely depleted of electrons. Entering the definitions 𝜈1 = 𝑀 and
𝜈2 = 𝑁 into the equations (3.2) to (3.4) of the resistances, we obtain

𝑅𝐻 = ℎ

𝑒2
1

|𝜈1|

𝑅𝐿 = ℎ

𝑒2
|𝜈1| − |𝜈2|
|𝜈1| · |𝜈2|

𝑅𝐷 = ℎ

𝑒2
1

|𝜈2|

(3.5)

3 Towards a quantum point contact in graphene

With the rise of the new generation of graphene devices with the graphene layer either
suspended or on boron nitride, carrier mobility has continuously improved recently above
105 cm2 V−1 s−1 paving the way to ballistic transport [84, 85].

We have seen that in conventional 2DEG systems equipped with a QPC, applying a
negative voltage to the split gates of the QPC depletes the region underneath the split
gates. Full depletion is possible due to the band gap of the semiconductor. The situation is
completely different in graphene since its band structure is gapless. A negative gate voltage
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induces a decrease in the electron density and the doping shifts directly from electrons to
holes. By applying a negative voltage on the split gates, the graphene underneath becomes,
therefore, hole-doped.

Even though the graphene can be doped of opposite charge underneath the split gates, at
zero magnetic field, a QPC as in conventional 2DEG systems is still not possible in graphene.
The reason lies within the phenomenon of Klein tunnelling. An electron which encounters
a pn-interface with a normal incident angle, is fully transmitted through the hole-doped
region. Therefore, the electrons cannot be deflected to pass through the constriction of the
QPC and, hence, the conductance is not quantised.

In the quantum Hall regime, electron transport is carried by edge channels which follow
the confining potential of the edge of the device. The split gates allows to locally change
the charge carrier density to obtain, for instance, a hole-doped region below the split gates
while the bulk remains electron-doped. As shown in Fig. 3.5a in this case, the hole-doped
edge channels circulate only below the split gates and remain localised. The electron-doped
edge channels of the bulk follow the equipotential lines going around these hole-doped
regions. In this configuration, the bulk edge channels are forced to pass through the QPC.

In the following, we describe the different configurations of edge channels in the bulk
and underneath the split gates depending on the particular polarity of each region. We
denote the filling factor in the bulk by 𝜈𝑏 and the filling factor underneath the split gates
by 𝜈𝑔 which in both cases define the number of propagating edge channels in those regions.

3.1 Configurations of a QPC in graphene
Bipolar configuration Two different configurations are possible when the graphene is
oppositely doped underneath the split gates than in the bulk. We have already mentioned
the first one in which hole edge channels are localised underneath the split gates and the
bulk edge channels are, hence, forced to pass through the QPC as presented in Fig. 3.5a.

In the second configuration, the hole edge channels underneath the split gates extend
across the QPC and circulate in between the edges of the sample as shown in Fig. 3.5b.
The bulk edge channels can no longer pass across the QPC and are, thus, backscattered.
No current is transferred and, hence, the QPC is fully pinched-off.

Unipolar configuration In the unipolar regime, when the polarities in the bulk and
underneath the split gates are the same, three configurations are possible. In the simplest
case when the filling factors are equal, the edge channels are not deflected and pass directly
below the split gates. An increase of the filling factor in the bulk 𝜈𝑏 (𝜈𝑔 < 𝜈𝑏), implies that
more edge channels propagate in the bulk than underneath the split gates. The additional
bulk edge channels are forced to pass directly through the QPC as shown in Fig. 3.5c.

If instead the filling factor underneath the split gates 𝜈𝑔 (𝜈𝑔 ≥ 𝜈𝑏) is increased, the
additional edge channels are localised underneath the split gates without influencing the
bulk edge channels which pass below the split gates as presented in Fig. 3.5d.

The states underneath the split gates may not remain localised but extend across the
QPC circulating between the two edges of the sample as shown in Fig. 3.5e.
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a) b)

νg > νbνg < νb
c) d)

νg > νb
e)

νg  νb < 0

νg  νb > 0

Figure 3.5: Schematic drawing of five configurations of a QPC in graphene. a) 𝜈𝑏 · 𝜈𝑔 < 0:
The charge carriers in edge channels of the bulk have an opposite polarity than the ones
underneath the split gates. The bulk edge channels are forced to pass through the QPC. b)
𝜈𝑏 · 𝜈𝑔 < 0: The hole edge channels from underneath the split gates extend across the QPC
circulating between the two edge of the sample. The bulk edge channels are backscattered. c)
𝜈𝑔 < 𝜈𝑏: The common edge channels propagate underneath the split gates while the additional
bulk edge channel is forced to pass through the QPC. d) 𝜈𝑔 ≥ 𝜈𝑏: The common edge channels
pass beneath the split gates while the additional gate edge channels circulate underneath the
split gates. e) 𝜈𝑔 > 𝜈𝑏: The edge channels underneath the split gates extend across the QPC
and the bulk edge channels pass underneath the split gates.

3.2 Short-circuit and backscattering via equilibration
The effect of a QPC in graphene is especially realised in the configurations of Fig. 3.5a
and 3.5c in which bulk edge channels are forced to pass through the QPC. In these
configurations, by changing the voltage on the split gates, the number of transmitted bulk
edge channels can be controlled.

However, in our consideration, we have neglected one important aspect which changes
entirely the situation: We need to include equilibration between the edge channels. When
the edge channels are equilibrated, current flowing through the edge channels is equally
distributed among them. If the current is not equally distributed among the edge channels,
inelastic scattering processes cause the current to redistribute to have an equal fraction of
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current each [86]. Equilibration also takes place between the bulk edge channels and those
originating from the split gates independent of their respective polarity.

In three out of the five configurations in Fig. 3.5, equilibration changes the transport
properties. When hole edge channels are localised underneath the split gates, the bulk edge
channels are forced to pass through the QPC as shown in Fig. 3.5a. The voltage applied
on the split gates controls the number of transmitted bulk edge channels. As presented in
Fig. 3.6a, the bulk edge channels which are backscattered may still contribute to current
transport by equilibrating with the hole states underneath the split gates. Therefore,
current is transferred from the backscattered bulk edge channel across the QPC.

The configuration of the fully pinched-off QPC of Fig. 3.5b may not be completely closed.
As presented in Fig. 3.6b, equilibration between the backscattered bulk edge channel and
the hole states of the split gates leads to current transfer across the QPC.

In the unipolar regime of Fig. 3.5e, the edge channels from the split gates extends across
the QPC circulating in between the two edge of the sample. Equilibration between them
and the bulk edge channel passing at the edge of the sample underneath the split gates
transports electrons to the opposite side of the sample introducing backscattering as show
in Fig. 3.6c.

Summary
In the course of this chapter, we have introduced the quantum point contact as an electronic
device capable of controlling the transmission of quantum Hall edge channels through a
constriction. We have derived the expressions for the different resistances in a six-terminal
device equipped with a QPC. The diagonal resistance is particularly important since it
directly probes the number of transmitted edge channels.

We have pointed out that a QPC in graphene at zero magnetic field does not exhibit
conductance quantisation due to Klein tunnelling allowing electrons to pass directly through
a hole doped region. In the quantum Hall regime, however, we have seen that it is possible
to realise configurations of edge channels in the bulk and underneath the split gates to

a) b) c)

Figure 3.6: Schematic drawing of QPC configurations in graphene including equilibration
between edge channels (black wavy arrows). a) 𝜈𝑏𝑢𝑙𝑘 · 𝜈𝑔𝑎𝑡𝑒 < 0: When a bulk edge channel
is backscattered, it may equilibrate with the localised hole states underneath the split gates.
b) 𝜈𝑏𝑢𝑙𝑘 · 𝜈𝑔𝑎𝑡𝑒 < 0: The hole edge channels propagating across the QPC equilibrate with the
backscattered bulk edge channel. c) 𝜈𝑔𝑎𝑡𝑒 > 𝜈𝑏𝑢𝑙𝑘: The edge channel from underneath the split
gates extends across the QPC connecting the two edges of the sample. Equilibration between
the bulk and split gates edge channels introduces backscattering.
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control the number of transmitted edge channels through the QPC.
Nevertheless, the situation is more complex due to the phenomenon of equilibration

between edge channels. Equilibration which is due to inelastic scattering between the charge
carriers introduces both short-circuits and backscattering. In order to fully understand the
transport properties of a QPC in graphene, we will have a closer look at the consequences
of equilibration between edge channels especially at the interface between electrons and
holes in the following chapter.
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In the previous chapter, we have discussed that the transport properties of a QPC in
graphene in the quantum Hall regime are determined by the equilibration between edge
channels. In this chapter, we have a closer look at equilibration at a pn-interface and
discuss its consequences on transport properties.

We begin by investigating the propagation of edge channels along the pn-interface defined
by the bending of the Landau levels. Afterwards, we turn to the pnp-junction and we
apply the Landauer-Büttiker formalism on the three regimes of equilibration, each of
which is characterised by a different edge channel configuration. Afterwards, we compare
theoretical predictions with experimental observations in a pnp-junction with degenerated
edge channels and when the spin and valley degeneracies are lifted. We conclude this
chapter by discussing in more detail the QPC in graphene including the equilibration
between edge channels.
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1 Edge channel equilibration at the pn-interface

When the current is not equally spread among edge channels, inelastic scattering leads to
a redistribution of current to have an equal fraction in each of the edge channels. This
process of equilibration defines transport properties across a pn-interface. In the following,
we have a closer look at the evolution of Landau levels across a pn-interface to understand
the propagation of edge channels in its vicinity.

1.1 Evolution of the Landau levels across the pn-interface
The charge carrier density in graphene can be locally adjusted by adding a local electrostatic
gate separated from the graphene by a thin insulating layer. The region of the flake
underneath this top-gate is doped differently than the bulk as presented in the example
in Fig. 4.1. When, for instance, a positive voltage is applied on the backgate while the
top-gate is at a negative potential, holes are accumulated below the top-gate while the
bulk outside of the top-gate region is electron-doped, thus forming a pn-interface.

The different doping in the two adjacent regions cause the Fermi level to be in the
conduction band on one side and in the valence band in the other, as shown in Fig. 4.2a.
The Landau levels in each region are filled differently inducing a bending of the Landau
levels at the pn-interface (see Fig. 4.2b).

The Fermi level of the electron-doped left side is situated between the 𝑁 = 2 and 𝑁 = 6
Landau level. The filling factor on the left side is, therefore, 𝜈1 = 2 and, hence, one
degenerated edge channel circulates in this region as presented in Fig. 4.2c. On the right
side of Fig. 4.2b, the Fermi level lies below the 𝑁 = −6 Landau level, leading to a filling
factor of 𝜈2 = −6. Therefore, two degenerated hole edge channels circulate in the right
region (see Fig. 4.2c).

At the interface of the electron- and hole-doped regions, the Fermi level crosses the
electron-like 𝑁 = 2 as well as the hole-like 𝑁 = −2 and 𝑁 = −6 Landau levels giving rise
to the propagating edge channels along the interface. The group velocity within the edge
channel is directly proportional to the slope of the confining potential which leads to the
bending of the Landau levels of the form1

𝑣𝑔 = 1
|𝑒|𝐵

𝜕𝑉𝑦

𝜕𝑦

Backgate Graphene
n

p
p

Insulating
layer

Figure 4.1: Schematic drawing of a pnp-
junction in graphene. The top-gate above
the centre of the graphene flake is decoupled
from it by an insulating layer.

1 We introduced the group velocity in equation (1.9) in the first chapter.
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n
ν1 = 2

p
ν2 = -6µL µR

εF

εF

6
2

-2
-6

N

a)

b)

c)

Figure 4.2: a) The Fermi level lies in the electron-doped region within the conduction band
while it is situated in the valence band in the hole-doped region. b) Due to the changing
potential across the pn-interface, the Landau levels bend. The Fermi level crosses the Landau
levels at 𝑁 = 2 as well as 𝑁 = −2 and 𝑁 = −6 where edge channels emerge. c) The electron
edge channels circulate on the left side while the hole edge channels propagate on the right
side. Along the pn-interface, the oppositely charged carriers move in the same direction.

Therefore, the electron- and hole-like edge channels propagate in the same direction along
the pn-interface.

1.2 Equilibration and inelastic scattering
The influence of inelastic scattering at the pn-interface on mode mixing and the resulting
resistance has been discussed by J. Li et al [87] and W. Long et al [88] as well as J.-C.
Chen et al [89] in six-terminal devices. They emphasise that the observation of fractional
plateaus are only possible due to inelastic scattering between the edge channels and its
consequential equilibration between them. In the absence of scattering, the device becomes
insulating with high resistance since the current cannot flow between the source and the
drain. By adding inelastic scattering, the resistance decreases rapidly since electron- and
hole-like edge channels start to mix in vicinity of the pn-boundary. When the strength of
inelastic scattering is further increased, at some point, the edge channels are fully mixed
resulting in the observed plateau features in the resistance.

One way to introduce inelastic scattering is by adding disorder which is, for instance,
due to vacancies, impurities and potential fluctuations. J.C. Chen et al point out in their
theoretical simulations that conductance plateaus originate from inelastic scattering as an
interplay of disorder and dephasing processes. The latter destroying the particle’s phase
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but not its momentum, is induced, for instance, by electron-phonon and electron-electron
interactions [90].

2 Equilibration of degenerated quantum Hall edge channels in a pnp-
junction

In 2007, the first measurement of a pn-junction in the quantum Hall regime was conducted
on graphene on SiO2 by the group of C.M. Marcus [91]. The theoretical understanding of
their results was developed in a companion paper by D.A. Abanin and L.S. Levitov [92].

The more complex structure of a pnp-junction is realised by placing a top-gate above the
central part of the graphene as shown in Fig. 4.1. In 2009, measurements of a pnp-junction
in graphene on SiO2 were performed in the two-terminal configuration by the group of P.
Kim [93] and in multiterminal devices by D.-K. Ki and H.-J. Lee [94]. S.-G. Nam et al.
were able to develop a fabrication procedure of embedding the local gate which decouples
the central region from the influence of the backgate [95].

Only recently in 2014, the group of Goldhaber-Gordon was successful in measuring a
pnp-junction in high mobility graphene on hexagonal boron nitride. They discovered that
when the four-fold degeneracy is lifted, equilibration between edge channels is selective
depending on the spin polarisation of each edge channel [96].

In the following, first, we derive the various resistances of a pnp-junction in a six-
terminal configuration based on Landauer-Büttiker formalism. Afterwards, we compare
the theoretical predictions with the experimental results of D.-K. Ki and H.-J. Lee [94]. In
this section, we assume that the degeneracies of spin and valley are not lifted which leads
to non-polarised, degenerated edge states. In the next section, we discuss the consequences
of the lifting of the degeneracies and the resulting polarised edge states on transport
properties in a pnp-junction.

2.1 Theoretical framework of a pnp-junction
In a pnp-junction, we denote the outer two regions of the same filling factor by 𝜈1 and the
central region of a different filling factor by 𝜈2. In the following, we derive the different
resistances in a multiterminal measurement of a pnp-junction in the form of a Hall bar
(see Fig. 4.4a).

In the previous chapter, we derived various resistances (𝑅𝐻 , 𝑅𝐿, 𝑅𝐷) for a six-terminal
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Figure 4.3: Schematic of a Hall bar equipped with a QPC to compare with the pnp-junction.
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Hall bar equipped with a QPC (see Fig. 4.3a) of the form

𝑅𝐻 = ℎ

𝑒2
1
𝑀

𝑅𝐿 = ℎ

𝑒2
𝑀 −𝑁

𝑀 ·𝑁

𝑅𝐷 = ℎ

𝑒2
1
𝑁

(4.1)

in which out of 𝑀 edge channels, 𝑁 edge channels are transmitted.
Let us have a look at the same Hall bar configuration, replacing the QPC with a top-gate

which covers the full width of the device as shown in Fig. 4.3b. In an analogue to the
QPC, out of 𝑀 edge channels, 𝑁 edge channels are transmitted, passing underneath the
junction along the edge of the sample. 𝑀 − 𝑁 edge channels are backscattered. If we
derive the various resistances (𝑅𝐻 , 𝑅𝐿, 𝑅𝐷) within this configuration of a pnp-junction
with Landauer-Büttiker formalism, we will obtain the same relations (4.1).

In the next step, we need to adapt (4.1) in order to include equilibration between edge
channels of the bulk and those underneath the split gates. The parameter 𝑁 no longer
corresponds directly to the filling factor 𝜈2 in the central region. In order to find an
accurate relation between the number of transmitted channels and the two filling factors
𝜈1 and 𝜈2, we need to distinguish three regimes depending on the sign and value of both
filling factors.
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b)
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Figure 4.4: Schematic of a pnp-junction in the three possible regimes. a) Schematic drawing
of a Hall bar with three regions of which the outer two are described by the filling factor 𝜈1 and
the central region is characterised by the filling factor 𝜈2. b) Edge-state transmission regime:
𝜈1 · 𝜈2 > 0 and |𝜈1| ≥ |𝜈2|. c) Partial equilibration regime: 𝜈1 · 𝜈2 > 0 and |𝜈1| < |𝜈2|. d) Full
equilibration regime: 𝜈1 · 𝜈2 < 0.



66 4 Equilibration in a graphene pn-junction in the quantum Hall regime

Edge-state transmission regime The charge carriers in this regime have the same
polarity (𝑛𝑛′𝑛 or 𝑝𝑝′𝑝) and the filling factor in the central region is lower than that of the
outer regions (𝜈1 > 𝜈2) (see Fig. 4.4b). Since the total number of edge channels is higher
than those in the central region, only the edge channels of the filling factors which they
have in common are transmitted. The additional edge channels in the outer regions are
backscattered. The number of transmitted channels 𝑁 corresponds, therefore, to the filling
factor in the central region (𝑁 = |𝜈2|).

𝑅𝐻 = ℎ

𝑒2
1

|𝜈1|

𝑅𝐿 = ℎ

𝑒2
|𝜈1| − |𝜈2|
|𝜈1| · |𝜈2|

𝑅𝐷 = ℎ

𝑒2
1

|𝜈2|

(4.2)

The edge-state transmission regime is, hence, in close analogy to the QPC.

Partial equilibration regime The charge carriers have still the same polarity (𝑛𝑛′𝑛

or 𝑝𝑝′𝑝) but the filling factor in the central region is higher than that of the outer regions
(|𝜈1| < |𝜈2|) (see Fig. 4.4c). The edge channels of the common filling factors propagate from
the source to the drain. The additional edge channel circulates in the central region and,
due to equilibration, mixes with the counterpropagating outer edge channels introducing
backscattering.

The number of transmitted edge channels is defined by the edge channels of common
filling factors and adjusted by the contribution of equilibration. It is derived by calculating
the outgoing current 𝐼𝑜𝑢𝑡 = 𝑒2

ℎ (𝜇𝐿 − 𝜇𝑅)𝑁 . We assume that the current emerges only
from the left side. By using current conservation (see Fig. 4.4b), we find the following
relations:

𝐼1 = 𝐼𝑖𝑛 + 𝐼4 𝐼2 = 𝐼3

𝐼2 = |𝜈2| − |𝜈1|
|𝜈2|

𝐼1 𝐼4 = |𝜈2| − |𝜈1|
|𝜈2|

𝐼3

Therefore, 𝐼𝑜𝑢𝑡 is obtained by

𝐼𝑜𝑢𝑡 = 𝐼1 − 𝐼2 = |𝜈1|
|𝜈2|

𝐼1

Since the incoming current is given by 𝐼𝑖𝑛 = 𝑒2

ℎ (𝜇𝐿 − 𝜇𝑅) |𝜈1|, we derive 𝐼𝑜𝑢𝑡 by considering
the relation

𝐼𝑜𝑢𝑡

𝐼𝑖𝑛
=

|𝜈1|
|𝜈2|

2|𝜈1|
|𝜈2| −

(︁
|𝜈1|
|𝜈2|

)︁2 = |𝜈2|
2|𝜈2| − |𝜈1|
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The outgoing current is, hence,

𝐼𝑜𝑢𝑡 = 𝑒2

ℎ
(𝜇𝐿 − 𝜇𝑅) |𝜈1| · |𝜈2|

2|𝜈2| − |𝜈1|⏟  ⏞  
=𝑁

(4.3)

Including the expression of 𝑁 (4.3) into the general relation of the resistances (4.1), we
obtain

𝑅𝐻 = ℎ

𝑒2
1

|𝜈1|

𝑅𝐿 = ℎ

𝑒2
|𝜈2| − |𝜈1|
|𝜈1| · |𝜈2|

𝑅𝐷 = ℎ

𝑒2
2|𝜈2| − |𝜈1|
|𝜈1| · |𝜈2|

(4.4)

The partial equilibration regime only exists in the configuration of a 𝑛𝑛′𝑛 or 𝑝𝑝′𝑝-junction
and not in the 𝑛𝑛′ or 𝑝𝑝′-junction in which the additional edge channels cannot circulate
and partially equilibrate with each other.

Full equilibration regime In the last regime, charge carriers have opposite polarity
(𝑛𝑝𝑛 or 𝑝𝑛𝑝) (see Fig. 4.4d). At each pn-interface, the electron- and hole-like edge channels
propagate in the same direction, equilibrating with each other.

We use the same approach of current conservation as in the partial equilibration regime
to calculate the number of transmitted edge channels. We obtain the relations:

𝐼1 = 𝐼𝑖𝑛 + 𝐼4 𝐼2 = 𝐼3

𝐼2 = |𝜈1| + |𝜈2|
|𝜈2|

𝐼1 𝐼4 = |𝜈1| + |𝜈2|
|𝜈2|

𝐼3

𝐼𝑜𝑢𝑡 = −|𝜈1|
|𝜈2|

𝐼1 𝐼𝑖𝑛 =
(︃

1 −
(︂

1 + |𝜈1|
|𝜈2|

)︂2
)︃
𝐼1

Therefore, the ratio of incoming and outgoing current becomes:

𝐼𝑜𝑢𝑡

𝐼𝑖𝑛
=

− |𝜈1|
|𝜈2|(︂

1 −
(︁

1 + |𝜈1|
|𝜈2|

)︁2
)︂ = |𝜈2|

2|𝜈2| + |𝜈1|

The outgoing current takes the form:

𝐼𝑜𝑢𝑡 = 𝑒2

ℎ
(𝜇𝐿 − 𝜇𝑅) |𝜈1| · |𝜈2|

2|𝜈2| + |𝜈1|⏟  ⏞  
=𝑁

(4.5)

We use the expression of 𝑁 (4.5) to insert it into the general relation of the resistances
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(4.1) and obtain

𝑅𝐻 = ℎ

𝑒2
1

|𝜈1|

𝑅𝐿 = ℎ

𝑒2
|𝜈1| + |𝜈2|
|𝜈1| · |𝜈2|

𝑅𝐷 = ℎ

𝑒2
2|𝜈2| + |𝜈1|
|𝜈1| · |𝜈2|

(4.6)

The transverse resistance 𝑅𝐻 remains unchanged in all three regimes depending only
on the total number of edge channels. At this point we mention that the expressions of
the resistances (4.2), (4.4) and (4.6) are taken at a fixed direction of magnetic field. If its
direction is inverted, 𝑅𝐻 and 𝑅𝐿 remain unchanged but 𝑅𝐷 needs to be calculated with
the current and voltage probes switched (for more details see [94]). Table 4.1 summarises
the relations for the three regimes including 𝑅𝐷 for both directions of the magnetic field.

2.2 Experimental results on the pnp-junction on SiO2

Measurements of a pnp-junction in graphene on SiO2 have been performed in two-terminal
configuration by the group of P. Kim [93] and in multiterminal devices by D.-K. Ki and
H.-J. Lee [94].

In the following, we discuss briefly some of the results on multiterminal devices [94]
focusing on the longitudinal resistance as a primary example. A device of graphene
exfoliated on SiO2 was decoupled from the local top-gate by an insulating layer of PMMA.
Its schematic configuration and scanning electron microscope (SEM) image are presented
in Fig. 4.5a and b, respectively. The dashed line in the SEM image represent the border of
the graphene flake.

Fig. 4.5c shows the colour map of the longitudinal resistance as a function of the backgate
and top-gate voltage. The longitudinal resistance exhibits plateaus at fractional values
of 𝑝

𝑞
ℎ
𝑒2 which depend on the three equilibration regimes which we derived above. The

precise values of quantisation become clear in the linecuts at a fixed backgate voltage of
𝑉𝐵𝐺 = 50.5 V (Fig. 4.5d) and of 𝑉𝐵𝐺 = 22 V (Fig. 4.5e). The red and the blue lines were

Table 4.1: Summary of the three regimes of a pnp-junction in a multiterminal configuration.

Regime Filling
factors

𝑅𝐿 𝑅𝐷(𝐵) 𝑅𝐷(−𝐵) 𝑅𝐻

Edge-state transmission 𝜈1 · 𝜈2 > 0
|𝜈1| ≥ |𝜈2|

ℎ
𝑒2

|𝜈1|−|𝜈2|
|𝜈1|·|𝜈2|

ℎ
𝑒2

1
|𝜈2| − ℎ

𝑒2
2|𝜈2|−|𝜈1|
|𝜈1|·|𝜈2|

ℎ
𝑒2

1
|𝜈1|

Partial equilibration 𝜈1 · 𝜈2 > 0
|𝜈1| < |𝜈2|

ℎ
𝑒2

|𝜈2|−|𝜈1|
|𝜈1|·|𝜈2|

ℎ
𝑒2

2|𝜈2|−|𝜈1|
|𝜈1|·|𝜈2| − ℎ

𝑒2
1

|𝜈2|
ℎ
𝑒2

1
|𝜈1|

Full equilibration 𝜈1 · 𝜈2 < 0 ℎ
𝑒2

|𝜈1|+|𝜈2|
|𝜈1|·|𝜈2|

ℎ
𝑒2

2|𝜈2|+|𝜈1|
|𝜈1|·|𝜈2|

ℎ
𝑒2

1
|𝜈2|

ℎ
𝑒2

1
|𝜈1|
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a)

b)

c) d)

e)

Figure 4.5: Experimental results of a pnp-junction of graphene on SiO2. a) Schematic
drawing of the graphene device equipped with a local top-gate. b) SEM image of the graphene
device. The dashed line defines the borders of the graphene flake. c) 𝑅𝐿 is plotted as a function
of 𝑉𝐵𝐺 and 𝑉𝐿𝐺. d) Linecut extracted from c) at a fixed 𝑉𝐵𝐺 = 50.5 V for a magnetic field
of 10 T (red curve) and −10 T (blue curve). The curves exhibit fractional plateaus which
correspond well to the theoretical values (dashed lines). e) Linecut extracted from c) at a fixed
𝑉𝐵𝐺 = 22 V analogue to d). Fig. taken from [94].

measured at magnetic field of 10 T and −10 T, respectively. We see that the two curves
completely overlap indicating that a change in direction of the magnetic field does not
influence 𝑅𝐿. Both curves exhibit plateaus at fractional values of 𝑅𝐿 which correspond
well to the theoretically expected values of 𝑅𝐿 within the three regimes (dashed lines in
Fig. 4.5d and e).

For instance, in Fig. 4.5e, 𝑅𝐿 exhibits a plateau of 1
3

ℎ
𝑒2 at 𝑉𝐿𝐺 ≃ 2 V where the filling

factor in the bulk is 𝜈1 = −6 and the filling factor in the central region is 𝜈2 = −2. Since
|𝜈1| ≥ |𝜈2| and 𝜈1 · 𝜈2 > 0, we need to use (4.2) of the edge-state transmission regime and
we obtain 𝑅𝐿 = 1

3
ℎ
𝑒2 which corresponds to the observed plateau.

We pick a second example, a plateau-like feature at 𝑅𝐿 = 2
3

ℎ
𝑒2 at 𝑉𝐿𝐺 ≃ −8 V in Fig. 4.5d.

This plateau appears when 𝜈1 = 2 and 𝜈2 = −6 which is located in the full equilibration
regime. Applying (4.6), we obtain 𝑅𝐿 = 2

3
ℎ
𝑒2 in agreement with the experimental result.

3 Spin selective equilibration of quantum Hall edge channels

When the degeneracies of spin and valley are completely lifted, edge channels are spin-
and/or valley polarised. F. Amet in the group of D. Goldhaber-Gordon discovered that
equilibration between edge channels seems to depend on their spin and/or valley polarisation
[96]. For instance, edge channels of differing spin polarisation do not equilibrate with each
other but edge channels of different valley polarisation do.

In the following we have a closer look at their results. They measured pnp-junctions in
high-mobility graphene devices located on hexagonal boron-nitride (hBN) and equipped
with a suspended local top-gate (see Fig. 4.7a).

Order of the lifting of the degeneracies In their devices, the degeneracies of spin
and valley are fully lifted, resulting in plateaus in the conductance at every multiple of 𝑒2

ℎ .
By setting the filling factor in the bulk at a constant value of, for instance, 𝜈𝐵 = −6, the
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Figure 4.6: The order of the splitting of the 𝑁 = 0 and 𝑁 = −1 Landau level due to the
lifting of the spin and valley degeneracies defines the polarisation of the edge channels. In the
schema, ↑, ↓ indicate the polarisation of the spin and +, − describe the valley polarisation.

number of transmitted edge channels is varied by changing the voltage of the top-gate 𝑉𝑇 𝐺

and thereby the filling factor 𝜈𝑇 underneath it. The two-terminal conductance decreases in
steps of 𝑒2

ℎ with decreasing 𝜈𝑇 due to the increasing constriction for edge channels to pass
(see Fig. 4.7b).

In the previous chapter, we discussed various theoretical approaches to describe the
lifting of the four-fold degeneracies of spin and valley resulting in the splitting of the Landau
levels into spin- and valley polarised states. Whether the spin or the valley degeneracy gets
lifted first depends especially on the interplay and strength of the Coulomb interaction, the
Zeeman coupling and valley anisotropies. Amet et al observed an insulating behaviour in
the 𝜈 = 0 state indicating that the valley degeneracy is lifted first (see Fig. 4.6). For the
𝑁 = −1 (analogue to 𝑁 = 1) Landau level, they point out that two scenarios (I, II) of the
polarisation of states are possible depending on the order of the lifting of the degeneracies.
Scenario I assumes that the spin degeneracy lifts first whereas II exhibits first the lifting of
the valley degeneracy.

Spin selective equilibration in 𝑁 = 0 Landau level We see in the schema 4.6 that
the two states 𝜈 = −1 and 𝜈 = −2, both belonging to the 𝑁 = 0 Landau level, have the
same valley polarisation but are oppositely polarised in their spins. Amet et al observed
that these two states do not equilibrate with each other due to the opposite spin polarisation.
This phenomenon becomes visible in Fig. 4.7c in which the two-terminal conductance 𝑔 is
measured as a function of 𝜈𝑇 at fixed 𝜈𝐵 = −1. We see in this curve that 𝑔 stays constant
at 𝑒2

ℎ over the range 𝜈𝑇 = −1 and −2. If we consider the two-terminal conductance of a
pnp-junction in the partial equilibration regime

𝑔 = 𝑒2

ℎ

𝜈𝑇 𝜈𝐵

2𝜈𝑇 − 𝜈𝐵
(4.7)

we would expect 𝑔 = 𝑒2

ℎ for 𝜈𝑇 = −1 and 𝑔 = 2
3 for 𝜈𝑇 = −2 at constant 𝜈𝐵 = −1. Since

the conductance stays at 𝑒2

ℎ when the edge channel of 𝜈𝑇 = −2 is added, we can assume
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Figure 4.7: Experimental results on a high-mobility pnp-junction in graphene. a) False-
coloured image taken with an scanning electron microscope. The suspended top-gate (red) is
deposited above a graphene flake (gray) which itself is located on hBN (blue). b) At fixed
filling factor in the bulk of 𝜈𝐵 = −6, the filling factor 𝜈𝑇 beneath the top-gate is decreased.
The conductance 𝑔 decreases step-like with decreasing 𝜈𝑇 since the number of transmitted edge
channels is constricted. c) The conductance as a function of 𝜈𝑇 at constant 𝜈𝐵 = −1. The
states 𝜈𝐵 = −1 and 𝜈𝑇 = −2 do not equilibrate with each other due to their opposite spins
leaving the conductance unchanged. The state 𝜈𝑇 = −3 mixes with 𝜈𝐵 = −1 inducing a change
in conductance. d) The conductance as a function of 𝜈𝑇 at fixed 𝜈𝐵 = −2. The given values of
𝑔 result from (4.8) corresponding to the observed plateaus. e) The two-terminal conductance
as a function of the top-gate voltage 𝑉𝑇 𝐺 and the backgate voltage 𝑉𝐵𝐺. Fig. taken from [96].

that this additional edge channel below the top-gate does not equilibrate with the edge
channel 𝜈𝐵 = −1.

In contrast, when changing the top-gate to the 𝜈 = −3 state of the first Landau level we
see that the conductance decreases and exhibits a plateau at 2

3
𝑒2

ℎ instead of 𝑔 = 3
5

𝑒2

ℎ which
is expected from (3.5). The 𝜈𝑇 = −3 and the 𝜈𝐵 = −1 states which have the same spin
polarisation equilibrate with each other.

Both states have, however, different valley polarisations which leads to intervalley
mixing. Thus, the valley polarisation is not conserved which may be due to the disordered
plasma-etched edges of their sample.

Amet et al propose an adaptation for the two-terminal conductance (4.7) in the partial
equilibration regime which takes into account the spin polarisation of each state:

𝑔𝑠𝑝𝑖𝑛 =
∑︁

𝑖=↓,↑

𝜈𝑇,𝑖 · 𝜈𝐵,𝑖

2𝜈𝑇,𝑖 − 𝜈𝐵,𝑖
(4.8)

The sum accounts for the two spin polarisations 𝜈𝑇,↑ and 𝜈𝑇,↓ (as well as 𝜈𝐵,↑ and 𝜈𝐵,↓) in
each combination (𝜈𝑇 ,𝜈𝐵). For instance, an equilibration between the states of 𝜈𝐵 = −1
and 𝜈𝑇 = −3 is calculated for each spin configuration:

• 𝜈𝑇,↑ = −2 and 𝜈𝐵,↑ = −1 → 𝑔𝑠𝑝𝑖𝑛,↑ = 2
3

𝑒2

ℎ

• 𝜈𝑇,↓ = −1 and 𝜈𝐵,↓ = 0 → 𝑔𝑠𝑝𝑖𝑛,↓ = 0
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The total conductance of 𝑔𝑠𝑝𝑖𝑛 = 2
3

𝑒2

ℎ confirms the observed plateau in Fig. 4.7c. Tab.
4.2 compares the results of the conductance obtained from (4.7) and from (4.8) with
their experimental results of the 𝑁 = 0 Landau level which confirms their model that
states equilibrate only if they have the same spin polarisation independent of their valley
polarisation.

Spin selective equilibration in 𝑁 > 0 Landau level Let us have a look at the
conductance when we include higher Landau levels. As mentioned above, two scenarios
(I, II) are possible depending on whether the spin or the valley degeneracy is lifted first,
resulting in two solutions for eq. (4.8) for the conductance. For instance, considering
𝜈𝑇 = −4 at fixed 𝜈𝐵 = −1, the two solutions of (4.8) are for I: 𝑔𝑠𝑝𝑖𝑛 = 3

5
𝑒2

ℎ and for II:
𝑔𝑠𝑝𝑖𝑛 = 2

3
𝑒2

ℎ . In Fig. 4.7c, a conductance plateau of 3
5

𝑒2

ℎ at 𝜈𝑇 = −4 is visible which is in
agreement with scenario I. Fig. 4.7d presents another example of a conductance curve
at constant 𝜈𝐵 = −2. At 𝜈𝑇 = −4, the conductance is expected to exhibit plateaus at I:
𝑔𝑠𝑝𝑖𝑛 = 8

5
𝑒2

ℎ or at II: 𝑔𝑠𝑝𝑖𝑛 = 4
3

𝑒2

ℎ which both are observed in Fig. 4.7d indicating that both
scenarios are possible.

Absence of equilibration in the bipolar regime Fig. 4.7e presents the complete
conductance map of (𝜈𝐵,𝜈𝑇 ) measured at 1 K and 14 T. On the right side of the map, hole
edge channels circulate in the bulk while electron edge channels are localised underneath
the top-gate. The transport properties in this configuration are characterised by the full
equilibration regime. However, we do not observe any change in colour on the right side
of the map in Fig. 4.7e indicating that there is no equilibration between electron- and
hole-like edge channels. Amet et al suggest that the absence of equilibration is due to the
narrow insulating strip at 𝜈 = 0 separating the electron and hole like edge channels.

Table 4.2: Conductance plateaus in the partial equilibration regime comparing the conductance
obtained from (4.7) with (4.8) which takes the spin polarisation of each state into account.
The results of both equations are compared with the experimental results of [96].

𝜈𝐵 𝜈𝑇 𝑔
(︁

𝑒2

ℎ

)︁
eq. (4.7) 𝑔𝑠𝑝𝑖𝑛

(︁
𝑒2

ℎ

)︁
eq. (4.8) 𝑔𝑒𝑥𝑝

(︁
𝑒2

ℎ

)︁

1

1 1 1 1.00 ± 0.01

2 2
3 1 0.98 ± 0.04

3 3
5

2
3 0.660 ± 0.005

4 4
7 I: 3

5 II: 2
3 0.60 ± 0.03

2

2 2 2 2.01 ± 0.01

3 3
2

5
3 1.68 ± 0.01

4 4
3 I: 8

5 II: 4
3 1.590 ± 0.005
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The gap at 𝜈 = 0 was measured to have a size of 200 K at 15 T [51] which is, in fact, one
order of magnitude smaller than the cyclotron gap of 1500 K at 15 T between the 𝑁 = 0
and 𝑁 = 1 Landau level. However, even though the cyclotron gap is much larger, Amet et
al observed equilibration between the 𝑁 = 0 and 𝑁 = 1 Landau level.

Highly insulating behaviour at 𝜈 = 0 The groups of Geim and Novoselov [97] as
well as the groups of Jarillo-Herrero and Ashoori [85] observed systematically a highly
insulating behaviour at the charge neutrality point in graphene on hBN due to a band gap
of an estimated size of 360 K at zero magnetic field [97]. This behaviour seems to depend
on the relative rotation angle between the graphene and the BN lattices and the resulting
moiré pattern.

On the other hand, in our devices of encapsulated high mobility graphene, we observe
equilibration between electron and hole states. Our results are in agreement with the
groups of Geim and Novoselov [97] who observe systematically a resistivity peak at the
charge neutrality point of the order of several kW suggesting a much smaller gap at the
neutrality point.

4 Equilibration in a Quantum point contact

At this point, we come back to the quantum point contact in graphene which we have
already introduced in chapter 3 (sect. 3.3). The group of C.M. Marcus realised the first
QPC in graphene on SiO2 [98]. In their work, the graphene is connected to six contacts as
presented in Fig. 4.8 allowing to determine the longitudinal resistance 𝑅𝐿 between the
contacts D1 and S1 on which we will focus our discussion.

4.1 Selective transmission through the QPC
The measurement of 𝑅𝐿 as a function of the top-gate and backgate voltages is shown in
Fig. 4.9a. We see various regions of 𝑅𝐿 of zero resistance and fractions of ℎ

𝑒2 . The diagram
of the theoretical calculations is presented in Fig. 4.9b for comparison with the measured
data of Fig. 4.9a.

The areas of dark blue represent zero longitudinal resistance, where the bulk edge
channels pass the constriction without being able to equilibrate with edge channels of the
split gates. In Fig. 4.10a(i) to c(i), we present some configurations which result in zero
resistance. In the configuration a(i) of 𝜈𝑏𝑢𝑙𝑘 = 2 and 𝜈𝑔𝑎𝑡𝑒 = 6, one bulk edge channel

RL

Figure 4.8: Optical image of the
graphene QPC device on SiO2 in
which the graphene is indicated by
a dotted line. TG represents the
QPC which is decoupled by an in-
sulating layer of Al2O3 from the
graphene. The six contact leads to
the graphene allow to measure mul-
tiple resistances simultaneously as
the longitudinal resistance 𝑅𝐿. Fig.
taken from [98].
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Figure 4.9: Experimental results on a QPC in graphene on SiO2. a) Longitudinal resistance
𝑅𝐿 as a function of the top-gate voltage 𝑉𝑇 𝐺 and the backgate voltage 𝑉𝐵𝐺. The magenta
parallelogram emphasises specific filling factors in the bulk 𝜈𝑏𝑢𝑙𝑘 and below the top-gate 𝜈𝑔𝑎𝑡𝑒

to directly compare them with the theoretical predictions in b). Fig. taken from [98]. b)
Theoretical values of 𝑅𝐿 in units of 𝑒2

ℎ for various pairs of (𝜈𝑏𝑢𝑙𝑘,𝜈𝑔𝑎𝑡𝑒). Each small parallelogram
is subdivided along the red dotted line at which the QPC changes from open to closed.

passes underneath the split gates and one additional edge channel is localised underneath
the split gates. In the case b(i) of 𝜈𝑏𝑢𝑙𝑘 = 6 and 𝜈𝑔𝑎𝑡𝑒 = 2, one bulk edge channel passes
along the edge of the device underneath the split gates. The second bulk edge channel
does not have any equivalent beneath the split gates, so it has to pass through the QPC.
In the third configuration c(i) of 𝜈𝑏𝑢𝑙𝑘 = 2 and 𝜈𝑔𝑎𝑡𝑒 = −2 the bulk edge channel is forced
to pass through the QPC while hole edge channels are localised underneath the split gates.

The configurations b(i) and c(i) embody the effect of the QPC in which the edge channels
are forced to pass through the QPC and, therefore, the number of transmitted edge channels
are selected by changing the split gate voltage.

4.2 Equilibration between edge channels
We see in both the experimental results of Fig. 4.9a and in the theoretical diagram of
Fig. 4.9b that when 𝜈𝑏𝑢𝑙𝑘 and 𝜈𝑔𝑎𝑡𝑒 are not identical, the dark blue area within each
parallelogram is separated by a red dashed line from a non-zero area of fractional value. In
fact, in the dark-blue area of zero resistance, the QPC is open while it becomes pinched off
passing the red dashed lines to the fractions.

Case of 𝜈𝑏𝑢𝑙𝑘 = 2 and 𝜈𝑔𝑎𝑡𝑒 = 6 Let us come back to the configuration a(i) in Fig.
4.10. By slightly increasing the backgate or the split gate voltage, we observe that even
though the number of edge channels remains unchanged, the QPC shifts from open to
pinch-off mode of non-zero resistance. The reason is that the 𝜈𝑔𝑎𝑡𝑒 = 6 edge channel extends
across the QPC and, therefore, circulates between the edges of the sample as shown in
Fig. 4.10a(ii). The 𝜈𝑔𝑎𝑡𝑒 = 6 state equilibrates with the 𝜈𝑏𝑢𝑙𝑘 = 2 state which introduces
backscattering. The resulting longitudinal resistance increases to the fractional value of
1
3

ℎ
𝑒2 (partial equilibration regime (4.4)).
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Figure 4.10: Schematics of configurations in Fig. 4.9b. a(i): 𝜈𝑏𝑢𝑙𝑘 = 2 and 𝜈𝑔𝑎𝑡𝑒 = 6: One
bulk edge channel passes underneath the split gates and one edge channel is localised beneath
the split gates → 𝑅𝐿 = 0. b(i): 𝜈𝑏𝑢𝑙𝑘 = 6 and 𝜈𝑔𝑎𝑡𝑒 = 2: One bulk edge channel passes
underneath the split gates and the second one is transmitted through the QPC → 𝑅𝐿 = 0.
c(i): 𝜈𝑏𝑢𝑙𝑘 = 2 and 𝜈𝑔𝑎𝑡𝑒 = −2: Due to localised hole-like edge channels underneath the split
gates, the bulk edge channel is transmitted through the QPC → 𝑅𝐿 = 0. a(i) to c(i): Increase
of 𝑉𝐵𝐺 or 𝑉𝑇 𝐺 to pass the dotted line in Fig. 4.9b: a(ii): The 𝜈𝑔𝑎𝑡𝑒 = 6 edge channel circulates
between the split gates introducing backscattering and, hence, 𝑅𝐿 > 0. b(ii): Backscattering
of the 𝜈𝑏𝑢𝑙𝑘 = 6 edge channel leading to 𝑅𝐿 > 0. c(ii): The hole-like edge channel circulates
across the split gates leading to the backscattering of the bulk edge channel resulting in 𝑅𝐿 > 0.
Fig. adapted from [98].

Case of 𝜈𝑏𝑢𝑙𝑘 = 6 and 𝜈𝑔𝑎𝑡𝑒 = 2 In configuration b(i) in Fig. 4.10, when 𝜈𝑏𝑢𝑙𝑘 > 𝜈𝑔𝑎𝑡𝑒,
the additional edge channel in the bulk is forced to pass through the QPC. A slight decrease
of either 𝑉𝐵𝐺 or 𝑉𝑇 𝐺 causes a decrease of the charge carrier density in the regions both
beneath the split gates and inside the QPC until the 𝜈𝑏𝑢𝑙𝑘 = 6 edge channel cannot pass
the QPC and is backscattered as in the configuration b(ii) in Fig. 4.9. The resistance
increases to a value of 1

3
ℎ
𝑒2 (edge-state transmission regime (4.2)).

Case of 𝜈𝑏𝑢𝑙𝑘 = 2 and 𝜈𝑔𝑎𝑡𝑒 = −2 In configuration c(i) in Fig. 4.10, the bulk edge
channel passes through the QPC since hole edge channels are localised underneath the
split gates. A slight increase in 𝑉𝐵𝐺 or 𝑉𝑇 𝐺 while keeping the the filling factors constant,
prompts the hole state to extend across the QPC causing the bulk edge channel to be
backscattered. Equilibration between the states of 𝜈𝑏𝑢𝑙𝑘 = 2 and 𝜈𝑔𝑎𝑡𝑒 = −2 leads to
a current transfer across the QPC as shown in configuration c(ii) in Fig. 4.10. This
configuration results in a resistance of ℎ

𝑒2 (full equilibration regime (4.6)).

Similarity of a QPC to a pnp-junction Considering the different combinations of
𝜈𝑏𝑢𝑙𝑘 and 𝜈𝑔𝑎𝑡𝑒, the observed fractional values of resistance can be explained by applying
the above derived equations of the three regimes, summarised in table 4.1. Therefore, a
QPC in graphene exhibits similar behaviour to a pnp-junction. However, there are some
features specific to a QPC in graphene which we discuss in the following.
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Figure 4.11: a) Zoom of Fig. 4.9a at 𝜈𝑏𝑢𝑙𝑘 = −2. Two slopes become visible due to 𝜈𝑔𝑎𝑡𝑒

and 𝜈𝑄𝑃 𝐶 . Fig. taken from [98]. b) 𝜈𝑏𝑢𝑙𝑘 = −2 and 𝜈𝑔𝑎𝑡𝑒 = −2: The bulk edge channel passes
underneath the split gates. Due to the same charge carrier density in the whole graphene,
the Landau levels across the QPC is flat, with the Fermi level below the 𝑁 = 0 Landau level.
c) 𝜈𝑏𝑢𝑙𝑘 = −2 and 𝜈𝑔𝑎𝑡𝑒 = 2: The bulk edge channel is backscattered due to the circulating
electron-like edge channel of the split gates. The Landau levels across the QPC are bent up
at the border of the sample and inside the QPC. The Fermi level lies in between the 𝑁 = 0
and 𝑁 = 1 Landau levels. d) A slight rise of 𝑉𝐵𝐺 lowers the Fermi level which crosses the
𝑁 = 0 Landau level inside the QPC. The electron-like edge channel is localised underneath
the split gates while the bulk edge channel passes through the QPC resulting in 𝑅𝐿 = 0. e)
𝜈𝑏𝑢𝑙𝑘 = −2 and 𝜈𝑔𝑎𝑡𝑒 = 6: The Fermi level crosses the 𝑁 = 0 level at the border of the sample
while it intersects the 𝑁 = 1 Landau level at the border and inside the QPC. Therefore, one
edge channel is localised underneath the split gates and the second one circulates between the
two edges of the sample. They equilibrate with the backscattered bulk edge channel. b) to e)
adapted from [98]
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4.3 Signature of a third filling factor within the QPC
At this point, we have a closer look at what happens inside the QPC during the transition
from opened to pinched-off mode. Zooming in closer on the structures of equal 𝜈𝑏𝑢𝑙𝑘 and
𝜈𝑔𝑎𝑡𝑒 of Fig. 4.9a which is presented in Fig. 4.11a, we recognise two different slopes, one
associated with the already familiar 𝜈𝑔𝑎𝑡𝑒 and the other one introducing a third filling
factor 𝜈𝑄𝑃 𝐶 . Since the charge carrier density in the region between the split gates inside
the QPC is influenced by both the split gates and the backgate, the third filling factor
𝜈𝑄𝑃 𝐶 has a value in between 𝜈𝑏𝑢𝑙𝑘 and 𝜈𝑔𝑎𝑡𝑒.

In the following, we discuss the origin of these two slopes and the differing filling factors
of 𝜈𝑔𝑎𝑡𝑒 and 𝜈𝑄𝑃 𝐶 taking the Landau level profile across the QPC into account. We assume
that 𝜈𝑏𝑢𝑙𝑘 is fixed at −2. When 𝜈𝑔𝑎𝑡𝑒 is equally at −2, the hole-like bulk edge channel
passes underneath the split gates and the longitudinal resistance is zero as presented in
Fig. 4.11b.

𝜈𝑔𝑎𝑡𝑒 = 2 extended across the QPC When 𝜈𝑔𝑎𝑡𝑒 is increased to 2, the electron-like
edge channel circulates in between the two edges of the sample. The bulk edge channel
can no longer pass the constriction and is backscattered as presented in Fig. 4.11c. The
resistance increases to ℎ

𝑒2 (full equilibration regime).
The corresponding Landau level profile across the QPC exhibits a maximum in the

middle of the QPC whose height depends on the difference between 𝜈𝑏𝑢𝑙𝑘 and 𝜈𝑔𝑎𝑡𝑒. The
𝑁 = 0 Landau level is completely filled across the split gates and the QPC while the 𝑁 = 1
Landau level remains empty with the Fermi energy in between the two levels (see Fig.
4.11c).

𝜈𝑔𝑎𝑡𝑒 = 2 localised underneath the split gates In Fig. 4.11d, a slight decrease of
𝑉𝐵𝐺 keeping the same number of edge channels propagating in the bulk, changes the Fermi
level. The bulk edge channel passes through the QPC since 𝜈𝑄𝑃 𝐶 becomes −2 when the
Fermi level crosses the 𝑁 = 0 Landau level in the middle of the QPC. The electron-like
edge channels are constricted to circulate underneath the split gates. The longitudinal
resistance 𝑅𝐿 drops to zero in this configuration indicated by the dark blue region in Fig.
4.11a.

The transition from c) to d) in Fig. 4.11 depends only on the charge carrier density
and, hence, 𝜈𝑄𝑃 𝐶 inside the QPC since the number of edge channels in the bulk and
underneath the split gates remain unchanged. Therefore, the slope from c) to d) in Fig.
4.11 corresponds to 𝜈𝑄𝑃 𝐶 .

𝜈𝑔𝑎𝑡𝑒 = 6 localised underneath the split gates A slight change of 𝑉𝑇 𝐺 modifies
both the Fermi level and increases the maximum of the Landau level inside the QPC
since the difference between the bulk and the split gate filling factors becomes larger.
In the configuration of Fig. 4.11f, 𝜈𝑔𝑎𝑡𝑒 is increased to 6. The 𝑁 = 0 Landau level is
completely filled across the QPC being crossed by the Fermi level only at the border of
the sample. Therefore, the 𝜈𝑔𝑎𝑡𝑒 = 2 edge channel circulates between the split gates. The
Fermi level crosses the 𝑁 = 1 Landau level at the border of the sample as well as in the
QPC. Therefore, the 𝜈𝑔𝑎𝑡𝑒 = 6 edge channel is localised in the area underneath the split
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gates. The longitudinal resistance increases to 2
3

ℎ
𝑒2 (full equilibration regime) due to the

equilibration between the hole-like edge channels in the bulk and the electron-like edge
channels underneath the split gates and inside the QPC.

Summary
In the course of this chapter, we introduced the crucial process of equilibration which
arises from inelastic scattering between electrons. Depending on the value and sign of the
filling factor in the bulk and the one underneath the top-gate, the transport properties in a
pnp-junction are classified into three regimes of transmission and equilibration, respectively.
For each regime, we derived the basic relations for the resistances as a function of the
filling factors in the bulk and underneath the top-gate in a six-terminal configuration.

In disordered graphene, when the degeneracies are not lifted, equilibration occurs between
all edge channels. As soon as the degeneracy is lifted, equilibration is limited to states of
identical spins.

In the last part, we discussed the QPC in graphene among other things its similarities to
a pnp-junction in terms of equilibration but also the crucial difference due to the presence
of a third filling factor.

By this chapter, we have discussed the last essential ingredient of the transmission and
equilibration of quantum Hall edge channels for this work. At this point, we are prepared
to present our results on the QPC in high mobility graphene devices which we will discuss
in chapter 7. Before doing so, we take a brief detour to describe the fabrication of our
encapsulated graphene devices in the next chapter.
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Carrier mobility in graphene is highly dependent on the underlying substrate and the
amount of residue on its surface coming from the fabrication process. In this chapter, we
describe the techniques to fabricate high mobility graphene devices lying on an atomically
flat and clean substrate, namely hexagonal boron nitride (hBN). We begin with the dry
transfer technique used to place graphene on hBN. Afterwards, we turn to the van-der
Waals transfer technique which allows the encapsulation of graphene in between two flakes
of hBN. The graphene is then contacted only at its edge forming one-dimensional contacts.
In the course of this chapter, we emphasise various processes used to clean the graphene
and, especially, to obtain a good coupling between the graphene and the contacts.
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40 µm

a) b)

18 µm

Figure 5.1: a) The tape is repeatedly peeled off that the graphite is cleaved to gradually
thinner and thinner layers. It is important that the graphite is homogeneously spread on the
tape. b) Large flake of monolayer graphene exfoliated onto SiO2 and observed with an optical
microscope using a green filter for ease the search.

1 Fabrication of graphene on SiO2

K.S. Novoselov and A.K. Geim were the first one to isolate a single layer of graphene by
mechanical exfoliation [1]. Scotch tape was used to gradually cleave a crystal of graphite
into thinner and thinner layers.

We have also used the technique of exfoliation to produce monolayers of graphene for
our devices. Our method is as follow: We position a flat flake of graphite onto the adhesive
side of a half-transparent Scotch magic tape. The piece of tape is then folded and peeled
apart several times until the graphite is homogeneously spread on the tape as presented in
Fig. 5.1. The tape is placed onto a clean substrate. We do not apply any direct pressure
onto the surface but rather stroke it lightly with a flat edge of, for instance, a pen for 2 min.
The tape is, then, peeled off at a small angle.

With this technique of light pressure, we minimise the amount of glue on the substrate
and obtain large, pristine flakes of graphene up to 30 µm to 40 µm.

In order to fabricate graphene devices, we use highly doped (p++) silicon with a 285 nm
thick layer of silicon dioxide (SiO2) as a substrate which is mostly used for the exfoliation
of graphene. One main advantage of this substrate is that a monolayer of graphene is
well visible with an optical microscope [99]. However, the roughness of the SiO2 surface
together with randomly distributed charge impurities in the SiO2 substrates and at the
interface of SiO2-graphene limit the mobility of the graphene.

2 Fabrication of graphene on hBN

Graphene placed on a flake of hexagonal boron nitride (hBN) has proven to have a much
higher mobility due to the absence of charge traps in the hBN. In the following, we present
the fabrication of graphene on hBN which is based on the dry transfer technique first
developed in the group of P. Kim [48].

Exfolation on PMMA
Graphene is exfoliated onto a film of PMMA which itself is placed onto a film of PVA
(polyvinyl alcohol) (see Fig. 5.2a). PMMA (poly(methyl methacrylate)) is a polymer
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which we usually use as a positive resist for electron-beam lithography. The advantage
of using PMMA underneath the graphene is that it can be conveniently removed from
the graphene after the transfer with acetone. PVA is a polymer which dissolves in water.
By dunking the substrate of PVA/PMMA/graphene into water (see Fig. 5.2b), the PVA
dissolves separating the PMMA/graphene from the substrate and leaving it floating on the
surface of the water (see Fig. 5.2c). The key is to avoid contact between the graphene and
the water.

The floating film of PMMA is caught with a glass slide with a hole in the middle. The
PMMA needs to be placed on the glass slide in a way that the graphene is approximately
centred above the hole, which poses the biggest challenge of this transfer technique. When
the glass slide is turned upside down, the PMMA sticks well to the glass around the hole
but above the hole, the PMMA forms a dip. The graphene has to be located at the lowest
point of the dip, in order to transfer it without any wrinkles and folding of the graphene.

Transfer
The hBN is exfoliated onto a Si++/SiO2-substrate. Our hBN crystals are fabricated by K.
Watanabe and T. Taniguchi who produce highly pure hBN [100].

Only completely clean and flat flakes (confirmed by atomic force microscopy (AFM)
measurements) are used as the underlying substrate of the graphene to ensure surface
quality. The substrate with the selected BN flake is placed on a small hotplate.

The glass slide with the film of PMMA and graphene is assembled to a micro-manipulator
above the substrate with the BN flake (see Fig. 5.2d). The graphene flake needs to be
perfectly aligned to the BN flake before the two flakes are brought into contact.

The hotplate is heat to about 120 ∘C causing the PMMA film to soften and to wet the
surface of the Si++/SiO2-substrate. By staying at this temperature for at least 15 min the
PMMA film becomes so fluid that it remains on the Si++/SiO2-substrate when the glass
slide is lifted up. The graphene transferred onto the BN is still covered by the PMMA
which is easily removed by acetone.

Film of PMMASi++
SiO2

PVA
PMMAGraphene

a)

b)

c) d)

BN

Glas slide

H2O
Hotplate

Figure 5.2: Steps of transferring graphene onto hBN. a) PVA and PMMA is spincoated onto
a Si++/SiO2-substrate onto which graphene is exfoliated. b) The PVA dissolves in water sepa-
rating the film of PMMA/graphene from the substrate. c) The film of PMMA/graphene floats
on the surface of the water. d) The PMMA is stuck onto a glass slide such that the graphene
is centred above the hole in the slide. The hBN exfoliated onto another Si++/SiO2-substrate
is placed on a small hotplate underneath the glass slide together with the PMMA/graphene.
The graphene flake needs to be well aligned to the hBN before bringing them into contact.
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Raman spectroscopy
Raman spectroscopy offers a powerful tool to determine the number of graphene layers and
to characterise the level of disorder within a graphene flake. Monochromatic light of a laser
is focussed onto the graphene. The photons excite atoms, molecules or even sublattices
into a different vibrational or rotational state. As a result, inelastically scattered photons
of a different frequency than the initial light are emitted and measured by a detector.

The frequency and amount of the measured inelastically scattered photons are specific
for the vibrational and rotational modes of each material. We do not go into detail about
the complex scattering processes which lead to the individual signatures in the Raman
spectrum and only mention the expected frequency shifts.

We performed Raman spectroscopy measurements on the graphene on hBN with a green
laser of 532 nm. The resulting Raman shift (frequency shift) is presented in Fig. 5.3
exhibiting three pronounced peaks. A single crystal of hexagonal boron nitride possesses
a characteristic peak at about 1367 cm−1 [101, 102] which is well visible in the Raman
spectrum of Fig. 5.3.

The two additional peaks 𝐺 and 2𝐷 are distinctive for graphene at about 1580 cm−1

and 2700 cm−1, respectively [103]. The shape of the 2𝐷 peak changes with the number of
layers. The single peak with a full width at half maximum of 22 cm−1 confirms the flake
to be a monolayer. In bilayer graphene, the 2𝐷 peak becomes wider (>40 cm−1) since it is
composed of two nearby peaks. Furthermore, the absence of the 𝐷 at 1350 cm−1 is a good
indication that disorder is low at this position within the graphene.

Cleaning the graphene
After the transfer of graphene onto hBN, the graphene is covered by a film of PMMA. The
lift-off of the PMMA in acetone leaves residue of resist on the graphene (see Fig. 5.4a).
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Figure 5.3: Raman spectroscopy of graphene on hBN. The hBN flake leads to a peak at
about 1367 cm−1. The two peaks 𝐺 and 2𝐷 at about 1580 cm−1 and 2700 cm−1, respectively,
are characteristic for graphene.
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Figure 5.4: Cleaning of graphene on hBN. a) After the lift-off, a lot of residue of resist
remains on the surface of the graphene. b) Cleaning with trichlorethylene and acetone (1:1) for
10 min does not remove most of the residue. c) Annealing in He at 350 ∘C for 30 min removes
efficiently the residue of resist.

Within our investigation of different solvents, we found that none cleans the graphene
efficiently and reliably. The cleaning, for instance, with trichlorethylene and acetone (1:1)
for 10 min removes some residue but the graphene remains fairly dirty (see Fig. 5.4b).

A more efficient method to clean the graphene of residue is to anneal it in high temperature
to evaporate and burn the residue of resist. The group of P. Kim, for instance, anneal their
graphene devices in an atmosphere of flowing H2Ar gas at 340 ∘C for 3.5 h [48].

We annealed the graphene in an atmosphere of Helium1 at 350 ∘C for 30 min which
appears to be a promising method to remove residue from the surface of graphene (see Fig.
5.4c).

After placing the metal contact by means of electron-beam lithography and metal
deposition (an example of a device is presented in Fig. 5.5), a second annealing is
required to remove the residue from the preceding treatments. This annealing, however,
destroyed the contact to the graphene. At that time, we did not have any oven available

Figure 5.5: Device of a Hall bar of graphene
on hBN.

1 Helium gas was the only possibility in our facilities at that time.
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to anneal the graphene devices in a different atmosphere or even in vacuum. Therefore, we
temporarily stopped the fabrication of graphene on hBN and turned to hBN/graphene/hBN
heterostructures.

3 Fabrication of BN-Graphene-BN stacks

In order to fabricate high mobility, ballistic graphene devices, one essential component
is, as discussed before, the underlying substrate. However, the level of impurities due to
the fabrication process also has an important impact on the quality of the graphene as we
have seen in fabricating graphene devices on hBN. The group of P. Kim has developed a
transfer technique of encapsulating graphene between two flakes of hBN in a way that the
graphene is never exposed to resist or any other chemical treatment [104]. This technique
is based on the principle that the van-der-Waals force is stronger between the graphene
and the hBN than the adhesion to the SiO2 substrate. In the following, we present the
fabrication technique which we have implemented in our lab.

3.1 Exfoliation and identification
The graphene as well as the hBN are exfoliated on separate SiO2-substrates with the scotch
tape technique. Both materials are optically searched to identity suitable flakes. The hBN
flakes up to a thickness of about 50 nm which appear in blue in the optical microscope can
be used for the heterostructure devices. The transfer technique works well with thicker
flakes but the thicker the hBN flake is, the higher the deposited metal for the contacts has
to be and the less efficient becomes the backgate and possible topgates.

A selected number of promising flakes of both graphene and hBN are then scanned by
AFM to determine their flatness and cleanliness (examples in Fig. 5.6). Only atomically
flat hBN flakes without any clear crystallographic imperfections and steps are usable for
the transfer. The larger of the two selected hBN flakes is used as the bottom hBN. Most
important is that both hBN flakes are larger than the graphene flake so that the graphene
becomes fully protected. If, for instance, the top hBN is smaller than the graphene flake,
the part of the graphene which is not covered by the hBN, will either stay behind on the
substrate or get folded forming multilayer graphene.

a) Dirty BN b) Clean BN c) Clean graphene

Figure 5.6: AFM images of flakes of hBN and graphene to determine their cleanliness and
flatness of each flake. a) Dirty hBN flake b) Clean hBN flake c) Clean graphene flake
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Figure 5.7: a) Photo of a stamp on a glass slide. b) Composition of the stamp used for the
transfer: On a glass slide, a square of transparent PDMS of the shape of a dome is placed. On
top of it, a film of PPC is stuck by a transparent tape with a hole to the glass slide.

3.2 Transfer and stack-building
3.2.1 Stamp
The stamp for the pick-up transfer is prepared on a glass slide presented in Fig. 5.7. A
small square of about 1 mm3 of transparent PDMS (polydimethylsiloxane) is glued on one
side of the glass slide with a transparent tape and shaped in the form of a dome. A film of
PPC (polypropylene carbonate), a transparent polymer, is stuck with a transparent tape
on top of the dome shaped PDMS. It is crucial that the tape has a hole in the centre of
the PPC above the PDMS that the PPC can touch the surface of the substrate.

3.2.2 Transfer set-up
The first set-up which we assembled to fabricate encapsulated graphene is presented in
Fig. 5.8. The glass slide is mounted on a long cantilever which is itself screwed onto a
micro manipulator allowing to adjust its position within a precision of less than 1 µm. The
substrate is glued with water glue onto a small home-made hotplate whose temperature
can be adjusted by 1 ∘C and has a maximum temperature of 130 ∘C.

The hotplate with the substrate are placed under an optical microscope. A magnification
of 10x to 50x is used during the transfer. By adjusting the height of the cantilever and the
optical table, both the PPC and the substrate are brought into focus which is most useful
to align flake to one another.

One disadvantage of this set-up was that it is highly sensitive to vibrations. Touching
the table or a person walking by may shake the set-up so strong that the stack is ruined.

In the course of this thesis, we have designed a new set-up with Didier Dufeu and Laetitia
Marty (Institute Néel) which is completely dedicated and, therefore, well adapted to the
transfer of flakes and fabrication of stacks. Fig. 5.9 presents our new set-up which includes
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Cantilever Glass slide with stamp Hotplate
Figure 5.8: First set-up for the fabrication of stacks. The glass slide of the stamp is fixed on
a long cantilever which itself is mounted on a micromanipulator. The substrate is glued onto a
small hotplate.

the microscope, micromanipulator and the sample holder.
The table where the new set-up is placed is insensitive to vibrations in the room which

improves the stability of the set-up during the transfer. The glass slide is directly fixed on
the micromanipulator avoiding any cantilever which introduces additional vibrations. The
sample is placed on a piezoelectric XYZ stage allowing nanometer scale positioning.

Another essential improvement is that the focus of the microscope is adjusted by changing
its height. Therefore, changing the focus from the glass slide to the substrate, only the
height of the microscope is modified and both the glass slide and the substrate do not need
to be touched.

The custom designed sample holder of a diameter of 2” is capable of heating up to 180 ∘C
in steps of 0.1 ∘C and to cool down with a flow of nitrogen gaz. The sample is stuck to the
holder with a vacuum pump allowing to avoid pollution of the substrate with glue.

3.2.3 Pick-up of the first hBN flake
The substrate with the selected first hBN flake which will serve as the top flake is glued
onto the small hot plate since its temperature needs to be steadily adjusted during the
transfer.

The prepared stamp is inverted and fixed onto the long cantilever The domed shape of
the stamp cause the PPC to touch the surface of the substrate only in a small area. The
touching point is positioned to be directly next to the selected hBN flake (Fig. 5.10a). The
PPC is sticky at about 40 ∘C. By bringing the PPC in contact with the substrate and
heating up the substrate and with that indirectly the PPC, it starts to flow with increasing
temperature and wet the surface (Fig. 5.10b). Once the hBN flake is completely covered
by the PPC, we turn down the heater to 40 ∘C and, once it is cooled down, move the stamp
and the sample apart. The hBN flake remains stuck to the PPC and is, therefore, picked
up with the stamp (Fig. 5.10c).

3.2.4 Pick-up of the graphene flake
In the next step, the graphene flake will be picked up (Fig. 5.10d). The substrate with the
graphene flake is placed on the small heater below the stamp on which still the first hBN
flake sticks (Fig. 5.10e). The graphene needs to be well aligned to the hBN before they
are brought in contact by again heating up the substrate and, hence, the PPC. Once the
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Figure 5.9: New set-up dedicated to the fabrication of heterostructures.

flow of the PPC covers the hBN and graphene, the substrate is cooled down and separated
from the stamp. Due to van-der-Waals forces, the graphene sticks to the hBN rather than
to the SiO2 substrate (Fig. 5.10f).

3.2.5 Lowering onto the second hBN flake
At this point, we have already picked-up the top hBN and the graphene flake which stick to
the stamp. In the last step, this structure is put down onto the second hBN which serves
as the bottom flake. The substrate of the second hBN flake is placed on the heater below
the stamp (Fig. 5.10g). This time, the PPC is not only heated up until the flakes are
wetted but that the wetting edge of the PPC extends far away from the BN-graphene-BN
heterostructure. When the substrate is lowered, two possible scenarios of releasing the
stack of BN-graphene-BN. First, the soft PPC tears apart at the edge of the contact area
where it has become thin which leaves behind a film of PPC on the stack. Second, the
PPC peels of completely leaving behind the BN-graphene-BN heterostructure (Fig. 5.10i).
The complete BN-graphene-BN stack is presented in Fig. 5.10j.
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Figure 5.10: Fabrication steps of BN-graphene-BN heterostructure. a) First hBN flake is
placed below the stamp. b) The PPC touching the substrate starts to flow by heating. c)
Separating the stamp from the substrate, the hBN flake sticks to the PPC (image through
the stamp). d) Graphene flake. e) The substrate of the graphene flake is placed below the
stamp. f) Due to van-der-Waals force, the graphene sticks rather to the hBN than to the SiO2
substrate (white line = graphene). g) The substrate of the second hBN is placed below the
stamp. h) After bringing the hBN-graphene into contact to the second hBN, the PPC is heated
up that the edge of the touching point is far away from the heterostructure. i) BN-graphene-BN
heterostructure. j) The BN-graphene-BN stack will become the device of the high-mobility
quantum point contact.
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4 One-dimensional contacts

The challenge of contacting encapsulated graphene between the two hBN flakes was likewise
achieved by the group of P. Kim [104]. We discuss briefly the process of exposing the
graphene edge and depositing contacts.

4.1 Alignment with a field of markers
The exfoliation of hBN and graphene leads to randomly distributed flakes on the substrate.
In order to perform an electron-beam lithography and place contacts on a flake, its position
needs to be precisely defined. Therefore, we have developed a markerfield to determine the
position of each flake on the substrate.

An overview of the markerfield is presented in Fig. 5.11a. The field of markers is
determined by a number coding reflecting each horizontal and vertical position within
the full substrate. A grid of 𝑥 − 𝑦 coordinates is separated by 200 µm and subdivided
by additional dots spaced by 50 µm. This markerfied allows precise alignment of optical
images for further lithography steps (see Fig. 5.11b).

In the first step of performing an electron-beam lithography, in order to prepare a design,
photos of the stack are aligned to the underlying markers (see Fig. 5.11c). Therefore, the
exact position and dimensions of the stack are implemented into the design. To recover its
position during the electron-beam lithography, the large circles, the horizontal and vertical
lines and the small dots are used for the automatic and manual alignment of the electron
beam and the stage with our substrate to the design.

4.2 Etching
In order to access the graphene’s edge, the hBN is plasma etched revealing a one-dimensional
graphene edge. Therefore, the stack needs to be protected at the positions where it should
not be attacked. We spin coat an 80 nm layer of HSQ resist (hydrogen silesquioxane) which,
once exposed by standard electron beam lithography and developed with MF26, turns into
a silica-like material and can only be removed by HF (hydrofluoric acid). To avoid this
acid for the lift-off, we spin coat a layer of thin PMMA (polymethylmethacrylat) below

a) b) c)

Figure 5.11: a) A field of markers allows to define the precise location and dimension of a
stack within the substrate which is essential for electron-beam lithography. b) Each pair of
numbers represents the number of the column and line within the field of markers. The small
dots are relevant for an even more precise location. c) The location and dimension of the stack
is defined within the field of markers.
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Figure 5.12: Images of the etching and contacting a BN-graphene-BN stack. a) A mask of
the bilayer PMMA/HSQ protects the BN-graphene-BN stack from being plasma etched. b)
The plasma etches the stack outside of the mask which is, then, lifted off in acetone. c) A small
angle arises at the border of the stack which ensures a better contact between the graphene
and the metal. d) After a second e-beam lithography, the metal side contact are deposited.

the HSQ. The bilayer of PMMA/HSQ can then be easily lifted-off with acetone.
As a negative resist, the HSQ stays during the development where it is exposed (Fig.

5.12a). Afterwards, the stack is etched with a rate of about 25 nm min−1 in a plasma
mixture of O2 and CHF3. After the lift-off in acetone, the stack with fully accessible
graphene edges is ready for e-beam lithography to deposit the metal contacts (Fig. 5.12b).

The group of P. Kim determined that during the plasma etching, a small angle arises at
the etched borders of the hBN (Fig. 5.12c). This small angle is crucial to achieve an electric
coupling between the metal contacts and the graphene. There are two ways to generate an
angle during the etching. First, if the atmosphere of the plasma etch contains polymerised
ingredients such as CFx , they are deposited on the edges of the HSQ resist. Therefore,
during the course of etching the stack, the HSQ mask grows, reducing the exposed hBN
surface and, hence, introducing an angle into the etched stack. The O2 plasma removes
the polymer of CFx leaving behind the required angle at the border of the stack. Second,
the plasma etches the mask laterally which then becomes increasingly smaller during the
etching process resulting in an angled border of the stack. Which of these two procedures
apply to our form of plasma etching remains unclear.
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4.3 High dose electron-beam lithography
After etching the stack, a second electron-beam lithography is performed for depositing
the contacts to the graphene. We have observed that the resist PMMA 4 % used for
electron-beam lithography, leaves a lot of residue behind on the graphene. Even after a
lift-off in acetone, traces of PMMA remain on the graphene as we see on the graphene on
SiO2 in Fig. 5.13a).

An electron-beam lithography on PMMA with the usual dose of 250 µC cm−2 and the
suitable development in a mixture of MIBK (methyl isobutyl ketone) and IPA (2-Propanol)
leaves a lot of residue of resist in the tranches in which the contacts are placed (see Fig.
5.13b). Especially on graphene, the amount of residue is not negligible which would add a
barrier between the graphene and the contacts. In order to get rid of the residue of resist,
we employed the following strategy: We heavily overdosed the PMMA to maximise the
cracking of the polymers of the exposed PMMA. Therefore, we use a three times higher dose
than standard. Due to the larger proximity effect with higher dose, a weaker development
is required. Therefore, we develop our devices in a mixture of IPA and deionised (DI)
water (3:1) for 1.5 min at 4 ∘C. We observe that the graphene is much cleaner which leads
to a better transmission to the contacts (see Fig. 5.13c).

After the development, the metal side contacts are deposited (Fig. 5.12d). The thickness
of the deposited metal has to be higher than the full height of the stack to ensure a good
coupling to the graphene. It is worth emphasising that the graphene is contacted only at
its edge to the metal resulting in 1-dimensional contacts.
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Figure 5.13: a) Even after a lift-off in acetone, residue of PMMA is left on the surface of
graphene. b) An electron-beam lithography on PMMA 4 % with the usual dose of 250 µC cm−2

and the development in MIBK/IPA leaves a lot of residue behind on the graphene (AFM
images: upper image is the topography and lower image is the phase). c) An electron-beam
lithography with a three times higher dose and a development in IPA/DI water leads to a
much cleaner surface of the graphene (AFM images: upper image is the topography and lower
image is the phase).
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5 QPC Devices

The main focus of this thesis is on devices of encapsulated graphene equipped with quantum
point contacts which we present in the following.

We further process the BN-graphene-BN stack presented in Fig. 5.10j whose top hBN
flake has a height of 32 nm and the bottom one of 17 nm. After a first e-beam lithography,
the stack is etched in O2 and CHF3 plasma for 2 min. After a second e-beam lithography,
six metal side contacts of Cr (10 nm), Au (95 nm) and Pt (5 nm) in the form of a Hall bar
are deposited in an e-beam evaporator.

Another important advantage of the top hBN flake is that a BN flake provides an
excellent insulating layer between the graphene and the topgate. The topgate in the form
of a quantum point contact (QPC) is directly deposited on the top hBN in the same step
as the metal contacts.

In total, we have fabricated three devices of encapsulated graphene equipped with QPC.
We will present the transport properties of these high quality devices in the next chapter.

Summary
In this chapter, we described the transfer technique used to place graphene on hBN. In
this process, the graphene is directly in contact with resist making it dirty. We have tested
many procedures to clean the graphene afterwards and found the annealing at 350 ∘C the
most efficient.

In the second part of this chapter, we described the van-der Waals dry transfer technique
used to fabricate clean encapsulated graphene heterostructures. The graphene is then
coupled to 1D side contacts which are deposited after a high dose electron-beam lithography
and cold development to avoid residue of resist in between the graphene and the metal
contact.

In the last part, we introduced our devices of encapsulated graphene of the form of a
Hall bar equipped with a QPC whose transport properties in zero and low magnetic fields
as well as in the QH regime, we will study in the next chapter. In the seventh chapter, we
will investigate the influence of the QPC on the propagating quantum Hall edge channels.

Figure 5.14: False-coloured SEM im-
age of the encapsulated graphene device
equipped with a quantum point contact.
The top hBN flake is coloured in blue and
the contacts are draw in yellow.
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The fascinating physics of the relativistic quantum Hall effect in graphene depends highly
on the quality of the device. This "quality" is quantified in the mobility or mean free path
which characterises the amount of scattering centres of, for instance, impurities and lattice
vibrations. The mean free path 𝑙𝑒 describes the distance between elastic scattering centres
that cause a change of the initial electron momentum. If 𝑙𝑒 is much larger than the length
of the sample 𝐿, the electron motion is ballistic otherwise it is diffusive.

In the course of this chapter, we explore the transport properties in the ballistic regime.
We focus on characterising device A09 which is a hBN-graphene-hBN heterostructure
patterned in a Hall bar, equipped with split gates forming a quantum point contact (QPC).
A 3D sketch of the device is presented in Fig. 6.1.

We analyse the transport properties of the graphene device without regarding the
QPC: The split gates are kept floating. The properties of the QPC will be considered in
detail in the next chapter. The high quality of the graphene encapsulated between two
flakes of hBN is apparent in the high mobility of about 250 000 cm V−2 s−1 and mean free
path of about 1.8 µm which corresponds to the distance between neighbouring contacts. We
detect signatures of ballistic transport such as focusing and zero four-terminal resistance
at zero and low magnetic fields which we describe in the following. In addition, we discuss
the full symmetry breaking of the quantum Hall states and present in detail the observed
fractional plateaus.
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We will compare the transport properties of A09 with a graphene Hall bar device on
SiO2 (A07).

1 Introduction to the experimental set-up

Measurements were conducted either in a liquid helium bath at 4.2 K or in a dilution
3He-4He cryostat with a base temperature of 0.05 K. The refrigerator is equipped with a
superconducting coil generating a magnetic field of up to 15.5 T. Both current and voltage
have been measured by standard lock-in techniques with a current bias of 1 nA to 10 nA or
a voltage bias of 2 µV to 30 µV at about 17 Hz.

We measured resistances in three different configurations. The numbers on the six
contacts in Fig. 6.1 help to specify the measurement configuration. The index of 𝑅𝑖𝑗,𝑘𝑙

signifies that the current flows from the contacts 𝑗 to 𝑖 while the voltage is measured
between the contacts 𝑘 and 𝑙.

1

2.0 μm

3.4    μm

2 3

45

6

Figure 6.1: 3D model of our QPC device A09 of BN-graphene-BN heterostructure. The
numbers index the six contacts to specify each resistance presented within this chapter.
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2 Transport properties of high-mobility graphene

2.1 Substrate induced disorder
The transport properties of a graphene flake depend highly on the underlying substrate.
The field effect curve of the sheet resistance 𝑅𝑥𝑥 = 𝑅14,23 versus backgate voltage 𝑉𝑏𝑔 for
the encapsulated graphene device A09 and, for comparison, a graphene device on SiO2 is
presented in Fig. 6.2.
𝑅𝑥𝑥 is measured in four-probe configuration to eliminate the contact resistances. Both

curves of encapsulated graphene and graphene on SiO2 are shifted with respect to the
charge neutrality point 𝑉 𝐶𝑁𝑃

𝑏𝑔 in order to centre the Dirac peak at zero voltage. We notice
that the resistance peak of the encapsulated graphene is much steeper and narrower than
the one of the SiO2 device which indicates its much higher mobility.

The sharpness of the maximum of the resistance peak quantifies the potential fluctuations
of the electrons within the graphene. Its quantity provides an order of magnitude of the
residual charge carrier inhomogeneities 𝑛* which can be obtained from a logarithmic plot
of the longitudinal conductance 𝐺𝑥𝑥 versus the charge carrier density 𝑛 (Fig. 6.2b). In the
plot of log (𝐺𝑥𝑥) versus log (𝑛), 𝑛* represents the crossing point between the constant value
of log (𝐺𝑥𝑥) at low carrier density and the linear fit of log (𝐺𝑥𝑥) at high carrier density
where we observe a linear relation of log (𝐺𝑥𝑥) to log (𝑛).

We realise that we cannot precisely fit the constant value of log (𝐺𝑥𝑥) at low carrier density
since the resolution of data points is not sufficient around the Dirac peak. Additionally,
for both linear fits of log (𝐺𝑥𝑥) at low and high carrier density, the resistance peak needs
to be symmetric around the charge neutrality point and its maximum to be well defined.
For the sample A09, we observe that the resistance peak is slightly asymmetric making
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Figure 6.2: a) Electric field effect curve of device A09 (encapsulated graphene) (red) and,
for comparison, of device A07 (graphene on SiO2) (blue) at zero magnetic fields and at 4.2 K.
The Dirac peak of A09 is narrower with a steeper slop than for the A07. b) Log-log plot of the
longitudinal conductance 𝐺𝑥𝑥 as a function of the charge carrier density 𝑛 for both devices
A09 and A07.
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it difficult to determine the shift 𝑉 𝐶𝑁𝑃
𝑏𝑔 precisely. A small change in the value of 𝑉 𝐶𝑁𝑃

𝑏𝑔

would modify the slope at high density and, therefore, result in a different value of 𝑛*.
Hence, we need to take the obtained values of 𝑛* for both samples with caution and assume

them to be an estimation to compare their different orders of magnitude. We obtained
for the sample A09 of encapsulated graphene a value of 𝑛*

𝐵𝑁 ≃ 4 × 1010 cm−2 which is in
comparison to 𝑛*

𝑆𝑖𝑂2
≃ 4 × 1011 cm−2 of graphene on SiO2 one order of magnitude smaller.

This estimation reflects the lower disorder density of encapsulated graphene.

2.2 Zero four-terminal resistance state
If we take a closer look at the hole-side of the field effect curve of A09 in Fig. 6.2, we
observe a surprising feature: The longitudinal resistance drops to zero as shown in Fig.
6.3. This zero resistance is systematic in all measured field effect curves. Let us in the
following understand the origin of this zero resistance.

We have seen in the first chapter (sect. 1.1.3.1) that zero resistance in a four-terminal
configuration can be a manifestation of ballistic transport, when the electrochemical
potential stays constant between the current leads. The potential drops only at the
contacts taking the value of the potential of the corresponding reservoirs 𝜇𝐿 or 𝜇𝑅. In
microscopic devices, the side contacts used to measure the voltage drop are invasive,
introducing scattering centres which cause a drop of the chemical potential at these
contacts (upper example in Fig. 6.3b). By reducing the transparency of the side contacts to
the graphene, the influence of the contacts on the potential within the conductor becomes
smaller. If, for instance, contact transparency is low, the influence of the side contacts
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Figure 6.3: a) Zero four terminal resistance in the hole-doped regime of the field effect curve
of the longitudinal resistance as a function of the backgate. b) The strength of the transparency
between the voltage probes and the conductor influences the electrochemical potential within
the conductor. In one case, invasive contacts cause a drop of the potential at them. In the
other, decoupled side contacts do not change the potential leading to a zero resistance state.
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becomes negligible (lower example in Fig. 6.3b). The potential stays constant along the
conductor leading to a zero four-terminal resistance.

We will see in the next section that the side contacts of the encapsulated graphene device
are not well coupled to the graphene on the hole-side for which reason, the potential drop
is minimal at them. Interestingly, all of our contacts show identical low transmission on the
hole side. Therefore, our interpretation of the observed zero resistance state on the hole
side is that of a ballistic conductor with weakly coupled voltage probes. A zero-resistance
state has already been observed by the group of R. de Picciotto in a ballistic quantum wire
[105].

2.3 Asymmetrical contact resistance
In contrast to the four-terminal configuration, which only measures the resistance of
the bulk graphene, the two-terminal configuration also includes the contact resistance of
the graphene-metal interface. Fig. 6.4a presents the 2-terminal resistance as a function
of the backgate voltage in which an asymmetry between the electron- and hole-side is
apparent. The contact resistance can be estimated by comparing the sheet resistance of
the 4-terminal configuration with the two-terminal resistance. In Fig. 6.4b we present
the contact resistance normalised by the width of the contact. We see that the contact
resistance on the hole-side is more than twice that of the electron-side.

This observed electron-hole asymmetry may be caused by the charge transfer from the
metallic contact to the graphene due to a mismatch of the work functions between the two
[106]. Therefore, the charge carrier density is modified in vicinity of the metal contacts
where the graphene is doped differently than in the bulk. Depending on the deposited
metal, a 𝑝𝑛-junction and accordingly a 𝑝𝑝′-junction1 can emerge. This induced potential
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Figure 6.4: a) The 2-terminal resistance as a function of the backgate voltage features an
asymmetry between electron and holes. b) The contact resistance as a function of the backgate
is estimated by subtracting the 4-terminal sheet resistance from the 2-terminal resistance. The
electron-hole asymmetry is apparent in 𝑅𝑐 which is at least twice as high on the hole-side than
on the electron-side.

1 or 𝑛𝑛′-junction, whichever polarity is present in the graphene bulk
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step yields an additional resistance. The height of the potential step depends on the
strength of the doping and the length over which the carrier density is influenced [106,
107].

2.4 Transport characteristics
Hall measurements in low magnetic fields allow us to extract the mobility 𝜇, the mean free
path 𝑙𝑒 and the charge carrier density 𝑛𝑏 where the 𝑏 stands for the bulk. This notation
allows to distinguish from other local density, for instance, beneath the split gates which
will be involved later on with the QPC. In the following, we make use of the standard
analysis which is essential later to determine precisely the filling factors in the quantum
Hall regime.

The transverse resistance 𝑅𝑥𝑦 = 𝑅14,26 where the current flows from the contacts 1 to 4
while the voltage is measured between the contacts 2 and 6, is plotted as a function of the
backgate voltage at various magnetic fields in Fig. 6.5a. The sign of 𝑅𝑥𝑦 depends on the
polarity of the charge carriers. In the inset of Fig. 6.5a, we already observe quantum Hall
plateaus at 0.6 T.

The linear behaviour of the Hall effect in 𝐵 is evident in Fig. 6.5b and allows us to
extract the carrier density and to calculate the capacitance of the backgate.

We derive 𝑛𝑏 and obtain its backgate dependence presented in Fig. 6.6a. The expected
linear behaviour is visible on the electron-side while the transmission of the contacts is
lower on the hole-side as we have seen in the previous section, resulting in deviations of
the linear dependence of 𝑛𝑏 to 𝑉𝑏𝑔.

The slope of the 𝑛𝑏-𝑉𝑏𝑔-curve of Fig. 6.6a is directly proportional to the geometrical
capacitance formed between the graphene and the backgate:

𝐶𝑏𝑔 = 𝑒𝑛𝑏

𝑉𝑏𝑔 − 𝑉 𝐶𝑁𝑃
𝑏𝑔

-20 -10 0 10 20
-15

-10

-5

0

5

10

15

-20 -10 0 10 20

R
xy

(k
Ω
)

Vbg (V)

B = -0.6T
B = -0.2T
B = 0T
B = 0.2T
B = 0.6T

Vbg (V)

R
xy

(h
/e

2 )

1/14
1/10

1/6

a) b)

-0.6 -0.2 0.2 0.6

-0.4

-0.2

0.0

0.2

0.4

Vbg = 40V
Vbg = 30V
Vbg = 20V
Vbg = 10V
linear Fit

R
xy

(k
Ω

)

B (T)
Figure 6.5: a) The transverse resistance 𝑅𝑥𝑦 plotted as a function of the backgate 𝑉𝑏𝑔

increases with increasing magnetic fields 𝐵 measured at 0.05 K. Inset: Zoom on the curve at
0.6 T to emphasis the already visible quantum Hall plateaus. b) 𝑅𝑥𝑦 increases linearly with 𝐵.
Its slope is inversely proportional to the charge carrier density which decreases approaching
the CNP leading to an increase of the slope.
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Figure 6.6: Transport characteristics of A09. a) Charge carrier density as a function of the
backgate 𝑉𝑏𝑔. The curve on the electron-side is fitted with a linear slope which is proportional
to the capacitance 𝐶𝑏𝑔. b) Mobility 𝜇 calculated from (6.1) as a function of 𝑉𝑏𝑔. The mobility
of A09 is one order of magnitude higher than in the A07 device (graphene on SiO2) c) Mean
free path 𝑙𝑒 obtained from (6.2) as a function of 𝑉𝑏𝑔. The mean free path in A09 is almost one
order of magnitude higher than in A07.

allowing us to estimate the capacitance of the bottom BN flake. We obtain for the total
geometrical capacitance a value of 11.1 nF cm−2 which includes the capacitance of both
the bottom BN flake of 17 nm and the 285 nm thick SiO2. The geometrical capacitance
𝐶𝑏𝑔 = 𝜀0𝜀𝑟

𝑑 of SiO2 with a relative permittivity 𝜀𝑆𝑖𝑂2
𝑟 = 3.9 is 𝐶𝑆𝑖𝑂2 = 12.1 nF cm−2. From

the serial connection of two capacitors, we can directly calculate the geometrical capacitance
of the BN of 𝐶𝐵𝑁 = 130 nF cm−2 which results in a relative permittivity 𝜀𝐵𝑁

𝑟 = 2.5. This
value is in the range of 𝜀𝐵𝑁

𝑟 = 2 to 4 which has been reported for hexagonal BN flakes in
[108].

From the carrier density and the longitudinal resistance we can directly derive the
mobility 𝜇 by

𝜇 = 1
𝑒𝑛𝑏𝑅𝑥𝑥|𝐵=0𝑇

(6.1)

which includes the longitudinal sheet resistance 𝑅𝑥𝑥. The mobility as a function of the
backgate of the encapsulated graphene device and, for comparison, of the graphene device
on SiO2 is presented in Fig. 6.6b. On the electron-side, the mobility is approximately
constant at the value of about 250 000 cm2 V−1 s−1. The mobility of the device of graphene
on SiO2 is 14 000 cm2 V−1 s−1 which is comparable to similar devices on SiO2 in literature
[1, 3, 109] and one order of magnitude smaller than the one of encapsulated graphene.

Another important parameter to characterise a device and to classify it into the ballistic
or diffusive limit is the mean free path 𝑙𝑒 which reads:

𝑙𝑒 = 𝑣𝐹 · 𝜏 = ~𝜇𝑘𝐹

𝑒



100 6 Ballistic transport and quantum Hall effect in high-mobility graphene devices

With 𝑘𝐹 = √
𝜋𝑛𝑏 and 1

𝑅𝑥𝑥
= 𝜇𝑛𝑏𝑒, we can extract 𝑙𝑒 from

𝑙𝑒 = ℎ𝜎𝐿

2𝑒2√
𝜋𝑛𝑏

(6.2)

The mean free path calculated with (6.2) is plotted in Fig. 6.6c as a function of the
backgate voltage. A mean free path of about 1.8 µm at 𝑉𝑏𝑔 = 15 V corresponds to the
distance between neighbouring contacts on each side of the Hall bar (see Fig. 6.1) which
demonstrates that the device is in the ballistic limit and, therefore, the mobility calculated
previously is not the intrinsic mobility as it is limited by the sample edges.

3 Signature of ballistic transport

3.1 Negative non-local resistance
A signature for ballistic transport in our sample is observed in the non-local resistance
𝑅𝐵 = 𝑅24,16 for which the current is applied between the contacts 2 and 4 while the
voltage is measured between the contacts 1 and 6 (Fig. 6.7b). The non-local resistance is in
literature also occasionally referred to as the bend resistance. This resistance as a function
of the backgate voltage is presented in Fig. 6.7a for zero (black curve) and increasing (blue
and orange curves) magnetic fields. At zero magnetic fields, 𝑅𝐵 is negative away from
the CNP. A portion of the electrons travels ballistically directly from the current source
(contact 2) to the voltage measurement (contact 1) causing the measured resistance to be
negative. With increasing magnetic fields 𝑅𝐵 increases, which results from the bending of
the electrons’ trajectories due to the Lorentz force which prevents them from travelling to
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Figure 6.7: Evidence for ballistic transport in the bend resistance. a) The bend resistance
𝑅𝐵 = 𝑅24,16 as a function of the backgate 𝑉𝑏𝑔 becomes negative beyond the Dirac point at
zero magnetic fields. b) With increasing magnetic fields, the electronic trajectory is curved
preventing electrons from arriving at the contacts 1 and 6.
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the voltage probe (contact 1).
The negative non-local resistance as well as its decrease with magnetic fields as a

manifestation of ballistic transport was already theoretically predicted [110, 111] and
detected in GaAs-AlGaAs [112, 113] in the late 1980s. It has also been recently observed
in high mobility graphene in the group of A.K. Geim [114].

3.2 Focusing of charge carriers
Let us proceed one step further to draw a full picture of the non-local resistance to study
the effect of electron focusing. The trajectory of electrons is bent in the presence of a
magnetic field due to the Lorentz force in a cyclotron motion of radius 𝑟𝑐. The magnetic
field acts as a lens focusing the electron flow at a distance 2𝑟𝑐. Upon changing 𝐵, 𝑟𝑐

varies and, therefore, changes the focal point of the electrons. An essential requirement of
studying electron focusing is ballistic transport of the charge carriers. To obtain a focal
point at a distance 𝐿, a magnetic field of:

𝐵
(𝑝)
𝑓 =

(︂
2~𝑘𝐹

𝑒𝐿

)︂
𝑝 =

(︂2~√
𝜋𝑛𝑏

𝑒𝐿

)︂
𝑝 (6.3)

is required. The focal point of the electrons’ trajectory can be tuned to be centred on
the voltage probe of contact 1 or 6 (Fig. 6.8a). The parameter 𝑝− 1 gives the number of
reflections at the graphene edge. For instance, 𝑝 = 1 conforms to a direct path between
the current source and the voltage probe.

We have performed electron focusing measurements on our Hall bar of encapsulated
graphene (Fig. 6.8a). The non-local resistance 𝑅𝐵 exhibits interesting features with
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Figure 6.8: Experimental results on electron focusing. a) The current and the voltage probes
are given in the Hall bar configuration. The orbital lines indicate the electrons’ trajectories
with different magnetic fields and, hence, differing cyclotron radius which correspond to curves
in Fig. (b). b) The non-local resistance given by the ratio of the voltage probes 1 and 6 and
the incoming current 𝐼, is plotted as a function of the magnetic field 𝐵 and the backgate
voltage 𝑉𝑏𝑔. The curves in various colours are calculated using (6.3) for the different distances
between the current and the two voltage probes for zero and multiple reflections.
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increasing magnetic fields. 𝑅𝐵, which is given by the measured voltage between the
contacts 1 and 6 divided by the incoming current 𝐼, is plotted as a function of the backgate
voltage and the magnetic field in Fig. 6.8b. A large resistance peak at 𝑉𝑏𝑔 = 𝑉 𝐶𝑁𝑃

𝑏𝑔 ≃ −2 V
which is 𝐵-independent is the charge neutrality point (in red). Upon varying 𝐵 and 𝑉𝑏𝑔,
we observe features of positive and negative resistance which are symmetric with respect
to 𝐵 = 0 T and 𝑉𝑏𝑔 = 𝑉 𝐶𝑁𝑃

𝑏𝑔 . These features exhibit, according to (6.3), a square root
dependence of the charge carrier density. The understanding of this series of 𝐵 and 𝑉𝑏𝑔

dispersive lines can be illustrated by drawing the classical trajectories of the electron.
In Fig. 6.8b, we see that the dotted lines obtained from (6.3) added to the colour map,
follow reasonably well the data. For instance, the first resistive peak corresponds to the
trajectories with the lowest radius between the current source of contact 2 to the voltage
lead 6 (dotted lines 𝑑).

When the electron flow is focused on the voltage lead 1, we observe as expected a
negative resistance peak. A direct focussing on the voltage probe 1 is located in the region
of the colour map between the black dotted lines 𝑎, and 𝑏, in which 𝑎 represents the largest
distance at the outer corners of the incoming current (contact 2) to the voltage probe 1
and 𝑏 is the closest distance between the inner corners of these contacts.

The electron beam may bounce once or several times at the edge of the graphene flake
before arriving at a voltage probe. The dotted lines in white (region 𝑐) illustrate the
predicted trajectories of (6.3) for multiple reflections. The two dotted lines in white indicate
the trajectory of the largest and the smallest possible radius within one reflections (𝑝 = 2).
Due to the large size of the contacts (∼700 nm), we see that the regions of increased number
of reflections overlap making the observation of distinct separate lines impossible.

The group of P. Jarillo-Herrero have studied the phenomenon of transverse magnetic

a) b)

Figure 6.9: Results on electron focusing by Jarillo-Herrero’s group. a) AFM image of their
graphene device presents the configuration to measure focusing effects. b) Lines of zero and
multiple reflections are visible in the map of resistance versus backgate and magnetic field. Fig.
taken from [115].
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focusing in graphene in the configuration of a Hall bar presented in Fig. 6.9 [115]. The
features in resistance as a function of the backgate voltage and the magnetic field are well
distinguishable due to the smaller width of their contacts which are ∼100 nm (Fig. 6.9).

At negative magnetic fields, the electrons’ trajectory is bent in the opposite direction.
In P. Jarillo-Herrero’s configuration of a Hall bar, the injector and the collector are located
next to each other and not at an angle. Therefore, at negative magnetic fields, the electrons
move away from the collector, resulting in the absence of a focussing peak. In our data,
we see clearly a focussing peak at negative magnetic fields (region 𝑑′ in Fig. 6.8b). As
indicated schematically in 𝑑 and 𝑑′ in Fig. 6.8a, even if the electrons’ trajectory is bent in
the opposite direction, it is still possible for electrons to be focussed on a voltage probe
resulting in a non-zero signal.

Let us mention another interesting feature in Fig. 6.8b. We observe small stripes in the
electron-doped region at 𝑉𝑏𝑔 ≃ 1 V from a magnetic field of −0.3 T. These small stripes
are oscillations in resistance which are, in fact, already an onset of Shubnikov-de Haas
oscillations.

The vertical stripe of negative resistance at zero magnetic fields above the CNP (blue
regions in Fig. 6.8b) is a manifestation of ballistic transport which we have discussed in
the previous section 3.1 of the non-local resistance.

At this point, we draw some conclusions about our results on the magnetic focusing
in comparison to the results of P. Jarillo-Herrero’s group. The observation of focussing
peaks in both sets of data point out ballistic transport in both devices which is the crucial
requirement for focusing experiments. The observed focussing peaks of P. Jarillo-Herrero
are narrow and well separated due to the small width of their contacts (∼100 nm) in
comparison to their distance (∼500 nm). In our configuration, the width of the contacts
of our device is large in relation to their distance. For instance, the distance between
the contacts 2 (current source) and 1 (voltage probe) is minimally 680 nm and maximally
1820 nm which is of the same order than the size of the contacts of ∼700 nm. Therefore,
the focussing peaks are large and not well separated.

3.3 Last Hall plateau
The transverse resistance 𝑅𝑥𝑦 can also exhibit features arising from the focusing of charge
carriers. Fig. 6.10 presents 𝑅𝑥𝑦 as a function of the magnetic field for different backgate
voltages. We observe that 𝑅𝑥𝑦 deviates from its linear behaviour at a critical magnetic
field of around 𝐵 = 0.1 T where it has a peak-like feature indicated by the red arrow in
Fig. 6.10. This feature of enhanced 𝑅𝑥𝑦 disperses with decreasing backgate voltage.

This critical value of 𝐵 corresponds to a cyclotron radius of the distance to the voltage
probes. Therefore, this peak-like feature arises when electrons are focused directly on the
voltage probe 3 as shown in Fig. 6.10b. Applying (6.3) for the distance between the current
contact 2 and the voltage probe 3, we obtain 𝐵

(0)
𝑓 ≃ 0.1 T at 𝑉𝑏𝑔 = 30 V confirming the

nature of electron focusing as the origin of this peak-like feature.
The peak-like feature becomes smaller with decreasing backgate voltage until it disappears

completely at the CNP which is due to the decreasing charge carrier density 𝑛𝑏 approaching
zero at the CNP.

The so-called "last Hall plateau" has already been studied both theoretically [110, 116]
and experimentally in GaAs-AlGaAs [117–120]. It has already been observed in ballistic
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graphene devices in the group of A.K. Geim [114].

4 High-mobility graphene in the quantum Hall regime

4.1 Broken symmetry states
In this section, we address the properties of our ballistic device in the quantum Hall regime.
Measurements were conducted at dilution temperature of 0.05 K and at a magnetic field
up to 15.5 T. The transverse conductance 𝐺𝑥𝑦 is defined as

𝐺𝑥𝑦 = 𝑅𝑥𝑦√︁
𝑅2

𝑥𝑦 +
(︀

𝑊
𝐿 𝑅𝑥𝑥

)︀2

where 𝑊 is the width and 𝐿 is the length of the device (see device configuration in Fig.
6.1). Fig. 6.11 presents the transverse conductance and the longitudinal resistances as a
function of the filling factor at 14 T. The applied backgate voltage is directly converted
into the filling factor by:

𝜈𝑏 = 𝜑0𝑛𝑏

𝐵
=
𝜑0𝐶𝑏𝑔

(︁
𝑉𝑏𝑔 − 𝑉 𝐶𝑁𝑃

𝑏𝑔

)︁
𝑒𝐵

which takes into account the charge carrier density 𝑛𝑏 and the capacitance 𝐶𝑏𝑔 which we
obtained previously in the Hall measurements.
𝐺𝑥𝑦 exhibits plateaus at all integers of the filling factor 𝜈 = 𝑛, indicating that the

degeneracy of spin and valley becomes lifted (Fig. 6.11). At the location of the plateaus in
𝐺𝑥𝑦, the longitudinal resistance 𝑅𝑥𝑥 drops to zero.

We observe a plateau-like feature in 𝐺𝑥𝑦 at 𝜈 = 0 while 𝑅𝑥𝑥 exhibits a peak up to
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Figure 6.10: a) Evidence for ballistic transport in the transverse resistance 𝑅𝑥𝑦 plotted as a
function of the magnetic field for various values of 𝑉𝑏𝑔 features deviations from the expected
linear behaviour due to a direct focusing of the electrons on contact 3 (b).
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Hall states. The 𝜈𝑏 = 2 state is observed from 0.5 T and the degeneracy of the 𝑁 = 0 Landau
level gets lifted from 3 T.
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0.1 MW. This plateau results from the lifting of the degeneracy of the 𝑁 = 0 Landau level.
The insulating state arises at 𝜈 = 0 indicating that the valley degeneracy is lifted first
which leads to a gapped edge excitation.

Fig. 6.12 presents the full evolution of 𝑅𝑥𝑥 as a function of the magnetic field and
the backgate voltage in the form of a so-called Landau fan diagram. The blue stripes of
𝑅𝑥𝑥 = 0 occur at every integer of the filling factor representing the quantum Hall states.
We observe the usual sequence of 𝜈𝑏 = 4𝑒2

ℎ

(︀
𝑁 + 1

2
)︀

and, additionally, all of the symmetry
breaking states at integer filling factors. The symmetry of the 𝑁 = 0 Landau level and
of the half-filling 𝜈𝑏 = 4,8,12 . . . are broken at a magnetic field of 3 T. The quarter-filled
𝜈𝑏 = 3,5 . . . states are resolved above 𝐵 = 5 T.

Let us compare our results of the lifting of the degeneracies with the theoretical predictions
of the phase diagram of quantum Hall ferromagnetism in Fig. 2.7 by K. Nomura and A.H.
MacDonald [56] which we presented in chapter 2. With a mobility of 250 000 cm2 V−1 s−1,
the phase diagram predicts the lifting of 𝜈 = 1 at 3 T, of 𝜈 = 4 at 10 T and of 𝜈 = 3 and
𝜈 = 5 at 11 T. The predicted appearance of the 𝜈 = 1 state at 3 T corresponds well to
our observation. For the states 𝜈 = 3 to 5, the phase diagram predicts a two times higher
magnetic field than we observe.

At this stage, we cannot draw any conclusions about the spin or valley polarisation of
the quantum Hall states. In order to determine the polarisation of states, measurements in
tilted high magnetic fields are required as has been performed by the group of P. Kim [51].
We did not have the technical equipment to set an angular rotation of the magnet nor to
apply magnetic fields as high as 30 T. In the next chapter, when we include the QPC into
our discussion to study equilibration between edge channels, we will obtain information
about the polarisation of states.
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Figure 6.13: The transverse conduc-
tance is plotted as a function of the filling
factor for the disordered device on SiO2
(A07) and for the high-mobility device en-
capsulated between BN (A09) to compare
the width of the quantum Hall plateaus.
Both measurements were taken at a tem-
perature of 4.2 K and a magnetic field of
14 T. The width of the plateaus of A09
are much narrower than the plateaus of
A07 due to the reduced disorder in A09.
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Figure 6.14: Fractional quantum Hall effect in high-mobility graphene. The longitudinal
resistance 𝑅𝑥𝑥 and the transverse conductance 𝐺𝑥𝑦 are plotted as a function of the filling
factor 𝜈𝑏 in the range of a) 𝜈𝑏 = 0 to 1, b) 𝜈𝑏 = 1 to 2 and c) 𝜈𝑏 = 2 to 4 at 14 T and at 0.05 K.
The observed fractional states are summarised in table 6.1.

4.1.1 Effects of disorder
We compare the size of the quantum Hall plateaus of the encapsulated graphene device A09
with those of disordered graphene device A07 on SiO2. Fig. 6.13 presents the transverse
conductance as a function of the filling factor measured at a temperature of 4.2 K and a
magnetic field of 14 T. We observe that the plateaus of A09 are much smaller than of A07.
In fact, the plateaus of A09 are almost not visible due to their small size and the curve
nearly reassembles the classical ohmic Hall effect.

We have seen in the first chapter (sect. 1.1.2.4) that some degree of disorder is actually
essential for the observation of quantum Hall plateaus of finite width. The small size of the
plateaus of A09 suggests that the device has a low level of disorder and is "too clean" to
observe large quantum Hall plateaus as is the case for the graphene device A07 on SiO2.

4.2 Fractional quantum Hall effect
In the sample A09, we observe signatures of the fractional quantum Hall effect (FQHE). A
set of our results are presented in Fig. 6.14 in which the longitudinal resistance measured
at 14 T and at 0.05 K is plotted as a function of the bulk filling factor. The minima in 𝑅𝑥𝑥

are more pronounced than the plateaus in 𝑅𝑥𝑦 for which reason we focus on 𝑅𝑥𝑥 in our
discussion. The dashed lines correspond to the theoretical value of the filling factor of each
fraction. The deviation of the experimental value to the theory is maximally 5 % in 𝜈𝑏.
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4.2.1 Composite fermion series
The fractional states are expected to follow the composite fermions series of

𝜈𝑏 = 𝑝

2𝑘𝑝± 1 (6.4)

for 𝑝 and 𝑘 being integer. A composite fermion consists of an electron with 2𝑘 magnetic
flux quanta attached to it. Within this theoretical framework, the fractional quantum
Hall effect of highly interacting electrons is regarded as the integer quantum Hall effect
of non-interacting composite fermions. An introduction of composite fermions has been
given in the first chapter (sect. 1.2.2) and specific to graphene in the second chapter (sect.
2.4.2).

Table 6.1 lists all of the fractions expected from (6.4) for 𝑝 = 1 to 4 and 𝑘 = 1 to
4. Minima in 𝑅𝑥𝑥 which are visible in our data in Fig. 6.14 are highlighted by a blue
background. The less pronounced but still visible minima in 𝑅𝑥𝑥 are coloured in grey. We
notice that all of the observed fractions fit well the composite fermions series (6.4) for 𝑝 = 1
to 4 and 𝑘 = 1 and sometimes even 𝑘 = 2. The fractions follow, with one exception, in
ascending order of this series: If a fraction of 𝑘 = 1 is not observed then the fractions of
𝑘 = 2 are also absent. The same applies for the 𝑝 parameter.

Table 6.1: Our results on fractional quantum Hall states in comparison to the composite
fermion series.

𝜈𝑏 = 𝑝
2𝑘𝑝+1

𝑝 = 1 𝑝 = 2 𝑝 = 3 𝑝 = 4

𝑘 = 1 𝑘 = 2 𝑘 = 1 𝑘 = 2 𝑘 = 1 𝑘 = 2 𝑘 = 1 𝑘 = 2

𝜈𝑏 = 0 1
3

1
5

2
5

2
9

3
7

3
13

4
9

4
17

𝜈𝑏 = 1 4
3

6
5

7
5

11
9

10
7

16
13

13
9

21
17

𝜈𝑏 = 2 7
3

11
5

12
5

20
9

17
7

29
13

22
9

38
17

𝜈𝑏 = 3 10
3

16
5

17
5

29
9

24
7

42
13

31
9

55
17

𝜈𝑏 = 𝑝
2𝑘𝑝−1

𝑝 = 1 𝑝 = 2 𝑝 = 3 𝑝 = 4

𝑘 = 1 𝑘 = 2 𝑘 = 1 𝑘 = 2 𝑘 = 1 𝑘 = 2 𝑘 = 1 𝑘 = 2

𝜈𝑏 = 0 1 1
3

2
3

2
7

3
5

3
11

4
7

4
15

𝜈𝑏 = 1 2 4
3

5
3

9
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8
5

14
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7

19
15

𝜈𝑏 = 2 3 7
3
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15
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3

11
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The observed fractional states correspond mostly to the results in Goldhaber-Gordon’s
group [6] which we discussed in the second chapter (sect. 2.4.2). However, contrary to their
results, we do not observe the fractions 22

9 and 17
5 . In their case, the measured minima

in 𝑅𝑥𝑥 are more pronounced at the same magnetic fields but they did not measure the
fractional states of the form 𝑠

7 with 𝑠 = 2, 9, 10, 11, 16 and 23.
The less pronounced minima in 𝑅𝑥𝑥 in our case can either be due to small inhomogeneities

due to the split gates or non-ideal contacts. The former influences the charge carrier density
due to doping from the split gates. Since fractional states occur only in a narrow window
of the charge carrier density, a slight fluctuation may easily mask the fractional quantum
Hall states. The latter leads to nn′-junctions in vicinity to the metal contacts as we have
seen in 2.3.

4.2.2 Symmetry of the degeneracy lifting
Let us have a closer look at the significance of the observed fractions and their correlation
to the lifting of the degeneracies of spin and valley. Depending on the strength of the
Zeeman and the valley splitting in comparison to the Coulomb interaction, there are three
possible scenarios for the lifting of the four-fold degeneracies [5, 41]:

1. The Coulomb interaction dominates over the Zeeman effect and valley splitting
resulting in non-polarised, mixed states. The approximate SU(4) symmetry remains
intact for which reason the FQHE states are also completely mixed and non-polarised.
In this case, the only relation between fractional states is the particle-hole symmetry
of 𝜈 ↔ −𝜈 relating, for instance 1

3 to the hole state −1
3 .

2. If either the Zeeman efffect or valley splitting become sufficiently strong, one de-
generacy is fully lifted resulting in either spin- or valley polarised states. A SU(2)
symmetry of either spin or valley is still present. Therefore, the FQHE states are
also mixed either in spin or in valley polarisation. The remaining SU(2) symmetry
requires a relation between the fractional states of 𝜈 ↔ 2 − 𝜈 which relates, for
instance, the states 1

3 ↔ 5
3 as well as 2

3 ↔ 4
3 .

3. Both, the Zeeman energy and the valley splitting are sufficiently strong that the
degeneracies are fully lifted and the resulting states are spin and valley polarised
which corresponds to the ideal case presented in previous chapters as in Fig. 2.11.
The SU(4) symmetry is fully broken. Hence, the FQHE states cannot mix spin and
valley polarisations. In this case, the fractional states are related by 𝜈 ↔ 1 − 𝜈 which
relates, for instance, the states 1

3 ↔ 2
3 as well as 4

3 ↔ 5
3 .

The presence or absence of fractions at the correlated states 1
3 , 2

3
4
3 and 5

3 provides an
indication of the nature of the lifting of the degeneracies and the underlying and still
existent symmetry. The observation of the four states 1

3 , 2
3

4
3 and 5

3 in our data is in
agreement with all three scenarios. The presence of the 5

3 state suggests that the individual
states have at least one broken SU(2) symmetry and are spin- or valley polarised.

4.2.3 Even denominator fractions
Interestingly, in 6 out of 14 data sets measured at 14 T and at 15.5 T, we observe a minimum
in 𝑅𝑥𝑥 at 𝜈𝑏 = 2.5 = 5

2 shown in Fig. 6.15. The position of the minimum in 𝑅𝑥𝑥 has less
than 5 % deviation in 𝜈𝑏 to 5

2 .
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Figure 6.15: Even denominator fractional quantum Hall state of 𝜈𝑏 = 5
2 measured at a) 14 T

and b) 15.5 T.

In contrast to the other fractional states which we discusses above of the composite
fermion series, the 5

2 state is theoretically a compressible state. As we discussed in the
first chapter (sect. 2.3), in the theory of composite fermions, the 5

2 state as an analogy
to the 1

2 state has been observed to have neither a minimum in 𝑅𝑥𝑥 nor a plateau in 𝑅𝑥𝑦.
Another theoretical approach of the 5

2 state is that it cannot be obtained by the picture
of a single composite fermion (6.4) but is rather due to a BCS-like pairing of composite
fermions. This state has already been observed by W. Pan et al [33] in GaAs/AlGaAs but
it has never been reported in graphene.

Even though we observe a fractional state at 𝜈𝑏 = 5
2 in various data sets at different

magnetic fields, these results need to be verified in a high-mobility Hall bar without
the influence of any split gates. Due to local doping of the split gates the filling factor
underneath them may be slightly different than that of the bulk, resulting in a nn′-junction.
We cannot exclude a non trivial equilibration process between nearby fractional states
which may lead to the observation of a minimum at 𝜈𝑏 = 5

2 as the origin for our observation.
This fraction needs to be systematically studied to be clarified.

Summary
In the course of this chapter, we presented the magnetotransport properties of our high
mobility encapsulated graphene devices. We observe signatures of ballistic transport as a
negative non-local resistance as well as magnetic electron focusing.

In the quantum Hall regime, we observe conductance plateaus at integer filling factors
indicating the full lifting of the degeneracies of spin and valley. Furthermore, we observe
several fractional quantum Hall states which are in agreement with the sequence of
composite fermions. Especially, the fractional states of 1

3 , 2
3 , 4

3 and 5
3 confirm that at least

one SU(2) symmetry is broken.
After having fully characterised the transport properties in our devices, we will include

the quantum point contact and study the selective transmission and equilibration of edge
channels in the quantum Hall regime in the following chapter.
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In this chapter we turn to the main result of this PhD thesis: the quantum point contact
(QPC) in graphene. First, we look at the QPC at zero magnetic field from which we
determine the capacitive coupling of the split gates to the graphene which is crucial for
identifying the filling factor underneath the split gates in the quantum Hall regime.

Afterwards, we present our results on the QPC in the quantum Hall regime. We illustrate
the selective transmission of integer quantum Hall edge channels through the QPC. The
breaking of the spin and valley symmetry reveals specific features of equilibration between
quantum Hall edge channels. We observe that equilibration depends on the spin and, in
the case of electron-hole edge channels is additionally limited to the 𝑁 = 0 Landau level.

We complete this chapter with the measurements in low magnetic fields of degenerate
quantum Hall states.

1 Device configurations

In this chapter, we discuss our results on the graphene device equipped with a QPC whose
configuration is presented in Fig. 7.1. A bias current 𝐼𝑏𝑖𝑎𝑠 or voltage 𝑉𝑏𝑖𝑎𝑠 is applied on

111
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one side of the Hall bar while the current is measured on the other side. We detected both
the longitudinal voltage 𝑉𝐿 and the diagonal voltage 𝑉𝐷 by standard lock-in techniques
allowing to calculate the corresponding resistances.

While the backgate voltage 𝑉𝑏𝑔 changes the charge carrier density in the whole graphene
flake, the voltage on the split gates of the QPC, 𝑉𝑠𝑔 modifies the carrier density only in
the graphene underneath it. Therefore, two areas with different doping are established: 𝑛𝑏

in the bulk and 𝑛𝑔 beneath the split gates.

VDVL

Vsg

Vsg

Ibias

Vbias

or

A

150 nm
300 nm

3 µm

Figure 7.1: SEM image of our QPC device in graphene to illustrate the configurations: A
voltage 𝑉𝑠𝑔 is applied on the split gates. A bias current or voltage is applied on one side and the
current is measured on the other side. The longitudinal and diagonal voltages are measured.
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2 QPC at zero magnetic field

We start the discussion with our results on the QPC at zero magnetic field. Fig. 7.2a
presents the longitudinal resistance 𝑅𝐿 as a function of the backgate voltage 𝑉𝑏𝑔 and
the split gate voltage 𝑉𝑠𝑔. We identify two lines of high resistance, one runs horizontally
and the second one diagonally. The horizontal red line at 𝑉𝑏𝑔 =−1 V marks the charge
neutrality point (CNP) in the bulk, while the diagonal line represents charge neutrality
beneath the split gates. These two lines divide the map into four quadrants of different
doping configuration depending on the polarity of the charge carriers (np’n, nn’n, pp’p
and pn’p).

The curves of Fig. 7.2b and c are extracted from the map of Fig. 7.2a at a fixed voltage of
b) 𝑉𝑏𝑔 = 15 V and c) 𝑉𝑠𝑔 = 3 V, respectively. In Fig. 7.2b, we observe an asymmetric peak
in the 𝑅𝐿(𝑉𝑠𝑔) curve with its maximum at 𝑉𝑠𝑔 = −2 V, indicating the CNP underneath
the split gates. To the left side of the peak, the graphene is partially electron- and partially
hole-doped (np’n) and on the right side, the graphene is electron doped (nn’n). The 𝑅𝐿(𝑉𝑏𝑔)
curve of Fig 7.2c exhibits a resistance peak up to 3 kW corresponding to charge neutrality
in the bulk. On the left side of the peak, the graphene is electron- and hole-doped1 while
on the right side, the graphene is only electron-doped.

The height of the resistance peak of the CNP underneath the split gates is lower than

-4 -2 0 2 4
-30

-20

-10

0

10

20

30

Vsg (V)

V
bg

(V
)

10-1 100 101 102 103

RL (Ω)

-4 -2 0 2 4
0.0

0.1

0.2

0.3 Vbg = 15V

R
L

(k
Ω

)

Vsg (V)

-30 -15 0 15 30
0

1

2

3
Vsg = 3V

R
L

(k
Ω

)

Vbg (V)

a) b)

c)

np'n nn'n

pp'p pn'p

np'n nn'n

pn'p nn'n

Figure 7.2: a) The longitudinal resistance 𝑅𝐿 is plotted as a function of the backgate voltage
𝑉𝑏𝑔 and the split gate voltage 𝑉𝑠𝑔. The horizontal line of high resistance represents the CNP
in the bulk, while charge neutrality underneath the split gates is maintained at the diagonal
line. b) 𝑅𝐿(𝑉𝑠𝑔) at fixed 𝑉𝑏𝑔 = 15 V exhibits a peak around 𝑉𝑠𝑔 = −2 V signifying the CNP
underneath the split gates. c) 𝑅𝐿(𝑉𝑏𝑔) at fixed 𝑉𝑠𝑔 = 3 V possesses a large resistance peak at
𝑉𝑏𝑔 = 0 V which is the CNP in the bulk.

1 Note also the presence of a small pp’p region at the very left of the graph
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the one in the bulk. The smaller peak height corresponds directly to the smaller physical
area of the graphene covered by the split gates of 1.8 µm2 in comparison to the bulk of
17.5 µm2. Indeed, the peak height in Fig. 7.2b is about 8.6 times smaller than the one in
Fig. 7.2c which conforms with the ratio of the physical area underneath the split gates to
the total area of the graphene.

2.1 Capacitive coupling of the split gates
With the charge carrier density in the bulk and the geometrical capacitance 𝐶𝑏𝑔 between
the backgate and the device (see sect. 6.2.4), we determine the geometrical capacitance
of the split gates which is essential for identifying the filling factor in the quantum Hall
regime. The slope of the diagonal line in Fig. 7.2a is directly proportional to the ratio
of capacitance couplings of the split gates to the backgate 𝐶𝑠𝑔

𝐶𝑏𝑔
. With 𝐶𝑏𝑔 = 11.1 nF cm−2

which we derived in chapter 6 (sect. 6.2.4), we obtain 𝐶𝑠𝑔 = 78 nF cm−2.
The relative permittivity of BN can be directly calculated by 𝐶𝑠𝑔 = 𝜀0𝜀𝑟

𝑑𝐵𝑁
which includes

the thickness 𝑑𝐵𝑁 of the top BN flake of 36 nm resulting in 𝜀𝐵𝑁
𝑟 = 3.2. This value is

consistent with the measurement of hexagonal BN films, in which a dielectric constant of 2
to 4 was obtained [108].

2.2 Discussion of the QPC at zero field
Let us draw our attention to the left region of hole doping both in the bulk and underneath
the split gates (pp’p). In the previous chapter (sect. 6.2.2), we have shown that the
resistance of the field effect curve becomes zero on the hole-doped side. In fact, in Fig.
7.2a we observe that a large part of resistance in the hole-doped region is zero which is, as
argued before, a signature for ballistic transport.

The curve of 𝑅𝐿(𝑉𝑠𝑔) in Fig. 7.2b is asymmetric with respect to the charge neutrality
point underneath the split gates. The resistance in the bipolar quadrants of np’n and
pn’p is higher than the one in the unipolar quadrants of nn’n and pp’p. The effect of
Klein tunnelling is that in the bipolar regime the region underneath the local gate rather
filters out electrons of a large incident angle. The backscattering of a proportion of the
electrons leads to an increase in resistance in this regime which gives an explanation of the
asymmetry in 𝑅𝐿(𝑉𝑠𝑔).

The resistance map versus backgate and split gate voltages in Fig. 7.2a has a strong
resemblance to the resistance map of a pnp-junction in graphene measured by the group of
D. Goldhaber-Gordon [121]. At zero magnetic field, our QPC in graphene shows, indeed,
the same physical properties as a pnp-junction. The small area of about 150 nm×300 nm
of the constriction of the QPC which is uncovered by the split gates may slightly change
the total resistance but does not change the shape of 𝑅𝐿(𝑉𝑏𝑔,𝑉𝑠𝑔).

From our results at zero magnetic field, we can draw the following conclusions. We do not
observe any quantisation due to the QPC in contrast to measurements in GaAs discussed
in chapter 3 (sect. 3.3). In fact, due to Klein tunnelling at a pn-interface, electrons cannot
be confined by the split gates to pass only through the constriction of the QPC. Therefore,
quantisation in the conductance is not expected in graphene at zero magnetic field, which
we confirm in our data.
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3 Selective transmission of integer quantum Hall edge channels

3.1 Conductance controlled by the filling factor in the QPC
We begin to discuss the effect of the split gates in the quantum Hall regime by focussing on
a conductance map versus the backgate and split gate voltages taken at a magnetic field of
7 T. Since we have seen in the previous chapter that the spin and valley degeneracies are
fully lifted at 𝐵 > 5 T (see Fig. 6.12), quantum Hall states appear at every integer filling
factor.

We present in Fig. 7.3 the diagonal conductance 𝐺𝐷 = 1
𝑅𝐷

as a function of 𝑉𝑏𝑔 and
𝑉𝑠𝑔. On the left side of this figure for 𝑉𝑠𝑔 < 0, we observe diagonally running strips with
quantised values of conductance. For instance, the yellow strip is quantised at 𝐺𝐷 = 2𝑒2

ℎ

and the red one at 𝐺𝐷 = 3𝑒2

ℎ . On this side, electron edge channels propagate in the bulk
while hole edge channels are localised underneath the split gates. Here, we expect the effect
of the QPC that the bulk edge channels are forced to pass through the constriction of the
QPC because of the presence of the hole edge channels underneath the split gates.

On the right side for 𝑉𝑠𝑔 > 0, we observe horizontal parallel strips of quantised conduc-
tance. In order to go further in the analysis and understanding of these features, we need
to determine precisely the filling factors involved.

3.1.1 Calculation of the filling factor underneath the split gates
The filling factor 𝜈𝑔 underneath the split gates,

𝜈𝑔 = 𝑛𝑔𝜑0
𝐵

is given by the capacitive coupling between the device and the split gates and its ratio to
the geometrical capacitance of the backgate, which we obtained at zero magnetic field in
the previous section. The ratio 𝐶𝑠𝑔

𝐶𝑏𝑔
= 7.03 dictates the slope within the 𝑉𝑠𝑔 − 𝑉𝑏𝑔-plane.

This slope is identical to the second Dirac peak running diagonally in Fig. 7.2a. To find
the position of each integer filling factor, we derive the relation between 𝜈𝑔 and 𝑉𝑠𝑔. Taking
the linear dependence of the charge carrier density to the gate voltage into account, we get

𝜈𝑔 = 𝐶𝑠𝑔

𝑒

(︀
𝑉𝑠𝑔 − 𝑉 𝐶𝑁𝑃

𝑠𝑔

)︀ 𝜑0
𝐵

(7.1)

in which 𝑉 𝐶𝑁𝑃
𝑠𝑔 reflects charge neutrality underneath the split gates. Inverting (7.1) to

𝑉𝑠𝑔(𝜈𝑔), we obtain the split gate voltage for each filling factor underneath the split gates
at 𝑉𝑏𝑔 − 𝑉 𝐶𝑁𝑃

𝑏𝑔 = 0. Together with the slope 𝐶𝑠𝑔

𝐶𝑏𝑔
, we can compute the lines of integer 𝜈𝑔

in the (𝑉𝑠𝑔,𝑉𝑏𝑔) plane. These lines are added to Fig. 7.3.
This determination of 𝜈𝑔 leads us to the first important observation: Inspecting Fig. 7.3,

we see that the position and slope of 𝜈𝑔 do not correspond to the observed diagonal strips
at negative 𝑉𝑠𝑔. This leads us to conclude that there is a third filling factor, denoted as
𝜈𝑄𝑃 𝐶 responsible for these diagonal strips.

3.1.2 The third filling factor 𝜈𝑄𝑃 𝐶 responsible for diagonal strips
The third filling factor is actually related to the charge carrier density within the constriction
of the QPC. We, therefore, note it 𝜈𝑄𝑃 𝐶 . Since the graphene inside the QPC is influenced
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Figure 7.3: Conductance map 𝐺𝐷 = 1
𝑅𝐷

as a function of backgate and split gates voltages,
𝑉𝑏𝑔 and 𝑉𝑠𝑔, respectively at 7 T and at 0.05 K. The two main structures of horizontal strips on
the right side (𝑉𝑠𝑔 > 0) and diagonal strips on the left side (𝑉𝑠𝑔 < 0) as well as many small
patterns are an implication of the interplay of three filling factors 𝜈𝑏, 𝜈𝑔 and 𝜈𝑄𝑃 𝐶 .

by the backgate and split gate voltages, the carrier density in the QPC has to be in between
the carrier density of the bulk and underneath the split gates. Therefore, we have{︃

𝜈𝑔 < 𝜈𝑄𝑃 𝐶 < 𝜈𝑏 for 𝜈𝑔 < 𝜈𝑏

𝜈𝑔 > 𝜈𝑄𝑃 𝐶 > 𝜈𝑏 for 𝜈𝑔 > 𝜈𝑏

Fig. 7.4 presents a schematic drawing of the location of the three filling factors and shows
the distribution of the charge carrier density of the first case 𝜈𝑔 < 𝜈𝑄𝑃 𝐶 < 𝜈𝑏. In this
example, the bulk is set to be electron-doped while the graphene underneath the split gates
is hole-doped. The charge carrier density inside the QPC is in between 𝑛𝑔 and 𝑛𝑏 and in
our example this region is electron-doped.

We observe in Fig. 7.3 that the diagonal strips start at around 𝑉𝑠𝑔 = 0 and remain
constant up to higher filling factors in the bulk. For instance, the yellow strip of the plateau
at 𝐺𝐷 = 2𝑒2

ℎ remains constant even when the edge channels 𝜈𝑏 = 3 and 4 are added in the
bulk. This means that only two edge channels are transmitted and the third and fourth
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Figure 7.4: Schema of the distribution of the charge carrier density in a QPC in graphene
for 𝜈𝑔 < 𝜈𝑄𝑃 𝐶 < 𝜈𝑏. a) We determine three filling factors in a QPC in graphene: 𝜈𝑏, 𝜈𝑔 and
𝜈𝑄𝑃 𝐶 . b) Along the split gates and across the QPC, the graphene is hole-doped underneath
the split gates while it is electron-doped inside the QPC. c) Inside the bulk and across the
QPC, the graphene in the bulk and inside the QPC is both electron-doped.

ones are backscattered at the QPC.
This is consistent with the hypothesis that the slope of the strips at negative 𝑉𝑠𝑔 are

determined by 𝜈𝑄𝑃 𝐶 . Thus 𝜈𝑄𝑃 𝐶 can be interpreted as the number of transmitted edge
channels. We will see that this assumption is consistent with our data which we present in
the course of this chapter.

To simplify the identification of the exact filling factors, we convert the conductance map
of Fig. 7.3 to be as a function of 𝜈𝑏 and 𝜈𝑔 by means of a suitable rotation. The resulting
graph is presented in Fig. 7.5. When 𝜈𝑏 = 𝜈𝑔, which is indicated by the black dots in Fig.
7.5, the charge carrier density is homogeneous in the entire graphene flake. 𝜈𝑄𝑃 𝐶 can then
be determined since 𝜈𝑄𝑃 𝐶 = 𝜈𝑏 = 𝜈𝑔 at these points. At these positions, we can add lines
to index 𝜈𝑄𝑃 𝐶 in Fig. 7.5. These lines have the same slope as the diagonal strips.

3.2 Results on the transmission of edge channels
After having determined the three filling factors 𝜈𝑏, 𝜈𝑔 and 𝜈𝑄𝑃 𝐶 in our QPC device, we
discuss in the following the observed plateaus in more details. Fig. 7.6a presents the
diagonal conductance as a function of negative split gate voltage for 𝜈𝑏 = 1 to 4 extracted
from the conductance map in Fig. 7.3. We observe different conductance plateaus at
integer multiples of 𝑒2

ℎ which correspond to the diagonal strips discussed before. Let us
discuss several configurations of edge channels in the bulk and underneath the split gates
indexed by the letters A to C in Fig. 7.5 and 7.6. We focus on the curve of 𝜈𝑏 = 4 but the
other curves follow accordingly.

At point A in Fig. 7.6a, the conductance is 4𝑒2

ℎ . At this point, the three filling factors
are identical 𝜈𝑏 = 𝜈𝑔 = 𝜈𝑄𝑃 𝐶 = 4 since 𝑉𝑠𝑔 = 0, so four edge channels are present in the
QPC. The drawing of 7.6A shows the corresponding configuration of four edge channels
passing underneath the split gates.

At point B in Fig. 7.6a, the split gate voltage is lowered and we observe a lower
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Figure 7.5: Conductance map 𝐺𝐷 = 1
𝑅𝐷

as a function of the bulk and split gates filling
factors, 𝜈𝑏 and 𝜈𝑔, respectively at 7 T and at 0.05 K. At the positions of the black dots,
𝜈𝑏 = 𝜈𝑔 = 𝜈𝑄𝑃 𝐶 and the charge carriers are homogeneously spread in the entire graphene
flake. The white and grey dots and letters represent configurations which are discussed in this
chapter.

conductance of 3𝑒2

ℎ . Its corresponding edge channel configuration is presented in the
drawing 7.6B. At this point, 𝜈𝑔 = 2 and therefore, the 𝜈𝑏 = 3 edge channel can no longer
propagate underneath the split gates and is forced to pass through the QPC. The inner
edge channel of 𝜈𝑏 = 4 is backscattered.

At point C in Fig. 7.6a, the split gate voltage is further decreased, which leads to
a further decrease of the conductance to 2𝑒2

ℎ . The corresponding configuration of edge
channels is presented in the drawing 7.6C. Since 𝜈𝑔 = 0, none of the bulk edge channels
pass underneath the split gates. The two outer edge channels pass through the QPC which
leads to the observed conductance of 2𝑒2

ℎ in Fig. 7.6a. The two inner edge channels of
𝜈𝑏 = 3 and 4 are backscattered and do not contribute to the current transport.

Ideal QPC without equilibration
We observe that a change in the split gate voltage allows to select the number of edge
channels which are transmitted through the QPC and those which are backscattered as
expected for a QPC in the quantum Hall regime. By converting 𝐺𝐷(𝑉𝑠𝑔) to 𝐺𝐷(𝜈𝑄𝑃 𝐶) in
Fig. 7.6b, we can directly examine the dependence of 𝐺𝐷 on 𝜈𝑄𝑃 𝐶 .
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Figure 7.6: Selective transmission of integer quantum Hall states is observed in the diagonal
conductance as a function of a) 𝑉𝑠𝑔 and b) 𝜈𝑄𝑃 𝐶 for 𝜈𝑏 = 1 to 4. The curves were extracted
from the conductance map at 7 T of Fig. 7.3. Schematics of three configurations of edge
channel transmission: A: The four bulk edge channels pass directly underneath the split gates
resulting in 𝐺𝐷 = 4𝑒2

ℎ . B: When 𝜈𝑔 = 2, the 𝜈𝑏 = 3 edge channel is forced to pass through
the QPC while the inner edge channel is backscattered resulting in 𝐺𝐷 = 3𝑒2

ℎ . C: The two
inner edge channels are forced to pass through the QPC while the two outer edge channels are
backscattered resulting in 𝐺𝐷 = 2𝑒2

ℎ . The positions of the configurations A to C are labelled
in the map of Fig. 7.5.

At integer values of 𝜈𝑄𝑃 𝐶 when 𝜈𝑏 ≥ 𝜈𝑄𝑃 𝐶 , we observe a direct proportionality of 𝐺𝐷 to
𝜈𝑄𝑃 𝐶 : for instance at 𝜈𝑄𝑃 𝐶 = 4, 𝐺𝐷 = 4𝑒2

ℎ and at 𝜈𝑄𝑃 𝐶 = 2, 𝐺𝐷 = 2𝑒2

ℎ . As presented in
chapter 4 (sect. 4.2), the theoretical diagonal conductance of an ideal QPC is proportional
to the number of transmitted edge channels which here corresponds to 𝜈𝑄𝑃 𝐶 . Therefore,
the diagonal conductance takes the form:

𝐺𝐷 = 𝑒2

ℎ
𝜈𝑄𝑃 𝐶 (7.2)

Eq. (7.2) explains well the observed conductance plateaus at integer multiples of 𝑒2

ℎ for
𝜈𝑏 > 2 due to selective transmission through the QPC.

Nevertheless, within the 𝑁 = 0 Landau level (𝜈𝑄𝑃 𝐶 = 0, 1), in Fig. 7.6b, we observe
plateaus which cannot be explained by the eq. (7.2) and need further analysis.
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4 Spin selective equilibration between electron and hole states

In each curve with 𝜈 ≥ 2 in Fig. 7.6b, we observe a plateau at 𝐺𝐷 = 3𝑒2

2ℎ at 𝜈𝑄𝑃 𝐶 = 1
where we would expect 𝐺𝐷 = 𝑒2

ℎ from eq. (7.2). At 𝜈𝑄𝑃 𝐶 = 0, according to (7.2), we
expect zero conductance, whereas we observe also here an anomalous plateau at 𝐺𝐷 = 𝑒2

ℎ .
These two conductance plateaus of{︃

𝐺𝐷 = 3𝑒2

2ℎ at 𝜈𝑄𝑃 𝐶 = 1
𝐺𝐷 = 𝑒2

ℎ at 𝜈𝑄𝑃 𝐶 = 0

cannot be explained by the standard transmission of edge channels in a QPC given by eq.
(7.2).

In the following, we show that taking into account equilibration between electron and
hole edge channels enables a full understanding of these anomalous plateaus.

4.1 Full equilibration expanded to three filling factors
The formula for a pnp-junction of only two filling factors as we presented in chapter 4 (sect.
4.2), does not reflect the actual configuration of a QPC. We need to derive a new formula
which includes the third filling factor 𝜈𝑄𝑃 𝐶 and the specific QPC configuration.

We thus derive the diagonal conductance for the QPC geometry including 𝜈𝑏, 𝜈𝑔 and
𝜈𝑄𝑃 𝐶 , and consider equilibration between edge channels in the bulk and edge channels of
opposite polarity localised underneath the split gates. For instance, electron-doped edge
channels exist in the bulk while hole-doped edge channels circulate below the split gates.

We distinguish two configurations. First, electron edge channels from the bulk pass
through the QPC (𝜈𝑄𝑃 𝐶 ≥ 0) and second, the hole edge channels from underneath the
split gates extend across the QPC (𝜈𝑄𝑃 𝐶 < 0). Our calculations are based on the current
conservation law which we already used in chapter 4 (sect. 4.2).

4.1.1 Configuration 𝜈𝑄𝑃 𝐶 ≥ 0
We consider the configuration in which some electron edge channels from the bulk are
transmitted through the QPC while hole states are localised underneath the split gates.
Fig. 7.7 illustrates the schematic of propagation of the bulk and split gates edge channels
in the device and the corresponding electric circuit with the contributing currents. The
incoming current 𝐼𝑖𝑛 splits into two branches in the vicinity of the QPC. One part of
the current is transmitted through the constriction and the rest is backscattered. While
the electron-doped edge channels from the bulk propagate alongside the hole-doped edge
channels underneath the split gates, they may mix and equilibrate (grey areas in Fig. 7.7).
There are, therefore, two possible sections for equilibration for each split gate - one on each
side of the junction. In the following, we assume that the equilibration is complete when
the current splits from 𝐼2 into 𝐼3 and 𝐼5.

To derive the conductance, we consider the distributions of the current in the different
regions of the device as indicated in Fig. 7.7. In Fig. 7.7b, we consider each section as a
wire of conductance given by the number of co-propagating edge channels times 𝑒2

ℎ . We
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Figure 7.7: Schematic drawing of the edge channels in the QPC and the electric circuit for
calculating the outgoing current 𝐼𝑜𝑢𝑡 in dependence of the three filling factors. The grey areas
indicate the regions of equilibration of edge channels.

can, thus, write:

𝐼1 = 𝑟𝐼4 (7.3)
𝐼 ′

1 = 𝑟𝐼 ′
4 (7.4)

𝐼3 = 𝑟′𝐼2 (7.5)
𝐼 ′

3 = 𝑟′𝐼 ′
2 (7.6)

with

𝑟 = |𝜈𝑔|
|𝜈𝑏| + |𝜈𝑔|

(7.7)

𝑟′ = |𝜈𝑄𝑃 𝐶 | + |𝜈𝑔|
|𝜈𝑏| + |𝜈𝑔|

(7.8)

The conservation of currents at the eight nodes give the eight relations:

𝐼2 = 𝐼1 + 𝐼𝑖𝑛 = 𝐼3 + 𝐼5 (7.9)
𝐼4 = 𝐼1 + 𝐼𝑜𝑢𝑡 = 𝐼3 + 𝐼 ′

5 (7.10)
𝐼 ′

2 = 𝐼 ′
1 = 𝐼 ′

3 + 𝐼 ′
5 (7.11)

𝐼 ′
4 = 𝐼 ′

1 + 𝐼𝑟𝑒𝑓 = 𝐼 ′
3 + 𝐼5 (7.12)

in which we assume that no current is injected from the right lead. Including the eqs. (7.3)
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to (7.6) into the eqs. (7.9) to (7.12), we obtain:

𝐼2 = 𝑟𝐼4 + 𝐼𝑖𝑛 = 1
1 − 𝑟′ 𝐼5 (7.13)

𝐼4 = 1
1 − 𝑟

𝐼𝑜𝑢𝑡 = 𝑟′𝐼2 + 𝐼 ′
5 (7.14)

𝐼 ′
2 = 𝑟𝐼 ′

4 = 1
1 − 𝑟′ 𝐼

′
5 (7.15)

𝐼 ′
4 = 1

1 − 𝑟
𝐼𝑟𝑒𝑓 = 𝑟′𝐼 ′

2 + 𝐼5 (7.16)

In order to derive the conductance, we need to determine 𝐼𝑜𝑢𝑡 as a function of 𝐼𝑖𝑛. By
using eqs. (7.13) to (7.16), we obtain:

𝐼𝑜𝑢𝑡 = 𝑟 − 2𝑟𝑟′ + 𝑟′

1 + 𝑟 − 2𝑟𝑟′ 𝐼𝑖𝑛

or including the filling factors eqs. (7.7) and (7.8):

𝐼𝑜𝑢𝑡 = 2|𝜈𝑏| |𝜈𝑔| − |𝜈𝑄𝑃 𝐶 | |𝜈𝑔| + |𝜈𝑏| |𝜈𝑄𝑃 𝐶 |
3|𝜈𝑏| |𝜈𝑔| + |𝜈𝑏|2 − 2|𝜈𝑄𝑃 𝐶 | |𝜈𝑔|

𝐼𝑖𝑛

The incoming current 𝐼𝑖𝑛 depends merely on the number of incoming edge channels which
corresponds to 𝜈𝑏 and on the potential difference 𝜇1 −𝜇2 of the form 𝐼𝑖𝑛 = 𝑒2

ℎ |𝜈𝑏| (𝜇1 − 𝜇2).
Including the expression for 𝐼𝑖𝑛 into 𝐼𝑜𝑢𝑡, we obtain:

𝐼𝑜𝑢𝑡 = 𝑒2

ℎ
|𝜈𝑏|

2|𝜈𝑏| |𝜈𝑔| − |𝜈𝑄𝑃 𝐶 | |𝜈𝑔| + |𝜈𝑏| |𝜈𝑄𝑃 𝐶 |
3|𝜈𝑏| |𝜈𝑔| + |𝜈𝑏|2 − 2|𝜈𝑄𝑃 𝐶 | |𝜈𝑔|

(𝜇1 − 𝜇2)

With 𝐺𝐷 = 𝐼𝑜𝑢𝑡
𝜇1−𝜇2

, we obtain the diagonal conductance

𝐺𝐷 = 𝑒2

ℎ
|𝜈𝑏|

2|𝜈𝑏| |𝜈𝑔| − |𝜈𝑄𝑃 𝐶 | |𝜈𝑔| + |𝜈𝑏| |𝜈𝑄𝑃 𝐶 |
3|𝜈𝑏| |𝜈𝑔| + |𝜈𝑏|2 − 2|𝜈𝑄𝑃 𝐶 | |𝜈𝑔| (7.17)

which depends solely on the three filling factors 𝜈𝑏, 𝜈𝑔 and 𝜈𝑄𝑃 𝐶 .

4.1.2 Configuration 𝜈𝑄𝑃 𝐶 < 0
In the second configuration, the hole states from underneath the split gates extend into
the QPC leading to 𝜈𝑄𝑃 𝐶 < 0. The hole states propagate across the QPC between the
opposite edges of the sample leading to a similar configuration than a pnp-junction. One
crucial difference is that both hole states propagating across the QPC and those localised
underneath the split gates can equilibrate with the electron edge channels of the bulk. The
latter are backscattered at the pn-interface and without equilibration between electron and
hole states, the current transport would be fully pinched-off. Equilibration, thus, enables
current flow across the device.

In the following, we derive the diagonal conductance of the configuration presented in
Fig. 7.8. The electron edge channels of the incoming current 𝐼𝑖𝑛 pass alongside the hole
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Figure 7.8: Schematic drawing of the edge channels in the QPC and the electric circuit for
calculating the outgoing current 𝐼𝑜𝑢𝑡 in dependence of the three filling factors in a configuration
similar to a pnp-junction. The grey areas indicate the regions of equilibration of edge channels.

states of the split gates at the pn-interface where they equilibrate in the areas indicated in
grey in Fig. 7.8. In analogy to the previous section, we write

𝐼1 = 𝑟𝐼4

𝐼 ′
1 = 𝑟𝐼 ′

4

𝐼3 = 𝑟′′𝐼2

𝐼 ′
3 = 𝑟′′𝐼 ′

2

with

𝑟 = |𝜈𝑔|
|𝜈𝑏| + |𝜈𝑔|

𝑟′′ = |𝜈𝑔| − |𝜈𝑄𝑃 𝐶 |
|𝜈𝑏| + |𝜈𝑔|

Following the same approach as in the previous section, we obtain the diagonal conductance
of the form

𝐺𝐷 = 𝑒2

ℎ
|𝜈𝑏|

2|𝜈𝑏| |𝜈𝑔| + |𝜈𝑄𝑃 𝐶 | |𝜈𝑔| − |𝜈𝑏| |𝜈𝑄𝑃 𝐶 |
3|𝜈𝑏| |𝜈𝑔| + |𝜈𝑏|2 + 2|𝜈𝑄𝑃 𝐶 | |𝜈𝑔|

(7.18)

Equations (7.17) and (7.18) are identical apart from three sign changes given by the sign
change of 𝜈𝑄𝑃 𝐶 and can be summarised into one equation

𝐺𝐷,𝑛𝑝′𝑛 = 𝑒2

ℎ
|𝜈𝑏|

2|𝜈𝑏| |𝜈𝑔| − 𝜈𝑄𝑃 𝐶 |𝜈𝑔| + |𝜈𝑏| 𝜈𝑄𝑃 𝐶

3|𝜈𝑏| |𝜈𝑔| + |𝜈𝑏|2 − 2𝜈𝑄𝑃 𝐶 |𝜈𝑔| (7.19)

At this point, we can proceed to compare our experimental results to the theoretical
expectations of (7.19).
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4.2 Experimental results in comparison to the theory
From our conductance map in 7.5, we can infer two important points for the understanding
of the anomalous plateaus at 𝜈𝑄𝑃 𝐶 = 0 and 1 and the role of equilibration between electron
and hole edge channels:

1. The width of the diagonal bands are much larger than the extension of each integer
filling factor of 𝜈𝑔 of the gate. Therefore, adding additional edge channels underneath
the split gates does not change the conductance.

2. The anomalous plateaus of the diagonal strips at 𝜈𝑄𝑃 𝐶 = 0 and 𝜈𝑄𝑃 𝐶 = 1 arise at
𝜈𝑏 = 2 and stay constant for higher 𝜈𝑏. Therefore, only when the 𝜈𝑏 = 2 edge channel
is backreflected, these anomalous plateaus appear and are unaffected by the increase
of 𝜈𝑏, that is, to the addition of more backscattered bulk edge channels.

We can, therefore, assume that equilibration does not occur equally between all the
different states suggesting a selective equilibration. The measurement of a high mobility
pnp-junction in graphene by the group of Goldhaber-Gordon revealed that quantum Hall
states equilibrate only if their spins are identical [96]. We follow their findings and assume
also that equilibration takes only place between states of the same spin.

From our observations, we can even go a step further: Since the plateaus at 𝜈𝑄𝑃 𝐶 = 0
and 𝜈𝑄𝑃 𝐶 = 1 remain constant even when 𝜈𝑏 is increased and more bulk edge channels
are backscattered, we can assume that equilibration is limited to the 𝑁 = 0 Landau
level.

Fig. 7.9 presents the diagonal conductance as a function of 𝜈𝑄𝑃 𝐶 for 𝜈𝑏 = 3 and 4 which
are extracted from the conductance map in Fig. 7.3. Let us first focus on our data before
comparing them with the theoretical prediction of (7.19).

In both experimental curves, we observe clearly the plateaus of 𝐺𝐷 = 3
2

𝑒2

ℎ at 𝜈𝑄𝑃 𝐶 = 1
and of 𝐺𝐷 = 𝑒2

ℎ at 𝜈𝑄𝑃 𝐶 = 0.

Case of 𝜈𝑄𝑃 𝐶 = 1 Fig. 7.9D presents the corresponding edge channel configuration
of the 𝐺𝐷 = 3

2
𝑒2

ℎ plateau at 𝜈𝑄𝑃 𝐶 = 1. One bulk edge channel is transmitted while the
second and the third edge channels are backscattered. Assuming equilibration between
states of the same spin and limited to the 𝑁 = 0 Landau level (𝜈𝑏 = −2 ↓, −1 ↑, 1 ↓, 2 ↑),
the backscattered 𝜈𝑏 = 2 state can only equilibrate with the first hole state 𝜈𝑔 = −1 (see
Landau level diagram in Fig. 7.10).

In order to include spin selection, we extend eq. (7.19) by summing over the two spin
configurations restricted to the 𝑁 = 0 Landau level leading to

𝐺𝐷,𝑛𝑝′𝑛 = 𝑒2

ℎ

∑︁
𝑖=↓,↑

|𝜈𝑏,𝑖|
2|𝜈𝑏,𝑖| |𝜈𝑔,𝑖| − 𝜈𝑄𝑃 𝐶,𝑖 |𝜈𝑔,𝑖| + |𝜈𝑏,𝑖| 𝜈𝑄𝑃 𝐶,𝑖

3|𝜈𝑏,𝑖| |𝜈𝑔,𝑖| + |𝜈𝑏,𝑖|2 − 2𝜈𝑄𝑃 𝐶,𝑖 |𝜈𝑔,𝑖|

⃒⃒⃒⃒
|𝜈𝑏,𝑖|,|𝜈𝑔,𝑖|,|𝜈𝑄𝑃 𝐶,𝑖|≤2

(7.20)

In (7.20), note that 𝜈𝑏,𝑖, 𝜈𝑔,𝑖 and 𝜈𝑄𝑃 𝐶,𝑖 count the number of edge channels of identical
spins which equilibrate.

To apply (7.20) to configuration 7.9D, we sum up two terms, one for spin-down and
one for spin-up. The first term of spin-down describes the transmission of the 𝜈𝑏,↓ = 1
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Figure 7.9: Results on the diagonal conductance in comparison to the theory (7.20) extracted
from the conductance map of Fig. 7.3 at 𝜈𝑏 = 3 and 4. The theoretical curves include that
equilibration only occurs within the 𝑁 = 0 Landau level and is limited to states of identical
spin. Schematics of edge channel configurations for 𝜈𝑏 = 3 and 𝜈𝑔 ≤ −4. D: 𝜈𝑄𝑃 𝐶 = 1,
the state 𝜈𝑏 = 2 equilibrates with the state 𝜈𝑔 = −1. Together with the transmitted 𝜈𝑏 = 1
state, the conductance is quantised at 3

2
𝑒2

ℎ . E: 𝜈𝑄𝑃 𝐶 = 0, all three bulk edge channels are
backscattered. The current is transferred across the QPC via equilibration between the states
𝜈𝑏 = 1 and 𝜈𝑔 = −2 as well as 𝜈𝑏 = 2 and 𝜈𝑔 = −1. F: 𝜈𝑄𝑃 𝐶 = −1, equilibration between the
states 𝜈𝑏 = 1 and 𝜈𝑔 = −2 as well as 𝜈𝑏 = 2 and 𝜈𝑔 = −1 leads to current transport across the
QPC. The positions of the configurations D to F are labelled in the map of Fig. 7.5.

state through the QPC. The second term of spin-up can be deduced from the Landau
level energy diagram in Fig. 7.10. The sublevel 𝜈𝑏 = 2 and 𝜈𝑔 = −1 have the same spin
and will, thus, equilibrate. Therefore, one bulk state equilibrates with one localised state
underneath the split gates. Applying (7.20) for 𝜈𝑏,↑ = 1 and 𝜈𝑔,↑ = 1, we obtain 𝐺𝐷 = 1

2
𝑒2

ℎ .
Adding 𝑒2

ℎ from the transmitted edge channel leads to a total conductance of 𝐺𝐷 = 3
2

𝑒2

ℎ .

Case of 𝜈𝑄𝑃 𝐶 = 0 Fig. 7.9E presents the configuration of edge channels of the plateau
at 𝜈𝑄𝑃 𝐶 = 0. All three bulk edge channels are backscattered and current is transferred
only via equilibration between the states 𝜈𝑏 = 1 and 𝜈𝑔 = −2, and between the states
𝜈𝑏 = 2 and 𝜈𝑔 = −1, which have identical spins and are in the 𝑁 = 0 Landau level (see
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N = 0

ν = -2
ν = -1

ν = 1
ν = 2

Figure 7.10: The lifting of first the valley and then the spin degeneracy leads to a splitting of
the 𝑁 = 0 Landau level into two electron and two hole states. These states are spin and valley
polarised. We observe equilibration only within the 𝑁 = 0 Landau level between sublevel of
identical spin: 𝜈 = −2 ! 𝜈 = 1 and 𝜈 = −1 ! 𝜈 = 2.

Landau level diagram of Fig. 7.10). Applying eq. (7.20), we again distinguish the two spin
configurations and count only the number of involved states which leads to:

• 𝜈𝑏,↓ = 1, 𝜈𝑔,↓ = −1 and 𝜈𝑄𝑃 𝐶,↓ = 0 → 𝐺𝐷,𝑛𝑝′𝑛,↓ = 1
2

𝑒2

ℎ

• 𝜈𝑏,↑ = 1, 𝜈𝑔,↑ = −1 and 𝜈𝑄𝑃 𝐶,↑ = 0 → 𝐺𝐷,𝑛𝑝′𝑛,↑ = 1
2

𝑒2

ℎ

The total conductance of 𝑒2

ℎ complies with the observed plateau at 𝜈𝑄𝑃 𝐶 = 0.
Let us determine the conductance in a different configuration of 𝜈𝑄𝑃 𝐶 < 0.

Case of 𝜈𝑄𝑃 𝐶 = −1 Fig. 7.9F presents the configuration of edge channels for 𝜈𝑄𝑃 𝐶 =
−1. All three bulk edge channels are backscattered. The first hole edge channel extends
across the QPC connecting both sides of the split gates. Similar to the case of 𝜈𝑄𝑃 𝐶 = 0,
current is only transported across the QPC via equilibration. We suppose that equilibration
occurs between the states 𝜈𝑏 = 1 and 𝜈𝑔 = −2 and between the states 𝜈𝑏 = 2 and 𝜈𝑄𝑃 𝐶 = −1
due to their identical spins (see Landau level diagram in Fig. 7.10). We apply (7.20) for
the two spin configurations taking only into account the involved states:

• 𝜈𝑏,↓ = 1, 𝜈𝑔,↓ = 0 and 𝜈𝑄𝑃 𝐶,↓ = −1 → 𝐺𝐷,𝑛𝑝′𝑛,↓ = 1
2

𝑒2

ℎ

• 𝜈𝑏,↑ = 1, 𝜈𝑔,↑ = −1 and 𝜈𝑄𝑃 𝐶,↑ = −1 → 𝐺𝐷,𝑛𝑝′𝑛,↑ = 1
3

𝑒2

ℎ

The total conductance is 𝐺𝐷 = 5
6

𝑒2

ℎ ≃ 0.83 𝑒2

ℎ which complies with the observed plateau of
𝐺𝐷 ≃ 0.85 𝑒2

ℎ at 𝜈𝑄𝑃 𝐶 = −1.
Our three examples of 𝜈𝑄𝑃 𝐶 = 1, 0 and −1 present an excellent agreement of eq. (7.20)

to our data. Applying (7.20) on the full range of 𝜈𝑄𝑃 𝐶 for 𝑉𝑠𝑔 < 0, we obtain the theoretical
curves (dotted lines) in Fig. 7.9. We observe that the theoretical conductance is in good
agreement with our data.

5 Spin selective equilibration of electronic states

In this section, we turn to the right side of the conductance map for 𝑉𝑠𝑔 > 0 in Fig.
7.3. The charge carrier density is now larger underneath the split gates than in the bulk.
Therefore, the filling factor underneath the split gates is also higher than the one in the
bulk (𝜈𝑔 > 𝜈𝑏) as illustrated in Fig. 7.11. In the following we consider the equilibration
between electron edge channels originating from the bulk and those localised underneath
the split gates.
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1

1

23

Figure 7.11: Schematic of edge
channel configuration in the unipo-
lar regime for 𝑉𝑠𝑔 > 0: Electron
edge channels from the bulk pass
underneath the split gates. The re-
maining edge channels (𝜈𝑔 − 𝜈𝑏) are
either localised underneath the split
gates or extend across the QPC con-
necting both sides of the sample.

5.1 Configuration of equilibration
Since 𝜈𝑏 < 𝜈𝑔, the electron bulk edge channels pass underneath the split gates as shown in
Fig. 7.11 for the case 𝜈𝑏 = 1, 𝜈𝑔 = 3 and 𝜈𝑄𝑃 𝐶 = 1. The additional electron edge channels
(𝜈𝑔 − 𝜈𝑏) are either localised underneath the split gates (𝜈𝑔 = 3 in Fig. 7.11) or extend
across the QPC (𝜈𝑔 = 2 in Fig. 7.11). The latter combines with its counterpart inside the
QPC and connects the two edges of the sample leading to equilibration.

The equilibration between the bulk edge channel 𝜈𝑏 = 1 in Fig. 7.11 with the split gate
edge channel 𝜈𝑔 = 2 would introduce backscattering and, thus, decrease the conductance.
In contrast, equilibration between the states 𝜈𝑏 = 1 and 𝜈𝑔 = 3 does not introduce
backscattering as it does not connect the left and right edges. Therefore, equilibration only
has an impact on the conductance if the edge channels underneath the split gates extend
across the QPC connecting the counter-propagating bulk edge channels and introducing
backscattering.

The important filling factor which we need to consider is, thus, 𝜈𝑄𝑃 𝐶 . It includes the
number of bulk edge channels passing underneath the split gates plus the number of edge
channels circulating across the QPC. In the following discussion, we focus, therefore, on
the two filling factors 𝜈𝑏 and 𝜈𝑄𝑃 𝐶 .

5.2 Comparison of experimental results to the theory
Fig. 7.12 presents the diagonal conductance as a function of 𝜈𝑄𝑃 𝐶 for 𝜈𝑏 = 1 to 4 extracted
from the conductance map in Fig. 7.3. We observe several plateaus in each of the curve
whose origin we discuss in the following.

Case of 𝜈𝑏 = 1 The 𝜈𝑏 = 1 curve has a large plateau of 𝐺𝐷 = 𝑒2

ℎ at 𝜈𝑏 = 𝜈𝑄𝑃 𝐶 = 1
where the one bulk edge channel passes underneath the split gates. The conductance
remains quantised at 𝑒2

ℎ even for 𝜈𝑄𝑃 𝐶 = 2 when the second edge channel circulates across
the QPC as shown in the drawing 7.12G. The fact that the conductance does not decrease
indicates that no equilibration occurs between the states 𝜈𝑏 = 1 and 𝜈𝑄𝑃 𝐶 = 2 which can
be explained as they do not have the same spin (see Landau level diagram in Fig. 7.13).

We observe that the conductance of the 𝜈𝑏 = 1 curve decreases to 0.7 𝑒2

ℎ at 𝜈𝑄𝑃 𝐶 = 3
suggesting that the 𝜈𝑏 = 1 state equilibrates with the 𝜈𝑄𝑃 𝐶 = 3 state whose spins are
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Figure 7.12: Results on the diagonal conductance extracted from the conductance map for
𝑉𝑠𝑔 > 0 of Fig. 7.3 at various bulk filling factors. The theoretical curves are calculated from
(7.21) which includes that equilibration only occurs between states of identical spins. All
coloured theoretical curves are based on scenario I which are in agreement to the data (see
Landau level diagram in Fig. 7.13). The black dashed curves represent the solution of scenario
II. Schematics of edge channel configurations: G and H: 𝜈𝑏 = 1. G: 𝜈𝑄𝑃 𝐶 = 2, the bulk edge
channel passes underneath the split gates while a second edge channel circulates across the
QPC. The states 𝜈𝑏 = 1 and 𝜈𝑄𝑃 𝐶 = 2 do not equilibrate due to their differing spins. H:
𝜈𝑄𝑃 𝐶 = 3, the third edge channel in the QPC equilibrates with the 𝜈𝑏 = 1 state introducing
backscattering. I: 𝜈𝑏 = 3 and 𝜈𝑄𝑃 𝐶 = 4. The 𝜈𝑏 = 1 state equilibrates with the 𝜈𝑄𝑃 𝐶 = 4
state leading to backscattering. The positions of the configurations G to I are labelled in the
map of Fig. 7.5.

identical as shown in the configuration 7.12H. The backscattering causes the conductance
to decrease.

In chapter 4 (sect. 4.3), we presented the results in high mobility graphene pnp-junction
of the group of Goldhaber-Gordon [96]. They extended the partial equilibration regime in
a pnp-junction (see sect. 4.2) to the case of spin selective equilibration. We adapt their
conductance equation (4.8) to our Hall bar configuration equipped with a QPC:

𝐺𝐷,𝑛𝑛′𝑛 = 𝑒2

ℎ

∑︁
𝑖=↓,↑

|𝜈𝑏,𝑖| |𝜈𝑄𝑃 𝐶,𝑖|
2|𝜈𝑄𝑃 𝐶,𝑖| − |𝜈𝑏,𝑖| (7.21)



5 Spin selective equilibration of electronic states 129

N = 0

ν = -2
ν = -1

ν = 1
ν = 2

N = 1

ν = 3
ν = 4

ν = 6
ν = 5

I II

Figure 7.13: Diagram of the 𝑁 = 0 and 𝑁 = 1 Landau level. The two scenarios (I, II) indicate
the two orders of the splitting of the degeneracies of the 𝑁 = 1 Landau level. Equilibration
occurs between the sublevels of identical spins indicated by the dashed and dotted arrows.

We come back to the 𝜈𝑏 = 1 curve in Fig. 7.12 and use (7.21) to calculate the conductance
for the equilibration between the states 𝜈𝑏 = 1 and 𝜈𝑄𝑃 𝐶 = 3 by considering only the
number of involved states for each spin configuration: For spin-up, we have 𝜈𝑏,↑ = 1 and
𝜈𝑄𝑃 𝐶,↑ = 2 which contains the transmitted edge channel plus the edge channel across
the QPC. For the spin-down, only one edge channel circulates across the QPC. For both
configurations, we obtain:

• 𝜈𝑏,↑ = 1 and 𝜈𝑄𝑃 𝐶,↑ = 2 → 𝐺𝐷,𝑛𝑛′𝑛,↑ = 2
3

𝑒2

ℎ

• 𝜈𝑏,↓ = 0 and 𝜈𝑄𝑃 𝐶,↓ = 1 → 𝐺𝐷,𝑛𝑛′𝑛,↓ = 0

The total conductance of 2
3

𝑒2

ℎ corresponds well to the observed plateau at 𝜈𝑄𝑃 𝐶 = 3.
To illustrate how the equilibration process provides information on the polarisation of

the successive levels, let us discuss the case for 𝜈𝑏 = 3.

Case of 𝜈𝑏 = 3 The 𝜈𝑏 = 3 curve exhibits a plateau at 𝐺𝐷 = 3𝑒2

ℎ when 𝜈𝑏 = 𝜈𝑄𝑃 𝐶 = 3.
Setting 𝜈𝑄𝑃 𝐶 = 4, the fourth edge channel will circulate across the QPC as shown in the
configuration 7.12I. Here, we observe a decrease in the conductance to 2.49 𝑒2

ℎ which we
explain by the equilibration between the states 𝜈𝑏 = 1 and 𝜈𝑄𝑃 𝐶 = 4 due to their identical
spins (see Landau level energy diagram in Fig. 7.13).

Spin selective equilibration depends on the order of the splitting of the degeneracies
of spin and valley in the 𝑁 ≥ 1 Landau levels which we introduced in chapter 4 (sect.
4.3). The group of Goldhaber-Gordon suggests two possible scenarios of the order of the
splitting of the first and higher Landau levels if either the spin or the valley symmetry is
broken first. Scenario I assumes the spin degeneracy to lift first while scenario II suggests
that the valley degeneracy is first lifted. In the Landau level diagram of Fig. 4.6, the two
scenarios are indexed with I and II, each with its respective spin and valley configuration.
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Using (7.21) for scenario I, we obtain a conductance of 𝐺𝐷,𝑛𝑛′𝑛 = 5
2

𝑒2

ℎ . Scenario II leads
to a conductance of 𝐺𝐷,𝑛𝑛′𝑛 = 8

3
𝑒2

ℎ . We see that scenario I corresponds well to the data2.

Table 7.1 summarises the measured diagonal conductance in comparison to the theoretical
conductance obtained from eq. (7.21) for the scenarios I and II. We observe a clear
similarity of our data towards scenario I.

Another clear way to compare our data with the theoretical conductance of (7.21) for
the scenarios I and II is by adding the theoretical curves in Fig. 7.12. The coloured dashed
curves are based on scenario I while the black dashed curves take scenario II into account
(see Landau level diagram of Fig. 7.13). As seen in table 7.1, the theoretical curves of
scenario I correspond well to our data.

In the unipolar regime, we determine that equilibration only occurs between states of
identical spins analogue to the bipolar regime discussed in the previous section. However,
in the unipolar regime, we do not observe any restriction to a single Landau level but
equilibration extends from the 𝑁 = 0 to the 𝑁 = 1 Landau level.

Table 7.1: Results of the QPC in graphene in the unipolar regime for 𝑉𝑠𝑔 > 0 in comparison
to eq. (7.21) for scenario I and II (see Landau level diagram in Fig. 7.13).

𝜈𝑏 𝜈𝑄𝑃 𝐶 𝐺𝐷 measured
(︁

𝑒2

ℎ

)︁
𝐺𝐷,𝑛𝑛′𝑛 (I)

(︁
𝑒2

ℎ

)︁
𝐺𝐷,𝑛𝑛′𝑛 (II)

(︁
𝑒2

ℎ

)︁

1

2 0.99 1 1

3 0.70 2
3 ≃ 0.67 2

3 ≃ 0.67

4 0.65 3
5 = 0.60 2

3 ≃ 0.67

2

3 1.70 5
3 ≃ 1.67 5

3 ≃ 1.67

4 1.62 8
5 = 1.60 4

3 ≃ 1.33

5 1.45 19
15 ≃ 1.27 19

15 ≃ 1.27

3

4 2.49 5
2 = 2.50 8

3 ≃ 2.67

5 2.20 13
6 ≃ 2.17 13

6 ≃ 2.17

6 2.12 21
10 = 2.10 21

10 = 2.10

4
5 3.65 11

3 ≃ 3.67 7
2 = 3.50

6 3.56 18
5 = 3.60 3

2 Even though, the state 𝜈𝑔 = 5 equilibrates with the state 𝜈𝑏 = 2, the latter is localised underneath the
split gates and, therefore, has no impact on the conductance.
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6 Pinch-off of the QPC in the 𝑁 = 0 Landau level

6.1 Pinch-off for 𝜈𝑏 = 2
Let us discuss another interesting feature in the conductance maps of Fig. 7.3 and 7.5:
We observe a triangular shaped feature at around 𝑉𝑠𝑔 = 0 V (𝜈𝑔 = 0) and 𝑉𝑏𝑔 = 3 V. This
feature becomes more pronounced in a theoretical conductance map in Fig. 7.16b which
we will present in the next section.

This feature represents a region of "pinch-off" where bulk edge channels are no longer
transmitted through the QPC and get backscattered. Fig. 7.14 presents the edge channel
configuration in the centre of this triangle in which one bulk edge channel is transmitted and
one backscattered. Since the second bulk edge channel transforms from being transmitted
through the QPC to being backscattered, the right slope of the triangle is defined by 𝜈𝑄𝑃 𝐶 .

When the 𝜈𝑔 = −1 hole state is added underneath the split gates, the equilibration
between the 𝜈𝑏 = 2 electron state and the 𝜈𝑔 = −1 hole state transfers current across the
constriction, and the 𝜈𝑏 = 2 edge channel is no longer fully pinched-off. The equilibration
is induced by the adding of the 𝜈𝑔 = −1 hole state, for which reason, the left slope of the
triangle is defined by 𝜈𝑔.

6.2 Full pinch-off of the QPC for 𝜈𝑏 = 1
The data illustrated in the conductance map of Fig. 7.3 and its line-cuts in Fig. 7.6 were
measured in current bias configuration. A voltage source together with a high shunt resistor
𝑅𝑠ℎ𝑢𝑛𝑡 of 100 MW constitutes a current source in which the current is fixed across the
device if 𝑅𝑠ℎ𝑢𝑛𝑡 ≫ 𝑅𝑑𝑒𝑣𝑖𝑐𝑒. The voltage across the device is determined by the resistance
of the device.

A resistance of the device of the order of 𝑒2

ℎ = 25 812 Ω at, for instance, 𝜈𝑏 = 1 and 𝑉𝑠𝑔 =
0 V to 5 V is much lower than 𝑅𝑠ℎ𝑢𝑛𝑡. In this configuration, with a current bias of 10 nA
the voltage across the device is 26 µV. This excitation translated into temperature scale is
about 0.26 K which is above the base temperature of 0.05 K of our cryostat and, therefore,
can lead to electron overheating.

When the QPC is fully closed, for instance, at 𝜈𝑏 = 1 and 𝑉𝑠𝑔 ≃ −2 V in Fig. 7.3,
insulating behaviour with a large resistance is expected. In this region, in current bias

J

12

21

Figure 7.14: J: Pinch-off of the
second bulk edge channel. The posi-
tion of the configuration J is labelled
in the map of Fig. 7.5.
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Figure 7.15: Comparison of current and
voltage bias in the full pinch-off regime of high
resistance (𝑉𝑠𝑔 < −2 V). The blue curve of
voltage bias drops almost completely to zero
when the QPC is closed.

configuration, the voltage across the device increases to 1 mV which corresponds to a high
excitation of 10 K and could overcome the gap between Landau levels in the QPC.

In this region of full pinch-off, the resistance of the device could be the order of 𝑅𝑠ℎ𝑢𝑛𝑡

and the voltage excitation is much higher than the temperature of our measurement set-up.
We thus switched to a voltage bias configuration while keeping the measurement of the
diagonal voltage to get rid of the contact resistances. Here, the voltage across the device is
fixed to, for instance, 15 µV used to measure the blue curve of 𝜈𝑏 = 1 in Fig. 7.15.

The blue curve of 𝜈𝑏 = 1 in Fig. 7.15 exhibits a plateau at 𝐺𝐷 = 𝑒2

ℎ at around 𝑉𝑠𝑔 = 0
before it drops almost completely to zero at 𝑉𝑠𝑔 = −2.0 V. In this measurement of voltage
bias, the nearly full pinch-off of the QPC is well visible in contrast to the orange curve of
𝜈𝑏 = 1 measured in current bias.

7 Conclusion on the QPC in high field

7.1 Summary of the different regimes
In the previous sections we discussed in detail the conductance map presented in Fig. 7.16a
measured at 7 T. The map can be divided into three regions (I, II and III) based on the
presence or absence of equilibration and the participating equilibrating edge channels.

Region I For 𝑉𝑠𝑔 < 0 in region I, we observed that the conductance is determined by
the equilibration which occurs only between quantum Hall states of identical spins and
within the 𝑁 = 0 Landau level. In this region, the diagonal conductance is determined by
eq. (7.20) which depends on the three filling factors 𝜈𝑏, 𝜈𝑔 and 𝜈𝑄𝑃 𝐶 .

Region II For 𝑉𝑠𝑔 < 0 in region II, the graphene underneath the split gates is depleted
forcing bulk edge channels to pass through the constriction of the QPC. In the absence of
equilibration, the conductance is directly proportional to the number of transmitted edge
channels, that is, to the filling factor in the QPC given by eq. (7.2). This is the region of
ideal QPC operation with selective transmission of quantum Hall edge channels.
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Figure 7.16: A comparison between a) the experimental measurement at 7 T and b) the
theoretical prediction of (7.20) and (7.21) are in excellent agreement. The dashed line in a)
divides the map into three regions (I, II, III) based on the absence or presence of equilibration
and the participating edge channels.

Region III This region corresponds to 𝑉𝑠𝑔 > 0: The charge carrier density underneath
the split gates is higher than in the bulk and, hence, 𝜈𝑔 > 𝜈𝑏. We observed that equilibration
occurs between the electronic states of bulk and split gates of identical spins which is in
good agreement with eq. (7.21) and the results of a high mobility graphene pnp-junction
of the group of Goldhaber-Gordon, including the type of scenario for the degeneracy lifting
[96].

Based on equations (7.20) and (7.21) of spin selective equilibration, we calculated the
conductance in the full range of backgate and split gate voltages resulting in the theoretical
conductance map presented in Fig. 7.16b. The theoretical model exhibits diagonal strips
(𝑉𝑠𝑔 < 0) and horizontal strips (𝑉𝑠𝑔 > 0) of quantised conductance which comparing with
our results in Fig. 7.16a, is in excellent agreement with our measured data.

7.2 Equilibration limited by the Landau level
We determined that equilibration in the bipolar regime of 𝑉𝑠𝑔 < 0 is limited to the 𝑁 = 0
Landau level. The cyclotron gap between the 𝑁 = 0 and 𝑁 = 1 Landau level of the order
1500 K is one order of magnitude larger than the gap between electron and hole states,
being about 200 K at 15 T [51] which may explain why we do not observe any equilibration
between electron and hole states outside of the 𝑁 = 0 Landau level.

However, in the unipolar regime of 𝑉𝑠𝑔 > 0, equilibration is not restricted to the 𝑁 = 0
Landau level but occurs also with higher Landau levels. In this regime, we observe the
same spin selective equilibration than the group of Goldhaber-Gordon [96]. Equilibration
occurs underneath the split gates near the edge of the graphene. The crystallographic edge
induces disorder which causes inelastic scattering leading to equilibration between edge
channels of different Landau levels.

In the bipolar regime equilibration takes places along the pn-interface which is far away
from the edge of the graphene and therefore, due to the absence of disorder inelastic
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scattering between edge channels of different Landau levels, is suppressed. However, we
still observe equilibration between electron and hole states in the 𝑁 = 0 Landau level. At
the pn-interface, the in-plane electric field of the split gates causes the Landau levels to
collapse which according to [122] leads to a smaller gap at 𝜈 = 0.

7.3 Absence of conservation of the valley polarisation
We do not observe any selective equilibration due to the valley index indicating that the
valley polarisation is not conserved in the process of equilibration.

In the unipolar regime, the vicinity to the crystallographic edge of the graphene may
induce intervalley scattering causing states of different valley polarisation to equilibrate.
The group of Goldhaber-Gordon argued that the plasma etched edges of the graphene
are disordered and induce, therefore, strong intervalley scattering [96]. In our case, the
graphene edges are not etched close to the region of equilibration but intervalley scattering
is still enhanced at the crystallographic edge of the graphene.

However, in the bipolar regime, equilibration occurs along the pn-interface far away from
the graphene edge. Since our QPC device shows clear signatures of ballistic transport (see
chapter 6 in sect. 6.3), we assume that the amount of disorder is minor and, hence does
not explain the equilibration of states of different valleys.

The valley polarisation has so far never been experimentally determined. So far we
assumed that breaking of the valley symmetry leads to two valley singlet states, one
polarised in 𝐾 and the other one in 𝐾 ′. However, it could also be that the breaking leads
rather to two mixed states of 𝐾 and 𝐾 ′. In this case, a distinction between the polarisation
of 𝐾 and 𝐾 ′ is not possible. Many aspects of the nature of the lifting of the degeneracy of
the valley are still open and under debate.

8 Equilibration of degenerate quantum Hall states

In the last part of this chapter, we adapt the theoretical approach of equilibration of edge
channels of (7.19) and (7.21) to the degenerate quantum Hall states in low magnetic fields.
At 1.5 T, the spin and valley symmetry is not broken, and we observe the usual series of
plateaus at the filling factor 𝜈𝑏 = 4

(︀
𝑁 + 1

2
)︀
.

Fig. 7.17 presents the diagonal conductance measured at 1.5 T as a function of the filling
factor in the QPC for 𝜈𝑏 = 2, 10 and 18. In the following, we focus on the red curve of
𝜈𝑏 = 10 in our discussion.

Equilibration in the bipolar regime At point A, we observe a conductance of about
2.66 𝑒2

ℎ . The corresponding configuration 7.18A shows that two degenerate bulk edge
channels are transmitted and the rest of them are backscattered. In this configuration, if
no equilibration occurs between the electron and hole states, the conductance is expected
to be 2𝑒2

ℎ according to (7.2). Since the observed conductance is higher, equilibration occurs
between the backscattered bulk edge channels and the localised hole states leading to an
additional current flow across the QPC.

At point B in Fig. 7.17, the conductance increases to 6 𝑒2

ℎ as expected at 𝜈𝑄𝑃 𝐶 = 6.
Thus, we do not observe any equilibration at this point. As the 𝜈𝑏 = 10 degenerate edge
channel is backscattered as shown in the configuration Fig. 7.18B, we conclude that it
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Figure 7.17: The experimental results on 𝐺𝐷 versus 𝜈𝑄𝑃 𝐶) (solid lines) measured at 1.5 T
and at 0.05 K are compared with theoretical predictions (dashed lines) of (7.19) and (7.21)
in the equilibration of degenerate quantum Hall states. We observe that when equilibration
is restricted to the 𝑁 = 0 and 𝑁 = 1 Landau levels, the resulting orange curve of restricted
equilibration is close to our data.

does not equilibrate with localised states.
For 𝜈𝑄𝑃 𝐶 < 10 (including the points A and B), the theoretical dashed curves marked as

"full equilibration" in Fig. 7.17 are calculated from eq. (7.17) without any spin selection. We
observe that these theoretical curves predict a higher conductance than we have measured.
The lower measured conductance suggests that less equilibration occurs than theoretically
assumed. If the backscattered bulk edge channels equilibrate less efficiently with the hole
states of the split gates, less current is transported across the hole doped region and the
QPC which leads to a lower conductance.

One way to reduce the equilibration is to restrict the number of mixing states. In the
orange dotted curve in Fig. 7.17, as we have seen that 𝜈𝑏 = 10 does not equilibrate with
hole states, we assume equilibration only between the bulk states 𝜈𝑏 = 2 and 6 with the
hole states 𝜈𝑔 = −2 and −6 of the split gates. We observe that the height of the theoretical
curve fits already better to the data. We therefore conclude that equilibration seems to be
restricted to the 𝑁 = 0 and 𝑁 = 1 Landau levels.

Equilibration in the unipolar regime When 𝜈𝑄𝑃 𝐶 > 10, the charge carrier density
is higher underneath the split gates than in the bulk and, hence, 𝜈𝑔 > 𝜈𝑏. At point C,
the conductance is about 8.8 𝑒2

ℎ . In this region, all bulk edge channels pass beneath the
split gates and the additional (𝜈𝑔 − 𝜈𝑏) split gate states either remain localised underneath
them or extend across the QPC connecting both sides of the sample as presented in Fig.
7.18C. Equilibration between the electron states of the bulk and split gates introduces
backscattering of the bulk edge channels and hence reduces the conductance.

The theoretical curve for 𝜈𝑄𝑃 𝐶 > 10 is calculated from (7.21) without spin selection. We
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Figure 7.18: Schematics of edge channel configurations of 𝜈𝑏 = 10 of Fig. 7.17. A: The
backscattered bulk edge channels equilibrate with the hole states of the split gates and in the
QPC leading to a current transport across the QPC. The states of 2 and -2 belong to the
same Landau level which causes them to be completely mixed at the pn-interface. B: The
electron edge channels of the bulk are partially transmitted and partially backscattered. The
latter equilibrates with the hole states underneath the split gates. C: The additional edge
channels of the split gates circulate across the QPC connecting both sides of the sample. Their
equilibration with the bulk edge channels introduces backscattering.

observe that the theoretical curve is lower than the data which means that equilibration is
less efficient than expected in theory.

We observe that the theoretical curves of "full equilibration" in Fig. 7.17 give a con-
ductance that is much higher for 𝜈𝑄𝑃 𝐶 < 10 and much lower for 𝜈𝑄𝑃 𝐶 > 10 than our
experimental data. In both cases, equilibration is less efficient than expected from theoreti-
cal models of (7.17) and (7.21).

In the previous sections, we presented the equilibration of spin polarised quantum Hall
states in high magnetic fields where the presence of equilibration enables a complete
understanding of the data. Here, equilibration between electron and hole states is restricted
to the 𝑁 = 0 Landau level. Our observations at low magnetic field that equilibration in
the bipolar regime is restricted to the 𝑁 = 0 and 𝑁 = 1 Landau levels is consistent with
the high field regime. At 1.5 T, the cyclotron gap between 𝑁 = 0 and 𝑁 = 1 Landau levels
is reduced to half of its size to 490 K in comparison to 1060 K at 7 T which may explain
why the 𝑁 = 1 Landau level is additionally included in equilibration.

Summary
In the course of this chapter, we studied the influence of the QPC on the transport
properties of high mobility graphene. In the first part, we derived the capacitive coupling
of the split gates to the graphene from zero magnetic field measurements which is crucial
for determining the local filling factor underneath the split gates in the quantum Hall
regime.

In the main part of this chapter, we studied the selective transmission and equilibration
of quantum Hall edge channels in the QPC in the case of full lifting of the degeneracies.
By changing the voltage on the split gates, we were able to selectively transmit integer
quantum Hall edge channels. In the bipolar regime, we observe that equilibration between
electron and hole states is limited to states of identical spin polarisation within the 𝑁 = 0
Landau level. We adapted, therefore, the calculation of the full equilibration regime in a
pnp-junction in graphene to the case of a QPC including the three filling factors (𝜈𝑏, 𝜈𝑔,
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𝜈𝑄𝑃 𝐶).
In the bipolar regime, equilibration between electron edge channels occurs between states

of identical spin polarisation but with no restriction of Landau level.
In the last part, we applied the calculations to the equilibration of degenerate edge

channels in low magnetic field. We observe that in this regime the equilibration is slightly
more efficient than at high field and partially involves equilibration between 𝑁 = 0 and
𝑁 = 1 Landau levels in the bipolar regime (but not to the 𝑁 = 2 Landau level). This is
consistent with the equilibration restricted to the 𝑁 = 0 Landau level at high field when
the cyclotron gap is increased.

The selective transmission of edge channels allows us to bring edge channels in close
proximity to one another in order to study their inter-edge tunnelling. In this way, it is
possible to probe the nature of the edge channels especially in the fractional quantum Hall
regime. In the next chapter, we will study the tunnelling between fractional edge channels
to investigate their nature as a one-dimensional Luttinger liquid.
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A quantum point contact in the quantum Hall regime offers an ideal system to study
the tunnelling of charge carriers between counter-propagating integer and fractional edge
channels. In the case of the fractional quantum Hall effect, edge channels are comprised of
highly correlated, one-dimensional fermions which are described by the theory of Tomonaga-
Luttinger. In this chapter, we first present our results on the fractional quantum Hall effect
in the QPC in graphene and demonstrate that the transmission of fractional edge channels
can also be controlled by the QPC. We then turn to the tunnelling of fractional edge
channels and present briefly the theory of the so-called Luttinger liquid and the theoretical
prediction for the tunnelling of electrons and quasi-particles in a QPC in the fractional
quantum Hall regime. Afterwards, we review some experimental results of quasi-particle
tunnelling of fractional states in a QPC in GaAs-AlGaAs heterostructures.
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In the last part of this chapter, we present our results on the tunnelling between fractional
quantum Hall edge channels in our QPC device in graphene. We focus on the fractional
state of 𝜈 = 7

3 which provides an analogue of the Laughlin 1
3 state, to explore the tunnelling

characteristics as a function of temperature.

1 Selective transmission of fractional quantum Hall edge channels

At a magnetic field of 14 T, we observe fractional quantum Hall states of the series of
composite fermions which we presented in chapter 6 (sect. 6.4.2). In chapter 7 (sect.
7.3), we demonstrated that the QPC can control the transmission probability of the
integer quantum Hall edge channels in region II. The diagonal conductance is then directly
proportional to the number of transmitted edge channels and, hence, to 𝜈𝑄𝑃 𝐶 . We now
examine the effect of the QPC on fractional quantum Hall states.

Fig. 8.1a presents a conductance map as a function of backgate and split gate voltages
measured at a magnetic field of 14 T and a temperature of 0.05 K. With its diagonal strips
for 𝑉𝑠𝑔 < 0 and parallel strips for 𝑉𝑠𝑔 > 0, the map resembles the conductance map at
7 T (see Fig. 7.3) which we analysed and obtained a full understanding of in chapter 7.
As for the 7 T data of Fig. 7.3, we divide the conductance map in Fig. 8.1a into three
regions (I, II and III): transmission of edge channels, equilibration in the unipolar regime
and equilibration in the bipolar regime.

Fig. 8.1b presents the diagonal conductance as a function of the split gate voltage
extracted from Fig. 8.1a for 𝜈𝑏 = 1 to 4. First, we observe conductance plateaus at integer
multiples of 𝑒2

ℎ in analogy to the results at 7 T in Fig. 7.6b. In between these integer
plateaus, we also observe plateaus of fractional states. To determine if these fractional
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Figure 8.1: a) Diagonal conductance is plotted as a function of backgate and split gate voltages
at 14 T and 0.05 K. The dotted lines show the outline of the three regions of transmission
and equilibration. The lines A and B show the position of the IV measurements in Fig. 8.10
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discuss in this chapter. b) Curves of diagonal conductance as a function of the split gate voltage
extracted from a) at 𝜈𝑏 = 1 to 4 present the selective transmission of fractional quantum Hall
edge channels in region II.
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plateaus are, indeed, transmitted through the constriction of the QPC, we divide the curves
of Fig. 8.1b into the three regions (I, II and III). The following fractional plateaus are
observed in region II:

• 𝜈𝑏 = 4: 7
3 , 8

3 , 10
3 and 11

3

• 𝜈𝑏 = 3: 7
3

• 𝜈𝑏 = 2: 4
3 and 5

3

• 𝜈𝑏 = 1: 1
3 and 2

3

In this region of ideal QPC operation, the fractional edge channels are transmitted through
the constriction of the QPC and the QPC can control the transmission probability of these
fractional edge channels. These data thus provide the first demonstration of a QPC effect
on fractional quantum Hall edge channels in graphene.

2 Theory on the tunnelling of fractional edge channels

2.1 One-dimensional Luttinger liquid
We have seen in the first chapter (sect. 1.2) that the fractional quantum Hall effect
cannot be explained in terms of a non-interacting Fermi liquid of electrons. X.G. Wen
demonstrated, instead, that the edge excitations can be described by the theory of the
Luttinger liquid [123–125] which defines one-dimensional interacting fermions [126]. The
specific feature of the quantum Hall regime is that the chiral nature of the charge carrier
transport separates the usual right and left movers of the Luttinger liquid onto the two
opposite edges of the sample. Edge channel excitations in the fractional quantum Hall
effect are, thus, referred to as a chiral Luttinger liquid [127].

In 1996, F.P. Milliken and C.P. Umbach presented the first indication that fractional
quantum Hall edge channels can be described by Luttinger liquid theory [128]. However,
given the very small number of tunnelling experiments performed in the fractional quantum
Hall regime since then, there are still many open questions about the structure of fractional
edge channels. For instance, Laughlin states of the series 𝜈 = 1

𝑚 are expected to follow the
chiral Luttinger liquid theory for tunnelling, but basic theoretical parameters such as the
fractional charge of the quasi-particles could not be convincingly determined by transport
measurements1. The picture becomes even more complicated for fractional states of the
hierarchical series in which multiple modes propagate in opposite directions on the same
edge [123, 131].

One way to directly explore this rich physics is to use a QPC to performing tunnelling
experiments. This enables to bring edge channels which originate from opposite sides of
the sample close together. We can then control tunnelling between chiral Luttinger liquids
which acts as a single scattering centre for the left and right movers. In the following, we
discuss the physics of tunnelling between fractional edge channels.

1 The determination of the fractional charge in the fractional quantum Hall regime has been firmly done
otherwise by shot noise experiments [129, 130].
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2.2 Tunnelling of edge channels
The tunnelling between quantum Hall edge channels is determined by two limits of weak
backscattering and weak tunnelling. In a QPC geometry, these two limits correspond to
the nearly open QPC (full transmission) and to the nearly closed QPC (full reflection),
respectively.

For the case of a nearly closed QPC, the weak tunnelling limit corresponds to a small
tunnelling current between the almost fully backscattered edge channels (sketched in Fig.
8.2a). The weak backscattering limit which is pictured in Fig. 8.2b describes the case
where a small tunnelling current enables charge transfer from one edge channel to the
other, leading to weak backscattering.

The major difference between these two limits is the following: Weak tunnelling leads to
tunnelling of electrons through vacuum whereas weak backscattering involves quasi-particle
tunnelling through the quantum Hall fluid from one edge to the other.

In the following we present the specific temperature dependence of the tunnelling
conductance for the two limits and their relations with the filling factor of the fractional
quantum Hall states. The discussion is based on [127].

2.2.1 Weak tunnelling limit
We consider here the limit of a nearly closed QPC where a small tunnelling coupling still
enables charge transfer between the two backscattered edge channels. Such a process
involves tunnelling of electrons through vacuum of the nearly depleted constriction.

The temperature dependence of the tunnelling conductance is completely different for the
integer and fractional quantum Hall regime. In the case of the integer quantum Hall effect,
the Fermi-liquid is composed of non-interacting electrons which allows the application of the
Landauer-Büttiker formalism introduced in the first chapter (sect. 1.3). The conductance
possesses ohmic behaviour and is proportional to the tunnelling probability 𝑇𝑟 = |𝑡𝑡|2 in
agreement with (1.10). In this regime, the conductance is independent of the temperature
and remains constant for 𝑇 → 0 as shown by F.P. Milliken et al in Fig. 8.3a for 𝜈 = 1.

In the fractional quantum Hall regime, the fractional edge channel is a 1D Luttinger

tt

a) b)
   
gt ∝ tt  T2m-22

   
gt∝   + tb  T  -221

m
2
me2

h

Figure 8.2: The two limits of tunnelling in a QPC are a) weak tunnelling of electrons (nearly
closed QPC) and b) weak backscattering of quasi-particles (nearly open QPC).
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liquid of highly correlated electrons. One of the key properties of such a 1D Luttinger
liquid is the non-constant density of states which vanishes at the Fermi level as a power
law. Theory also predicts a non-ohmic tunnelling conductance of the form [132]

𝑔𝑇 ∝ 𝑡𝑡
2 |𝑉 |2𝑚−2

for the fractional state 𝜈 = 1
𝑚 . The temperature dependence of the conductance derived

from Fermi’s golden rule gives

𝑔𝑇 ∝ 𝑡𝑡
2 𝑇 2𝑚−2 (8.1)

As a result, the conductance of the 𝜈 = 1
3 vanishes for 𝑇 → 0 with a power law of 𝑔𝑇 ∝ 𝑇 4.

The difference in behaviour of the conductance upon cooling of the tunnelling within
integer and fractional quantum Hall edge channels was demonstrated by F.P. Milliken and
C.P. Umbach [128]. The conductance of an integer state stays constant with decreasing
temperature (see Fig. 8.3a). The 1

3 fractional state shows a temperature dependence
of the conductance of 𝑔𝑇 ∝ 𝑇 4 in the low-temperature regime presented in Fig. 8.3b.
The good agreement of the temperature dependence of the conductance of the 1

3 state to
the theoretical prediction of (8.1) was one of the first indication of the Luttinger liquid
behaviour in the fractional quantum Hall regime [128].

2.2.2 Weak backscattering limit
In the second limit, the QPC is almost completely open. The configuration of weak
backscattering is presented in Fig. 8.2b. The transmitted edge channels are brought
in close proximity by the QPC so that tunnelling occurs between the left and right

a)

b) Figure 8.3: Temperature depen-
dence in the weak tunnelling limit
of the a) integer QH effect at 𝜈 = 1
and b) fractional QH effect at 𝜈 = 1

3 .
While the integer state stays con-
stant with decreasing temperature,
the fractional state has a clear tem-
perature dependence of 𝑇 4 for 𝜈 = 1

3 .
Fig. taken from [127, 128]
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edge channels. The charges which tunnel through the quantum Hall liquid are Laughlin
quasi-particles carrying a fractional charge 𝑒* = 𝑒

𝑚 .
The tunnelling between the transmitted edge channels introduces backscattering which

lowers the conductance. The weak backscattering limit treated perturbatively for an ideal
Luttinger liquid gives a backscattered current of [133]

𝐼𝑏𝑎𝑐𝑘 ∝ 𝑡𝑏
2 |𝑉 |

2
𝑚

−2

which includes the tunnelling probability 𝑡𝑏2. The resulting temperature dependence of
the conductance reads [127]

𝑔𝑇 − 1
𝑚

𝑒2

ℎ
∝ 𝑡𝑏

2 𝑇
2
𝑚

−2 (8.2)

In the fractional quantum hall regime, for 𝑚 > 1, we see that the conductance diverges
at low temperature. Therefore, the rate of quasi-particle tunnelling increases at low
temperature in contrast to electron tunnelling. Consequently, on lowering the temperature
for a fixed QPC constriction, the divergence of the tunnelling conductance tends to a
limit of fully pinched off QPC. Such behaviour is quite striking as the QPC saddle point
potential stays unchanged.

2.2.3 Nonlinear regime in the weak backscattering limit
X.-G. Wen studied the non-linear regime of the differential tunnelling conductance 𝑔𝑇 and
derived an expression for 𝑔𝑇 as a function of temperature and bias voltage [134, 135]:

𝑔𝑇 (𝑇,𝐼𝑑𝑐) = 𝐴𝑇 (2𝑔−2)𝐹

(︂
𝑔,
𝑒*𝐼𝑑𝑐𝑅𝑥𝑦

𝑘𝐵𝑇

)︂
(8.3)

with

𝐹 (𝑔,𝑥) = 𝐵
(︁
𝑔 + 𝑖

𝑥

2𝜋 ,𝑔 − 𝑖
𝑥

2𝜋

)︁ [︁
𝜋 cosh

(︁𝑥
2

)︁
− 2 sinh

(︁𝑥
2

)︁
Im
[︁
𝛹
(︁
𝑔 + 𝑖

𝑥

2𝜋

)︁]︁]︁
which includes the Euler beta function 𝐵(𝑥,𝑦) and the digamma function 𝛹(𝑥) as well as
the fractional charge 𝑒*. The Coulomb interaction parameter 𝑔 is given by 𝑔 = 𝑒*2

𝜈𝑒2 [136].
For the Laughlin fractional states of 𝜈 = 1

𝑚 , the two latter parameters read 𝑒* = 𝑒
𝑚 and

𝑔 = 1
𝑚 = 𝜈.

Fig. 8.4 presents the theoretical curves calculated from eq. (8.3) for the two cases of
𝑔 = 1

3 and 𝑔 = 2
3 keeping 𝑒* = 𝑒

3 .

Case of 𝑔 = 1
3 and 𝑒* = 𝑒

3 The theoretical curves of 𝑔𝑇 for various temperatures are
presented in Fig. 8.4a for 𝑔 = 1

3 and 𝑒* = 𝑒
3 . The value of these two parameters are

expected for the 𝜈 = 1
3 Laughlin state. We observe a zero-bias peak whose height decreases

as a power law of 𝑔𝑇 ∝ 𝑇− 4
3 with increasing temperature (coefficient 𝑇 (2𝑔−2) in (8.3)).

At high temperatures (> 0.5 K), this peak disappears and the Ohmic IV behaviour of a
constant conductance is nearly recovered.

We observe undershoots on each side of the zero-bias peak. The conductance of these
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a) b)

c) d)

g = 0.67 and e* = 0.33

g = 0.33 and e* = 0.33

Figure 8.4: a) Theoretical curve of the differential tunnelling conductance of (8.3) for 𝑔 = 1
3

and 𝑒* = 1
3 . The peak and the two side-dips decrease with increasing temperature. b) For 𝑔𝑇

versus 𝑒𝑉𝑑𝑐

𝑘𝐵𝑇 , the undershoots are at the same position of the x-axis (see zoom in inset), and
hence the energy scale for all curves is the same. c) Theoretical curve of 𝑔𝑇 of (8.3) for 𝑔 = 2

3
and 𝑒* = 1

3 . The two undershoots on each side of the peak vanish for 𝑔 > 0.5. d) The curves
of 𝑔𝑇 versus 𝑒𝑉𝑑𝑐

𝑘𝐵𝑇 for 𝑔 = 2
3 and 𝑒* = 1

3 at various temperatures do neither cross each other nor
have undershoots on each side of the central peak.

undershoots become less negative with increasing temperature. Above |𝑉𝑑𝑐| & 0.3 V, all
curves saturate at zero tunnelling conductance.

In Fig. 8.4b, the theoretical curves of 𝑔𝑇 are directly retraced as a function of 𝑒𝑉𝑑𝑐
𝑘𝐵𝑇 .

We see that the undershoots on each side of the peak are at the same energy scale of
𝑒*𝑉𝑑𝑐
𝑘𝐵𝑇 ≃ 3.8.

Case of 𝑔 = 2
3 and 𝑒* = 𝑒

3 Fig. 8.4c presents curves of the theoretical tunnelling
conductance as a function of the bias voltage for 𝑔 = 2

3 while keeping the same 𝑒* = 1
3 .

The undershoots on each side of the zero-bias peak are absent.
Keeping the parameters of 𝑔 = 2

3 and 𝑒* = 1
3 , Fig. 8.4d presents 𝑔𝑇 as a function of 𝑒𝑉𝑑𝑐

𝑘𝐵𝑇 .
In contrast to Fig. 8.4b in which 𝑔 < 0.5, the curves of different temperatures do not cross
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at a single point due to the absence of undershoots on each side of the peak.
From eq. (8.3) and the theoretical curves of Fig. 8.4, we can estimate the influence of the

two parameters 𝑔 and 𝑒* by the form of the zero-bias peak. The parameter 𝑒* influences
the width of the peak and, therefore, the energy scale: The smaller 𝑒*, the wider the peak.
The parameter 𝑔 changes the width and the height of the peak but, most importantly
defines the presence and size of the undershoots on each side of the peak. For 𝑔 > 0.5,
these undershoots vanish.

Consequently, this theory should in principle allow the extraction of the fractional charge
by fitting the IV characteristics and verifying the relation between the filling factor and
the interaction parameter 𝑔 in the temperature dependence of the zero-bias peak.

2.2.4 Transition between the limits
So far we have seen that the tunnelling conductance transits from weak backscattering to
weak tunnelling, hence, from a nearly open QPC to an almost closed QPC with decreasing
temperature.

Therefore, since weak tunnelling dominates the low temperature regime, the tunnelling
conductance is predicted to vanish as 𝑔𝑇 ∝ 𝑇 2𝑚−2 for 𝑇 → 0, and the system becomes
insulating.

At high temperature, weak backscattering is predicted to dominate, and, therefore, the
conductance is given by 𝑔𝑇 ∝ 1

𝑚
𝑒2

ℎ − 𝑡𝑏
2 𝑇

2
𝑚

−2. The transition between the two limits is
predicted to be at

𝑇 * ∝ 𝑡𝑏
𝑚

𝑚−1

Fig. 8.5 presents the whole temperature dependence of the conductance including the
weak tunnelling limit dominating at low temperature and the weak backscattering limit
controlling the high temperature regime.

2.2.5 Resonant tunnelling
When localised states induced by local disorder are present at the same energy as the
incident edge channel in the vicinity of the QPC, resonant tunnelling through the localised
states can occur. Fig. 8.6 presents sketches of resonant tunnelling through a localised state
in both limits of weak tunnelling and weak backscattering.

In the integer quantum Hall case, the tunnelling conductance would exhibit a peak at

Figure 8.5: Full temperature de-
pendence of the tunnelling conduc-
tance. In low 𝑇 , the weak tunnelling
limit dominates while at high 𝑇 , the
weak backscattering limit controls
the conductance. Fig. taken from
[127]
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zero-bias voltage which has a Lorentzian shape with a temperature independent width
at low temperature [127]. This shape holds for both the weak tunnelling and the weak
backscattering limit.

In the fractional quantum Hall regime, the conductance peak of resonant tunnelling
differs in height and width for weak tunnelling and weak backscattering.

Weak tunnelling limit The tunnelling conductance across a localised state is predicted
to have a temperature dependence of [127]

𝐺𝑟𝑒𝑠 ∝ 𝑡𝑡
2 𝑇𝑚−2

Therefore, the peak height of resonant tunnelling decreases more slowly than in the direct
tunnelling between fractional states. For instance, for 𝜈 = 1

3 , the peak height scales as
𝐺𝑟𝑒𝑠 ∝ 𝑇 in resonant tunnelling and as 𝑔𝑇 ∝ 𝑇 4 in direct tunnelling.

Weak backscattering limit Resonances in the weak backscattering limit are usually
concealed by direct inter-edge tunnelling. Only at 𝑇 = 0, resonance becomes dominant
since inter-edge tunnelling is suppressed. At 𝑇 = 0, the transmission is predicted to be
perfect resulting in a tunnelling conductance across localised states of 𝐺𝑟𝑒𝑠 = 𝜈 𝑒2

ℎ and the
resonant peak is supposed to be infinitely sharp [137].

tb

tt

a) b)

Figure 8.6: Resonant tunnelling across a localised state in the two limits of a) weak tunnelling
of electrons and b) weak backscattering of quasi-particles.
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3 Tunnelling in conventional 2DEG systems

The measurement of the temperature dependence of the tunnelling conductance across
the QPC allows access to the fractional charge 𝑒* of the quasi-particle and the Coulomb
interaction parameter 𝑔.

In 2003, S. Roddaro et al studied the nonlinear IV characteristics of inter-edge tunnelling
of the fractional state 𝜈 = 1

3 and its evolution with temperature in a QPC in GaAs/AlGaAs
heterostructures [136]. Fig. 8.7a presents the differential tunnelling conductance for
𝑇 =0.03 K to 0.9 K. The zero-bias peak observed from 𝑇 > 0.4 K decreases with increasing
temperature and depends on the bias voltage 𝑉𝑇 in contrast to Ohmic behaviour of integer
quantum Hall states. These characteristics are predicted for inter-edge tunnelling of
fractional edge channels in the weak backscattering limit.

Fig. 8.7b presents the theoretically expected tunnelling conductance for the 𝜈 = 1
3 state

to compare with the experimental curves at the same temperatures in Fig. 8.7c. The
overall evolution of the maxima and the width of the measured curves is qualitatively in
agreement with the theory. However, an exact fit turns out to be an impossible task.

In 2007 [138] and 2008 [134], the groups of C.M. Marcus and K.W. West studied the
temperature dependence of the tunnelling conductance of the state 𝜈 = 5

2 in GaAs. Only
recently in 2014, the groups of K. Ensslin and W. Wegschneider investigated the quasi-
particle tunnelling of the fractional states 𝜈 = 5

2 as well as 𝜈 = 7
3 and 𝜈 = 8

3 [139]. In all of
these tunnelling experiments the fit of the theoretical tunnelling conductance (8.3) to the
experimental curves remains challenging and does not reveal precise values of the fractional
charge.

Figure 8.7: Results on the tun-
nelling of the 1

3 fractional state. a)
Differential tunnelling conductance
is plotted as a function of the bias
voltage for various temperatures. b)
Theoretical tunnelling conductance
to compare with the c) experimen-
tal curves at the same temperatures.
Fig. taken from [136]
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4 Tunnelling of the 𝜈 = 7/3 fractional state in graphene

After having demonstrated at the beginning of this chapter that the transmission of
fractional edge channels is controlled by the QPC, we present our results on tunnelling
in the fractional quantum Hall regime in our QPC device in graphene focussing on the
fractional state of 𝜈 = 7

3 .

4.1 Device configuration
For the measurements of the diagonal and transverse resistances as a function of a dc-bias
voltage, we used the configuration of the device presented in Fig. 8.8. An ac-voltage of
5 µV to 20 µV superimposed to a dc-voltage is applied on one side of the Hall bar. The
measurement of the current on the other side of the Hall bar and of the transverse and
diagonal voltages enable to determine the diagonal and transverse resistances without the
contribution of any contact resistance.

In order to obtain the actual voltage drop across the device without the contact resistances,
we derive the bias voltage by 𝑉𝑑𝑐 = 𝐼𝑑𝑐𝑅𝐷 with the measured dc-current 𝐼𝑑𝑐 and the diagonal
resistance 𝑅𝐷 across the QPC.

4.2 Theoretical prediction for the tunnelling of 𝜈 = 7/3

In chapter 2 (sect. 2.4), we introduced the theoretical filling factor 𝜈𝑓 = 𝜈 − 2 which we
need to take into consideration when we compare fractional states in graphene with those in
conventional 2DEG systems. The 𝜈 = 7

3 fractional state in graphene corresponds, therefore,
to the theoretical state of 𝜈𝑓 = 1

3 which is a Laughlin state with a single fractional edge
channel.

Let us consider the expected temperature dependence for the tunnelling conductance of
this Laughlin fractional state 𝜈𝑓 = 1

3 . Eq. (8.1) and (8.2) lead to:{︃
𝑔𝑇 ∝ 𝑇 4 for weak tunnelling of electrons
𝑔𝑇 − 1

3
𝑒2

ℎ ∝ 𝑇− 4
3 for weak backscattering of quasi-particles

Let us briefly discuss which properties are expected in the zero-bias diagonal resistance
in each limit of tunnelling. Fig. 8.9 presents a drawing of the transition of the diagonal

VD

VH

Vsg

Vsg

Vdc + Vac

A

Figure 8.8: Device configura-
tion to measure the tunnelling
properties in our QPC device.
An ac-voltage added to a dc-
bias voltage is applied to one
side of the Hall bar while the
current as well as the diago-
nal and transverse voltages are
measured.
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resistance from the 𝜈 = 7
3 fractional state to the 𝜈 = 2 integer state with decreasing

temperature. At high 𝑇 , 𝑅𝐷 has a value of 3
7

𝑒2

ℎ . With decreasing temperature, the
resistance starts to increase due to tunnelling between the counter-propagating fractional
edge channels entering the weak backscattering limit (blue circle in Fig. 8.9).

The tunnelling probability increases further with decreasing temperature such that at
some point the 7

3 edge channel is backscattered. Tunnelling occurs then between the
backscattered 7

3 edge channels which is settled in the weak tunnelling limit (orange circle
in Fig. 8.9). By further decreasing 𝑇 , the resistance reaches the integer plateau of 𝜈 = 2.

The tunnelling conductance between the left and right edge channels which are brought
in close proximity in the QPC, is experimentally obtained by measuring 𝑅𝐷 and 𝑅𝐻 to
calculate [134]

𝑔𝑡 ≃ 𝑅𝐷 −𝑅𝐻

𝑅2
𝐻

(8.4)

Eq. (8.4) is only valid if the bulk is at the filling factor of the fractional state whose
tunnelling is studied.

4.3 Experimental signature of tunnelling of fractional states
In order to perform tunnelling experiment in the 7

3 fractional state in graphene, we set the
backgate voltage to a) 𝑉𝑏𝑔 = 12.35 V (𝜈𝑏 = 3) and b) 𝑉𝑏𝑔 = 11.90 V (𝜈𝑏 = 8

3) (positions A
and B in Fig. 8.1a) and continuously close the QPC by decreasing the split gate voltage.
Fig. 8.10 presents the diagonal resistance normalised by its high dc-bias value as a function
of the dc-bias voltage and the split gate voltage. The diagonal conductance at zero-bias
voltage is superimposed for each resistance map in Fig. 8.10 (black curves).

In Fig. 8.10a, the backgate voltage is fixed at a bulk filling factor of 𝜈𝑏 = 3. We observe
several peaks and dips in the normalised resistance in the region of zero bias voltage. These
peaks and dips are even more evident in the zero-bias conductance curve. This curve
decreases with decreasing 𝑉𝑠𝑔 reaching 2𝑒2

ℎ at 𝑉𝑠𝑔 = −0.64 V.

t

t

T

RD (h/e2) 

1/2

3/7

2

7/3

2

7/3

gt ∝T4

gt ∝T 3-4

Figure 8.9: Drawing of the transition from the fractional state 7
3 to the integer state 2

with decreasing temperature. During the transition the fractional state passing from weak
backscattering (blue circle) to weak tunnelling (orange circle) with decreasing temperature.
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Figure 8.10: The normalised diagonal resistance measured at 14 T and at 0.05 K is plotted
as a function of the split gate and bias voltages at fixed backgate voltage of a) 𝑉𝑏𝑔 = 12.35 V
(𝜈𝑏 = 3) and b) 𝑉𝑏𝑔 = 11.90 V (𝜈𝑏 = 8

3 ). Their position is marked in the conductance map in
Fig. 8.1a. The zero-bias conductance curve in black is added to emphasise the peaks and dips
at zero-bias voltage.

By decreasing the split gate voltage, the number of transmitted integer and fractional
edge channels decreases: At high 𝑉𝑠𝑔 the 𝜈 = 3 integer edge channel is transmitted. The
decrease of 𝑉𝑠𝑔 leads to the backscattering of first the 𝜈 = 3 edge channel, then the 𝜈 = 8

3
and 𝜈 = 7

3 edge channels resulting in the observed decrease of 𝐺𝐷. For 𝑉𝑠𝑔 < −0.6 V, the
𝜈 = 2 edge channel is transmitted leading to 𝐺𝐷 = 2𝑒2

ℎ .
Just before the transmitted fractional and integer edge channels are backscattered,

tunnelling directly between the edge channels or via a localised state occurs which manifests
itself as a series of peaks (resonances).

In Fig. 8.10b, the bulk filling factor is fixed at 𝜈𝑏 = 8
3 . In the zero-bias conductance

curve, we observe a plateau at 8𝑒2

3ℎ at high split gate voltage without any peaks upon closing
the QPC. In contrast, the plateau at 7𝑒2

3ℎ at 𝑉𝑠𝑔 ≃ −0.2 V is marked by many conductance
peaks and dips indicating tunnelling. The nature of the two fractional states of 7

3 and
8
3 is completely different. While the 7

3 state is a Laughlin state with one fractional edge
channel, the 8

3 state which corresponds to 𝜈𝑓 = 2
3 is predicted to be constituted of two

fractional edge channels one neutral and one charged [140], leading to a more complex
tunnelling scenario.

At 𝑉𝑠𝑔 ≃ −0.35 V, the height and width of the peaks become larger than for higher
split gate voltage. This may mark the transition from the weak backscattering limit of
quasi-particles to the weak tunnelling limit of electrons.

Non-linear IV-characteristics of the tunnelling between fractional states
In order to get a clear idea of the difference in shape of the zero-bias resistance peaks
of integer and fractional quantum Hall states, Fig. 8.11 presents resistance peaks versus
dc-bias voltage.

The blue curve in Fig. 8.11a is measured at 𝑉𝑏𝑔 = 4.31 V and at 𝑉𝑠𝑔 = 2.88 V. The peak
exhibits a wide zero-bias maximum of ℎ

𝑒2 . This curve is settled at the integer plateau of
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Figure 8.11: Diagonal resistance measured at 0.05 K is plotted as a function of the dc-bias
voltage to present the tunnelling of a) integer and b) fractional quantum Hall states. a) The
blue curve represents the zero-bias peak of the integer state of 𝜈 = 1 while b) the red curve has
a clear resemblance to the theoretical curves of (8.3) of tunnelling between fractional states.

𝜈 = 1.
The red curve in Fig. 8.11b is measured at 𝑉𝑏𝑔 = 12.35 V and at 𝑉𝑠𝑔 = 0.51 V. It

possesses a much narrower zero-bias peak with a maximum of 0.48 ℎ
𝑒2 and dips on each

side of the peak. We observe that its shape differs distinctly from the resistance peak at
the integer state. Its shape has a strong resemblance to the theoretical curve in the weak
backscattering limit of eq. (8.3) for 𝑔 < 0.5 presented in Fig. 8.4a. This confirms that
tunnelling between fractional quantum Hall states behaving as chiral Luttinger liquid does
occur in our QPC.

4.4 Temperature dependence of the non-linear tunnelling conductance
4.4.1 Shape of the zero-bias conductance peak
Diagonal resistance We discuss a zero-bias peak in the diagonal resistance which is
measured as a function of the dc-bias voltage at a fixed bulk filling factor of 𝜈𝑏 = 8

3 and
at 𝑉𝑠𝑔 = −0.52 V which corresponds to 𝜈𝑄𝑃 𝐶 = 7

3 (point C in Fig. 8.1a). The diagonal
conductance is plotted as a function of the dc-bias voltage for various temperatures in Fig.
8.12a.

From the shape and peak height, we can already deduce some properties of the tunnelling
process. We observe that the zero-bias peak and the dips on each side decrease with
increasing temperature. At the lowest temperature of 0.05 K, the peak height is almost at

ℎ
2𝑒2 . This may suggest that the 𝜈 = 7

3 fractional state transits to the 𝜈 = 2 integer state
with decreasing temperature in the weak tunnelling limit (orange circle in Fig. 8.9).

The saturated value 𝑅𝑠𝑎𝑡
𝐷 of 𝑅𝐷 at high dc-bias voltage is about 0.428 ℎ

𝑒2 which is in

agreement with the theoretical value of
(︁

7
3

𝑒2

ℎ

)︁−1
= 0.429 ℎ

𝑒2 confirming that the 7
3 fractional

state passes through the QPC. The two undershoots on each side of the resistance peak
are theoretically expected and observed for a Coulomb interaction parameter 𝑔 < 0.5 [139,
141] (see Fig. 8.4 for comparison).
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a) b)

Figure 8.12: a) Diagonal resistance as a function of dc-bias voltage presents a zero-bias
peak and dips on each side which all decrease with increasing temperature. It represents the
tunnelling between fractional edge channels. Its position is at the point 1 in the conductance
map in Fig. 8.1a. b) The transverse resistance is almost constant in dc-bias voltage and
independent of temperature.

Transverse resistance Fig. 8.12b presents the transverse resistance 𝑅𝐻 (see device
configuration in Fig. 8.8) as a function of the dc-bias voltage for the same temperatures
as in Fig. 8.12a. We observe that apart from fluctuations due to noise, 𝑅𝐻 is relatively
constant along the dc-bias range at a value of about 0.34 ℎ

𝑒2 and does not change with
temperature. Since 𝑅𝐻 depends only on the bulk filling factor without the influence of the
QPC, we expect 𝑅𝐻 to be 3

8
ℎ
𝑒2 ≃ 0.38 ℎ

𝑒2 , and we found ∼ 0.34 ℎ
𝑒2 .

Tunnelling conductance Since 𝑅𝐻 ̸= 3
7 , the bulk is not at a filling factor of 7

3 and,
hence (8.4) cannot be directly applied but needs to be adapted to calculate the tunnelling

a) b)

Figure 8.13: a) The tunnelling conductance of the fractional state 𝜈 = 7
3 is calculated by

using (8.5) and plotted as a function of the dc-bias voltage for various temperatures. b) The
tunnelling conductance is plotted as a function of 𝑒*𝑉𝑑𝑐

𝑘𝐵𝑇 . The change of the position of the
undershoots is due to a change in the energy scale with increasing temperature. Its position is
at the point 1 in the conductance map in Fig. 8.1a.
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conductance. We replace 𝑅𝐻 by a resistance 𝑅𝑡𝑟𝑎𝑛𝑠 = 1
𝜈

ℎ
𝑒2 with 𝜈 = 7

3 which is based on
the edge channels transmitted through the QPC leaving out those edge channels which are
backscattered. Therefore, the tunnelling conductance is given by

𝑔𝑇 ≃
𝑅𝐷 − 3

7
ℎ
𝑒2(︀3

7
ℎ
𝑒2

)︀2 (8.5)

Fig. 8.13 presents 𝑔𝑇 as a function of the dc-bias voltage. We observe the similar shape of
the curve to 𝑅𝐷 in Fig. 8.12a.

Before studying its temperature dependence in more detail, we look at these curves as a
function of 𝑒𝑉𝑑𝑐

𝑘𝐵𝑇 in Fig. 8.13b. We assume the theoretically expected fractional charge of
𝑒* = 𝑒

3 for the 𝜈𝑓 = 1
3 Laughlin state. We observe a drastic change in the position of the

undershoots and the width of the peak with increasing temperature. If this zero-bias peak
in the tunnelling conductance was due to weak backscattering, the energy scale should not
change as we observed in the theoretical curves in Fig. 8.4.

4.4.2 Temperature dependence of the zero-bias conductance peak
Fig. 8.14 presents in logarithmic scale the temperature dependence of the zero-bias
peak height of 𝑔𝑇 . We observe two different slopes whose linear fits give 𝑇−0.28±0.03 at
low temperatures and 𝑇−2.25±0.05 at higher temperatures. None of the above discussed
temperature dependences in the weak backscattering and weak tunnelling regime or resonant
tunnelling explain these two slopes.

In the low temperature regime, the small slope of 𝑇−0.28±0.03 indicates that the relative
height of the resistance peak seems to saturate. The 7

3 fractional state crosses over to
the integer state of 𝜈 = 2 with decreasing temperature. In this scenario, the resistance is
expected to saturate to a value of 1

2
𝑒2

ℎ which is close to the observed saturation value of
0.35 𝑒2

ℎ .
The offset is the crucial parameter for the analysis of the slope in a logarithmic plot.

10-2 10-1 100
10-2

10-1

100

goffset = 0

T -2.25 0.05

goffset = 0.03 e2/h

T -1.33

g T,
m

ax
- g

of
fs

et
(e

2 /h
)

T (K)

Figure 8.14: The tempera-
ture dependence of the height
of the zero-bias peak in 𝑔𝑇 ex-
tracted from 8.13a exhibits a
slope of 𝑇−2.25±0.05 at high 𝑇
and saturates at low 𝑇 (in red).
A slight change in the offset of
0.03 𝑒2

ℎ in 𝑔𝑇,𝑚𝑎𝑥 leads to the
expected temperature depen-
dence of 𝑇−1.33 (in blue).
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Even a small offset significantly changes the slope of the data points. When we add a slight
offset of 0.03 𝑒2

ℎ , we obtain a slope of 𝑇−1.33 at high temperatures which is in agreement
with the theoretically expected value for the weak backscattering limit of the 𝜈𝑓 = 1

3
fractional state.

4.4.3 Temperature dependence of the isolated Laughlin state 𝜈 = 1/3

The fractional state of 7
3 is supposed to be composed of the integer state of 𝜈 = 2 and the

Laughlin fractional state of 1
3 . In order to isolate the contribution of the 𝜈 = 1

3 fractional
state of the conductance, we subtract the contribution of the 𝜈 = 2 state from the total
conductance:

𝑅
𝜈= 1

3
𝐷 = 1

1
𝑅𝐷

− 1
𝑅𝜈=2

𝐷

= 𝑅𝐷

1 − 2𝑅𝐷
𝑅𝑞

with 𝑅𝜈=2
𝐷 = 1

2
ℎ
𝑒2 = 1

2𝑅𝑞. The tunnelling conductance is, hence,

𝑔
𝜈=1/3
𝑇 = 𝑅

𝜈= 1
3

𝐷 −𝑅𝑡𝑟𝑎𝑛𝑠

𝑅2
𝑡𝑟𝑎𝑛𝑠

(8.6)

with 𝑅𝑡𝑟𝑎𝑛𝑠 = 3 ℎ
𝑒2 for the 𝜈 = 1

3 fractional state transmitted through the QPC.
Fig. 8.15a presents 𝑔𝜈=1/3

𝑇 as a function of the bias voltage. We observe a huge zero-bias
peak up to 3 𝑒2

ℎ at the lowest temperature. With increasing temperature the peak decreases
rapidly.

For weak backscattering, a tunnelling conductance of 𝑔𝑇 ≪ 1 is expected. The high peak
of 𝑔𝑇 > 1 in Fig. 8.15a indicates a transition to weak tunnelling between the backscattered
1
3 fractional edge channels at low temperature.

The temperature dependence of the peak height is plotted in logarithmic scale in Fig.
8.15b. We observe a slope of 𝑇−2.14±0.05 which does not correspond to any theoretical

a) b)

Figure 8.15: a) The tunnelling conductance 𝑔𝜈=1/3
𝑇 exhibits a large zero-bias peak at low

temperatures which decreases fast with increasing 𝑇 indicating a transition to weak tunnelling.
b) The peak height extracted from a) exhibits a slope of 𝑇−2.14±0.05 (in red). By slightly
changing the offset of 0.08 𝑒2

ℎ , a slope of 𝑇−1.33 is obtained (in blue).
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expectation. We notice that this temperature dependence of the isolated 𝜈 = 1
3 state

is close to the exponent 𝑇−2.25±0.05 which we obtained considering the total tunnelling
conductance of the 𝜈 = 7

3 state (see Fig. 8.14).
By subtracting a small offset of 0.08 𝑒2

ℎ , we obtain a slope of 𝑇−1.33 at high temperatures
which is theoretically expected for the weak backscattering of the 𝜈 = 1

3 fractional state.

4.5 Overview of different zero-bias conductance peaks
4.5.1 Shape of three other conductance peaks
Let us have a look at Fig. 8.16 of three other sets of tunnelling conductance curves taken at
other gate positions. The first row of plots shows the tunnelling conductance 𝑔𝑇 calculated
from eq. (8.5) as a function of 𝑉𝑑𝑐. We observe that the zero-bias peak and the deep
undershoots on each side decrease rapidly with temperature. We notice that the peak
height of the three curves goes maximally until 0.3 𝑒2

ℎ which is much lower than the first
conductance peak in Fig. 8.13. Importantly, these three peaks appear narrower than the
first peak in Fig. 8.13. The differing shape and peak height suggest a different origin of
this peak when comparing to the first peak discussed.

4.5.2 Energy scale of the conductance peaks
The dependence of 𝑔𝑇 in energy scale 𝑒*𝑉𝑑𝑐

𝑘𝐵𝑇 is plotted in the second row of Fig. 8.16. We
assume again the theoretically expected fractional charge of 𝑒* = 𝑒

3 for the 𝜈𝑓 = 1
3 Laughlin

state. We observe that the undershoots on each side of the zero-bias peak are at the same
energy scale than the theoretical curve of weak backscattering in Fig. 8.4b in which we set
𝑔 = 1

3 and 𝑒* = 𝑒
3 (see inset of Fig. 8.4b).

Table 8.1 summarises our results on the energy scale 𝑒*𝑉𝑑𝑐
𝑘𝐵𝑇 . Peak number 1 corresponds

to the first conductance peak which we presented in sect. 8.4.4 and the peaks 2 to 4 are
discussed above. The position of the side-dips is theoretically expected at 𝑒*𝑉𝑑𝑐

𝑘𝐵𝑇 ≃ 3.8. We
see that peak 1 has twice the energy scale which is expected from weak backscattering.
The other three peaks are with values ranging from 3.3 to 4.4 in agreement to the energy
scale of the theoretical 𝑔𝑇 of eq. (8.3) in the weak backscattering limit.

We are not able to fit the theoretical tunnelling conductance of (8.3) to our data due to
the deep undershoots. However, since the sets of the peaks 2 to 4 are in agreement to the
theoretical energy scale 𝑒*𝑉𝑑𝑐

𝑘𝐵𝑇 ≃ 3.8, we can obtain an estimation for the fractional charge
of 𝑒* ≃ 0.33𝑒.

However, in contrast to the theoretical curves, we observe a decrease in energy of the
undershoots with increasing temperature.

4.5.3 Temperature dependence of three additional conductance peaks
The third row of Fig. 8.16 presents in logarithmic scale the temperature dependence
of the three zero-bias peak heights of 𝑔𝑇 extracted from the plots in the first row. The
temperature dependence of the three peaks are 𝑇−1.48±0.08 (peak 2), 𝑇−2.14±0.11 (peak 3)
and 𝑇−2.13±0.17 (peak 4). The temperature dependence of peak 2 is in agreement with the
theoretical exponent of 𝑇−1.33 of weak backscattering without adjusting the offset. For
the two other slopes, a small offset in the range of 0.045 to 0.06 𝑒2

ℎ enables to obtain the
theoretically expected dependence of 𝑇−1.33.

The last row of Fig. 8.16 presents in logarithmic scale the temperature dependence
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Figure 8.16: Row 1: Three zero-bias conductance peaks are plotted as a function of 𝑉𝑑𝑐. Row
2: 𝑔𝑇 versus 𝑒*𝑉𝑑𝑐

𝑘𝐵𝑇 for 𝑒* = 𝑒
3 shows that the three plots have the same energy scale. Row 3:

Temperature dependence of the peak height in 𝑔𝑇 (in red). A small change of the offset leads
to the theoretically expected temperature dependence 𝑇−1.33 (in blue). Row 4: Temperature
dependence of 𝑔𝜈=1/3

𝑇 calculated from (8.6). The positions of these three peaks are marked as
2, 3 and 4 in the conductance map at 14 T in Fig. 8.1a.
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of the isolated 1
3 state of 𝑔𝜈=1/3

𝑇 calculated from (8.6). Within this representation, the
temperature dependences are 𝑇−1.82±0.08 (peak 2), 𝑇−2.73±0.25 (peak 3) and 𝑇−2.82±0.17

(peak 4). A slight adjustment of the offset of 0.037 to 0.16 𝑒2

ℎ changes the slope to be in
agreement to the theoretical expectation of 𝑇−1.33.

The exponents of all temperature dependences and the added offsets are summarised in
table 8.1.

4.6 Discussion on the temperature dependence
The four tunnelling conductance peaks which we measured can be divided into two categories
depending on the size and shape of the conductance peak as well as its energy scale.

Conductance peak in transition to 𝜈 = 2 at low 𝑇 The first peak in the tunnelling
conductance (see Fig. 8.13a) has about twice the energy scale in 𝑒*𝑉𝑑𝑐

𝑘𝐵𝑇 than theoretically
expected for weak backscattering for 𝑔 = 1

3 and 𝑒* = 𝑒
3 . From its IV characteristics and the

temperature dependence, we made the following observations: At the base temperature,
the relative peak height seems to saturate to ℎ

2𝑒2 of the integer state 𝜈 = 2 (orange circle
in Fig. 8.9). When we subtract the contribution of the integer state 𝜈 = 2, the tunnelling
conductance of 𝜈 = 1

3 exhibits a large zero-bias peak which may be due to a transition to
weak tunnelling at low temperature.

At high temperature, the temperature dependence of the tunnelling conductance does
not correspond to the theoretical expected values of 𝑔𝑇 ∝ 𝑇−4/3 of weak backscattering
nor 𝑔𝑇 ∝ 𝑇 4 of weak tunnelling at low 𝑇 . However, a slight offset of 0.03 𝑒2

ℎ changes the
temperature dependence to the expected 𝑔𝑇 ∝ 𝑇−1.33.

Adjustment of the offset The approach of adding a small offset has been done by the
groups of K. Ensslin and W. Wegschneider [139]. For their analysis of the 5

2 fractional

Table 8.1: Energy scale and temperature dependence of several zero-bias tunnelling conduc-
tance peaks. From the theoretical tunnelling conductance of eq. (8.3), the energy scale of
𝑒*𝑉𝑑𝑐

𝑘𝐵𝑇 is calculated for 𝑔 = 1
3 and 𝑒* = 𝑒

3 .

Peak Energy scale
of 𝑒*𝑉𝑑𝑐

𝑘𝐵𝑇 of the
peak at 0.05 K

𝑇 depen-
dence of 𝑔𝑇

Offset to
obtain

𝑇−1.33
(︁

𝑒2

ℎ

)︁ 𝑇 dependence
of 𝑔𝜈=1/3

𝑇

Offset to
obtain

𝑇−1.33
(︁

𝑒2

ℎ

)︁
Theory 3.8 −1.33 – – –

1 8.7 ± 0.2 −2.25 ± 0.05 0.030 −2.14 ± 0.05 0.080

2 3.5 ± 0.1 −1.48 ± 0.08 – −1.82 ± 0.08 0.037

3 3.3 ± 0.1 −2.14 ± 0.11 0.060 −2.73 ± 0.25 0.092

4 4.4 ± 0.1 −2.13 ± 0.17 0.045 −2.82 ± 0.17 0.160
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state, they explicitly subtracted without any justification an offset of 0.1 𝑒2

ℎ . Therefore,
their results on the temperature dependence should be interpreted with caution.

In our analysis of the four zero-bias conductance peaks, we added an offset < 0.1 𝑒2

ℎ to
obtain an exponent which is close to the theoretically expected temperature dependence
of 𝑇−1.33. It is clear that any exponent can be obtained in logarithmic scale by adjusting
adequately an offset of the data.

Conductance peak with the expected exponent The three other tunnelling conduc-
tance peaks are of the same energy scale than theoretically expected for weak backscattering
in eq. (8.3) for a fractional charge of 𝑒* = 𝑒

3 and an interaction parameter of 𝑔 = 𝜈 = 1
3 .

Peak 2 exhibits a temperature dependence of 𝑇−1.48±0.08 (see Fig. 8.16) which is close to
the theoretical dependence of 𝑇− 4

3 of weak backscattering. This result is obtained without
adding any offset to the data.

Resonant tunnelling In IV measurements presented in Fig. 8.10, we observe a series
of zero-bias resonant peaks which are due to multiple tunnelling processes. An ideal QPC
in which tunnelling occurs only at a single point, is rarely observed experimentally. These
series of resonances show that our QPC has an imperfect shape in which tunnelling can
occur at different locations of the QPC. These multiple tunnelling processes could explain
the differently shaped peaks in the tunnelling conductance with their varying temperature
dependences when the split gate voltage is slightly changed.

We observe a change in energy of the undershoots on each side of the zero-bias peak
of the tunnelling conductance in all of our measured sets of curves. This decrease of the
energy scale 𝑒*𝑉𝑑𝑐

𝑘𝐵𝑇 with increasing temperature could be explained by resonant tunnelling
between localised states and the non-constant density of states of the Luttinger liquid
which increases as a power law with energy. Therefore, we could classify the four measured
tunnelling conductance peaks to originate from resonant tunnelling with localised states.

Summary
A QPC offers a perfect system to study the nature of fractional edge channels by investi-
gating the tunnelling between counter-propagating edge channels. In this chapter, we first
demonstrated that the QPC can also control the transmission of fractional quantum Hall
edge channels.

We presented a theoretical framework of tunnelling between fractional edge channels.
We briefly reviewed the theoretically expected temperature dependence of the tunnelling
conductance in the weak tunnelling and weak backscattering limit. Afterwards, we discussed
experimental results on the tunnelling between fractional edge channels in GaAs/AlGaAs
heterostructures.

In the second part of this chapter, we presented our results on the tunnelling of the 7
3

fractional state in our QPC device in graphene. We discussed the different shapes of the
zero-bias resistance peak of integer and fractional quantum Hall states and confirmed that
we measured tunnelling of the 𝜈 = 7

3 fractional state.
We studied the shape, the energy scale and the temperature dependence of four zero-bias

peaks in the tunnelling conductance. We determined that three out of the four peaks are
close to the theoretical energy scale of weak backscattering. From the energy scale, we
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obtained an estimation of the fractional charge of 𝑒* = 𝑒
3 . In one conductance peak, we

measured the expected temperature dependence of weak backscattering. The deviation of
the obtained temperature dependences to the theoretical predictions can be due to multiple
tunnelling of many resonant states.



CONCLUSION AND PERSPECTIVES

In this thesis, we have achieved the fabrication of state-of-the-art encapsulated graphene
and have successfully realised a QPC in high mobility graphene devices.

High mobility graphene devices
In order to fabricate clean, high mobility and ballistic graphene devices, we implemented a
transfer technique of encapsulating graphene between two flakes of hBN in our facilities.
This technique is based on the principle that the van-der Waals adhesion force is stronger
between the graphene and the hBN than to the SiO2 substrate. We have designed and
assembled two set-ups which allow us to pick-up a flake of graphene with a flake of hBN
and to put them down onto a second hBN flake. The encapsulated graphene is never
exposed to resist or any other chemical treatment and, therefore, remains clean.

After plasma etching the hBN, the graphene is accessed only at its edge by one-
dimensional metal contacts. In order to minimise the residue of resist which remains
after an electron beam lithography and development in the trenches for the metal contacts,
we heavily overdose the PMMA and employ a cold development.

QPC in high mobility graphene
We equipped the encapsulated, high mobility graphene of the form of a Hall bar with a QPC.
The high quality of our device is apparent in the high mobility of about 250 000 cm2 V−1 s−1

and a mean free path of about 1.8 µm which corresponds to the distance between neigh-
bouring contacts. Additionally, we detect signatures of ballistic transport as a negative
non-local resistance, a zero-resistance state in the field-effect curve as well as electron
focusing. In the quantum Hall regime, we observed conductance plateaus at integer filling
factors from a magnetic field of 5 T when the degeneracies of spin and valley lift. The
fractional quantum Hall states which we observed are in agreement with the sequence of
composite fermions.

We show that the QPC affects the quantum Hall edge channels in graphene. It enables
to manipulate both integer and fractional quantum Hall edge channels and control their
transmission probability through the constriction.

The transport properties of a QPC in graphene are strongly influenced by the process of
equilibration between the quantum Hall edge channels. We determined that a selective
equilibration between electron and hole edge channels occurs only between states of
identical spins and sublevels of the 𝑁 = 0 Landau level. We observed a similar spin
selective equilibration in the unipolar regime but no restriction to any Landau level which
may be caused by its proximity to the graphene edge. Taking this selective and restrictive
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equilibration in the unipolar and bipolar regime into account, we obtained an excellent
agreement between the theoretical model and our data.

The selective transmission of fractional edge channels allows a close proximity of the
counter-propagating left and right edge channels in the QPC so that tunnelling occurs
in-between them. The observed zero-bias peaks in the tunnelling conductance has a strong
resemblance to theoretical predictions confirming that we measured the tunnelling of the
𝜈 = 7

3 fractional state in graphene.
Three out of the four tunnelling conductance peaks are in agreement to the theoretical

energy scale of weak backscattering. From the energy scale, we were able to obtain an
estimation of the fractional charge of 𝑒* = 𝑒

3 for the 𝜈 = 7
3 state. We even measured the

expected temperature dependence of weak backscattering in one tunnelling conductance
peak. Our analysis provides a strong indication that the measured zero-bias tunnelling
conductance peaks arise from resonant tunnelling between fractional edge channels across
localised states. The tunnelling of quasi-particle in a QPC offers a way to study the
rich physics of Luttinger liquids but obtaining precise experimental evidence remains a
challenge.

Our results provide the basis for various further studies of transport properties in high
mobility encapsulated graphene. The next natural step to continue on the studies of
quantum Hall edge channels in a QPC is to perform shot noise measurements to determine
the fractional charge. A step further of electron quantum optics devices is an interferometer
in the quantum Hall regime in high mobility graphene.

We have already fabricated an interferometer in encapsulated graphene presented in the
figure below. However, due to a small misalignment during the electron-beam lithography
of the contacts and gate electrodes, the graphene had a short-circuit to one of the split
gates. We are in the process of fabricating another interferometer in encapsulated graphene.

Device of an Fabry-Perot
interferometer in encapsu-
lated graphene. Yellow:
contacts and gate elec-
trodes. Blue: top BN flake
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