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Summary

In recent years, the measurement of water isotopologues has become increasingly important for

atmospheric research. Due to the in�uence of climatic conditions on the isotope ratios, the

isotopic composition of water stored in the ice in Antarctica and the Arctic can be used as

paleothermometers to reconstruct past climate changes [1]. The measurement of changes of the

isotopic composition of water vapor in the atmosphere can be used to study the global hydrolocal

hydrologic cycle [2] and to re�ne atmospheric circulation models [3].

Whereas the conventional method for water isotope measurements, Isotope Ratio Mass Spec-

trometry (IRMS), is not adapted for in-situ continuous measurements of water vapor isotopes,

the recent development of laser spectrometers o�ers a comparably easy and robust method to

conduct in-the-�eld research with good time resolution [4�7]. However, until now, most optical

instruments require relative high humidity levels with water concentrations of at least several

1000 ppmv, which excludes measurements in some of the most interesting regions for water

isotope research, such as the upper atmosphere and the central regions of Antarctica.

In this work, we present a novel infrared laser spectrometer based on Optical Feedback

Cavity Enhanced Absorption spectroscopy (OF-CEAS), speci�cally designed to measure the

four isotopologues H2
16O, H2

18O, H2
17O and HD 16O under very dry conditions, at water

concentrations of some hundred to only tens of ppmv. The instrument developed during this

thesis shows a much higher measurement stability over time compared to previous OF-CEAS

instruments with optimum integration times of up to several hours and a very long e�ective path

length of more than 30 km. At water concentrations around 80 ppmv, a precision of 0.8h, 0.1h

and 0.2h for δ2H, δ18O and δ17O respectively could be achieved with an integration time of 30

min and of 12h, 1.1h and 3.2h with 4s averaging. At the optimum water concentration of

approx. 650 ppmv, the precision for δ2H, δ18O and δ17O is 0.28h, 0.02h and 0.07h respectively,

with averaging times of 30 to 60 min.

An investigation of the overall performance of the instrument is presented and we speci�cally

discuss the problem of a dependence of the isotope measurements on the water concentration at

xi



Summary

which a measurement is carried out. As main source of the concentration dependence, pattern

noise is identi�ed and a detailed analysis of the noise sources is given.

Furthermore, a new calibration system for water vapor isotope measurements, the Syringe

Nanoliter Injection Calibration System (SNICS), is introduced, which was developed in the

framework of this thesis to o�er a more reliable and stable means for the calibration of water

vapor isotope measurements. This calibration system is based on the continuous injection of

water into an evaporation chamber with two nanoliter syringe pumps and is able to generate

standard water vapor in a range of 5 to 15 000 ppmv. A model simulation of the water injection

is presented and shows a good agreement with experimental results.

Subsequently, a �rst employment of the OF-CEAS spectrometer at the Norwegian research

station of Troll in Antarctica is discussed. Data from a three-week period from February and

March 2011, during which the spectrometer continuously measured water vapor isotopologues

in the atmosphere at the research station, is shown and problems and possibilities are discussed.

Finally, the Isocloud project, an international project to study (super)saturation e�ects at the

AIDA cloud chamber of the Karlsruhe Institute Technology in Germany, is introduced, in which

we participated with both the spectrometer and the calibration instrument. Experimental data

of the four measurement campaigns is presented, preliminary results are discussed. We conclude

with a discussion of the optimum measurement protocol and give an outlook for the future.
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Résumé

Au cours de ces dernières annés, la mesure des isotopologues de l'eau est devenue de plus

en plus importante dans le domaine des sciences de l'atmosphère. La composition isotopique

de l'eau conservée dans la glace en Antarctique et en Arctique peut être utilisée comme un

paléothermomètre permettant de comprendre les changements passés du climat [1] du fait de

l'in�uence des conditions climatiques sur les rapports isotopiques. La mesure des variations de

la composition isotopique de la vapeur d'eau dans l'atmosphère peut servir à étudier le cycle

hydrologique global de la terre [2] et à ra�ner les modèles de circulations atmosphériques [3].

La Spectrométrie de Masse des Rapports Isotopiques (plus souvent connu par son acronyme

anglais IRMS), qui est la méthode conventionnelle pour la mesure des isotopes de l'eau, n'est

pas adaptée aux mesures en continu et in-situ des isotopes de vapeur d'eau. C'est grâce au

développement récent des spectromètres laser, qu'il existe maintenant une méthode simple et

robuste pour e�ectuer des recherches sur le terrain avec une bonne résolution temporelle [4�

7]. Cependant, jusqu'à présent la plupart des instruments optiques usuels exigent des niveaux

d'humidité relativement élevés avec des concentrations d'eau supérieures à 1000 ppmv, ce qui

exclut les mesures dans certaines des régions les plus intéressantes pour l'étude des variations

isotopiques dans l'eau, telles comme les couches élevées de l'atmosphère ou les régions centrales

de l'Antarctique.

Ce travail à pour but d'introduire un nouveau spectromètre laser infrarouge basé sur la tech-

nique d'Optical Feedback Cavity Enhanced Absorption spectroscopy (OF-CEAS). Il a été conçu

spécialement pour la mesure des quatre isotopologues H2
16O, H2

18O, H2
17O et HD 16O dans

un environnement sec avec des concentrations d'eau de quelques centaines à seulement quelques

dizaines de ppmv. L'instrument développé dans le cadre de cette thèse montre une stabilité

de mesure supérieure aux instruments OF-CEAS précédents, avec des temps d'intégration opti-

maux pouvant aller jusqu'à plusieurs heures et une longueur de trajet optique e�ective de plus

de 30 km. Pour des concentrations d'eau d'environ 80 ppmv , une précision de 0.8h, 0.1h et

0.2h a été atteinte respectivement pour δ2H, δ18O et pour δ17O avec un temps d'intégration de
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Résumé

30 minutes et de 12h, 1.1h and 3.2h avec une moyenne e�ectuée sur 4s. Pour la concentration

d'eau optimale de 650 ppmv, la précision pour δ2H, δ18O et δ17O est de 0.28h, 0.02h et de

0.07h, avec une durée d'accumulation de 30 à 60 minutes.

La performance globale de l'instrument est analysée et le problème de la dépendance des

mesures isotopiques vis-à-vis de la concentration d'eau avec laquelle l'expérience est e�ectuée

est étudié en détail. La présence d'un motif �xe spectral est identi�ée comme étant la source prin-

cipale de bruit et est analysée en détail. En outre, un nouveau système de calibration pour des

mesures d'isotopes de vapeur d'eau, le Syringe Nanoliter Injection Calibration System (SNICS),

est présenté. Ce système a été développé dans le cadre de cette thèse a�n de disposer d'un moyen

�able et stable pour la calibration des mesures des variations isotopiques de la vapeur d'eau. Le

système de calibration est basé sur l'injection continue d'eau dans une chambre d'évaporation

avec deux pousse-seringues au nanolitre. Il est capable de générer une vapeur d'eau standard

entre 5 et 15000 ppmv. Une simulation modélisée de l'injection d'eau, qui est en bon accord avec

les expériences, est présentée. Ensuite une première utilisation du spectromètre OF-CEAS dans

la station de recherche norvégienne (Troll) en Antarctique est exposée en détail. Les données

enregistrées pendant une période de trois semaines de Février à Mars 2011 sont présentées et

discutées, en particulier celles relatives aux problèmes de calibration rencontrés avec un système

de calibration rudimentaire construit sur place. Pendant cette période le spectromètre a mesuré

en continu les isotopologues de vapeur d'eau dans l'atmosphère sur le site de la station. Pour

conclure, nous présentons le projet Isocloud, un projet international ayant pour but d'étudier

des e�ets de (super)saturation en utilisant la chambre à nuages AIDA du Karlsruhe Institute

of Technology en Allemagne. Notre spectromètre et le système de calibration faisaient partie

de ce projet. Les données expérimentales de quatre campagnes de mesure sont présentées et

des résultats préliminaires sont discutés. Nous concluons en présentant un protocole optimal de

mesure optimal ainsi que par une discussion des perspectives pour le futur.
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Samenvatting

De bepaling van de isotopensamenstelling van waterdamp heeft zich in de afgelopen jaren on-

twikkeld tot een steeds belangrijker analytisch instrument in atmosferisch onderzoek. De invloed

van klimaatfactoren op de isotoopverhoudingen maakt dat de isotopensamenstelling van water

opgeslagen in Antarctisch en Arctisch gletsjerijs gebruikt kan worden als een paleo-thermometer

in de reconstructie van klimaatveranderingen in het verleden [1]. De isotoopverhoudingen in

waterdamp in de atmosfeer levert informatie over de (zoet-) water kringloop [2] en is een be-

langrijk gegeven voor de verdere ontwikkeling van atmosferische circulatie modellen [3]. Daar

waar de conventionele meetmethode voor de bepaling van isotoopverhoudingen, Isotopen Ratio

Massa Spectrometrie (IRMS), niet geschikt is voor �in-situ� bepaling van isotoopverhoudingen

in waterdamp, bieden recente methoden gebaseerd op laser spectrometrie de mogelijkheid om

op relatief eenvoudige en robuuste instrumentatie te bouwen voor meting in het veld met hoge

tijdsresolutie [4�7]. Echter, de meeste van deze optische instrumenten vereisen een relatief hoge

luchtvochtigheid met water concentraties van tenminste enkele duizenden ppmv (volumeconcen-

tratie in delen per miljoen), waardoor metingen in enkele van de meest interessante regio's op

aarde, zoals in de hogere atmosferische lagen of in centraal Antarctica, onmogelijk zijn. Dit proef-

schrift beschrijft de ontwikkeling van een innovatieve infrarood laser spectrometer welke gebruik

maakt van de methode van Optical Feedback Cavity Enhanced Absorption Spectroscopy (OF-

CEAS) voor de kwantitatieve bepaling van de vier waterisotopologen H2
16O, H2

18O, H2
17O

en HD 16O in zeer droge lucht bij waterconcentraties van enkele honderden tot slechts tientallen

ppmv's. Het door ons ontwikkelde instrument, vergeleken met eerdere OF-CEAS instrumenten,

wordt gekenmerkt door een veel langere meetstabiliteit in de tijd met een optimale middel-

ingstijd tot enkele uren en een grote gevoeligheid ten gevolge van de extreem lange optische

weglengte van ruim 30 km. Bij een waterconcentratie van 80 ppmv is de meetprecisie 0.8h,

0.1h en 0.2h voor d2H, d18O en d17O, respectievelijk, bij middeling over 30 min, en 12h,

1.1h en 3.2h bij middeling over 4 s. Bij de optimale waterconcentratie van ongeveer 650 ppmv

is de precisie voor δ2H, δ18O en δ17O, respectievelijk, gelijk aan 0.28h, 0.02h en 0.07h bij
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Samenvatting

middeling over 30 tot 60 min. We presenteren een algemene karakterisering van het instru-

ment, alsook een gedetailleerde beschrijving van de afhankelijkheid van de isotopenmetingen

van de waterconcentratie bij welke de metingen worden uitgevoerd. Als belangrijkste oorzaak

van deze concentratieafhankelijkheid wijzen we naar het gestructureerde karakter van de instru-

mentele ruis op de achtergrond (basislijn) van het waterspectrum welke gebruikt wordt voor

de bepaling van de isotopenverhoudingen. Het e�ect van dit `patroonruis' op de metingen is

verder onderzocht. Teneinde de spectrometer te kunnen kalibreren is een luchtstroom met een

stabiele waterconcentratie en isotopensamenstelling vereist. Omdat bekende methoden voor de

productie van een dergelijke vochtige luchtstroom niet voldoende betrouwbaar en stabiel bleken

te zijn bij de door ons gewenste lage waterconcentraties, is in het kader van dit proefschrift een

alternatief instrument ontwikkeld genaamd SNICS (voor Syringe Nanoliter Injection Calibra-

tion System). Dit systeem is gebaseerd op twee commerciële nanoliter spuitspompen teneinde

waterconcentraties van 5 tot 15 000 ppmv te kunnen genereren met een zo laag mogelijke con-

sumptie van de vaak kostbare water isotopen standaarden. Een simpel model geeft een goede

kwantitatieve beschrijving van geïnduceerde veranderingen in zowel concentratie als isotopen-

verhoudingen. Vervolgens wordt een uitgebreide beschrijving gegeven van de eerste toepassing

van de spectrometer in Antarctica, op het Noors station Troll, waarbij data van een periode van

3 weken in februari en maart van 2011 worden gepresenteerd. Tot slot bespreken we de deelname

van de spectrometer en zijn kalibratie apparatuur aan het internationale project ISOCLOUD

ter bestudering van (super) saturatie e�ecten tijdens wolkvorming in de AIDA simulatiekamer

van het Karlsruhe Institute of Technology. We laten experimentele data van 4 meetcampagnes

en de eerste resultaten zien. We besluiten met een bespreking van de optimale meetstrategie en

geven een blik op de toekomst.
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Introduction

Atmospheric water vapor is the most important greenhouse gas and responsible for approxi-

mately 60% of the natural greenhouse e�ect [8]. The spatial distribution of water vapor and the

partitioning between vapor and liquid phase play an important role in the radiative balance of

the atmosphere [9, 10]. Phase transitions between vapor and liquid or solid phase are determin-

ing cloud formation and precipitation, and present the basic mechanism of atmospheric energy

transport.

The relative abundances of the di�erent stable isotopologues of water are sensitive to the condi-

tions at which phase changes, and evaporation and condensation in particular, take place. The

isotopic composition of precipitation at higher latitudes is related to air temperature [11�13].

Because of this, water isotopic ratios o�er a unique possibility to study processes that would

otherwise remain hidden. Water isotopic ratios can be used as tracers of the atmospheric water

cycle [14] and for the study of convective processes in the atmosphere [15�18]. Due to the in�u-

ence of climatic conditions on the isotope ratios, the isotopic composition of water stored in the

ice in Antarctica and the Arctic can be used to reconstruct past climate changes [1, 19, 20].

Conventionally, isotope ratio measurements are conducted by means of Isotope-Ratio Mass Spec-

trometry (IRMS) . Because of elaborate and time consuming preparation of the samples and

the impossibility of in-situ measurements (cf. also 2.1), optical spectroscopy is increasingly used

as alternative, especially when continuous and in-�eld measurements are required. In recent

years, diverse laser spectrometers based on di�erent optical techniques have been introduced

(e.g. the references [4�7, 10], as well as section 2.4 of this thesis for a more detailed discussion)

and successfully applied. However, to the best of our knowledge, so far no instrument has been

able to measure isotope ratios in very dry conditions (< 50 ppmv) encountered in the upper

atmosphere, with a su�ciently high precision to resolve microphysical processes responsible for

some of the most interesting mechanisms in Earths atmosphere, such as supersaturation.

This thesis was initiated in the framework of the Dutch National AntArctic Research Program

(NAAP) and funded to a large extend by the Netherlands Organization for Scienti�c Research
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(NWO). Additional funding was given by the the Integration of European Simulation Cham-

bers for Investigating Atmospheric Processes (EUROCHAMP-2). Local funding was generously

provided by the Université Joseph Fourier (UJF). The goal was to develop a novel infrared

laser spectrometer to measure stable water isotopes and the subsequent application to climate

research, speci�cally by measuring water vapor isotopes in the Antarctic atmosphere.

After a �rst measurement campaign to Antarctica, an additional focus was set on the develop-

ment of a robust and reliable calibration set-up for very low water concentration calibrations

of isotopic measurements. Increased attention was also given to a more in-depth study of noise

characteristics of the spectrometer itself. Furthermore, the application of the instrument was

expanded to study mechanisms encountered in the atmosphere. These investigations were car-

ried out at the cloud chamber AIDA in Karlsruhe, Germany in the framework of the so-called

Isocloud project.

In chapter 1, a general introduction to the terminology of water vapor isotopologues is given,

explaining the underlying mechanisms and principles. In chapter 2, we give an overview of the

traditional and recent methods used to study water vapor isotopologues and in chapter 3, the

principles and layout of the laser spectrometer developed in this thesis are explained.

Chapter 4 explains how the data recorded with the laser spectrometer is analyzed and converted

to concentration and isotope ratio values. Furthermore, the precision and accuracy of the instru-

ment are discussed. A procedure for the calibration of the data is introduced in chapter 5. In

chapter 6, di�erent calibration instruments are introduced that were used and partly developed

during the thesis to put the isotopic measurements on an absolute scale.

In chapters 7 and 8, we �nally present the application of the laser spectrometer to di�erent

scienti�c questions. In chapter 7 the study of atmospheric moisture in Antarctica at the Norwe-

gian research station Troll is presented and in chapter 8, the investigation of ice cloud formation

in stratospheric air that was done in the framework of the Isocloud project in the atmospheric

climate chamber AIDA in Karlsruhe, Germany.



Chapter 1

Isotope terminology

1.1 Saturation water vapor pressure

In a mixture of di�erent gases, each speci�c component behaves as if it would alone occupy
the entire volume �lled by the mixture. Because of this, not the total pressure but the partial
pressure of each component is determining if a molecule is present at a certain temperature in
purely gaseous form or partially as a condensate. The partial pressure above which condensation
sets in, is called the saturation pressure.
In the case of water, the relation between saturation pressure and temperature has been inves-
tigated by several groups and di�erent expressions have been established. Because of di�erent
heat capacity and molar volume, the saturation pressure of water above ice and above water
at the same temperature are di�erent and independent relations have to be used for the two
cases. The most commonly used relations are the equations of Go� [21, 22]. More recently, a
formulation based on an integration of the Clapeyron equation was established by Murphy and
Koop [23]:

pwater = exp (54.842763− 6763.22/T− 4.210 ln(T) + 0.000367T

+tanh[0.0415(T− 218.8)](53.878− 1331.22/T

−9.44523 ln(T) + 0.014025T)) (1.1)

pice = exp(9.550426− 5723.265/T+ 3.53068 ln(T)− 0.00728332T) (1.2)

with T in Kelvin and p in pascal. The equation for saturation pressure above water is valid for

123 < T < 332 K and the equation for ice for T > 110 K.

If the partial pressure of water is higher than the saturation pressure, this is called supersatura-

tion. The phenomena of supersaturation is quite common in the absence of nucleation centers

(e.g. aerosols) on which the vapor can condense or freeze out, but has also been observed when

nucleation centers are present (discussed in more detail in chapter 8). The saturation parameter

S =
pH2O

psaturation
(1.3)

is used to express the degree of saturation, with supersaturation for S > 1.
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1.2 Isotopes

Atoms consist of a nucleus surrounded by electrons. The nucleus is composed by protons and

neutrons. The protons are positively charged and determine by their number (the atomic num-

ber), which chemical element the atom belongs to. The neutrons carry no electric charge and

determine along with the protons, which have approximately the same mass, the mass of an

atom. The sum of the number of protons (Z) and neutrons (N) in a nucleus is the nuclear mass

number:

A = Z +N (1.4)

The common notation to describe a speci�c nucleus of element X is:

A
ZXN

Two atoms of the same element (same number of protons) but a di�erent number of neutrons,

are called isotopes. Many elements have two or more stable and naturally occurring isotopes.

Apart from stable isotopes, some elements also have unstable (radioactive) isotopes that only

have a small chance of natural occurrence.

In the case of hydrogen, two stable isotopes exist: 1H and 2
1H1 (also called deuterium). A third

isotope 3
2H2 (tritium) is radioactive. Oxygen has three stable isotopes, the most abundant 16O

and two rare isotopes, 18O and 17O.

In the case of molecules with di�erent isotopic composition, one di�erentiates between iso-

topomers and isotopologues. Isotopomers have the same number of each isotopic atom but

di�er in their position. The term is a contraction of 'isotopic isomer' [24]. Isotopologues are

molecular entities that di�er only in isotopic composition (number of isotopic substitutions) [24],

e.g. H2
16O, HD 16O, H2

18O and H2
17O.

1.2.1 Isotope ratios

Isotope abundances are generally reported as ratio of the less abundant isotope and the most

abundant isotope:

R =
abundance of rare isotope

abundance of abundant isotope
(1.5)

The isotope ratio normally has a superscript before the ratio symbol R to indicate which isotope

is considered [25]. For example:

2R(H2O) =
[HD16O]

2[H16
2 O]

(1.6)
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The factor 2 in the denominator accounts for the two equivalent positions of the hydrogen atom

in the water molecule.

It is common to report isotope ratios not in absolute numbers but in respect to a reference

sample or standard. One of the reasons for this is that the absolute ratios are in general less

relevant than changes in the ratios because of phase transitions or molecular changes. Another

reason is that most of the instruments capable to measure isotope abundances are not suitable

to measure absolute ratios but rely on the comparison with a reference sample [25].

As the change of the isotope ratios during the transitions is often very small, the change of the

isotope ratio of a sample A is normally reported relative to the ratio of a reference sample r as

a permil deviation:

δA/r =
RA
Rr
− 1 (×103h) (1.7)

In the case of water, the standards used as international references, are Vienna Standard Mean

Ocean Water (VSMOW) and Standard Light Antarctic Precipitation (SLAP) [26]. The absolute

isotope ratios for VSMOW have been determined to:

2H/1H : (155.75± 0.08) · 10−6 [27]
18O/16O : (2005.20± 0.45) · 10−6 [28]
17O/16O : (379.9± 0.8) · 10−6 [29]

(1.8)

The absolute isotope ratios for SLAP have only been measured with a comparable precision for
2H/1H [27]:

2H/1H = (89.12± 0.07) · 10−6

and have been calculated for 18O/16O based on the isotope ratio relative to VSMOW [30, 31]:

18O/16O = (1893.91± 0.45)

As the water standards VSMOW and SLAP are nearly depleted, two new international stan-

dards, VSMOW2 and SLAP2 have been provided by the Hydrology Laboratory of the Interna-

tional Atomic Energy Agency (IAEA) in Vienna. δ2H for VSMOW2 and δ18O for VSMOW2

and SLAP2 are, within the measurement precision, identical to those of VSMOW and SLAP,

respectively. However, δ2H = −427.5 ± 0.3h for SLAP2 and thus measurably di�erent from

δ2H = −428h of SLAP [26, 30].
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1.2.2 Fractionation

Because of the di�erences in mass and size of the atomic nuclei of two isotopes of the same

element, two isotopologues have slightly di�erent physical and chemical properties. Because of

the higher mass, a heavier isotopologue has a lower mobility than a lighter one. This leads to

a lower di�usion velocity of the heavier isotopologues as well as a smaller chemical reactivity,

which depends signi�cantly on the collision frequency with other molecules [25]. In addition, the

heavier molecules often have a higher binding energy than the lighter ones because of a larger

atomic diameter.

Because of the di�erent properties of the isotopes, the isotope ratios can change during a chem-

ical reaction or a phase transition. As an example, during evaporation of water, the most

abundant and light isotopologue H16
2 O preferentially evaporates, resulting in isotope ratios that

are lower in the vapor phase compared to that in the liquid source water.

The di�erence in the isotopic composition of two compounds in equilibrium (A ⇔ B) or be-

fore and after a physical or chemical transition (A → B) can be described with the isotope

fractionation factor, which is de�ned as:

αA(B) = αB/A =
RB
RA

(1.9)

As the change of the isotope ratios is often very small (α ≈ 1), one often uses the fractionation

instead, which is de�ned as ε = αBA − 1 (normally reported in permil).

In general, we distinguish between two kinds of fractionation, equilibrium fractionation and

kinetic fractionation.

Equilibrium fractionation describes the di�erence in isotope ratios between two states that are

in thermal equilibrium, i.e. in a system with no net �uxes. It can be shown [32, 33] that the

fractionation factors of two molecules can be related to the ratio of the respective partition

functions, a detailed discussion is however beyond the scope of this work.

In the case of water, the equilibrium fractionation factors are only dependent on temperature

and not on pressure. For the phase change ice to vapor, the most commonly used equation for

δ
2H was determined by Merlivat [34] in 1967 and is valid for −40 °C ≤ T ≤ 0 °C:

lnαice−vapor(
2H/1H) = −9.45 · 10−2 +

16289

T2 (1.10)

with T in Kelvin. For the phase change between liquid and gas phase water for δ2H, and for

both phase changes, ice-vapor and liquid-vapor for δ18O, the generally used equations were
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formulated by Majoube [35, 36]:

lnαliquid−vapor(
2H/1H) = −52.612 · 10−3 − 76.248

T
+

24.844 · 103

T2 (1.11)

lnαice−vapor(
18O/16O) = −28.224 · 10−3 +

11.839

T
(1.12)

lnαliquid−vapor(
18O/16O) = −2.06667 · 10−3 − 0.4156

T
+

1.137 · 103

T2 (1.13)

with T in Kelvin. These equations are valid for −34 °C ≤ T ≤ 0 °C for αice−vapor(18O/16O)

and 0.75 °C ≤ T ≤ 91.6 °C for the phase change liquid-vapor.

Kinetic fractionation on the other hand describes an irreversible process, with a removal of

molecules from the vapor phase e.g. because of di�usion. If one assumes that molecules are

removed due to di�usion from the boundary layer between liquid and vapor phase, the kinetic

fractionation factor can be expressed as [32, 37, 38]:

αkin =
Rw
Re

=
αdiffαeq(1− h)

1− αeqh(Rv/Rw)
(1.14)

with αeq the equilibrium fractionation factor, h the relative humidity, Rv the isotope ratio of the

vapor, Rw the isotope ratio of the liquid and αdiff the di�usion fractionation factor accounting

for di�erences in the di�usivities of the di�erent isotopologues, with e.g. α18O
diff :

α18
diff =

(
DH

2

16O

DH
2

18O

)n

with DH
2

16O and DH
2

18O the molecular di�usivity of H2
16O and H2

18O, respectively. The

exponent n depends on the ratio of turbulent to moelcular di�usion and is one if for no turbu-

lences.

In the case of ice crystal formation in clouds, supersaturation can often be encountered, which

also results in non-equilibrium conditions with kinetic fractionation (cf. also chapter 8). Jouzel

and Merlivat [39] attribute this to the fact that the crystallization is di�usion limited, which

means that crystallization occurs relatively fast but new water molecules have to be �re-supplied�

to the crystallization zone by di�usion, which means that the crystallization zone is more de-

pleted in the heavier HD 16O, H2
18O and H2

17O molecules, which condense resultingly more

slowly. As a consequence, the vapor becomes more enriched in the heavier isotopologues com-

pared to the equilibrium case. The e�ective fractionation in this case can be described as [39]:

αk =
S

αeD/D′(S − 1) + 1
(1.15)
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with S the saturation parameter (equation (1.3)) and D/D′ the ratio of the di�usion coe�cient

of the abundant isotopologue over that of the rare water isotopologue. Based on [40], this leads

to

αk(δ2H) ≈ S

1.0251αe(S − 1) + 1
(1.16)

αk(δ18O) ≈ S

1.0285αe(S − 1) + 1
(1.17)

(1.18)

Alternatively, the kinetic fractionation in this case can be described with [39]:

αkin =
αeqαdiff (S − 1) + 1

S
(1.19)

with the de�nition of the parameters as above. This equation clearly shows the e�ect of the

supersaturation and the di�usivities of the di�erent isotopologues on the relation of kinetic and

equilibrium fractionation.

Fractionation that occurs in an open system with an immediate removal of evaporated water,

is described by the so-called Rayleigh fractionation. It is generally encountered when a dry gas

�ux removes the water vapor from the evaporation zone. Because of the continuous removal of

a larger fraction of lighter isotopologues, the δ value of the remaining liquid becomes increas-

ingly enriched and consequently the δ value of the vapor. The principle of this fractionation is

demonstrated in �gure 1.1, which is based on a similar �gure from [25]. Let N be the number

of the most abundant isotopic molecules, which is approximately equal to the total number of

molecues, and R the isotope ratio of rare to abundant isotopologue. The number of the rare

isotopic molecule is thus Nrare = R ·N . At each time step, −dN molecules are evaporated from

the liquid volume. If we neglect the the number of other rare isotopic molecules, which is true

to a good approximation, we can write the mass balance of the rare isotopologue as:

R

1 +R
N =

R+ dR

1 +R+ dR
(N + dN)− αeqR

1 + αR
dN (1.20)

Because of the small abundance of the rare isotopologue, we can approximate the total num-

ber of molecules with the number of the most abundant isotopic molecule. We thus equal all

denominators with 1 +R. Equation 1.20 then becomes

RN = (R+ dR)(N + dN)− αRdN (1.21)

If we now neglect the product of the di�erentials, dRdN ≈ 0, we can separate the two variables

and integrate the equation with the boundary condition R = R0 for N = N0. This leads to

R

R0
=

N

N0

α−1

(1.22)
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with R0 the original isotopic composition of the liquid and N0 the initial total number of

molecules in the liquid.

In �gure 1.2, the increasing enrichment of the liquid due to continuous removal of isotopically

lighter water vapor is shown for a typical case for δ2H.

Figure 1.1: Schematics of the Rayleigh process, with N the number of the most abundant
isotopic molecule, R the isotope ratio of the liquid and α the fractionation factor between liquid
and vapor phase.

Figure 1.2: During the evaporation process, the liquid becomes increasingly enriched in the
heavier isotopes as lighter isotopes evaporate preferentially and the isotope ratio increases (black
line). Consequently, the average isotope ratio of the fraction that was already evaporated (in
red), increases until it logically matches the initial isotope ratio of the liquid when all water is
evaporated.

These di�erent fractionation processes give a �rst idea, how natural occuring transitions

behave and can be described mathematically. Of course more complex fractionation processes

can occur, with a composition of the di�erent fractionation mechanisms described above or with

additional sources and sinks of water vapor, requiring more intricate and detailed models.

1.2.3 Delta values as proxies

Because of the dependence of fractionation processes on climatic conditions such as temperature

and humidity levels, the delta values can be used as proxies of weather and climate changes.

While δ2H and δ18O can be used as proxies of past temperature changes [41], the two parameters
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can be combined in the so-called deuterium excess parameter (d-excess), de�ned as [14]:

d-excess = δ2H − 8× δ18O (1.23)

The d-excess provides additional information on variations of past temperature and evaporative

conditions [42, 43] and is a�ected by relative humidity.

Additional information can also be captured by the 17O-excess, which combines δ17O and δ18O

in the following manner [44]:

17O-excess = ln(1 + δ17O)− 0.528 ln(1 + δ18O) (1.24)

The variation in 17O-excess in water is relatively independent of temperature and is mainly

dependent on kinetic fractionation e�ects [45]. It is therefore a strong indicator of the relative

humidity in the source region, where water was evaporated [45, 46]. Whereas d-excess measure-

ments have been routinely carried out since several years (see e.g. [1, 43, 47], the measurement

of 17O-excess has only recently gained increased attention. This is mainly due to the fact that

very precise measurements are required (17O-excess is generally expressed in per meg), which

had not been possible until recently [48, 49].

Risi et al. [3] present a comparison of an isotopic general circulation model (LMDZ) with

measurements of d-excess and 17O−excess in di�erent meteoric water samples, water vapor at

Southern Ocean transects and polar ice cores. Whereas the model behavior agrees relatively

well for δ2H for di�erences between the last glacial maximum (LGM) and the present day dis-

tribution in Antarctica, the model is not yet well adapted to re�ect the behavior 17O-excess.

The authors ascribe this mainly to the fact that the integration of 17O-excess into the models

remains still di�cult because of missing experimental data. In addition, they point out that
17O-excess seems to be more sensitive to a large range of parameters than d-excess, including

mixing along distillation trajectories.

Measurements of 17O-excess in ice cores from various sites in Antarctica [50, 51] show that the

evolution of 17O−excess is largely dependent on the location. Whereas a relatively large increase

of 20 ppm in 17O−excess can be observed in ice from the last deglaciation at the inner conti-

nental site of Vostok, it remains almost constant at the coastal site of Talos Dome. Whereas

Winkler et al. [50] attribute this to a larger in�uence of oceanic moisture source regions on the

ice at coastal Antarctic sites, Schoenemann et al. [51] propose kinetic isotope e�ects during snow

formation under supersaturated conditions as the principal reason. Because of presumably large

in�uences of local e�ects on 17O−excess in continental Antarctic ice, Winkler et al. [50] propose

to rather use 17O−excess in coastal East Antarctic ice cores as a proxy for relative humidity.

Based on a comparison of d-excess, δ18O and δ2H measurements with environmental parameters

such as temperature and pressure from a 1.5 year period at the Bermuda Islands, Steen-Larsen

et al. [52] show that the largest in�uence on d-excess can e�ectively be allocated to relative

humidity. Contrary to previous assumptions, they didn't observe an impact of wind speed on
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d-excess, but observed a strong correlation with wind direction, which might be due to di�erent

source regions of the water vapor.

Due to the improved precision of recent laser spectrometers, d-excess and 17O−excess measure-

ments become increasingly important and feasible, and a better understanding of the complex

mechanisms governing these second-order parameters is only a question of time, when more ex-

perimental data sets from various places on Earth will help to re�ne the theoretical description.





Chapter 2

Measurement of isotopes

2.1 Mass spectrometry

For more than 50 years, Isotope Ratio Mass Spectrometry (IRMS) has been the conventional

method to measure isotope ratios. Current IRMS instrumentation o�ers not only very high

precision measurements, but also a relatively high throughput of samples.

Unfortunately, this technique has several disadvantages that make measurements of condens-

able gases or highly adsorbing molecules such as water very di�cult. In the case of water

vapor isotopes, the measurement can not be done directly on the water molecules, but has to

be preceded by a chemical transfer of the isotope in question to a molecule that can be ana-

lyzed directly. In the case of 18O, the transfer is typically done between H2O and CO2 in an

equilibrium process involving the bicarbonate reaction, which normally requires several hours

to reach equilibrium [53]. An accurate measurement of 17O in H2O by the CO2 equilibration

method is practically impossible because 17O 12C 16O appears in the same mass channel as the

more abundant 16O 13C 16O. Accurate measurements of 17O and 18O can be made following the

method of Barkan and Luz[44]. Instead of CO2, CoF3 is used as reagent to �uorinate water

samples enabling the determination of δ18O, as well as δ17O, by IRMS on O2. In the case of
2H, di�erent methods exist, including the reduction to hydrogen gas at an elevated temperature

with a suitable reducing agent [54�56] and on-line pyrolysis of water in combination with a

continuous-�ow IRMS [57, 58].

Most of these techniques require a very accurate temperature regulation and relatively large sam-

ple quantities (typically 4-5 mL)[53], which are not always available. In addition, the chemical

transfer is usually very time consuming and thus makes real-time analysis practically impossible.

Moreover, since the 18O and 2H isotopic ratio determinations are not carried out simultaneously

on the same sample, one risks to introduce uncorrelated errors in the two measurements.

In the case of water vapor isotope measurements, an additional drawback of IRMS is that the

vapor �rst has to be collected in the form of liquid water or ice, which can for example be

done via cryogenic trapping[59] or with a molecular sieve [60]. However, apart from the risk to

change the isotope ratios during the trapping or recovery of the water, this also seriously limits

the temporal resolution and renders monitoring of fast isotope changes virtually impossible.
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2.2 The optical alternative: Stable Isotope Ratio Infrared

Spectroscopy

An alternative for the measurement of water vapor isotope ratios is o�ered by di�erent optical

measurement techniques. In the near- and mid-infrared region of the electro-magnetic spectrum,

the di�erent water isotopes show a number of highly characteristic rotational-vibrational tran-

sitions (�gure 2.1). If the vapor and total pressure are su�ciently low, the individual molecular

transitions can be easily resolved and attributed to a speci�c water isotopologue.

Figure 2.1: Simulated absorption spectrum of water in the infrared, based on the HITRAN2012
database [61]. The width of the individual ro-vibrational transitions are too small to be visible
on this scale.

The simplest method to analyze a gas sample, is direct absorption spectroscopy. A light

beam with intensity I0 and frequency ν0 that passes through an absorption cell of length l, �lled

with an absorbing medium of concentration c experiences an attenuation of the intensity due to

light absorption by the gas molecules. This attenuation is described by the Lambert-Beer Law,

which is valid in the linear absorption regime:

I = I0 exp(−α(ν)l) (2.1)

The dimension of I and I0 is power per unit area. The frequency dependent absorption coe�cient

α(ν) can be calculated by

α(ν) = σ(ν)n (2.2)

with n the molecular number density and σ(ν) the molecular cross section, which depends on

the frequency ν through the line pro�le function g(ν − ν0):

σ = Sg(ν − ν0) (2.3)
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Combining equations 2.2 and 2.3 we get:

α(ν) l = S g(ν − ν0) n l (2.4)

The line pro�le function g(ν − ν0) depends on pressure and temperature and is normalized:∫∞
−∞ g(ν)dν = 1. The line strength S of the absorption transition is an important spectroscopic

property of the absorbing species. S depends on the transition dipole moment, which is a purely

molecular property, and on the number of molecules in the lower level of the transition, which

can be described by the Boltzmann distribution. It is thus also dependent on the temperature,

which strongly in�uences the population distribution over the rotational levels of the ground

vibrational state. For a given transition, the temperature dependence can be described by the

following equation [62]:

S(T ) = S(T0) · Q(T0)

Q(T )
· e

E′′
kT

e
E′′
kT0

· 1− e−E
′−E′′
kT

1− e−
E′−E′′
kT0

(2.5)

with S(T0) the line strength at reference temperature T0 [Kelvin], and E′′ and E′ the lower

and upper state energy, respectively. k is Boltzmann's constant and Q(T ) the ro-vibrational

partition function of the molecule, which can be approximated by a temperature dependent

third order polynomial [63]. The penultimate term accounts for the ratio of Boltzmann popu-

lations, whereas the last term describes the e�ect of stimulated emission, which in the infrared

can usually be neglected. Equation 2.5 assumes a static gas cell with constant number density.

At constant pressure instead of constant volume, the right hand side of equation (2.5) has to be

extended with the term T0/T , which is proportional to the number density. This is the usual

case for the spectrometer of this thesis, in which the gas �ows through the gas cell at a constant

pressure.

Depending on how the absorption coe�cient is de�ned, the line strength S is expressed in dif-

ferent units. A convenient choice, and the one used for the HITRAN database, is to express the

line strength S in cm/molecule, the number density in molecules/cm3, the optical path length

in cm, and the width of the optical transition in wavenumbers (cm-1).

Although the absorption of light by a molecule happens at well de�ned frequencies, the

absorption is not in�nitely narrow but takes place in a frequency range around these central

frequencies due to di�erent broadening mechanisms. This results in a line shape of each spectral

line, which is described by the above mentioned line pro�le function g(ν − ν0) and takes into

account di�erent physical phenomena that contribute to the spectral broadening.
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2.3 Optical Spectroscopy Techniques

Di�erent optical techniques have been developed for spectroscopic measurements, of which we

will introduce some of the most important in the following.

A technique that exploits the Beer-Lambert law, is direct absorption spectroscopy [5, 7, 64�66],

also termed Tunable Diode Laser Absorption Spectroscopy (TDLAS) when the laser in question

is either a lead-salt or a semiconductor diode laser. In order to increase the sensitivity of this

method, while maintaining a small footprint of the spectrometer, the optical path can be folded

between two refocusing mirrors, creating a multiple-pass cell (MPC). Di�erent con�gurations

have been developed over the years, the most common of which are the White cell [67, 68] and the

Herriot cell [5, 64, 69]. The wavelength of the laser is tuned over one or several absorption lines

by a change of the laser current so that their absorption pro�le can be measured by registering

a decrease in the transmitted light level.

An alternative spectroscopic method o�ering much larger e�ective path lengths is Cavity Ring

Down Spectroscopy (CRDS), which is based on the measurement of the decay rate of light

injected into an optical cavity formed by two or more high re�ectivity mirrors. In the following,

we give a short and simpli�ed introduction to CRDS, a more detailed and re�ned picture can

be found for example in [70, 71].

When light is injected into the cavity, it travels back and forth between the mirrors. At each

re�ection on one of the cavity mirrors, the intensity of the light splits into three parts. The largest

part is re�ected back into the cavity, which is expressed with the Re�ectance R of the mirrors

(present-day cavity mirrors typically have values of R > 0.99). Another part is transmitted

through the mirror, described by the Transmittance T and the remaining part is lost due to

absorptions and scattering in the mirror itself (the Loss L). Because of energy conservation, the

relation between R, T and L is:

R + T + L = 1 (2.6)

The intensity of the light transmitted through the optical cavity can be measured with a pho-

todetector behind one of the cavity mirrors. If the light injection is interrupted, either because

a pulsed laser is used or because of an interruption of a continuous wave (CW) light source, the

transmitted light intensity shows an exponential behavior:

I(t) = I0e
− t
τ

The so-called Ring-Down (RD) time τ does not depend on the amplitude of the light pulse and

is thus not a�ected by intensity �uctuations of the light source. In the following we will give a

simplistic description of the CRDS in the so-called broad-band or ballistic approach. Later we

will correct the results obtained in this manner such that they can be applied to our case of CW

narrow-band excitation of the cavity. A more complete description can be found in [71]. After
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Figure 2.2: Ping-pong or ballistic model of pulsed CRDS: a short laser pulse is injected into
a cavity. At each re�ection, only a portion of the light is re�ected, while another portion is
transmitted and a part is lost due to absorption in the sample cell and in the mirror. This
leads to an exponential decrease of the transmitted signal, measured by a photodiode behind
the cavity (�gure based on a graph from [72])

a �rst passage through the cavity, the initial intensity Iin is attenuated to:

I0 = T2e−αlIin (2.7)

with α the absorption coe�cient of the absorbing medium in the cavity. After n round trips,

the intensity measured by a photodetector can be calculated with:

I(t) = I0e
−2n(− lnR+αl) (2.8)

We can now replace the discrete number of passes n by the time the light spends in the resonator,

t = 2 · l · n/c, which brings equation 2.8 to a continuous form:

Ird = I0 exp

(
ct

l
(− lnR + α)

)
(2.9)

The decay time constant (ring-down time) can be written as:

τ =
1

c(− lnR+ αl)
(2.10)

When an absorber is present in the measurement cell, the decay rate of the light intensity is

increased and the ring-down time decreases. The measurement of the ring-down can be converted

into an absorption coe�cient by subtracting the ring-down rate of the empty cavity from the

ring-down rate of the cavity with an absorbing sample:

α =
1

c

(
1

τ
− 1

τ0

)
(2.11)
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where τ0 is the ring-down time for the empty cavity.

An important measure of the performance of an optical spectrometer is the minimum absorption,

which can be measured. In CRDS instruments, this is determined with:

αmin =
1

c

(
1

τ0 −∆tmin
− 1

τ0

)
≈ ∆τmin

cτ2
0

(2.12)

with ∆τmin the minimum measurable di�erence between τ and τ0.

As indicator of the absorption measuring performance of an instrument, one generally states the

Noise-Equivalent Absorption (NEA) [73], which is the minimum detectable absorption coe�cient

that can be distinguished from empty cavity losses during a one second measurement interval

with 1 sigma uncertainty, per square root of the data-acquisition rate f :

NEA =

(
1

f

)1/2
∆τmin
cτ2

0

(2.13)

In the case where white noise dominates the measurement statistics, which is generally the case

for short acquisition times, the noise decreases with the inverse square root of time. This is the

reason for the dependency on the square root of the data-acquisition rate in equation (2.13).

In addition to the behavior of the intensity with time, we also have to consider the relation of

intensity and frequency encountered in optical spectrometers. In a cavity with two mirrors with

same re�ectivity R, the intensity of the transmitted radiation can be calculated with the Airy

formula, when excitation of other transverse modes than TEM00 is ignored (see e.g. [74]):

IT (ν) = I0(ν)
(1− R)2

(1− R)2 + 4R sin2(Φ/2)
(2.14)

with ν the input frequency of the radiation and Φ the phase di�erence between two successively

re�ected partial waves inside the cavity, which is Φ = 4lπν
c . The Airy formulas are calculated

by taking the wave-like nature of light into account and interferences are considered as a given

light wave propagates back and forth inside of a cavity.

The transmitted intensity is maximum when the denominator of equation (2.14) is minimum,

which is the case when the sine is zero. This is the case for

2π

c
lν = mπ (2.15)

and

νm = m
c

2l
= m∆νl (2.16)

∆νl is the frequency interval between two resonances and is called Free Spectral Range (FSR).

It depends on the distance l between the mirrors.
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Because of this behavior, an optical cavity works as a �lter with maxima only for frequencies,

which ful�ll the condition from equation (2.16).

For each frequency that follows equation (2.16), the length of a round trip of the light in the

cavity corresponds to a multiple of the wavelength, corresponding to a longitudinal mode of the

optical cavity. This relation ensures constructive interference of a re�ected light wave when it

overlaps with itself after a full round trip in the cavity. Apart from these longitudinal modes

with nodes only in axial direction, there are also modes with nodes in x- and y-dimension

(in Cartesian coordinates) and radial dimension (cylindrical coordinates), respectively. The

collectivity of modes is called Transverse Electromagnetic Modes (TEMmnq) , with subscripts

m, n, and q for the number of nodes in the respective dimensions (q is the longitudinal number

of modes and often omitted). An example of di�erent TE-modes is shown in �gure 2.3.

Figure 2.3: Schematic representation of the electric �eld distribution for the vertical polarization
case in the xy-plane in the resonator in cylindrical coordinates, �gure from [74])

The Full Width Half Maximum (FWHM) of the resonance given in equation (2.14), is [71]:

∆νc =
c

2πl

1− R√
R

(2.17)

The width of a cavity mode thus depends on the mirror re�ectivity and on the cavity length l.

The ratio of the FSR and the width of a cavity mode is de�ned as the Finesse F :

F =
∆νFSR

∆νc
=

π
√
R

1− R
(2.18)

Note that this formulation is true for a linear, but not a V-shaped cavity, where the equation

has to be modi�ed. It is an indicator of how well separated and narrow the cavity modes are.

A graph showing the transmittance for di�erent re�ectivities R (based on a �gure from [74]) is

shown in �gure 2.4. With increasing re�ectivity, the cavity modes become increasingly narrow.

Instead of measurements of the ring-down time for the determination of the absorption coe�-

cients, it is also possible to consider steady state conditions with a continuous light injection.

This leads to Cavity Enhanced Absorption Spectroscopy (CEAS) techniques.
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Figure 2.4: The cavity transmittance (equation (2.14)) for re�ectivities of R = 0.1, 0.5 and 0.83.
At higher re�ectivities (corresponding to higher Finesse), the FWHM ε becomes smaller and the
individual cavity modes are much better separated (�gure based on a similar �gure from [74])

In CEAS, laser light is coupled into the cavity and the intensity of the light leaking out of the

cavity is detected. The frequency of the laser should be in resonance with one of the cavity

modes. Instead of following the decay of the light in the cavity in real time, the temporal inte-

gration of the total transmitted intensity, which depends on the attenuation of the light trapped

within the cavity by an absorbing sample, is measured. Because of the continuous measurement,

no rapid interruption of the laser is required. The largest challenge in this technique is to obtain

a high e�ciency of injection of the laser into the cavity. At higher �nesse of an optical cavity,

the transmission mode envelope of the cavity becomes narrower and the injection of the light

into the cavity becomes more di�cult.

Various implementations of CEAS exist, amongst which we want to mention Integrated Cavity

Output Spectroscopy (ICOS) and Optical Feedback Cavity Enhanced Absorption Spectroscopy

(OF-CEAS).

An implementation of ICOS is o�-axis integrated cavity output spectroscopy (OA-ICOS) [4]. In

this technique, the laser beam is aligned o�-axis into a cavity with large astigmatic, dielectric

mirrors (typically around 5 cm). Because of this alignment, the beam is launched into an intra-

cavity trajectory folding onto itself only after a larger number of up to 100 round trips. Because

of this, the laser beam has lost its coherence and possesses a random phase with respect to new

incoming radiation, which results in zero average interference [71]. This results in a set-up with

basically no resonances and the laser is not locked to the cavity modes [75]. In OA-ICOS, a large

number of TEMmn modes are excited and contribute to the detection of the absorbing gas. This

renders the instrument quite insensitive to vibrations. In parallel to the gas cell, a portion of

the laser light is guided to an etalon and re�ected at the two surfaces. At each time the length

of the etalon corresponds to a multiple of the laser wavelength, constructive interference occurs
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and a photodiode measuring the etalon re�ections records a maximum in the intensity. In this

way, a frequency comb is generated and can be used to determine the tuning rate of the laser.

A drawback of this technique is that due to the large number of re�ections at the cavity mirrors,

the transmission through the cavity is extremely reduced and a laser with relatively high output

power and very sensitive detectors - often cooled to low temperatures - have to be employed.

In addition, because of the relatively large mirrors, the sample volume is at least one order of

magnitude larger than in CEAS techniques using on-axis cavity injection.

In the OF-CEAS technique, a portion of the light inside the cavity is sent back to the laser source

and e�ciently couples the laser frequency to one of the modes of the cavity. This technique is

used for the instrument developed in this thesis and will be explained in more detail in section

2.5.

2.4 State-of-the-art

In recent years, several optical instruments based on the spectroscopic techniques described

above, have been introduced for the measurement of water vapor isotope ratios.

A direct absorption spectrometer was introduced by Kerstel et al. [64] as early as 1999 (after

a development phase that had started in 1995). It measured the isotopic composition of water

using a Color Center Laser (or Farbe Center Laser, FCL) around 3662 cm-1 (2.73 µm) and at

an e�ective path length of approx. 20 m in a spherical mirror Herriot MPC with a base-length

of 43 cm. Their instrument was used for the determination of the isotopic composition of liquid

water samples. A 10 µl water sample was introduced into an evacuated gas cell and measured

in parallel to a reference cell containing an isotope standard. At partial pressures around 13

mbar, precisions of 0.7, 0.3 and 0.5h were reached for δ2H, δ17O and δ18O, respectively, for an

average over 15 laser scans, corresponding to approx. 30 min total measurement time.

Webster et al. [5, 76] reported measurements of the water isotopic composition in the upper tro-

posphere lower stratosphere (UTLS) with a TDL spectrometer called ALIAS, which is equipped

with an MPC and a quantum cascade laser (QCL) emitting at 6.7 µm. At water concentrations

around 80 ppmv, they report uncertainties for the delta values of approximately 50h over a

pressure range of 75 - 300 mbar.

A TDLAS using a LN2-cooled lead-salt laser, commercialized by Campbell Scienti�c Inc., was

used by Lee and co-workers [65, 66], to measure atmospheric water vapor isotopologues at 6.7

µm with a precision of 2h for δ2H and 0.12h for δ18O, with 1 h averages at 5600 ppmv, and

1.1h and 0.07h at 15,000 ppmv for δ2H and δ18O respectively.

More recently, an MPC equipped direct absorption spectrometer, measuring at 2.66µm was

described by Dyro� et al. [7]. This instrument uses 2f wavelength modulation and on-board

calibration to two isotope standards to arrive at an accuracy of 2h for δ2H and δ18O at a water

concentration of 600 ppmv. At 100ppmv, a detection limit of 4.5h and 1.2h for δ2H and δ18O,
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respectively was reported for 60s averaging.

An instrument based on a QCL-equipped OA-ICOS was described by Sayres et al. and success-

fully employed for isotope measurements in the upper troposphere and lower stratosphere [10].

Their instrument achieved a precision of 0.14 ppmv for the H2O concentration, whereas at a

water concentration of 5 ppmv a precision of 50h and 30h for δ2H and δ18O, respectively, was

demonstrated.

OA-ICOS is also used in the commercial instruments of Los Gatos Research (LGR). The LGR

instruments �rst became commercially available in 2006. Newer versions of the instrument have

been presented and discussed by di�erent research groups [48, 77, 78]. Aemisegger et al. [78]

report a precision of 0.02h with 7 min averaging for δ2H and of 0.01h for δ18O with 30 min

averaging with a later version of the Water Vapor Isotope Analyzer (WVIA-EP) at water con-

centrations around 15,700 ppmv. For measurements including δ17O, Berman et al. [48] state for

the Triple Isotope Water Analyzer (TIWA-45EP) a combined precision and accuracy of 0.07h

and 0.03h for δ18O and δ17O, respectively, in a water concentration range of 2 − 4.5 × 1016

molecules/cm3 (17,500 to 40,000 ppmv), for measurements averaged over four separate injec-

tions of liquid water samples.

A particularity of the Picarro WS-CRDS spectrometer is that it uses a three-mirror ring cavity.

The calibration of the frequency scale requires the use of a custom made wavelength monitor

[79]. For one of the later versions of the Picarro instruments, the L2130-i, Aemisegger et al. [78]

report at 15,700 ppmv a precision of 0.02h with 170 min averaging for δ2H and 0.006h with

100 min averaging for δ18O. With 5 s averaging, the reported precision is 0.83h and 0.22h for

δ
2H and δ18O, respectively.

More recently, Steig et al. [49] presented a modi�cation of the Picarro instrument (model L2140-

i), which was speci�cally designed to measure ∆17O with high precision. It uses two lasers to

measure δ18O and δ17O at 7193 cm−1 and reaches precisions of 0.015h for both δ18O and δ17O

and of 0.01h for ∆17O, with 1200 s averaging at water concentrations around 20,000 ppmv.

Although several of the above described techniques demonstrate very good performance with

high stability and precision, none of the instruments, with the exception of the Harvard ICOS

[10] and the ALIAS instrument [5], is well adapted to measure water isotopologues with su�-

ciently high precision under very dry conditions with H2O < 1000 ppmv. Because of a large

volume (around 1m3) and large mass, the Harvard ICOS is, however, not particularly well-suited

for wider spread use.

In order to be able to measure under very dry conditions, one could decrease the noise level, which

is for example done in modulation techniques such as noise immune cavity enhanced optical het-

erodyne molecular spectroscopy (NICE-OHMS), which was most pro�tably used in Lamb-Dip

experiments [80]. However, this technique is very complex and not suitable for Doppler-limited

spectroscopy.

Another possibility would be to use stronger ro-vibrational transitions, which can be found in
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the mid-infrared region at 2.7 µm and 6.7 µm. This is done in the Harvard ICOS instrument

[10], the ALIAS instrument [76] and as well in the ISOCLOUD in-situ isotope instruments (see

chapter 8). In the case of H2O, the gain is approximately one order of magnitude, and is o�set

by less sensitive MIR detectors and mirrors with lower re�ectivity, resulting in higher noise level

and/or shorter e�ective path lengths.

Finally, a viable alternative solution is to increase the e�ective absorption path length, which

can be achieved by the use of higher re�ectivity coatings on the cavity mirrors of a CRDS or

CEAS system.

2.5 Optical feedback cavity enhanced absorption spectroscopy

(OF-CEAS)

Most of the previously described cavity enhanced absorption spectroscopy techniques su�er from

ine�cient and noisy cavity injection due to changes in the laser frequency and linewidth, which

is in general much larger than the width of a single cavity mode. As mentioned above, this

becomes a major problem when using very high �nesse cavities, in which the coupling is even

more di�cult because of the correspondingly narrower cavity mode width.

In the case of OF-CEAS, a portion of the light (optical feedback) travelling inside the cavity

is send back to the laser source, which results in a coupling of the laser to one of the cavity

modes, which in turn leads to a narrowing of the laser line width to below that of the cavity

mode transmission [81].

Figure 2.5: Schematics of a typical OF-CEAS set-up with a V-shaped cavity (�gure from [82]

A schematic of a typical OF-CEAS set-up with a V-shaped cavity is shown in �gure 2.5.

The light from a diode laser is injected into a V-shaped cavity via a set of di�erent optical com-

ponents. The V-shape of the cavity e�ciently avoids that a direct re�ection from the folding
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mirror at the apex of the cavity (labeledMa) is sent back to the laser and ensures that only light

re�ected at mirror M1 inside the cavity returns as optical feedback (OF) to the laser. A pho-

todetector (PD) with a beamsplitter (BS) is used to monitor the injected laser intensity, whereas

a signal detector behind the cavity measures the cavity output. An attenuator (A), e.g. a lin-

ear polarizer, between the cavity and the laser is used to adjust the level of feedback to the laser.

As the laser is scanned over a frequency range, it is slowed down due to the optical feedback

and stays longer at the successive cavity frequencies (cf. �gure 2.6). At higher feedback levels,

the laser couples stronger to the cavity frequencies and the resident time for each frequency is

extended.

Figure 2.6: Figure from [82]. Frequency of the diode laser coupled by optical feedback to the
V-shaped cavity, as a function of free running laser frequency, during the passage through a
cavity mode for two di�erent levels of feedback (solid and dotted lines for weak and strong
feedback levels, respectively). The linear dashed line indicates the free running laser frequency,
which is directly proportional to the laser current. Arrows in the plot indicate the path of the
coupled laser frequency (α → β → γ → δ when the laser current is tuned and emphasize the
longer residence time at the respective cavity frequency

The distance between the laser and the cavity equals L2, the length of the second cavity

arm. This ensures that constructive interference inside the laser cavity is obtained for all cavity

modes, as the distance corresponds to an integer multiple of one-half the wavelength irrespective

of the exact wavelength value (a detailed derivation can be found in [81]). To compensate for

instabilities in the laser-cavity distance and cavity length due to temperature and mechanical

variations or disturbances, a mirror between laser and cavity is mounted on a piezo element,

controlled by a feedback loop. The error signal for the feedback loop is obtained by analysis of

the symmetry of the transmission pro�les of the cavity modes.

For the con�guration described here above and used in our spectrometer, in which the laser to

cavity distance equals L2, modes for which the cavity round trip is an even or odd multiple

of one-half of the wavelength (from now on simply called even and odd modes), experience a
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slightly di�erent re�ection coe�cient at the folding mirror, which results in a small di�erence in

the ring-down time associated with the odd and even modes [81, 82]. However, this di�erence

can easily be corrected for in the data analysis, as the di�erence remains constant over the small

tuning range of the laser wavelength.

An OF-CEAS spectrum is �nally recorded by determining the maxima of successive TEM0,0

cavity mode pro�les in the raw OF-CEAS signal (cf. �gure 2.7) and normalizing them with the

signal of the reference detector. At the end of each laser scan, the laser is interrupted for a little

more than the duration of one cavity mode to measure a ring-down on one cavity mode. These

RD measurements are used to calibrate the transmission signal and to convert the spectra to

absorption units, based on the (approximated) relation:

√
Hk

τk
=

√
Hm

τm
(2.19)

with the cavity modes k andm, τk the ring-down time of mode k, and Hk the measured intensity

ratio at mode k. A derivation of this relation can be found in [81]. This approximation is very

good under typical CEAS conditions, and even in the limit of relatively strong absorption. In

(a) (b)

Figure 2.7: Exemplary OF-CEAS signal, a) signal over the entire laser scan b) at the end of each
scan the laser is interrupted to record a RD event to convert the recorded spectra to absorption
scale

table 2.1, the most important characteristic dimensions like the FSR and Finesse are compared

for a linear cavity and a V-shaped cavity.
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Linear Cavity V-shaped cavity

FSR c/(2L) c/2(L1 + L2)

ring-down time empty
cavity τ0 =

L/c
1−R τ0 =

L1+L2

2c(1−R)

ring-down time with
absorber τ = −L/c

1−R+αL
τ = L1+L2

2c(1−R+α(L1+L2))

Finesse πR

1−
√
R

πR
1−R2

max. transmission for
lossless cavity ≈ 1

(1+L
T

)2
≈ 1

4
1

(1+L
T

)2

H(α→ 0,L + T � 1)

Table 2.1: FSR, ring-down time, Finesse and maximal transmission for linear and V-shaped
cavity as a function of re�ectivity R, transmittance T, and the length of the cavity arm(s) L
(linear cavity), and L1 and L2 (V-shaped cavity), respectively. c is the speed of light.

2.6 Absorption scale linearity

As mentioned above, in direct absorption techniques, the molecular absorption coe�cient α is

obtained in a very straightforward manner from the Lambert-Beer-Bouguer law:

α = −1

l
ln

(
It
I0

)
with It the transmitted intensity, I0 the incoming light intensity and l the e�ective path length.

In the case of OF-CEAS, the relation between molecular absorption and intensity is more com-

plicated. As described in detail in [6, 81] and brie�y summarized in the following, the relation

between α and the transmitted intensity in OF-CEAS allows the measurement of isotope ratios

over a much larger concentration range than in direct absorption spectroscopy.

In the case of a V-shaped cavity with cavity arm lengths l1 and l2, �lled with an absorber with

absorption coe�cient αm = α(ωm) at the center of a cavity mode, the cavity transmission is

described with an Airy-shaped transfer function whose maximum at frequency ωm is given by

[82]:

Hmax(αm) =

[
T exp(−αml1/2)

1− R2 exp(−αm(l1 + l2))

]2

(2.20)

The e�ective mirror transmission and re�ectivity coe�cients T and R are T = (TaT1)1/2 and

R = (Ra)1/2(R1R2)1/4 with the subscript a indicating the folding (apex) mirror and 1 and 2 the

mirrors at the end of the two cavity arms (the transmitted intensity is calculated for mirror 1).
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In general, all three mirrors are from the same batch and are virtually identical. As the angle

between the two cavity arms is very small, the re�ectivity is practically the same as for normal

incidence and the re�ection and transmission coe�cients can be considered equal for the three

mirrors.

Equation 2.20 is valid for cavity injections by a perfectly monochromatic �eld slowly passing

through resonance. This is generally true in the case of OF-CEAS, as the laser tuning is

su�ciently slow to assure full cavity buildup during frequency locking by optical feedback,

which also results in a laser line width narrowing to well below the cavity mode width.

Because of conservation of energy, the e�ective mirror losses due to absorption and scattering

are given by L = 1−R−T. With this, it is easy to show with equation 2.20 that the maximum

transmission for a completely lossless cavity (α = 0 and L = 0) reaches 25%:

H(α← 0, L + T � 1) ≈ 1

4

1

(1 + L
T

)2
(2.21)

Equation 2.20 is derived by squaring the sum of the amplitudes of the �eld transmitted through

the mirror at the end of one cavity arm and not by summing the square of the amplitudes [82].

The summation of the intensities would not account for the resonance e�ect in OF-CEAS and

is only valid in the case of a broadband incoherent source. This would result in substantially

lower transmission of only T/4.

If we approximate exp(−αml1) ≈ 1 in the numerator, it is possible to invert equation 2.20,

following the derivation presented in [6] and [81]:

αm =
1

l1 + l2

[
2 ln(R)− ln

(
1− T√

Hmax

)]
(2.22)

We further make the assumption T/
√
Hmax � 1, which is in general true as T is typically

smaller than 100 ppm and very large absorptions are avoided, such that Hmax > 1%. With this,

we can write

αk ≈
2

l1 + l2
ln(R) +

T

(l1 + l2)
√
Hmax(k)

(2.23)

If we write ln(R) ≈ 1− R = T + L, it becomes evident that the �rst term on the right hand of

equation (2.23) is −γ0, the loss per unit length for the empty cavity. We can than write:

γk
c

= αk −
2

l1 + l2
ln(R) = αk +

γ0

c
≈ T

(l1 + l2)
√
Hmax(k)

(2.24)

The total loss coe�cient γk can be determined experimentally by �tting exp(−γkt) to a ring-

down event, which can be produced by an abrupt interruption of the laser once the maximum

injection for mode k has been reached. The CEAS spectrum can then be obtained in abso-

lute absorption units, apart from an o�set due to the empty cavity losses (γ0), by calculating
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1/
√
Hmax(m) for all modes m and then multiplying by the factor (γk/c)

√
Hmax(k) determined

by the ring-down measurement at mode k. It should be underlined that the absorption-scale

calibration procedure can also be performed in the presence of intracavity absorption. The cali-

bration of CEAS measurements in absolute absorption units does not require a measurement of

the ring-down time for an empty cavity. An investigation of the accuracy of the normalization

is discussed in detail in [81].

For a typical OF-CEAS cavity with ring-down time of 20 µs, the relative error due to the nor-

malization procedure is smaller than 100 ppm for cavity transmissions larger than 10% of the

maximum value (H > 0.1). This would correspond to an absorption coe�cient of 4× 10−6/cm

or, considering a typical noise level of 4× 10−10/cm, to a dynamic range of four decades. For a

higher �nesse cavity such as the one used in our spectrometer, the accuracy of the normaliza-

tion is even better. For cavity transmissions larger than 5%, the relative error for a cavity with

ring-down times of 130 µs would be smaller than 50 ppm.



Chapter 3

OCEAS instrument design

In this chapter, the OF-CEAS laser spectrometer, SIRI (Spectromètre Infrarouge des Rapports

Isotopiques), developed within the framework of this thesis, is described. A �rst OF-CEAS

spectrometer for water vapor isotope measurements was introduced by Kerstel et al. in 2006 [6],

an improved version was described by Iannone et al. in 2009 [83]. With the novel spectrometer

SIRI, we speci�cally aimed for an instrument able to measure water vapor isotopes in very dry

conditions with water concentrations well below 500 ppmv as encountered in Antarctica and

the upper atmosphere. This requires an instrument with much higher sensitivity and stability

and could be achieved with the design detailed in the following. In addition, we refer to our

publication in Optics Letters [84], which can be found in appendix C. Please note that for the

purpose of the Optics Letter publication, the instrument developed in this work and referred to

as SIRI throughout this entire thesis was named HiFi (for High Finesse Spectrometer) to o�er

a more international name.

3.1 Optical Layout

The laser source used in the laser spectrometer SIRI is, as in the predecessor IRIS, a distributed

feedback (DFB) diode laser (obtained from either LaserComponents or Nanoplus) with a typ-

ical maximal output power of 10mW. For the di�erent spectral regions (discussed in detail in

section 3.6), various lasers were used.

The cavity mirrors (from Layertec GmbH) have a radius of 1 m and a wedge of 1°. With an

empty cavity, these mirrors yield a ring-down time of 150 µs (at 7184 cm−1, which is more than

a factor seven higher than in previous instruments and requires an even more precise alignment

of the optical set-up. The ring-down time corresponds to a re�ectivity of 99.9989% (1-R=11

ppm) and leads to a cavity with a �nesse of approx. 144,000 (a standard linear cavity of the

same external length using the same mirrors would have F ≈ 288, 000). This high �nesse results

in an e�ective path length of nearly 45 km and is necessary to be sensitive enough to measure

at very low water concentrations.

Instead of using very high re�ectivity mirrors, it would have been possible to change from the

near-infrared into the mid-infrared (MIR) at 2.7 µm, which would have resulted in transitions

that are approx. a factor 10 stronger. However, apart from the currently still lower re�ectivities
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of mirrors for the MIR, this would also have required the use of less sensitive photodetectors.

The gain of stronger transitions would thus have been canceled out or even overcompensated by

these disadvantages.

In our instrument, the photodetectors are InGaAs detectors (Hamamatsu) wired in the back

of the detector, which reduces the risk of optical fringes induced by parasitic re�ections on the

wires.

To correct the measurements for water absorption occurring outside of the gas cell, the path

lengths outside the cavity for reference and signal photodiode were matched. This becomes

especially important when the sample measured in the gas cell is much drier than the ambient

air.

3.2 Mechanical layout

The instrument is mounted in a thermally insulated aluminum casing, which has a volume of

approx. 45 l and a weight of 25 kg and is thus easily transportable. The core of the spectrometer

is an additionally insulated triangular base mounted on four metallic springs on which the optical

set-up is installed. The V-shaped cavity consists of two arms of 50 cm under an angle of 0.94°.

Other than previous versions, the gas cell is other than in previous versions now machined from

a single stainless steel bloc, which reduces the risk of leaks.

3.3 Flow system

An important factor in�uencing the response time of an instrument, is the so-called memory

e�ect. Due to for example adsorption of water to the walls of tubing and cavity of the instrument

or small dead volumes that are not e�ciently exchanged with new gas, the time response of an

optical spectrometer can sometimes be in the order of several minutes.

To reduce the memory of our system, the electropolished stainless steel of the gas cell is now

additionally coated with a �uoroaliphatic polymer (Cytonix FluoroPel 800A).

Because of the very low water concentrations, special attention was paid to the gas inlet system

to reduce memory e�ects. All inlet tubing is coated O'Brian tubing, and a Siltek treated inlet

�lter (Restek) is used to protect the system against contamination from larger particles. The

pressure is regulated to 35 mbar by a Siltek treated pressure controller (Bronkhorst) at a �ow

rate of approx. 150 sccm. The gas cell has channels with a diameter of 5 mm, which results in

a volume of 18.6 ccm and therefore in a gas exchange time of only 0.18 s.

During in �eld deployment of the instrument, additional O'Brien tubing is used for the inlet and

is temperature stabilized to approximately 50°C with an auto-regulating heating band (Horst).
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3.4 Data acquisition and storage

The entire instrument is controlled by a C program on a ARM9-based micro-controller (AT-

MEL), which is also used for the data acquisition in combination with a analog/digital converter.

Communication with the ARM9 is established via an Ethernet connection with a Labview (Na-

tional Instruments) based program, which is also used to control the instrument. Data analysis

is done on-line with the same Labview program in combination with a C based analysis program

incorporating the Minuit library of CERN [85]. The signal of the two photodiodes is digitized

by a 16 bit A/D converter with 60 000 points per channel. Due to the high ring-down times,

which result in very long residence times for each single mode in the cavity, a scanning frequency

of 1.96 spectra per second was chosen, corresponding to approximately 3.5 ms per single mode.

The scanning frequency is thus a factor three smaller than in the predecessor IRIS. However,

instead of one ring-down event per second, the laser is now interrupted for approximately 3.5

ms (400 data points) at the end of each scan. Housekeeping data such as cavity temperature

and pressure are recorded with 12 bit and averaged over 10 consecutive acquisitions before being

written to �le.

3.5 System control and house keeping

A large improvement has been made in the temperature stability of the system compared to

previous versions. Whereas IRIS was stabilized to 35.5 ± 0.5°C by an on/o� regulation, the

temperature of the instrument is now regulated in a two step system to 45°C with mK-precision

and a drift of less than 0.5 mK over 200 min (see �gure 3.1).. The air temperature in the entire

instrument is regulated to 38 ± 0.1 °C with a PID regulated TEC (Supercool) in combination

with two mixing fans. Furthermore, the temperature of the optical triangle is stabilized at

45 °C with additional heating bands , which are regulated with a PID loop via a pulse width

modulation (PWM). The temperature sensor used for the regulation is a very low drift Pt1000,

which is read out with 16 bit resolution.

To avoid additional electronic heat in the insulated box due to the power supply, the instrument

is powered by a commercially available 220W single output desktop power supply. Because of two

additional Pt1000 temperature sensors that are freely suspended in the inlet and outlet stream

of the cavity, it is also possible to correct measurements for �uctuations of the gas temperature.

This becomes especially important if atmospheric measurements with large variations of the air

temperature (e.g. day-night cycle) shall be done. Due to the di�erent temperature dependency

of the single absorption lines, this can become crucial when isotope ratios should be determined

with high accuracy. The pressure in the cavity is stable within the microbar level (better than

10 µbar) for several hours (cf. �gure 3.1b).
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(a) (b)

Figure 3.1: Allan variances of temperature and pressure in the instrument. The sensors used
for the Allan variances are independent sensors and not used for the regulation. The stability
of the cell temperature is better than 1 mK, the maximum at 1 s is due to the read-out of the
sensor. The pressure is regulated with a precision of better than 10 µbar over a time of 3.6 h

3.6 Choice of spectral ranges

Depending on the speci�c requirements of the measurements, di�erent spectral regions in the

near infra-red were selected for the measurements. For most of the measurements, a spectral

region around 7184 cm−1 was chosen that was also used in previous instruments [6, 83] and is

also used by commercial instruments [78, 86]. As can be seen in an exemplary spectra in this

region (�gure 3.2), this region is suited for measurements of all of the four isotopologues H16
2 O,

HD 16O, H2
18O and H2

17O. Because of a relatively large number of additional weak absorption

Figure 3.2: Simulated spectrum at 7184cm−1, 1 ppmv H2
16O, spectral information from the

Hitran database [61]
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lines and several methane absorption lines in this spectral region, the analysis of the spectral

data is more di�cult than in other spectral regions.

An alternative, for measurements in which H2
17O is of no or little interest, is the spectral re-

gion around 7200 cm−1 in which the absorption lines of the three isotopologues H16
2 O, HD 16O

and H2
18O are better separated (�gure 3.3). This region, which we used for some of our mea-

surements, is also the region of choice of the most common version of the instruments of Los

Gatos Research Inc. [78]. For measurements at very low water concentrations (< 40 ppmv),

Figure 3.3: Simulation of a spectrum at 7200cm−1 and 1 ppmv H2
16O; spectral information

from the Hitran database [61]

we chose an alternative spectral region around 7286 cm−1 (cf. �gure 3.5), which includes an

H2
18O absorption line that is nearly a factor 4 stronger and an H16

2 O line that is more than

a factor 50 stronger than in the above mentioned regions. In addition, the region around 7286

cm−1 enables the measurement of δ2H with spectral lines of H2
16O and HD 16O at 7280 cm−1.

With the available laser (Nanoplus GmbH), the two region could be reached by selecting the

appropriate temperature of the laser chip. In table 3.1, the wavenumber, intensity and tem-

perature dependence of the line strength for the principal absorption lines [61] is shown for the

di�erent spectral regions used in our measurements. For the spectral region around 7286 cm−1,

the change of the wavelength region additionally results in an increase of the ring-down time of

the instrument due to a higher re�ectivity of the cavity mirrors (cf. �gure 3.4). With ring-down

times of up to 180 µs, this con�guration results in a signi�cantly increased sensitivity in the low

water vapor concentration range (see chapter 8).

This spectral range was not used in our instrument but we adapted a di�erent OF-CEAS spec-

trometer that was initially built in our laboratory by J. Habig of the Karlsruhe Institute of

Technology [87].
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Figure 3.4: The re�ectivity of our cavity mirrors vs. the wavenumber (measurements by S. Kassi,
LIPhy, UJF). The re�ectivity is higher for the region 7286 cm−1 proposed for measurements of
δ
18O at very low water concentrations compared to the spectral regions used before.

isotopologue wavenumber intensity temperature dependence
[cm−1] [cm−1/(molecule× cm−2)] %/°C

H2
16O 7183.6858 3.67× 10−24 0.0593

H2
18O 7183.5892 4.54× 10−24 0.133

H2
17O 7183.7355 1.16× 10−24 -0.688

HD 16O 7183.9728 3.385× 10−25 -0.609

H2
16O 7200.1338 3.268× 10−24 -0.398

H2
18O 7199.9613 4.434× 10−24 -0.0365

HD 16O 7200.3024 3.514× 10−25 -0.155

H2
16O 7286.0508 2.049× 10−22 -0.244

H2
18O 7285.7703 3.442× 10−23 -0.709

H2
16O 7280.4842 2.735× 10−23 -0.103

HD 16O 7280.5569 7.383× 10−25 -0.787

Table 3.1: Principal absorption lines in the investigated spectral regions [61]
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(a)

(b)

Figure 3.5: Simulation of spectra at a) 7286 cm−1 and b) 7280 cm−1, respectively. Spectral
information from the Hitran database [61].





Chapter 4

Data analysis procedures

To retrieve concentrations and isotope ratios from a measurement, a theoretical model is gen-

erally �t to the experimental spectra. For the synthetic spectra, di�erent models can be used,

that take di�erent factors responsible for line broadening into account.

If the pressure of the gas sample is very low (p ≤ 0.5 mbar), the line width of the spectral lines

is dominated by the Doppler line width. It takes into account the e�ect that the frequency at

which a molecule with a velocity component along the trajectory of the light beam absorbs and

emits electromagnetic radiation is slightly shifted. As the velocity of the molecules in a gas is

due to thermal motion, this change in the absorption frequency leads to a Gaussian line shape

[88]:

I(ν) = I0 exp

[
−
(

2 ln(2)(ν − ν0)

γD

)]
(4.1)

with γD the FWHM of the Gaussian function:

γD =
ν0

c
(8kBT ln(2)/m)1/2 (4.2)

with ν0 the center frequency of the absorption in Hz, c the speed of light, kB Boltzmann's con-

stant, T the temperature in Kelvin and m the mass of the molecule in kg.

At higher pressures, the collision between molecules in the gas can lead to a reduction of the

lifetime of the molecule's upper energy state, which according to Heisenberg's uncertainty prin-

ciple leads to an increased linewidth. The line shape in this case is described by a Lorentzian

function [89]:

I(ν) = I0
2πγC

(ν − ν0)2 + (πγC)2
(4.3)

(4.4)

with γC the FWHM of the Lorentz function. At higher pressures (p ≥ 1000 mbar), the collisional

broadening is the dominant mechanism and the pro�le can be described relatively well by a

purely Lorentzian line shape [90]. At intermediate pressure (0.5 mbar ≤ p ≤ 1000 mbar), the

line shape is often approximated with the Voigt pro�le, which is a convolution of a Gaussian
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and a Lorentzian pro�le. The normalized Voigt pro�le can be written as [91]:

ΓV (ν) =
γC

π3/2γ2
D

∫ +∞

−∞

e−y
2(

ν−ν0
γD
− y
)2

+
(
γC
γD

)2 dy (4.5)

and has in a �rst approximation a FWHM γV of [92]:

γV ≈ 0.5346γC +
√

0.2166γ2
C + γ2

D (4.6)

However, the Voigt pro�le is only an approximation, as it does not take into account further

mechanisms that in�uence the line shape of a spectral lines. In reality, the Doppler pro�le of

the spectral lines is narrowed because of collisions between the active molecules and molecules

in the bu�er gas, which result in a reduced free path length (to below the wavelength of the

infrared radiation) and consequently in a smaller velocity of the molecules.

Two di�erent models have been developed to take this narrowing, the so-called Dicke e�ect, into

account. The Rautian and Sobel'man model (in the following Rautian pro�le)[93] and the model

of Galatry (Galatry pro�le)[94]. These two models take into account the Doppler broadening,

the Dicke narrowing and the collisional broadening. Whereas the Galatry model assumes that

the mass of the active molecule is much heavier than the mass of the molecules of the carrier gas

(and consequently many collisions are required to induce a notable velocity change), the model

of Rautian and Sobel'man supposes the contrary, namely that the perturber is much heavier

than the active molecule (and a single collision su�ces) [90, 93, 94].

As in our case, the active molecule is in general lighter than the carrier gas molecules, we will

focus here on the Rautian pro�le. This pro�le can be expressed as [90]:

γR(γD, γC , z) =
1

γD
√
π
<
[

W (γD, γC + z)

1−
√
πzW (γD, γC + z)

]
(4.7)

with

W (γD, γC , z) =
i

π

∫ ∞
−∞

e−t
2

(ν−ν0γD
+ i( γCγD + z)− t√

ln(2)
)
dt (4.8)

and the narrowing parameter z:

z =
βC
γD

(4.9)

with βC the coe�cient of collisional narrowing (given in cm−1).
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4.1 Analysis of experimental spectra

For the analysis of our experimental spectra, a simulated spectrum based on the Rautian line

pro�le is �t to the experimental data. The line positions of the di�erent absorption lines were

taken from determinations with high sensitivity CW-Cavity Ring Down Spectroscopy done by

Leshchishina et al. [95] and the frequency scale of the measured spectrum was scaled linearly

to match this theoretical spectrum, e�ectively determining the FSR of our OF-CEAS cavity.

The Gaussian line widths (Doppler broadening) were calculated for the di�erent isotopologues

based on the gas cell temperature and then �xed for all spectra. Lorentzian widths (pressure

broadening) and the Dicke parameters (motional narrowing) were �t once over an exemplary

measurement and kept constant throughout the measurements. The relative intensities of di�er-

ent absorption lines from the same isotopologue were �xed, thus yielding only one free parameter

for intensity per isotopologue. Note that of di�erent temperature dependencies of the strengths

of di�erent absorption lines, this grouping should only be done with a very good temperature

stabilization, which is present in our spectrometer. In addition to the group intensities for each

isotopologue, an additional parameter accounts for a possible mode shift of the entire spectra,

which can occur due to small temperature �uctuations of the gas or gas cell temperature. To

take into account additional absorption lines of methane in the same spectral region, these lines

were introduced as an additional species in the model spectrum, with an additional �tted group

intensity parameter. The absorption frequencies of methane were taken from measurements of

Campargue et al. [96], whereas we determined the relative intensities and Lorentzian line widths

of the strongest methane absorption lines in a measurement on a diluted methane sample. The

methane absorption does not play an important role for higher water concentrations but be-

comes an important factor at lower water concentrations (500 ppmv and below). The baseline

is �t with neighboring strong water absorption lines outside the measurement range, and an

additional third order polynomial.

The quality of the �t, and consequentially an important factor of the instrumental performance,

is determined by the residual on the �t. Throughout the water concentration range, in which

we can measure with SIRI, the RMS of the residual on the �t is below 8 × 10−11 cm−1 (at

2 Hz measurements). At water concentrations below 500 ppmv, the NEAS of the instrument

is typically around 6 × 10−11 cm−1Hz−1/2, which is an improvement by a factor of almost 7

compared to the predecessor instrument IRIS.

4.2 Precision

In the case of an absolutely stable system, the precision of the measurements would continu-

ously improve with increasing integration time. However, in the real world instrument stability

is limited, for example because of temperature or pressure drift or mechanical disturbances.
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Figure 4.1: A single experimental spectrum, recorded in 0.51 s at 500 ppmv H2O. The RMS of
the residual (bottom panel), is 8× 10−11 cm−1

Because of these drifts, longer averaging is only bene�cial up to the level where instrumental

drift becomes noticeable.

The optimum integration time can be e�ectively determined with an Allan-Werle-plot. The

Allan-Werle-plot was �rst introduced to the �eld of laser-based trace gas detection to reveal low

frequency drift phenomena [97] and later adapted to characterize instrumental stability [98]. To

determine the stability of SIRI and its level of precision, long time measurements at di�erent

water concentrations were made. A gas bottle was �lled with a mixture of dry synthetic air and

a calculated amount of a local water standard to a given water concentration. This standard gas

bottle was then connected to the OF-CEAS instrument for long time (> 8h) stability measure-

ments. This measurement was repeated with di�erent water concentrations in the range from

20 ppmv to 1500 ppmv. Measurements with a bottle �lled with a standard water gas mixture is

a well adapted approach for long term stability measurements as it o�ers a very stable moist air

supply and is very easy to use. Most importantly, Kerstel et al. [6] showed that fractionation in

the bottle can be neglected under the conditions encountered in our experiments, with partial

pressures well below saturation.

Figure 4.2 shows Allan-Werle plots for the isotope ratios of the three isotopologues HDO, H2
17O

and H2
18O from measurements at di�erent water concentrations that were done with standard

gas bottles as described above.

In the case of δ2H, the best precision σopt = 0.12h is reached in τopt = 36.4 min and at a water

concentration of 1500 ppmv. For δ18O the optimum integration time is also τopt = 36 min,



4.2. Precision 41

but the best precision is at H2O= 600 ppmv and for δ17O the best results are achieved with

τopt = 70 min at 1500 ppmv and σopt = 0.064h. Because of fast natural isotope variations, it

is not always possible to integrate the measurements for more than 30 min. Because of this, the

precision that can be achieved in shorter time is also a very important measure. In table 4.1,

the precisions at the di�erent water concentration measurements shown in �gure 4.2, are given

for T = 4 s (8 data points) averaging and for the Allan optimum integration time Topt. With 4 s

averaging, the time resolution is still su�cient to study fast isotopic processes, but the precision

is nearly a factor of three better than for non-averaged (0.5 s) measurements. As can be seen in

(a) (b)

(c)

Figure 4.2: Allan deviation for the three isotopes

�gure 4.3, the precision of the measurements in a water concentration range from 200ppmv to

2000ppmv remains approximately the same for all three isotopologues. For δ2H, the precision

is always better than 0.8h, for δ17O better than 0.15h and for δ18O better than 0.1h. A de-

tailed discussion of the precision of our instrument can be found in [84], which is included in the

appendix of this thesis. In the letter, the instrument is named HiFi (High Finesse Instrument)

to avoid confusion with the name of the previous instrument IRIS.
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Figure 4.3: Minimum Allan deviation vs. H2O

Table 4.1: Measurement Precision as a Function of the Water Mixing Ratio for Di�erent Aver-
aging Times

σ(2H) σ(2H) σ(18O) σ(18O) σ(17O) σ(17O)
H2O (4 s) (Topt) (4 s) (Topt) (4 s) (Topt)
[ppmv] [h] [h] [h] [h] [h] [h]

20 54 5 4.4 0.5 12 1.1
80 12 0.8 1.1 0.1 3.2 0.2
190 5.5 0.6 0.5 0.07 1.4 0.19
420 2.7 0.5 0.27 0.05 0.7 0.16
610 1.7 0.5 0.18 0.02 0.4 0.1
770 1.1 0.28 0.18 0.04 0.3 0.07
1470 0.7 0.12 0.17 0.05 0.22 0.07



4.3. Noise analysis 43

4.3 Noise analysis

To estimate the performance of the �tting routine used to analyze our data and to investigate

factors that can in�uence the analysis of the data, synthetic spectra were generated with a

Labview based simulation program. For the simulation, the C-based routine that is also used

for the �tting analysis of the data was incorporated into the Labview program. All generated

spectra were simulated with a Rautian line pro�le. Gaussian and Lorentzian widths as well as

the Dicke parameter were set to the average values that were obtained from �ts to experimental

spectra. The relative intensities of the di�erent lines of the same isotopologue were �xed.

To simulate changes in the water concentration only, the intensities of all spectral lines of

water were equally scaled. The baseline of the simulated spectra consists of a second order

polynomial, superimposed with Gaussian white noise. To compare synthetic and experimental

data, simulations were done with Gaussian noise of the same size as the �t residual of the

experimental spectra and the intensity of the spectral lines was also matched.

In �gure 4.4, the Allan-Werle plot of an experimental run at 80 ppmv H2O with a residual of

7.1 · 10−11 cm−1 is shown together with that of synthetic data simulating the same conditions.

Surprisingly, the experimental data yield an Allan deviation that is more than two times lower

than of the synthetic data. A histogram over the residuals of 30 subsequent spectra of the

measurement used for the Allan-Werle plot (�gure 4.5) shows that the experimental noise is

indeed Gaussian distributed, as would be expected for uncorrelated, normally distributed white

noise.

With pure white noise, averaging of several spectra reduces the residual of the �t (σavg) with

the square root of the number of averaged spectra (N):

σavg = σ0 ·
1√
N

Whereas the simulated data follows the 1/
√
N behavior, the residual of the �t to the experimen-

tal data clearly does not tend towards zero, but instead levels o� at a value of about 6 · 10−11

cm−1 (�gure 4.6). Clearly, a large fraction of the noise is not susceptible to averaging. Indeed,

if we compare the �t residual of a single spectrum with that of the �t to the average of �ve

or twenty spectra (�gure 4.7), we see that the structure of the residual remains very similar,

independent of the number of averaged spectra. This means that a large fraction of the noise in

our measurements is not fast changing white noise but slowly varying structured noise, possibly

caused by multiple, weak optical fringes [98].

Larger fringes are typically caused by parasitic re�ections of the laser beam and can be ef-

�ciently reduced by catching these re�ections with optical traps or improvements in the optical

alignment, which was e�ciently done in our set-up. Smaller fringes, e.g. due to backscattering

on the optical surfaces in the beam path, are primarily due to scattering of light on the optical

elements in the beam path and are virtually impossible to remove [99]. This structured noise
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(a) (b)

(c)

Figure 4.4: Allan-Werle plot of a measurement at 80ppmv compared to a simulated measure-
ment at the same water concentration for a) δ2H b) δ18O and c) δ17O. Both, simulated and
experimental spectra have a RMS deviation of 7× 10−11cm−1/s on the �t.

Figure 4.5: A histogram over the residuals of 30 subsequent spectra shows that the noise is
following a Gaussian distribution (in black)
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Figure 4.6: The residual of the spectral �t vs. the number of spectra averaged (in black). In
red, the behavior for random white noise is depicted. When averaging over several spectra, the
residual of the �t does decreases much slower than for random white noise.

Figure 4.7: Comparison of the �t residual without averaging (second panel, in black), with the
residuals of a �t to a spectrum averaged over 5 (third panel, in blue) and 20 individual spec-
tra, respectively (bottom panel, in red). The shape of the residual remains nearly unchanged,
independently of the number of averages. The noise pattern is thus not random white noise but
systematic time-invariant noise.
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is highly correlated between subsequent spectra and results in a smaller variation of the �t on

a short time scale than the fast changing white noise. Because of this, the Allan-Werle plot

for the experimental data starts at much lower values than the corresponding plot for synthetic

data with the same level of (fast changing white) noise. To take the more stable noise source

in the generation of synthetic spectra into account, an additional Gaussian distributed noise

is added once to the baseline of the synthetic spectra and kept constant throughout the entire

simulation. By changing the relative amount of the structured noise to the entire noise level, it

is thus possible to adapt the simulation to the measurements and to estimate the contribution

and in�uence of structured noise on the real measurements.

With an increasing contribution of time-invariant noise to the total noise of the simulation, the

standard deviation of the delta values decreases and can be matched to the real measurement.

With an RMS of the structured noise that is 1.5 times the RMS of the fast changing white

noise, the simulated Allan-Werle plot is in very good agreement with the experimental data (cf.

�gure 4.8). Of course, for longer integration times, the synthetic Allan deviation continues to

decrease, whereas the precision of the real measurement is limited by instrumental drift and

increases again. The RMS of time-invariant noise was set to 6 × 10−11 cm−1 and the RMS of

variable noise to 4 × 10−11 cm−1. For the summation of these two independent noise distribu-

tions, the quadrature of the two sources has to be added, resulting in an overall RMS of the

residual of σtot =
√

62 + 42 cm−1 = 7.2 cm−1 and a contribution of the structured noise to the

overall noise, which is 6 cm−1/7.2 cm−1 ≈ 83%.

In �gure 4.9, the RMS of the residual versus the number of averaged residuals is shown

just as in �gure 4.6, but this time including the corresponding behavior for the synthetic data

with 83% structured noise. The RMS of the simulation with structured noise is slightly larger

than for the experimental data but perfectly reproduces the behavior for di�erent averaging.

Because of the large contribution of slowly changing structured noise in the measurements, the

�uctuations between subsequent spectra is smaller than would be expected from the residual on

the �ts. In fact, the (short) time precision that can be achieved in the measurements would be

equal to the precision of measurements with the white noise component only. The structured

noise, which remains virtually constant, permanently biases the model �t to the spectrum and

is therefore re�ected in the accuracy of the measurement and not the precision.

4.4 Photodetector linearity

A possible problem that is well known in spectroscopic studies is photo detector non-linearity

[100, 101], that is, the signal voltage has a nonlinear dependency on the incident power. A

non-linearity would have large e�ects on our measurements, as a change of the emitted laser

power would result in an apparent change of the water concentration and of the apparent isotope

ratios, as was shown by Kerstel et al. [102].
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(a) (b)

(c)

Figure 4.8: The Allan-Werle plot of �gure 4.4 now including the deviation for a simulation with
60% structured noise and the same overall noise level. Whereas the simulation with random
white noise only shows much larger deviations than the experiment, the simulation with 60%
structured noise perfectly matches the experimental data.
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Figure 4.9: The residual of the spectral �t vs. the number of spectra averaged (in black). In
red, the behavior for random white noise is depicted. When averaging over several spectra, the
residual of the �t does decreases much slower than for random white noise.

One possibility to check for a non-linearity of the photo detectors is to measure a constant

sample with the spectrometer and change only the laser power. If the detectors show a non-

linear behavior, this would result in a change of the measured concentrations, since the baseline

of the measurement (corresponding to a high detector signal) and the peaks of the absorption

lines (corresponding to low detector signal), would be a�ected di�erently by the change of

the laser power, provided that the absorption is relatively strong. In addition, the reference

channel may be a�ected because of the change in laser power with detuning of the laser. In

our case, however, this change is approximately 20% over the span of one spectrum, whereas

the absorption depth of the stronger line(s) in the spectrum can be well over 50%, depending

of course on the water concentration. However, a change of the laser power in our instrument

can not be done by computer and would require to open the instrument to make the necessary

changes to the laser current driver. This would also lead to a perturbation of the instrument

stability, in particular of the temperature stabilization, which could in its turn introduce changes

or instabilities in the measurements.

Because of this we examined a possible non-linearity of the detectors on several ring-down

events, which are performed at the end of each laser scan to scale the absorption spectra (see

also chapter 3). When the laser is interrupted at the end of a scan, the light intensity normally

decays exponentially.. This ringdown event is carried out in a spectral region with little or no

gas absorption in order to avoid possible line saturation e�ects (see paragraph 4.5) and because

in this case the ringdown time is long, and can thus be measured more accurately. Now, if the

output voltage of the photo detectors has a non-linear component, the measured decay will not

be purely exponential.

The dependency of the signal voltage of the detectors on the incident light intensity including a
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non-linear component can be described by the following relation:

V (t) = V0 + I(t) + εI(t)2

With I(t) = I0 +A exp
(
t−t0
τ

)
this leads to:

V (t) = V0 + I0 + εI2
0 +A(1 + 2εI0) exp

(
− t− t0

τ

)
+ ε exp

(
−2(t− t0)

τ

)
= V ′0 +A′ exp

(
− t− t0

τ

)
+ ε exp

(
−2(t− t0)

τ

)
(4.10)

In �gure 4.10, a typical ring-down event recorded at the end of each laser scan, is shown. For

the non-linearity check, we averaged over 30 subsequent ring-down events to further reduce the

noise on the measurement. In �gure 4.10a, the �t of an ordinary exponential decay and the

residual of this �t are shown. The reduced chi-square of the �t is χ2
red = 8.8 × 10−9 and gives

a ring-down time of τ = 119.25± 0.01 µs. The residual of the �t is uniform and does not show

any deviations during the ring-down event.

In �gure 4.10b, the same ring-down event �t with an additional quadratic term (equation 4.10)

is given, assuming a non-linearity of the photo detectors. The �t has a reduced chi-square of

χ2
red = 8.1× 10−9 and results in a ring-down time of τ = 119.41± 0.03 µs. The coe�cient of the

non-linearity term ε = (−1.8± 6.0)× 10−3 and thus is equal to zero within the error limits. In

both �gures, the ring-down event is shown on a logarithmic vertical scale. The curve deviates

from a straight line for lower signals because of the non-zero background signal of the photo

detector. As an ordinary exponential function matches the ring-down event very well and the

additional quadratic term is within the error equal to zero, it can be concluded that the photo

detectors show a non-linearity that is well below the measurement precision of the instrument,

and the concentration and isotope ratio measurements are not a�ected.

4.5 Power saturation

Measurements with the OF-CEAS technique rely on the linear dependence of the absorbed

power on the incident laser intensity. However, if the population density of the absorbing level

is noticeably diminished due to the absorption of laser radiation, saturation of the transition

can occur and the relation of absorbed power and incident intensity is no longer purely linear.

Saturation of a transition is reached when the depletion of a level due to relaxation becomes

comparable to the absorption induced population of the same level, that is, the number of

molecules that are excited from the ground state to an upper state is comparable to the number

of molecules that go back to the ground level [74]. A larger laser power leads to a stronger

depletion of the ground level of a transition, whereas a larger number of molecules in the gas

cell (higher pressure) results in collision induced relaxation of the upper level. The intensity at
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(a)

(b)

Figure 4.10: An average of 30 ring-down events, �t with a) an ordinary exponential decay and
b) assuming a non-linearity of the photo detectors. Note that the ring-down signal deviates
from a straight line in the logarithmic plot at the end of the measurement. This is due to the
detector background, which is larger than zero.
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which saturation of a transition occurs can be calculated with [103]

Is =
ch

3

Γ2k3

A
(4.11)

with c: speed of light, h: Planck constant, A: the Einstein coe�cient of the transition, k: the

wave vector and Γ the full width at half maximum (FWHM) of a transition, which takes in

the Voigt pro�le also into account the e�ect of collisional relaxation. The dependence of the

saturation intensity on the pressure in the gas cell is taken into account via the FWHM of the

absorption line, which is larger for higher pressure and approaches the Doppler FWHM for very

low pressures.

To investigate if saturation of one or several absorption lines occurs in our instrument, we analyze

ring-down events measured at the central frequency of the absorption lines of the investigated

wavelength region. As observed by Romanini et al. [104] and Giusfredi et al. [103], a ring-down

is no longer single exponential, when saturation of a transition occurs as the degree of saturation

diminishes with diminishing intra-cavity intensity and the intensity ultimately becomes smaller

than the saturation intensity of equation (4.11). The Einstein coe�cients of the transitions

investigated in our OF-CEAS spectrometer are shown in table 4.2. As a larger Einstein coe�cient

corresponds to a lower saturation intensity (equation (4.11)), the absorption line of H18
2 O at

7183.5859 cm-1, which has the largest Einstein coe�cient, would be the �rst absorption line

a�ected by saturation e�ects. To estimate if power saturation occurs in our measurements,

isotopologue wavenumber [cm�1] Einstein coe�cient [s�1]
H16
2 O 7183.685800 0.0566

H18
2 O 7183.585780 23.12

H17
2 O 7183.735450 11.53

HD16O 7183.972790 1.853

H16
2 O 7200.133840 0.0094

H18
2 O 7199.961310 5.52

HD16O 7200.302440 11.48

Table 4.2: Einstein coe�cients of the transitions investigated in SIRI (from [61])

we compare the intracavity intensity Ic with the saturation intensity (equation (4.11)). The

intracavity intensity can be calculated with

Ic = (
F

π
· I0) · η (4.12)

with F the cavity �nesse, I0 the intensity of the injected light and η the portion of I0 injected

into the TEM00 modes. The intensity of the laser is in our case approx. 2 · 10−3 W/cm−2

and the injection e�ciency into the TEM00 modes around 20%. With a �nesse of 288,000 (cf.

section 3.1), this leads to Ic = 1.833 · 106 kg/s3.

For the saturation intensity (equation (4.11)), we need to know the FWHM of the transition,
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which we can obtain from our �t model to the experimental data. For the H2
18O absorption at

k = 7183.58578 cm−1, the Gaussian FWHM is 615 MHz and the Lorentzian FWHM approx. 98

MHz. We approximate the FWHM with the Gaussian linewidth, thus underestimating the sat-

uration intensity. With this and the Einstein coe�cient from table 4.2, the saturation intensity

is Is = 8.087× 108 kg/s3, which is more than a factor 440 larger than the intracavity intensity.

In our measurements, power absorption can thus be neglected.

For an additional experimental veri�cation, we also investigate if power saturation occurs by

looking at ring-down events performed directly on an absorption line. As mentioned above,

power saturation would result in ring-down curves that are no longer single exponential. Un-

fortunately, it was not possible to study the saturation e�ects on this line as no laser for this

wavelength region was available at the time of these measurements (nor could it be purchased

and delivered fast enough). Instead, the saturation was investigated on the HD16O absorption

at 7200.3024 cm−1. This line has an Einstein coe�cient that is half as large as that of the

H2
18O line. However, the absorption for this line is more than a factor 15 weaker, which means

that the ring-down time is longer and can be measured more precisely.

For the study of saturation e�ects, the pressure in the cavity was reduced to 2.7 mbar. This

reduces the density of molecules in the cavity and therefore also the relaxation of excited lev-

els due to collision with other molecules, e�ectively lowering the saturation intensity level (cf.

equation (4.11)).

To determine the ring-down more precisely, instead of one single ring-down measurement, 30

subsequent ring-down events were averaged. The averaged measurement is shown in �gure 4.11

on a logarithmic scale together with a single exponential �t. The �t gives a ring-down time

of τ = 141.01 ± 0.1 µs and has χ2
red = 1.3 × 10−8. In the �t residual, a larger deviation is

visible for the beginning of the ring-down measurement, which could be an indication of possi-

ble saturation e�ects. However, this larger residual is also visible for ring-down measurements

performed on the baseline (cf. �gure 4.10), where power saturation can not occur. In addition,

the calculation of the saturation intensity for the HD 16O absorption line for a pressure of 2.7

mbar gives Is = 8.627 · 108 kg/s3 and a ratio of saturation intensity and intracavity intensity

of Is/Ic = 470. Therefore, we can conclude that no saturation of the transitions occur in our

measurements, which are done at a pressure of 35 mbar, which further increases the saturation

intensities for the di�erent transitions.

4.6 Matrix e�ects

Apart from gas pressure and temperature, the line pro�les of the spectral lines also depend on

the bu�er gas used in the experiment. As explained above, the collisions between the molecules

of interest and the carrier gas lead to a pressure broadening of the absorption line, which is

described by the Lorentzian line width. However, this broadening is not only dependent on

pressure but also on which gas is used as carrier, as the interactions are di�erent for di�erent
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(a) (b)

Figure 4.11: A ring-down measurement on the absorption line of HD16O at 7200.3024 cm-1 (a),
�t with a single exponential decay function (b) The residual on the �t shows a small deviation
in the beginning of the ring-down, which can also be found in ring-down events performed on
the baseline of the spectrum.

molecules.

This becomes important if di�erent carrier gases are to be used in the experiments. The

Lorentzian widths of the spectral lines depend on the bu�er gas that is used and a di�erent

parameter �le for the spectral �t has to be used for each of the gases. Because of this, di�erent

carrier gases for calibration and measurement have to be avoided, and if possible precisely the

same relative abundances of di�erent molecules should be used.

Two measurements under exactly the same conditions but with di�erent carrier gases are shown

Figure 4.12: Comparison of two experimental spectra measured at the same conditions but with
di�erent carrier gases. In black a measurement in air is shown and in red, a measurement in
nitrogen. The di�erence between the two spectra is given in green (right scale).

in �gure 4.12. For the two measurements, synthetic air (20% oxygen, 80% nitrogen), and pure
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nitrogen, respectively were used as carrier gases.

The di�erence of the line widths in di�erent carrier gases is due to di�erences in the relaxation

of the excited states due to di�erent collisional rates. To estimate the di�erent line widths, we

make the (simplistic) assumption that the di�erent collisional widths are only due to di�erences

of the mean free path lengths (MFP) for the two matrices, which determine the collisional rate.

The MFP can be calculated using the molecular diameter [105]:

l =
kBT√
2πd2p

(4.13)

with kB Boltzmann's constant, T the temperature in Kelvin, d the diameter of the gas molecules

in meters and p the pressure in Pascals. The MFP di�erence is thus determined by the square

of the di�erent molecular diameters. The molecular diameters of Nitrogen and Oxygen are 370

pm and 358 pm, respectively. For the conditions in our experiments (35 mbar, 45 °C), this leads

to MFP lengths of 2.06 µm and 2.2 µm for N2 and O2, respectively. For synthetic air with 20%

oxygen and 80% nitrogen, the MFP is of the same ratio, which results in an MFP of 2.09 µm.

The collisional rate in the carrier gas and therefore also the Lorentzian width of the spectral

lines is proportional to the inverse of the MFP. The Lorentzian line widths for N2 should thus

be approx. 1.5% larger than for synthetic air.

A more detailed study by Moretti et al.[106] reveals that for a more complete picture, other

properties, like the di�erent rotational states have to be taken into account as well. The au-

thors propose that the di�erent collisional rates are likely due to di�erent quadrupole moments,

which play an important role in the dipole-quadrupole interaction occurring during the collision

between H2O and N2 or O2. For the H2
18O line at 7183.59 cm−1 in our spectrum, they report

a collisional broadening coe�cient of 2.26(1) MHz/Torr in N2, and of 0.99(4) MHz/Torr in O2,

which leads to a broadening coe�cient of 1.99(2) MHz/Torr in synthetic air and an approx.

11% larger Lorentzian line width in N2 compared to air.

In �gure 4.12, two spectra from measurements with a lower �nesse instrument of the same sam-

ple at [H2O]≈ 5900 ppmv, is shown for measurements with the two di�erent carrier gases. As

can be seen in the di�erence between the spectra in synthetic air and the spectra in nitrogen,

the di�erence between the two spectra more negative at the wings of the absorption lines and

positive for the line maxima (most visible for the two strongest lines). This indicates that the

line widths are a bit larger for the nitrogen bu�er gas than for synthetic air. In addition, the

di�erence shows a negative slope and is more negative for larger mode numbers. This is due

to a very strong H16
2 O absorption line, which is in close proximity to the end of the measured

spectral region (corresponding to approx. mode 220). Because of the stronger broadening in

nitrogen, the wing of this absorption line also has a larger in�uence in nitrogen than in air. A �t

to the absorption lines with �xed Gaussian line widths and free Lorentzian line width indicates

Lorentzian line widths that are approx. 4.5% larger for N2 than for synthetic air, which is in

relative good agreement with the value given by Moretti et al.[106], especially regarding the fact
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that we use a Rautian line pro�le, whereas Moretti et al. assume a Voigt pro�le of the line.

It is di�cult to estimate the error that would be made in the isotope determination, if di�er-

ent carrier gases would be used for calibration and measurement or if a parameter �le with

Lorentzian widths for another matrix is used. Erroneous line widths are partly compensated by

other parameters in the spectral �t, which makes a simple estimate of the error impossible. In

addition, we found that di�erent carrier gases can also result in a change of the concentration

dependence of the isotope ratios. In conclusion, the use of di�erent gas matrices should be

avoided and if possible, desiccated sample air instead of synthetic air should be used for cali-

brations. Due to measurements at very low water concentrations, this was not always possible

in our measurements, as most desiccants do not permit to dry air to concentrations below 100

ppmv. Instead, we had to use dry synthetic air. However, the error made because of di�erent

molecular composition is in this case negligible. Earth's atmosphere consists of 78.08% N2,

20.95% O2 and 0.97% trace gases and water [107]. The synthetic air is speci�ed with 20 ± 1%

O2 and 80 ± 1% N2. The line width di�erence because of di�erences of the gas matrix is thus

smaller than 0.07% and does not result in visible changes of the residual in our measurements.

4.7 Conclusion

With SIRI, the NEAS at water concentrations below 500 ppmv is typically 6·10−11 cm−1 Hz−1/2,

an improvement by a factor of almost 7 compared to the previous instrument IRIS, which is

equal to the ratio of the �nesses.

Due to the new temperature regulation, the cavity temperature is stabilized at 45°C with a drift

smaller than 0.5 mK over 3.6 h. Over the same time, the drift in cavity pressure is smaller

than 10 µbar. This increased stability results in optimum integration times of up to 70 min (for

longer integration times drift degrades the precision), compared to longest optimum integration

times of approx. 5 min in IRIS.

In conclusion, the new instrument achieves similar or better results in terms of measurement

precision compared to our previous OF-CEAS water isotope spectrometer, as well as compared to

most commercial water vapor spectrometers but at a water concentration that is approximately

an order of magnitude lower. The NEAS of 5.7×10−11 cm−1 Hz−1/2 (or 5.4×10−12 cm−1 Hz−1/2

when normalized per spectral element) is among the lowest values reported for near-infrared

CEAS so far, with the exception of NICE-OHMS (with its much smaller tuning range) and the

lowest for CEAS with a base length below 50 cm.

The improved stability time can be used to increase the precision on a single measurement

before drift starts dominating the noise. It also enables longer uninterrupted recording before

recalibration needs to be carried out [98].





Chapter 5

Data Corrections and Calibration

As described in chapter 1, the measurement of isotope ratios is never a measurement of absolute

values but always done relative to well-known calibration standards. The recommended proce-

dure of the International Atomic Energy Agency (IAEA) to calibrate isotope measurements is

to measure two isotope standards and make a linear correction of the measured isotope delta

values [26, 108]:

δ(cal)
s = δ

(t)
1 +

(
δ(m)
s − δ(m)

1

)
× f (5.1)

with

f =
(
δ

(t)
2 − δ

(t)
1

)
/
(
δ

(m)
2 − δ(m)

1

)
(5.2)

with 1, 2 and s for isotope standard 1 and 2, and the unknown sample, respectively, and the su-

perscripts (m), (cal) and (t) indicating measured, calibrated and true isotope delta (determined

independently, e.g. by IRMS measurements).

In many optical spectrometers, however, the isotope ratios of the same sample, measured at

di�erent concentrations, are dependent on the concentration at which they are measured [109�

113]. Although the measurement should result in the same isotope ratio, independent of the

concentration at which it was measured, this is often not the case and an additional correction

of the isotope measurements for the concentration has to be made.

The reason for the concentration dependence of the isotope ratios is not always evident and

often has di�erent reasons in di�erent instruments. Early measurements with the color center

laser, dual gas cell, liquid water isotope ratio spectrometer developed in the mid-90's at the uni-

versity of Groningen required a correction for the di�erence in the amount of water injected into

the reference and sample gas cells. This e�ect was understood as due to a di�erential pressure

broadening between the sample and reference cells, and could be quantitatively described with

a simple model [64].

Tuzson et al. [109] propose amongst other things instrumental non-linearity, non-unity gain

factors and potential cross-coupling e�ects as potential reasons. Cross-coupling between di�er-

ent spectral lines in the measurement because of overlapping wings of the absorption lines, can

be very pronounced in spectra with many di�erent absorption lines, where the separation of

the individual lines is not always straightforward. Additional sources can be uncertainties in
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the spectral baseline and the tails of very strong absorption lines that are close to the spectral

window used for the measurements.

In the case of our instrument, strong H2
16O absorption lines close to the spectral region used

Figure 5.1: Water (blue) and methane (green) spectra measured at 7184 cm−1. The measure-
ment of H2O was done at 350 ppmv and the CH4 measurement at an enhanced concentration of
approx. 1700 ppmv to localize additional methane absorption lines in the spectral range mea-
sured with our instrument. To improve the result of our data �tting, the di�erent absorption
lines were included into the model spectra �t to our data. At natural abundance (< 2 ppmv)
the methane peaks are generally not visible in the spectrum.

for the measurements are taken into account in the model spectra �t to the experimental data.

Furthermore, additional measurements in the spectral region were made on Methane samples at

an enhanced concentration of approx. 1700 ppmv, to take weaker Methane absorption lines into

account as well (cf. �gure 5.1). These absorption lines are at natural abundances (< 2 ppmv)

generally hidden in the water absorption spectra. After careful generation of the model spectra

and di�erent �t approaches, we found that the main source for the remaining concentration

dependence of the isotope ratios is structured and time-invariant noise in the measurement,

discussed in more detail in section 4.3.

In �gure 5.2, the isotope ratio measurements as a function of the water concentration are shown

for two synthetic data sets, which were simulated as described in section 4.3. Both simulations

were done with an RMS of the residual of 7.8×10−11cm−1 and the concentration of the di�erent

isotopes was varied by changing the amplitudes of the individual spectral lines. The relative

change of all amplitudes was identical, such that the isotope ratios should remain constant.

In one simulation, the noise was Gaussian white noise only, which was recalculated with a

fresh start of the random number generator for each spectrum. In the other simulation, 83%

was time-invariant structured noise as previously observed in the measurements. Whereas the

isotope ratios in the measurement with white noise only (�gure 5.2, in red) show almost no

variation with changing water concentration, the measurement with structured noise (in black),

shows a strong dependence of the isotope ratios on the water concentration. At very low water
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(a) (b)

(c)

Figure 5.2: Comparison of the isotope ratios of two synthetic data sets with varying water
concentrations. a) δ2H, b) δ18O and c) δ17O. In the case of pure white noise (in red), the
isotope ratios show essentially no dependence on the water concentration in the measurement.
In a measurement with 83% structured noise (in black, see also section 4.3), the concentration
dependence becomes very pronounced for all three isotopologues.
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concentrations, the absorption lines become weaker and the in�uence of the structured noise on

the measurement becomes even more pronounced. Because of this, the isotope ratios show very

large deviations for lower water concentrations and almost no deviation for larger concentra-

tions.

(a) (b)

(c)

Figure 5.3: Comparison of six simulations with 60% (randomly generated) structured noise.
The pattern of the structured noise has a large in�uence on the concentration dependence of
the isotope ratio. Between di�erent simulations, the concentration dependence even changes the
sign because of the di�erence in the structured noise.

In �gure 5.3, the isotope deltas from the �t of six di�erent simulations with varying water

concentrations are shown. The simulations were all done with 60% structured noise and were

identical apart from the structured noise, which was each time randomly generated Gaussian

distributed noise. The di�erence in structured noise results in changes of the concentration

dependence of the isotope ratios and can even lead to a change of the sign of the dependency

between di�erent simulations. If the pattern of structured noise changes, the concentration de-
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pendence also changes and a correction for the concentration dependence becomes very di�cult.

In general it is thus not possible to assume a time-invariant concentration dependence of the

isotope ratios. Frequent calibrations at di�erent water concentrations are necessary to account

for changes of the noise pattern in the measurements.

However, the extreme case of a complete change of the structured noise pattern, as generated

in the simulations, does normally not occur and the real changes are much smaller. In �g-

ure 5.4, calibration measurements over a 16-day period during a measurement campaign are

shown for 2Rsample/
2RVSMOW and 18Rsample/

18RVSMOW measurements at 7200 cm−1. Because

of the strong isotopic enrichment, the values are given in ratios instead of permil. As can be

seen, the concentration dependence only changes slightly between di�erent measurements, which

means that the shape of the pattern noise stays very similar throughout the entire measurement

campaign. At water concentrations around 600 ppmv, the RMS deviation from the average

concentration dependence is 10h for 2Rsample/
2RVSMOW and 1.5h for 18Rsample/

18RVSMOW.

At very low H2
16O concentrations around 10 ppmv, the RMS deviation increases to 160h and

35h for 2Rsample/
2RVSMOW and 18Rsample/

18RVSMOW, respectively.

(a) (b)

Figure 5.4: Calibration measurements over a 16-day period during a measurement campaign.
The isotope ratios are plot versus water concentration for a) 2Rsample/

2RVSMOW and b)
18Rsample/

18RVSMOW. The di�erent colors indicate di�erent calibration measurements. The
concentration dependence remains very similar for all measurements, indicating that in real
experiments the function describing the dependence remains virtually unchanged over time.

5.1 Calibration strategy

Because of the concentration dependence, the calibration of our measurements has to be done

in two steps. First, the isotope ratios have to be corrected for the water concentration e�ect

and second, a calibration of measured versus true delta values has to be carried out.
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In the following, our calibration strategy is illustrated on a set of three isotope measurements

done at 7184 cm−1. First, a measurement of the isotope standard GS48 was done using the

SNICS calibrated water vapor generator (see section 6.2) at di�erent water concentration steps.

Subsequently, a measurement with varying water concentration of the standard GS22 was done,

which serves here as our �unknown� water sample. Finally, a measurement of GS50 as second

calibration standard was done at di�erent water concentrations. This sequence enables us to

calibrate the measured values for the �unknown� GS22 sample on the isotopic scale de�ned by

the local standard materials GS48 and GS50, whose isotopic compositions bracket that of GS22.

This is thus similar to the IAEA-recommended procedure for calibration to the VSMOW-SLAP

scale (see beginning of this chapter).

Over each concentration step of the measurements, the average of the water concentration and

the isotope ratios was calculated. As an example, we show the measurement of GS22 in �gure 5.5

for (a) water concentration and (b) isotope deltas. For each concentration step, unstable periods

were excluded. The light gray boxes in the �gure indicate the sections over which averages were

calculated.

(a) (b)

Figure 5.5: Measurement of water concentration variation of the standard GS22 generated
with SNICS. The light gray boxes indicate sections over which averages were calculated for the
calibration.

In �gure 5.6, the average delta values are plot against the water concentration for (a) δ2H,

(b) δ18O and (c) δ17O, clearly showing the dependency on the amount of water in the measure-

ments. Whereas the relation is almost linear for larger water concentrations, it is non-linear for

concentrations below 150 ppmv.

We found that the concentration dependence is best described with a linear term in combination

with a hyperbola:

δ([H2
16O]) = δ0 +m× [H2

16O] +
b

[H2
16O]

(5.3)
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(a) (b)

(c)

Figure 5.6: Delta values averaged over each concentration step of the two calibration mea-
surements with GS48 and GS50 (data not shown) and the measurement of GS22 (�gure 5.5).
For higher water concentrations, the relation between water concentration and delta values is
practically linear whereas it is strongly non-linear for lower abundances. The two calibration
measurements are �t with a combination of hyperbola and line (black and red line). The �t
results are given in table 5.1
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For each isotopologue, the function of equation (5.3) is �t independently to the two calibration

measurements of GS48 and GS50. The data is weighted with the standard error of the data

points. The �t is shown in �gure 5.6, the resulting parameters are given in table 5.1. The

Standard Isotope δ0 b m

GS48
δ
2H −58± 5 3619± 459 −0.02± 0.01
δ
18O −12± 2 −416± 125 0.021± 0.004
δ
17O −9± 3 −1302± 248 0.018± 0.007

GS50
δ
2H −282± 7 7489± 504 0± 0.02
δ
18O −38.8± 0.8 −529± 64 0.01± 0.002
δ
17O −24± 2 −1069± 145 0.013± 0.005

Table 5.1: Fit parameters of the function on the concentration dependence for all three isotope
deltas for the standards GS48 and GS50

parameters of the function are di�erent for the two isotope standards, which is not surprising as

the error that is made in the estimation of the concentration of the di�erent isotopes is larger for

weaker absorption lines and thus more pronounced for stronger depleted isotope standards. This

is especially pronounced for δ2H, where the �t on GS50 indicates a much stronger non-linear

concentration dependence than for GS48. Whereas the di�erence in the relative abundance

between the two standards is smaller than 3% for H2
18O and smaller than 2% for H2

17O, it

is larger than 24% for δ2H (cf. table A.A.1). For δ18O and δ17O, the di�erence in the �t

parameters is smaller than the uncertainty on the parameters and one globally valid function

could be assumed to correct the concentration dependence.

The concentration dependence of an unknown sample is determined from the concentration

dependence determined in the two calibration measurements. We assume that the function for

the sample measurement can be determined as a linear combination of the parameters δ0, b and

m of the �t functions determined in the calibration measurements. The relative contribution of

the two results is determined by the di�erence in the delta values of the two standards and the

unknown sample. For the parameter b, this is for example:

bs = b1 + (b2 − b1)× δs − δ1
δ2 − δ1

(5.4)

with subscripts 1, 2 and s indicating standard 1 and 2 and sample, respectively and δ and b the

isotope delta and parameter b of the same isotopologue. As the concentration dependence is

much less pronounced for higher water concentrations, we propose to use the isotope deltas at

the highest available water concentration in the measurements.

In our case, the highest concentration at which the two standards and the sample were measured

is 400 ppmv. The three delta values at 400 ppmv in the three measurements are given in table

5.2. The linear combination of the concentration dependency functions of the two calibration

measurements results in correction functions for the sample measurement with parameters δ0, b

and m as shown in table 5.3. The concentration dependence calculated from the linear combi-
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isotope GS48 sample (GS22) GS50
δ
2H [h] -57.3 -117.7 -261.3
δ
18O [h] -4.6 -17.0 -35.9
δ
17O [h] -2.8 -7.5 -19.8

Table 5.2: The measured delta values for the two calibration measurements of GS48 and GS50
and the sample measurement (GS22) at the highest water concentration in the measurements
(400 ppmv).

Isotope δ0 b m
δ
2H −124± 6 4765± 472 −0.01± 0.01
δ
18O −23± 1 −461± 101 0.017± 0.003
δ
17O −13± 3 −1238± 219 0.017± 0.006

Table 5.3: Correcting function for the concentration dependence for the sample measurement
(GS22) originating from a linear combination of the functions from the two calibration measure-
ments

nation of the calibration is shown together with the averaged isotope measurements of �gure 5.6

in �gure 5.7. In light red, the error on the correction based on the uncertainty of the parameters

is given. The adjustment function for the sample measurement calculated from a linear com-

bination of the correction functions for the two calibration measurements agrees well with the

measurement at di�erent water concentrations of the isotope deltas for the sample measurement

of GS22. With the functions describing the concentration dependency of the delta values for

the two water standards (equation (5.3) and table 5.2) and the sample (table 5.3), the isotope

measurements can be corrected for variations of the water concentrations. This correction is

done by subtracting the linear and hyperbolic concentration dependence from the measured

delta values:

δcorr. = δmeas. −
b

H16
2 O

−m×H16
2 O (5.5)

The adjusted isotope ratios are shown in �gure 5.8 for all three isotopologues. The correction

results in delta values that show no longer a dependency on the water concentration. For

very low water concentrations (< 50 ppmv), the correction is more problematic due to the

large deviation from a linear dependency and shows larger uncertainties. The horizontal lines

in the plots indicate the average delta values calculated over all water concentrations of the

measurements, excluding concentrations below 50 ppmv because of the larger uncertainties.

The averaged measured delta values for the three measurements along with the real deltas

are shown in table 5.4. After the correction of the concentration dependency, a calibration of

measured versus true delta values can be done, assuming a linear relation between true and

measured deltas (cf. equations 5.1 and 5.2).

In �gure 5.9, a plot of real versus measured delta values is shown for δ2H, δ18O and δ17O
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(a) (b)

(c)

Figure 5.7: The adjustment function for the unknown sample (here GS22) determined from a
linear combination of the adjustment functions from the calibrations for a) δ2H, b) δ18O and
c) δ17O. The light red area indicates the uncertainty of the function based on the standard
deviation of the �t parameters. The adjustment function agrees well with the concentration
dependency of the sample measurement.

GS48 GS50 GS22
δ
2H true −43.3± 0.3 −276.7± 0.3 −113.5± 0.3
δ
2H meas. −57.4± 0.8 −281.5± 1.2 −124.2± 1.2
δ
18O true −6.52± 0.03 −35.01± 0.03 −15.29± 0.03
δ
18O meas. −12.0± 0.3 −38.6± 0.2 −21.8± 0.9
δ
17O true −3.45± 0.02 −18.64± 0.02 −8.1± 0.02
δ
17O meas. −8.4± 0.4 −23.8± 0.3 −11.3± 1.1

Table 5.4: Correcting function for the concentration dependence for the sample measurement
(GS22) resulting from a linear combination of the functions from the two calibration measure-
ments
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(a) (b)

(c)

Figure 5.8: The averaged delta values from the two calibration and the sample measurement
corrected for the concentration dependency. a) δ2H b) δ18O and c) δ17O. The horizontal lines
indicate the average delta values calculated for all measurement points with H2

16O > 50 ppmv.
Lower water concentrations are excluded because of much higher uncertainties due to the large
contribution of the non-linearity in the concentration dependence function
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along with the linear calibration function. The delta values are also plot for GS22, the sample

measurement, to show the quality of the concentration correction and calibration procedure.

Within the error on the calibrated deltas, they agree well with the true values.

For the calibration of our measurements, this results in:

(a) (b)

(c)

Figure 5.9: Plot of the measured delta value corrected for the water concentration dependence
against the true delta value for a) δ2H, b) δ18O and c) δ17O for the two calibration measurements
with GS48 and GS50, averaged over all concentration steps above 50 ppmv. The error bars
represent the 1-sigma standard deviation of the measured values. The GS22 value agrees for all
three isotopes with the value given by the GS48-GS50 calibration lines.

δ
2H

(c)
= 16.5 + 1.0415× δ2H(m)

(5.6)

δ
18O

(c)
= 6.3 + 1.07153× δ18O(m)

(5.7)

δ
17O

(c)
= 4.9 + 0.9889× δ17O(m)

(5.8)

with superscripts (c) and (m) for calibrated and measured values, respectively. The calibrated

delta values, corrected for the concentration dependence, are shown in �gure 5.10, with horizontal
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lines indicating the true delta values of the respective isotope standards. Within the errors, the

calibrated delta values agree well with the true values.

To better appreciate the accuracy of the calibration, the RMS deviation from the true value as

(a) (b)

(c)

Figure 5.10: Calibrated delta values of the measurements, corrected for the concentration de-
pendence, against the measured water concentration. The horizontal lines indicate the true
isotopic composition of the di�erent water standards.

a function of the water concentration is shown in �gure 5.11. For water concentrations larger

than 50 ppmv, the standard deviation is smaller than 10h, 4h and 5h, for δ2H, δ18O and

δ
17O, respectively. For concentrations below 50 ppmv, the error increases because of the large

non-linearity in the concentration dependence. For higher concentrations, the concentration

dependence is less pronounced (cf. �gure 5.4) and the error stays below the errors calculated

here.
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(a) (b)

(c)

Figure 5.11: RMS deviation from the true value as function of the water concentration for the
(a) δ2H, (b) δ18O, and (c) δ17O isotope ratios.
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5.1.1 Concentration dependence in other spectral ranges

In the spectral range at 7200 cm−1, with absorption lines of H2
16O, HD 16O and H2

18O, the

concentration dependence of the delta values is also best described with equation (5.5). An

ensemble of di�erent calibration measurements at 7200 cm−1 averaged for each concentration

step, is shown in �gure 5.12 in a log-lin-plot. The non-linearity is comparable to that observed

in the 7184 cm−1 region. A strongly enriched isotope standard (BEW2) was used. The change

of the spectral region from 7184 cm−1 to 7200 cm−1, which has better separated absorption

lines, does not reduce the concentration dependency of the measurements. This might be an

indication that the major source of the concentration dependence are strong absorptions outside

the recorded spectral window, which dominate the baseline shape and can be found in both of

the spectral regions.

In �gure 5.13a, a plot of 2Rsample/2RVSMOW versus the water concentration is shown for

(a) (b)

Figure 5.12: Set of a) δ2H and b) δ18O averaged over di�erent water concentration steps from
measurements at 7200 cm−1. The di�erent colors indicate di�erent calibration measurements.
As at 7184 cm−1, the concentration dependence is best described with equation (5.5).

measurements at 7280 cm−1. The water concentration dependency is less pronounced in this

spectral region and can be approximated with a linear function. At any given concentration,

the spread in the measurements is larger than the correction that would be applied.

Figure 5.13b shows 18Rsample/18RVSMOW versus H2
16O for measurements at 7286 cm−1. As

explained above, this spectral range is well suited to low water concentration measurements

(section 3.6) and in fact no measurements above 50 ppmv were possible due to saturation of

the absorption signal on the strong transitions in this region.. A possible water concentration

dependence is smaller than the measurement error at any given water concentration and can

thus be safely neglected.
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(a) (b)

Figure 5.13: Average a) 2Rsample/2RVSMOW, measured at 7280 cm−1 and b)
18Rsample/18RVSMOW, measured at 7286 cm−1 for di�erent water concentration steps.
The di�erent colors indicate di�erent calibration measurements. At 7280 cm−1, the concen-
tration dependence of 2Rsample/2RVSMOW can be approximated with a linear relation. For
measurements at 7286 cm−1, a possible concentration dependence of 18Rsample/18RVSMOW is
smaller than the uncertainty at one concentration and no correction is applied.



Chapter 6

Calibration instruments

The measurement of isotope ratios is never an absolute measurement but is always done in

comparison with measurements of known samples, called isotope standards. These additional

calibration measurements are necessary to correct for instrumental artifacts like non-linearity

or a dependence of the isotope ratios on the concentration at which they are measured [114]. In

addition, small changes of temperature and pressure inside the absorption cell can in�uence the

measurement and lead to a change in the measured isotopic composition.

Depending on instrument stability and the dependency of the isotope ratios on the concentra-

tion, a protocol with frequent calibration measurements of di�erent isotope standards measured

at one or di�erent concentrations has to be established.

For these measurements, well determined isotope standards have to be used to enable an inter-

comparison of the measurements made with di�erent instruments and to calibrate the values to

the scale determined by VSMOW and SLAP (see section 1.2.1). Normally, the measurements

calibrated with respect to laboratory standards, which in turn have been calibrated by IRMS

with respect to the international standard materials VSMOW and SLAP.

Generally, these standards are distributed and stored as liquid water, whereas the optical spec-

trometers analyze vapor phase water. Therefore, a procedure is required to transform liquid

water standards into water vapor without changing the isotopic composition, or alternatively

with a change of the isotopic composition that can be determined independently of the spec-

trometer. If the liquid water is evaporated only partially, fractionation of the isotopes occurs

and the isotopic composition in the vapor phase water no longer corresponds to the composition

of the liquid water. In addition, one would like to vary the amount of water in the gas phase to

be able to make isotope measurements at di�erent concentrations and study the e�ect of these

changes on the isotope ratios.

Not least because of the increased importance of optical spectrometers, a number of di�erent

calibration instruments has been developed. Several groups [65, 115, 116] propose to use a Dew

Point Generator (DPG) to inject small amounts of water into a dry air stream and calculate the

isotope ratios based on Rayleigh distillation curves. However, in these calibrations, the tempera-

ture has to be measured very precisely to determine the occurring fractionation and with smaller

water reservoirs, the liquid water becomes increasingly enriched in the heavier isotopologues. In

addition, these calibrations often require long time to stabilize and equilibrate and are typically

done for 12 to 24h. An alternative way for the measurement of di�erent liquid samples is the
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injection of a small amount of liquid water into a heated chamber and to measure the pulse of

the evaporation [117]. In combination with an autosampler, this procedure is well adapted to

automatically measure larger numbers of liquid water samples. However, for continuous mea-

surements of vapor phase water and small amounts of water, this method is not well suited.

Another possibility is to simply �ll a pressurized tank with a mixture of a water standard and

dry air, as was demonstrated in our group [6]. This works well as long as the dew point temper-

ature of the water in the tank is lower than ambient air temperature. A drawback is that the

isotopic composition could be a�ected by surface e�ects inside the tank. Iannone in his PhD

work [118] established that with selected tanks that were previously conditioned with isotopi-

cally the same water, the isotopic fractionation was smaller than the measurement precision.

The remaining drawbacks then are that the isotope range that can be covered is limited, that

the water concentration is not easily varied, that the tank preparation is time consuming, and

�nally that the tank is big and heavy.

Alternatively, Iannone et al. [119] and later Sturm and Knohl [120] demonstrated the successful

implementation of a Microdrop calibration system. With a piezoelectric micrdroplet generator,

sub-microliter volumes of water are injected into a dry air stream. Because of the small volume,

the water is immediately evaporated and no fractionation occurs. With an unheated evapora-

tion chamber, this method can be used to generate water concentrations between 12 and 3500

ppmv. The Microdrop calibration system, which was also used for measurements of this thesis,

is described in more detail in section 6.1.

A calibration instrument, developed by Lee and co-workers [65, 66], allows for a more easily

adjusted water concentration. This device, called a dripper by the authors, uses a syringe pump

to continuously inject water with a syringe pump into a heated evaporation chamber and trans-

ported to the spectrometer by a dry air stream. By changing the water injection rates between

1 and 12 µl/min, the water concentration can be varied between 800 and 30,000 ppmv.

Similar devices were built by Gkinis et al.[121] and Tremoy, Cattani et al. [122]. In the latter

devices, a stream of liquid water of approximately 0.5 µl/min is generated with a syringe pump.

From the main sample line, a small fraction is split-o� and directed through a fused silica cap-

illary towards a hot oven, stabilized at 170°C with a PID-controlled heater. The capillary has

an inner diameter of 100 µm, which imposes a back pressure and e�ciently reduces the water

injection into the evaporation chamber. Through the chamber, a dry air �ow is guided and

transports the water vapor to the spectrometer. Whereas the calibration device of Gkinis et al.

works reliable between 17,000 and 22,000 ppm, the instrument of Tremoy, Cattani et al. was

tested between 2000 and 30,000 ppmv. After an adaption to lower water concentrations, this

set-up was also employed in our measurements (see chapter 7).

A very robust system that has seen wide-spread use and convinces because of its simplicity is the

so-called bubbler [37, 52, 123�127]. A dry nitrogen or air �ow is guided through a larger volume

(typically several liters) of liquid water, often through a di�usor to create smaller gas bubbles.

While the bubbles rise through the water column, the gas inside the bubble becomes saturated
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in water. The temperature inside the water container is stabilized and monitored. Because

of this, it is possible to calculate the isotope ratios in the water vapor, assuming equilibrium

fractionation during the phase change (section 1.2.2,[35, 36]). To vary the water concentration,

the saturated gas �ow is subsequently combined with a variable dry gas �ow. As long as a large

liquid water volume is used, the increasing enrichment of the liquid phase is often negligible and

well below the measurement precision. However, it also means that large amounts of standard

water have to be used. In addition, an additional error is introduced because of the indirect

determination of the isotopic composition of the vapor phase based on the assumption of equi-

librium fractionation.

Apart from calibration systems developed by individual groups, there are also commercial ver-

sions available. The Standard Delivery Module (SDM) in combination with a Vaporizer (Picarro

Inc.) is based on two syringe pumps injecting a small continuous water �ow into an evaporation

chamber, heated to 140 °C [78, 122, 128], through which a dry air stream is guided. Due to the

high temperature in the injection chamber, water is evaporated at the meniscus of the needle

and after a short equilibration time, the isotope ratio of the vapor phase equals that of the

liquid standard water. Because of the two syringe pumps, automatized calibrations with two

standards can be performed. Another method is used by the Water Vapor Isotope Standard

Source (WVISS, Los Gatos Research)[114]. In this device a nebulizer aspirates liquid water from

a 0.5 l water reservoir and injects small water droplets into an evaporation chamber, heated to

80 °C. Following the evaporation, the humid air is mixed with a variable dry air �ow. With an

injection rate of 50µl/min H2O and an additional dry air �ow of up to 5 l/min, concentrations

between 2500 and 25,000 ppm can be achieved[114].

Recently, Gkinis et al. introduced an ultrasonic concentric nebulizer, which has been used for

the isotopic analysis and calibration of ice cores [129].

Several of the above mentioned calibration set-ups proved to work reliably and generate water

vapor at di�erent concentrations without fractionation. However, to the best of our knowledge,

no reliable and robust option exists for the calibration at water concentrations below 500 ppmv.

Some of the instruments could potentially be adapted to produce lower water concentration by

an increase of the air �ow through the evaporation chamber, or by subsequent dilution of the

humidi�ed air stream with dry air (see also the calibration discussion in chapter 7). This, how-

ever, results in a large consumption of costly and often limited standard water, and/or requires

a large amount of air dried to a level that is not easily obtained in an on-line drying technique

(e.g., using Drierite�). In addition, the air �ow can not be greatly increased as this would result

in turbulent �ow, which reduces or destroys the stability of the injection. Also, with an air �ow

rate of 5 standard liters per minute (slm), the water injection would still need to be lower than

2 µl/min to reach a water mixing ratio lower than 500 ppmv..
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6.1 Microdrop injector

An instrument that allows the generation of very low water concentrations is the microdrop

generator [130], which was �rst introduced for water vapor measurements by Iannone et al. in

2007 [131] and was later also used by other groups [120, 123]. With their microdrop generator,

Iannone et al. [119] were able to generate water mixing ratios ranging from 12 to 7600 ppmv

using a commercial piezo-electric droplet generator (Microdrop GmbH, model MD-K-130) to

generate subnanoliter water droplets injected into a stream of dry synthetic air or nitrogen.

Due to the small size of the water droplets, evaporation is immediate and no fractionation

occurs. The microdispenser technology used for the generation of microdroplets is based on

the same principle as common inkjet printer nozzles [132, 133]. Around a glass capillary with

inner diameter 30 µm, a piezo ceramic tube is mounted. When a voltage pulse is applied to the

piezoelectric component, the capillary tube is contracted and the liquid inside is ejected as a

droplet. For the generation of a droplet, the contraction of the glass capillary has to generate

su�cient inertia to overcome surface tension and viscous forces. By changing the pulse width

and intensity, it is possible to adjust to a speci�c droplet size. The pulse frequency determines

the number of droplets per time and therefore the water concentration. A series of photographs

showing the generation of a water droplet is shown in �gure 6.1, taken from [119]. In the middle

of the droplet generator, the glass capillary can be seen. In the third image, the ejection of the

droplet is shown, which is followed by a retraction of the remaining water back into the capillary.

Figure 6.1: Generation of a microdrop with the piezo injector. In the third image, the droplet
is ejected and the remaining water column retracts back into the glass capillary.
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6.2 Syringe Nanoliter Injection Calibration System

Because the existing calibration instruments were not adapted to generate water concentrations

as low as several tens of ppmv and the failing of the microdrop generator during the preparation

of our Troll measurement campaign (see chapter 7), an alternative calibration system, the Sy-

ringe Nanoliter Injection Calibration System (SNICS), based on very low injection rate syringe

pumps was developed in the framework of this thesis. It was developed to o�er a more robust

and fully automatized method to regularly calibrate water vapor isotope ratio measurements at

low volume mixing ratio (vmr) with liquid water standards. An additional goal was to waste as

little standard water as possible, thus requiring water injection rates as low as several tens of nl

per minute to match the optimal concentration range of our OF-CEAS spectrometer.

A schematic of the calibration instrument is shown in �gure 6.2a. At the core of SNICS are

two high precision syringe pumps (Harvard Apparatus) that can inject two di�erent standard

waters into separate evaporation chambers 6.2b. A dry carrier gas is connected to both of the

injection chambers. Because of two upstream installed mass �ow controllers (MFC, Bronkhorst),

the �ow rate through each of the chambers can be individually adjusted. Behind each evap-

oration chamber, an electronic three-way-valve is connected, which allows to select, which of

the two evaporation lines is connected to the OF-CEAS spectrometer. Typically, one of the

two injection lines ("measurement line") is connected to the OF-CEAS spectrometer, whereas

the other one ("waste line") is connected to a supplementary vacuum pump. In front of the

outlet to the OF-CEAS spectrometer, an upstream pressure regulator (Bronkhorst) has been

installed, behind which a vacuum pump is connected. This enables setting the gas �ow rate in

the measurement line independently of the �ow rate through the spectrometer and to stabilize

the pressure in the measurement line. The di�erence between incoming and outgoing �ow is

automatically compensated by an additional �ow to the vacuum pump.

To provide stable conditions also in the waste line, a proportional valve with an additional

vacuum pump downstream, is connected to the other exit of the two three-way-valves. With

this valve, the pressure in the waste line is typically adjusted to the same pressure as in the

measurement line.

Because of the two independent lines, it is for example possible to initialize a stable injection of

two di�erent standards at the same time and to quickly switch between the two standards by

simply changing which of the evaporation chambers is connected to the spectrometer. Alterna-

tively, it is also possible to inject the same water standard in both lines but at di�erent water

concentrations to investigate water concentration dependencies.

An additional three-way-valve at the outlet to the spectrometer allows to also connect a sam-

ple gas and to quickly change between calibration and measurement. To increase the stability

of the device, the entire calibration set-up is mounted into a thermally insulated 19 inch box,

which is stabilized in temperature with a PID regulated peltier in combination with two mixing

fans (Laird Technology, Supercool). In addition, this makes the calibration set-up easily trans-
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portable. The read-out of �ow and pressure as well as the control of �ow, pressure and electronic

valves is done via two data acquisition cards (National Instruments, Measurement Computing).

The syringe pumps are connected to a computer through a built-in USB port.

For the combined read-out and control of all components of the calibration set-up, we developed

a new Labview program. This program allows to run fully automatized calibration cycles with

changes in gas �ow and water injection rates as well as changes between the two injection lines.

(a)

(b)

Figure 6.2: Schematics of SNICS (a) and the �ow chambers in which the water is evaporated
(b)

6.2.1 Modeling of the syringe injection

In �gure 6.3, the tip of a syringe needle with a water droplet during a stable calibration run

is shown. The water exiting at the tip of the syringe needle does not immediately evaporate

upon injection from the standard reservoir inside the syringe but builds a droplet from which
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evaporation occurs. To good approximation the evaporation rate will be proportional to the

exposed surface area of the droplet. Therefore, initially the evaporation rate is smaller than

the supply rate of water from the reservoir through the needle (Hamilton Company�, gauge 26,

internal diameter = 0.464 mm) and the droplet will grow in size. Steady-state will be reached

when the evaporation rate equals to water supply rate. In the following paragraphs we will

derive equations describing the dynamics of the droplet and its isotopic composition.

We assume the droplet on the syringe needle from which water is evaporated to be a spherical

cap (cf. �gure B.1a) with volume Vdrop. The evaporation from a droplet inevitably results in

isotope fractionation between this volume and gas phase water. However, as the syringe injection

gives a constant supply to the droplet, always yielding the same isotope ratio, in steady state

conditions, this leads to an equilibrium with an enriched water droplet such that the liquid-

vapor fractionation renders the isotopic composition of the vapor phase equal to that of the

water supplied from the syringe, as will be shown below.

As evaporation occurs at the surface layer of the droplet only, the surface will be strongest

Figure 6.3: Image of the syringe needle tip with a droplet during a calibration run

enriched in the heavier isotopes with a gradient of the isotope ratio perpendicular to the surface,

which is determined by the di�usivity of the heavier isotopes. The inhomogeneity of the water

droplet in the di�erent isotopes can be estimated by the average distance a (heavy) water

molecule has traveled in the droplet due to di�usion. The di�usion length L can be calculated

with [134]:

L = 2
√
Dt

withD the di�usion coe�cient and t time. The di�usion coe�cients of HDO and H2
18O in water

have been measured to be 2.34 · 10−9 m2/s and 2.66 · 10−9 m2/s, respectively [135], yielding the

di�usion lengths for 1s of 110 µm and 117 µm. They are thus of the same order of magnitude

as the radius of the droplet and we can make the assumption that the entire droplet and not

just a surface layer is becoming enriched in the heavier isotopes.

Because of injection rates as low as 100 nl/min, the di�usion velocity is comparable, but opposite
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in sign, to the velocity of the water �ux injected with the syringe. We thus have to determine

if the di�usion is large enough to change the isotopic composition in the syringe itself. The

syringe needle, which is generally used for the calibrations, is a 26 gauge needle with 51 mm

length (Hamilton) and 464 µm inner diameter. The speed of the �ux inside the needle at 100

nl/min is thus

vflux =
100 nl/min
Aneedle

= 12 µm/s

with Aneedle the internal cross section of the needle. To calculate the penetration depth in the

needle of the di�using heavier isotopologues, we equate the di�usion length and the distance

crossed of the injection �ow

2
√
Dt = t · vflux

which leads for H2
18O to

t =
4D

v2
= 74 s

The penetration depth inside the needle is thus

Lneedle = t · vflux = 0.9 mm (6.1)

This corresponds to an enriched volume of 114.57 nl inside the needle. With a total length of

51 mm of the needle, this is however less than 2% of the needle length. We thus conclude that

the isotope ratio in the syringe volume itself is not changed.

Instead of an isotope ratio gradient inside the droplet, we assume an enriched surface layer

volume and a core volume with the isotope ratio of the water standard (�gure 6.4). This means

that the syringe calibration system is built of three di�erent water volumes:

1) the syringe reservoir with constant isotope ratio R0 of the given water standard and a �ow

rate Φ0(t), which is determined by the injection speed of the syringe pump.

2) the core volume of the droplet, which has a time dependent volume VC(t) and constant isotope

ratio RC(t) = R0.

3) The surface layer of the droplet with volume VS(t) and isotope ratio RS(t), which is in�uenced

by the evaporation from the surface layer and a continuous supply of the isotope standard

from the core volume VC . For the surface volume, we assume a constant thickness d, which

is determined by the di�usion of water molecules in the surface layer. For small d, we can

approximate VC to be the surface area AS multiplied with the thickness of the layer:

VS(t) = AS(t) ∗ d (6.2)
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Alternatively to the volume of equation (6.2), the volume can be taken equal to the entire droplet

volume, which would be the limiting case for large di�usion coe�cients with a su�ciently high

�ow speed in the needle to avoid back di�usion into the syringe reservoir.

(a)

Figure 6.4: Modelling approach for the water injection with SNICS. Water from the syringe
reservoir is injected into a core volume Vc with identical isotopic composition. From the core
volume, the water is transported to an enriched surface volume Vs with isotopic composition
Rs(t).

A detailed discussion of the model can be found in chapter B, here we only present the

results. Based on our modelling approach, the isotope ratio of the enriched surface layer can be

calculated by

RS(t) =
ψ(t)

1 + ψ(t)
(6.3)

and the isotope ratio of the vapor phase with

Re(t) = RS(t) · αV (6.4)

6.2.2 Comparison with experimental data

In the following, we will now compare the results of the theoretical model described above, with

real experimental data.

Other than the model, the experimental data is smoothed because the response time of the

OF-CEAS spectrometer. To include this response into our model, we �lter the model output by

a double-exponential time response. The two time constants of the exponential were determined

in transition experiments with the real instrument and were set to τ1 = 30 s and τ2 = 300 s.

In addition, the two exponential functions were weighed di�erently, with a ten times larger

amplitude of the fast time response.
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6.2.3 Calibration with two syringe pumps

The use of two di�erent injection lines o�ers the possibility to quickly change between two

di�erent water standards or between di�erent concentrations of the same water standard without

the penalty of an additional time delay because of the time required to reach a new steady state

of the injection module. In �gure 6.5, a measurement with regular changes between the two

injection lines is shown. One syringe pump was used to inject a slightly depleted standard

(GS48), whereas the other syringe was �lled with a strongly enriched standard (BEW2).

Figure 6.5: Measurement using the two separate injection lines in SNICS. One syringe injected
a slightly depleted water standard (GS48), whereas the other syringe was �lled with BEW2,
a strongly enriched standard. Using the two di�erent lines, it is possible to make much faster
changes of water concentration or water standard than would be possible with only one syringe
pump

In �gure 6.6, a calibration run with the 100-µl syringe under constant conditions is shown.

The water injection rate was set to 150 nl/min and the air �ow rate to 300 sccm, resulting in

a mean water concentration of around 660 ppmv. Whereas the isotope ratios are very stable

throughout the calibration run, an oscillation with amplitude 2.2 ppmv, thus 0.33% of the

water concentration, can be observed in the water concentration measurement. A Fast Fourier

Transform (FFT) of the water concentration measurement yields an oscillation period of 424 s.

With an injection rate of 150 nl/min, this corresponds to an injected volume of 1.06 µl. Taking

the inner diameter of 1.46 mm of the syringe into account, this corresponds to a distance of

633 µm covered by the plunger of the syringe during one oscillation. This value matches very

well the distance of 635 µm that is speci�ed for one full revision of the lead screw of the syringe

pump [136]. The oscillation is thus caused by inhomogeneities of the turning of the lead screw

of the syringe pump. It is also present with the second syringe pump and changes its period and

amplitude if a smaller or larger syringe is used. In the isotope ratios of the same measurement,

this oscillation is not visible and neither is it in the FFT of the isotope ratios. In general, the

oscillations of the water concentration are small enough to not a�ect the isotope ratios. In cases,
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where it is visible in the isotope ratios (e.g. when a larger syringe is used), averaging of the

isotope ratio over the entire oscillation period is recommended.

(a) (b)

Figure 6.6: Calibration run for one water concentration, with 150 nl/min water injection and
an air �ow rate of 300 sccm. (a) Water concentration and isotope ratios during the entire
calibration run. The water concentration shows an oscillation, which is caused by a variation
of the injection rate due to the syringe pump (b) FFT of the water concentration, yielding an
amplitude of 2.2 ppmv and a frequency of 2.357× 10−3Hz of the oscillation, leading to a period
of 424 s which corresponds exactly to the period of revolution of the lead screw of the syringe
pump. The amplitude of the oscillation is thus smaller than 1% of the total water concentration.

In �gure 6.7, a calibration run with a constant air �ow of 180 sccm and water injection

rates between 10 and 130 nl/min is shown. In �gure 6.7a, the non-averaged water concentration

measurement is shown together with the water concentration calculated from water injection

and air �ow rates. The light gray curve shows the entire measurement data whereas the black

indicates the data used to average over each concentration step. In the raw data, four sudden

drops in the water concentration are visible. These disruptions are due to the formation of

air bubbles at the connection from syringe to needle and which disturb because of their larger

compressibility. The formation of air bubbles can be avoided following a more careful syringe

�lling procedure, in which the syringe is �lled with a small disposable syringe from the back and

the plunger is inserted only afterward. In �gure 6.7b, the average water concentration of each

injection step has been plot against the calculated water concentration. The relation between

calculated and measured water concentration is perfectly linear. The intercept of 10 ppmv is

due to residual water in the carrier gas, whereas the slope of 1.029 probably originates from

uncertainties in both the Hitran parameters for the intensities of the absorption lines (for the

H2
16O line at 7183.6858 cm−1, the uncertainty is 5 - 10% [61, 137]) and the uncertainties in the

air �ow measurement (0.6%, [138]) and the water injection rate (0.35%, [139]).

As mentioned in the model of the syringe injection (section 6.2.1), the very low water injec-

tion rates used with SNICS result in injection velocities that are of the same order of magnitude

as the di�usion velocities of the molecules. Based on the estimate given above, the di�usion
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(a) (b)

Figure 6.7: Long term calibration measurement with di�erent water injection steps to change the
water concentration. a) the raw H2O measurement compared to the calculated water concen-
tration based on water and air �ow rates. b) The linear �t of the averaged water concentration
at each calibration step versus the calculated water concentration shows a perfectly linear de-
pendence.

however does not lead to a change of the isotopic composition of the water reservoir in the

syringe itself.

In the case of di�usion velocities that are larger than the injection velocity in the syringe needle,

the water in the syringe would become increasingly enriched throughout a calibration run. If

this would be the case, the water vapor would also show an increase of the heavier isotopo-

logues during the calibration. For an experimental investigation, several measurements were

made with a stable injection of water over the entire syringe volume. In order to calibrate the

measurements and to separate instrumental drift from a gradual change of the isotopic ratios

in the syringe volume, we frequently switched from SNICS to an injection of the same standard

with the piezo injector ([119]), in which no fractionation of the water throughout a measurement

occurs. Changes between the two calibration methods were done by a change of the injection

line, in both lines the water injection and a stable air �ow were maintained over the entire

measurement.

A measurement with regular switching between SNICS and piezo injector is shown in �gure 6.8,

with a) the water concentration during the measurement and b) δ2H. Throughout the calibra-

tion, instrumental drift leads to a decrease of the isotope ratio for both calibrations but the

isotope ratio for the syringe injection shows no systematic di�erence or change over time com-

pared to the piezo injections. This means that no change of the relative isotopic abundances or

a change smaller than the instrumental drift occurs during the syringe calibrations.

In conclusion, the new Syringe Nanoliter Injection Calibration System o�ers a robust and

precise alternative to other calibration methods such as bubblers or piezo injector and can

be used for long measurements for instrumental characterization as well as for normal inter-

measurement calibration runs at one or several concentrations with up to two di�erent water
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(a) (b)

Figure 6.8: A calibration run with regular changes between injection of the same water standard
by piezo injector and SNICS.

standards. The buildup of a water droplet and the time until equilibrium with stable isotope

ratios can take several minutes. As soon as equilibrium is reached, the isotope ratio in the vapor

phase is identical to the isotope ratio of the water standard and no fractionation inside the

syringe reservoir occurs due to di�usion. By changing between two di�erent syringe injection

lines, faster changes between di�erent concentrations or standards is possible. In the current

set-up, operator invention is still required to re�ll the syringes. However, we plan to remedy this

drawback by equipping the system with a system with a 3-way liquid �ow valve immediately

following the syringe, either directing the syringe output towards the needle, or enabling the

syringe to be re�lled from a closed standard water reservoir. The re�lling is possible with the

syringe pump model used in SNICS, which o�ers a withdraw mode.





Chapter 7

Water vapor isotopologues in Antarctica

In the context of a globally warming climate it is crucial to study the climate variability in the

past and to understand the underlying mechanisms [140]. Precipitation deposited on the polar

ice caps provides a means to retrieve information on temperature changes (through the paleo-

temperature dependence of the isotopic composition of the ice) and atmospheric composition

(of gas stored in bubbles in the ice) on time scales from one to almost one million years, with

sub-annual resolution in the most recent centuries [141]. However, it is now widely recognized

that the calibration of the paleo-thermometer is highly problematic. For this reason attempts

to model the global water cycle, including the isotope signals, are ongoing with the aim of

providing a more physical basis of the isotope - temperature relation. Currently, there is a large

divergence in the results obtained by di�erent modeling strategies. The missing link in these

model studies is their forcing by experimental data on the pre-deposition isotopic composition

of the vapor phase compartment of the hydrological cycle. We propose to measure the isotopic

composition of moisture carried towards and deposited on Antarctica, in order to constrain the

numerical models. For these reasons we have developed the OF-CEAS spectrometer described

in this thesis and measured water vapor isotopologues in Antarctic air. The instrument was

�rst operated at the Antarctic Research station Troll, to continuously measure in-situ the three

stable isotope ratios of atmospheric water vapor.

The Norwegian Research station of Troll is located in Queen Maud Land, Antarctica (72°01'S,

2°32'E, 1275 m a.s.l.) at approximately 220 km from the Antarctic coast. Troll station is one

of the few stations located at the slope of the Antarctic ice sheet, which is exposed to varying

in�uence from the Antarctic plateau and the Southern Ocean [142]. Because of this it is ideally

suited to study the transportation of humid air from the ocean to the Antarctic plateau as well

as continental transportation of atmospheric moisture.

The main complex of the research station is built on ground rock, whereas the air �eld is located

on the blue ice at approximately 7 km from the main station (cf. �gure 7.1).

7.1 The Antarctic spectrometer design

During the Antarctic campaign, the instrument was measuring at 7184 cm−1, allowing simulta-

neous measurements of H16
2 O, HD16O, H2

18O and H2
17O. The general design of the instrument
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Figure 7.1: The location of Troll research station. The main complex of the station is placed
on submontane rock, whereas the air �eld is 7 km from the main station on the blue ice (map
provided by the Norwegian Polar Institute)

is as described in chapter 3. However, some di�erences will be discussed in the following.

During the measurement campaign, the instrument was powered by two internal switching

power supplies (Mean Well RD-125 and TDK Lambda LS75), providing 5V and 24V and 15V,

respectively. Instead of a Bronkhorst �ow controller (cf. chapter 3), the pressure inside the

instrument was stabilized with an adjustable vacuum pump at the exit of the instrument (KNF

84.4ANDCB), controlled with a PID loop regulating the cavity pressure. The �ow was regulated

with a sonic nozzle at the inlet of the instrument. The sonic nozzle is basically a tube which has

on the upstream side a convergent cross section and a smooth rounded outlet section with a small

opening in the center through which the �ow has to pass. Because of this restriction, the �ow is

accelerated to supersonic speed in the opening and the �ow rate through the nozzle becomes a

linear function of the inlet pressure and independent of the downstream pressure [143], as long

as the downstream pressure is signi�cantly smaller than the inlet pressure (pin > 1.4 × pout).
With an inner diameter of the nozzle of 100 µm and atmospheric pressure at the inlet, the �ow

was regulated to 110 sccm during the campaign.

A photograph of the Antarctic OF-CEAS set-up is shown in �gure 7.2 with the beam path

indicated in yellow and some of the optical elements highlighted in red. The ring-down time,

which was in a later version of the instrument increased to up to 150 µs for this wavelength

region, was limited to 80 µs because of the lower re�ectivity of the mirrors that were used.
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Figure 7.2: The OF-CEAS spectrometer design used during the Antarctic mission. In yellow,
the beam path is indicated.

7.2 Local set-up

Because of the requirement of a su�cient power supply and an insulated measurement container,

we were bound to install our measurement set-up in the close vicinity to the main complex of

the station. To be the least in�uenced by emissions of the station itself, the spectrometer was

installed in a small insulated container approximately 200 m from the main building and situated

at the border of the station arrangement (see �gure 7.3). The measurement inlet tubing was

directed in west-north-west direction. Whereas in the winter half-year, winds are most of the

time coming from North-East and East-South-East, the wind direction in the summer months

is more �uctuating, but with a median around 30° [142]. In �gure 7.4, a polar diagram of wind

at Troll Station during the measuring period in January and February 2011 is shown, the data

was provided by the Norwegian Institute for Air Research (NILU). Approximately 40% of the

time, the wind was coming from a corridor of 22.5° to 135°, corresponding to the direction of

main buildings of the station. Another 40% of the time, wind was coming from South and West

(157.5° to 337.5°), and 20% of the time from North, which is the direction of minor station

buildings. To avoid contamination of the collected air sample by the operation of the research

station, it would have been better to measure at a larger distance of the station buildings.

Unfortunately, because of the necessity of a power source and local infrastructure, neither this

nor a measurement location to the north east of the station was possible.
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Figure 7.3: Photography of the arrangement of Troll station, with an arrow indicating the
container used for our set-up throughout the measurement campaign. On the bottom of the
�gure, a compass has been added to indicate cardinal directions.

The spectrometer was installed on a table inside the container, which had a size of approxi-

mately 2 x 2.5 x 2 m and a volume of 10 m3. The inlet tubing was a Silcotek treated stainless

steel tubing connected to the outside via a venting slot in the wall of the container. To avoid

freezing or clogging of the tube, it was constantly heated to approx. 50°C with a self-regulating

heating band (Horst GmbH) and thermally insulated. To avoid snow entering directly into the

inlet tubing, a small plastic cover was mounted around the inlet (�gure 7.5).

Because of the small size of the measurement container, solar heating during day time in com-

bination with the heat generated by the electronics, in particular by the heating band and the

heating of the calibration device (see section 7.3.1), led to an increased temperature of up to

30°C in the room. Together with the heat generated by the internal power supply of the OF-

CEAS spectrometer, this led to problems in the temperature stabilization of the spectrometer

itself, which could not be su�ciently cooled. This problem was largely solved by installing an

air fan in front of one of the venting slits of the container, which decreased the temperature in

the container to below 20°C. In addition, the temperature inside the spectrometer was increased

from 35°C to 40°C to increase the di�erence to room temperature.

7.3 Calibration procedure

7.3.1 Syringe pump calibration

Because of pre-campaign problems with a proper functioning of the piezo injector (section 6.1,

[119]), an alternative calibration method was used during the campaign in Antarctica. For the
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Figure 7.4: Polar diagram of wind at Troll Station during the measuring period in January
and February 2011. The wind was often coming from North-East with interim winds from
South-West.

campaign, a syringe pump based calibration system, developed by Olivier Cattani from the

Laboratoire des Sciences du Climat et de l'Environnement (LSCE) was employed.

A schematics of this system is shown in �gure 7.6. On the syringe pump (Legato 100, kdSci-

enti�c), a 60 mL syringe is injecting close to the minimum injection rate of the pump (typically

13.3 µL/min). The water is pushed through 1/16 inch PEEK tubing and split into two streams

to reduce the rate that is injected into the evaporation chamber. Part of the injected water is

send to a waste bin, whereas the other portion is injected via a heated capillary (100 µm inner

diameter, approx. 10 cm length) into a glass chamber (150 ccm) that is heated to 140°C. Because

of complete evaporation of the injected water at the tip of the capillary, no fractionation occurs.

An adjustable dry gas �ow, either dry synthetic air from a bottle or ambient air, dried within a

cartridge with a desiccant (Drierite), is connected to the injection chamber. The air �ow through

the glass chamber is maintained by the spectrometer itself in combination with an additional

pump with a �ow regulator connected in parallel. The adjustable �ow to the secondary pump

also o�ers a further possibility to regulate the water concentration in the calibration system

more precisely. Typically, the total gas �ow through the evaporation chamber is set to 2 l/min.

This calibration system was designed to work with commercially available spectrometers,

which typically measure several 10,000 ppmv and more than 50% of the injected water is sent
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Figure 7.5: The inlet for atmospheric air during the measurement campaign. The coated tubing
was heated to 50°C and thermally insulated. A plastic cover around the inlet avoided perturba-
tions because of snow fall

Figure 7.6: The LSCE calibration system, based on a syringe pump

to the evaporation chamber. As our OF-CEAS spectrometer measures in a range of 200 ppmv

< H2O < 4000 ppmv, the water injection rate has to be reduced much further. With an air

�ow rate of 2 slm, a water concentration of 1000 ppmv corresponds to an injection rate of 1.5

µL/min, thus only 11% of the total water injection rate, whereas the remainder has to be send

to the waste line.

During prior test measurements in the lab, the LSCE calibration system worked quite reli-

able and showed only small �uctuations of the water concentration during the calibration runs.

However, during �eld employment, the calibration turned out to be very sensitive to small

changes in the conditions in the measurement container. The adjustment of the water �ow

fraction to the waste, which is the most sensitive part of this calibration system, proved to be

nearly impossible in the �eld. Even a small change of the height of the end of the waste tubing,

which results in a small pressure change in the tubing, led to a large disturbance of the water

concentration. In addition, the fact that the temperature in the measurement container could

not be stabilized led to further instabilities.
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As mentioned above, the calibration system was designed to provide much higher water con-

centrations than measured with our spectrometer and the need to drastically reduce the water

injection rates resulted in a much larger sensitivity of the system stability to the change of any

one parameter. Because of the large sensitivity of the calibration system to the exact settings,

it had to be precisely set before each calibration run and often became unstable after some

minutes of relatively stable water injection.

In �gure 7.7, two exemplary calibration runs with the syringe injection system during the Antarc-

tic mission are shown. In �gure 7.7a, a calibration with the Groningen standard GS48 is shown

and in 7.7b, a calibration with the standard GS22. Although the water concentrations were

relatively stable (amplitude of oscillations on H2O < 100 ppmv), strong variations and periodic

oscillations of the delta values are apparent. These oscillations are due to the formation of

small water droplets on the tip of the capillary, which occurred probably because of pressure

�uctuations inside the evaporation chamber, induced by a variation of the air �ow through the

chamber. Because of larger fractionation factors and a stronger memory e�ect, they are more

pronounced in δ2H than in δ18O.

(a) Calibration with GS48 (b) Calibration with GS22

Figure 7.7: Exemplary relatively stable calibration with the syringe calibration system used in
Troll

7.3.2 Bubbler

Because of the high sensitivity and instability of the syringe calibration system during the

campaign, we eventually decided to knock together a bubbler as a simpler and more robust

alternative calibration system. As explained in chapter 6, the principle of the bubbler is based

on the saturation of an initially dry gas �ow guided as bubbles through a volume of liquid water.

Due to a relatively large transit time (several seconds), the gas bubbles get saturated in water

and an equilibrium between liquid water and gas phase water can be assumed. The temperature
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of the water column was measured, such that the corresponding water saturation vapor pressure

[23] and equilibrium fraction factor [36] could be determined. The �rst gives the water mixing

ratio when combined with the measured pressure above the water column, whereas the second

quantity gives the vapor phase isotopic ratio when combined with the liquid phase isotopic ratio.

For this reason, samples of the water inside the bubbler were taken at the beginning, as well as

at the end of the experiment and analyzed by IRMS.

As the bubbler used here, had to be assembled in the �eld, it is a relatively simple version

compared to other implementations [37, 52, 123�127].

A schematics is shown in �gure 7.8. The inlet pressure of the bubbler was regulated with a combo

Figure 7.8: Schematics of the Bubbler calibration system used during the Antarctic campaign

pressure regulator (VICI Valco Instruments Co. Inc.) to approx. 1.5 bar. The regulation of

the dry air �ow and the �ow through the water, was done with two manual proportional valves

and the �ow was measured with two electronic �ow meters (Honeywell 3300). The downstream

pressure was measured with an electronic pressure meter (Honeywell) and read-out with an

electronic DAQ card (National Instruments USB6009).

The bubbler was built from an empty Drierite cartridge �lled with local water melted from the

ice layer surrounding the research station. The temperature of the bubbler was measured with

an electrically isolated NTC thermistor (BetaTHERM Sensors) inside the water reservoir. The

read-out, by measuring the voltage (supplied by the DAQ card) over a 10kΩ resistance connected

in parallel to the thermistor, yielded a precision of 3 mK and accuracy 0.2 K.

The entire �ow through the bubbler system was guided to the OF-CEAS instrument. Because

of this, a change of the water concentration made an adaption of both the dry air �ow rate and

the �ow rate through the bubbler necessary to again match the �ow of the spectrometer.

As only one water was available in su�cient quantities to �ll a bubbler for the calibration, it was

not possible to do a two-standard calibration and apply a linear correction of the delta values

as recommended e.g. by the International Atomic Energy Agency [26]. Instead, only a scaling

factor was calculated to correct the measured delta values from the calibrations and yield the
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real values. This factor was calculated from the isotope ratios:

fcor. =
Rreal

Rmeas ×RV SMOW
(7.1)

with Rreal the real isotope ratio, RV SMOW the isotope ratio of VSMOW, and Rmeas the mea-

sured isotope ratio.

Whereas the �rst calibrations with the bubbler were done at one water concentration only, all

later calibrations were done at three di�erent water concentrations to take a possible water

concentration dependence of the isotope ratios into account (cf. chapter 5).

Because of the fractionation between liquid and gas phase water, the reservoir becomes increas-

ingly enriched in the heavier isotopologues. Consequently, this enrichment has to be taken into

account for the calibration measurements. To evaluate if the enrichment in our case has to be

accounted for, we make an estimate of the enrichment throughout the campaign.

The bubbler reservoir was �lled with approx. 0.57 l H2O. Over the entire measurement period,

a �ow through the bubbler volume was maintained for a total of 91 h and interrupted, when no

calibration measurements were done. During this time, the average water concentration gener-

ated by the bubbler was 1814 ppmv, which corresponds at a gas �ow rate of 100 sccm to a water

injection rate of 145.8 nl/min. The amount of water evaporated over the entire measurement

period is thus 91 h · 145.8 nl/min = 0.8 ml.

For the average water temperature of 16.85 °C in the bubbler, the fractionation factor for δ2H

and δ18O (ratio of isotopic composition in vapor and liquid phase) are calculated to be 0.945,

and 0.99 respectively [144].

We can thus calculate the increasing enrichment of the liquid water reservoir assuming Rayleigh

Fractionation (cf. section 1.2.2,[145]):

R

R0
= fα−1 =

[
0.55− 0.8 · 10−3

0.55

]α−1

(7.2)

For δ2H, this leads to 1− R
R0

= −0.08h and for δ18O to 1− R
R0

= −0.01h, indicating that the

change in the isotope ratios of the reservoir water is smaller than the measurement precision, if

one assumes that the isotopic composition of the bubbler water is equal to VSMOW and R0 = 1.

As the water is collected in Antarctica, it is depleted in the heavier isotopes and the di�erence

is even smaller.

An independent measurement of the reservoir water by IRMS, done by H. Jansen of the Cen-

ter for Isotope Research in Groningen on a sample of pre-campaign and post-campaign water,

shows indeed no di�erence in the isotope ratios of the two water samples. This measurement

yielded δ2H= −348.6h and δ18O= −43.57h for the pre-campaign water and δ2H= −348.6h

and δ18O= −43.52h for the post-campaign water, con�rming the above estimate to within the

measurement accuracies (resp. 0.3h and 0.1h for δ2H and δ18O). Consequently, no correction

for this e�ect was required.
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The isotope abundances in the water vapor were calculated assuming equilibrium fractionation

between liquid and gas phase with the fractionation factors based on the formulation of Horita

and Wesolowski [144] and using the water temperature measurement. The average water tem-

perature inside the bubbler was 16.8± 1.5°C, which corresponds to delta values of -401.4h and

-53.08h for δ2H, and δ18O, respectively. The maximum water temperature during the measure-

ment campaign was 20°C and the minimum 11.8°C, corresponding to variations of the isotope

abundance in the vapor phase water in a range of δDmax − δDmin = −399.3 + 404.9h = 5.6h

and δ18Omax − δ18Omin = −52.81 + 53.53h = 0.72h. Throughout an individual calibration

run, the change of the water temperature was maximal much smaller, and always less than 2

°C.

7.3.3 Calibration measurements at Troll Station

Because of the temperature sensor mounted in the gas stream inside the cavity (cf. section 3.5),

the gas �ow temperature is recorded. During the measurement campaign, the gas temperature

inside the cavity was on average equal to 39.0 °C, with a six-σ variation of 12.3 °C (see �gure 7.9).

The cavity temperature was 40.2°C with a six-σ variation of 4.8 °C. The quite high variation of

the cavity temperature is partly due to problems with the read-out of the temperature sensor,

which led to a partial erroneous read-out of the temperature (the spikes observed in �gure 7.9).

The real cavity temperature is thus more stable than the �gure of 4.8 °C suggests, with actual

variations limited to less than 0.9 °C.

The large variations of the gas �ow temperature are strongly correlated with external conditions

Figure 7.9: The cavity and gas temperature inside the instrument for the measurement period
in Antarctica. The gas temperature is much more sensitive to external in�uences than the
temperature of the large cavity.

like ambient air temperature and wind speed. This is probably related to insu�cient thermal in-

sulation of the inlet tubing, which resulted in larger variations in the self-regulated heating of the

tubing and subsequently in stronger �uctuations of the gas temperature. Because of the large
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gas temperature variations, all measurements have been post-corrected for the (�Boltzmann-

�)variation of the absorption line strengths induced by the temperature changes. In �gure 7.10,

an example of the e�ect of the gas temperature correction is shown for δ17O, for which the tem-

perature dependence is strongest (cf. table 3.1). In �gure 7.10a the uncorrected and corrected

measurements are compared for a single calibration run and in �gure 7.10b, all calibrations over

an 11-day period are shown for δ17O. In both cases, the correction clearly results in a decrease

in the delta value variation and underlines the importance of this correction.

(a) (b)

Figure 7.10: Correction of the isotope measurements, exemplarily shown for δ17O. In a) the
correction is shown on an individual calibration run and in b) the correction for the entire
measurement period is shown, both showing the strong e�ect of the gas temperature on the
isotope ratios.

In �gure 7.11, an exemplary calibration measurement is shown. Each calibration was done

for approximately one hour and consisted of three concentration steps. Calibrations were done

once in the morning (around 7:30 am) and once in the evening (around 7:30 pm). In �gure

7.12, the isotope deltas for all calibration measurements during the Troll mission from 08-02 till

18-02 (11 days) are shown, averaged over each stable concentration step and corrected for the

temperature dependent fractionation inside the bubbler.

The total variation of the delta values in the calibrations for the entire measurement period,

after correction for gas temperature variations, is 25h for δ2H, 14.5h for δ17O and 8.7h for

δ
18O. These relatively large di�erences are mainly due to instrumental drift, induced by temper-

ature instabilities inside the measurement container. Another reason is a water concentration

dependence of the isotope ratios that is visible for all three isotopologues (see also chapter 5).

The behavior of δ2H and δ17O with the water concentration changes between di�erent calibra-

tion runs and sometimes its slope even changes sign. We suppose that the changing behavior

of this dependency is a result of residual optical fringes with a structure that changes on the

time scale of the measurements (approx. 1 day) that interfere with the absorption spectra and

introduce deviations (see chapter 4 for a more detailed discussion). As the change of the con-



98 7. Water vapor isotopologues in Antarctica

(a)

Figure 7.11: Exemplary calibration measurement with the bubbler

centration dependence between two calibration measurements proved impossible to predict, we

decided not to attempt a correction of δ2H and δ17O.

For δ18O (�gure 7.12b), the water concentration dependence of the delta values reproduces be-

tween the di�erent calibration runs. Because in general only three di�erent water concentration

steps were made per calibration, it would not be advisable to �t the concentration dependency of

δ
18O with a higher order polynomial. We thus assume a linear dependency, which is determined

with a �t to the ensemble of the calibration steps of all calibrations. We assume that the slope

is constant for all calibration runs and thus �t a single global slope to all runs simultaneously.

A linear �t to δ18O yields a slope of (2.3± 0.2× 10−3)h/ppmv (�gure 7.13a). In �gure 7.13b,

δ
18O of all calibration runs, corrected for the concentration dependence, is shown.

To estimate the instrumental drift throughout the measurement campaign, the average delta

values for the concentration step closest to 1000 ppmv of all calibration runs are compared in

�gure 7.13. With an average time between two calibrations of 12.45h, the average di�erence

between two calibration runs is 7.2h for δ2H, 0.6h for δ18O and 4.7h for δ17O.

To estimate the uncertainty introduced in the measurements because of the concentration

dependence, we take the average isotope ratios for all concentration steps and determine for each

calibration run the di�erence between maximum and minimum isotope ratio for the two isotopo-

logues. The average di�erence of the isotope values in a single calibration run is 7.4h, 5h and

4.5h for δ2H, δ18O, and δ17O respectively, with an average di�erence in water concentration of

2300 ppmv. When δ18O is corrected for the concentration dependence with a linear dependency
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(a) (b)

(c)

Figure 7.12: Average delta values over all calibration steps of the Bubbler calibrations from
08-02 till 18-02-2011, a) δ2H, b) δ18O and c) δ17O.

as described above, the average di�erence in δ18O decreases to 1.9h. As the calibration runs

always lasted more than one hour, these estimates also include a drift over the calibration run

and will in reality be slightly smaller.

The large drifts in the delta values throughout the measurement campaign probably originate

in instabilities in the OF-CEAS spectrometer during the campaign. As mentioned above, the

temperature regulation of the spectrometer proved to be di�cult because of too much heat

generated by the electronics in the container and inside the instrument itself. The installation

of a fan and the increased temperature in the spectrometer did improve the stability but also

resulted in relatively large changes in the room temperature of up to 15 °C. As the continuous

operation of the fan would have decreased the temperature too much, it could only be powered

from time to time.

To calibrate the measurements, the average delta values were calculated for each calibration

and the delta values of each measurement were scaled with the average factor from the two

embracing calibrations.

Because of the relatively large uncertainties in the delta values, the δ17O-excess, which is calcu-
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(a) Linear �t to correct for the concentration depen-
dence of δ18O. The individual calibrations have been
shifted as described in the text to be able to �t the
concentration dependence of the ensemble of all cal-
ibration

(b) δ18O of the calibrations during the Antarctica
mission, linearly corrected for the concentration de-
pendence

Figure 7.13: Estimation of the instrumental drift resulting in changes of the delta values between
di�erent calibration runs. For each calibration, the average delta values for the concentration
step closest to 1000 ppmv is shown.s

lated with δ17O-excess= ln(1 + δ17O) − 0.528 ln(1 + δ18O)[44] and is usually given in per meg

variation, is not reliable.

Because of its high uncertainty, δ17O, which is generally only shown in combination and com-

parison with δ18O in the form of δ17O-excess, is not further considered.

7.4 Measurement

During some episodes of the measurements, the air �ow temperature inside the cavity changed

quite dramatically due to external in�uences. In �gure 7.14, the gas temperature inside the

cavity, measured inside the gas �ow (section 3.5), is shown for a two day section, together with

the temperature of the cavity, the temperature of the ambient air and the wind speed. Whereas
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the cavity temperature stays relatively stable throughout the measurement, the gas temperature

shows variations of more than 4°C, which are clearly correlated with the wind speed. These vari-

ations are surprisingly strong, if one takes into account that the air is guided through more than

�ve meters of temperature stabilized 1/4 inch stainless steel tubing and additionally through a

�lter and 50 cm of 1/8 inch stainless steel tubing, mounted inside the temperature stabilized

instrument itself.

These strong variations strongly underline the importance of independent gas temperature sen-

sors inside laser spectrometers comparable to ours, to be able to correct for line strength changes

due to variations in the gas temperature.

The water concentration and isotope ratio measurements shown in the following have therefore

been corrected for the changes in the gas �ow temperature, based on the temperature coe�cients

of the di�erent absorption lines.

The water concentration and isotope ratios were quasi-continuously measured for a period

of 11 days in February 2011, with small interruptions for calibration runs and smaller adaptions

of the laser spectrometer. The water concentration, δ2H and δ18O measurement for this period

are shown in �gure 7.15 together with an air temperature measurement, friendly provided by

C. Lunder from the Norwegian Institute for air research (NILU) .

Occasionally during the measurement period, the temperature approached highs close to 0 °C,

which together with strong solar radiation, resulted in water concentrations of more than 4000

ppmv, which is close to the maximum our laser spectrometer could measure. In addition, the

relatively mild temperatures resulted in sublimation and melting of the ice around the research

station (see �gure 7.17), and led temporarily to a strong component in the measured water vapor

coming from local water instead of water vapor transported to Antarctica.

Because of the limitation imposed by a calibration procedure involving only one water stan-

dard, and the above mentioned drift and water concentration dependency, the delta values

calibrated against the bubbler measurements exhibit a relatively large uncertainty.

Drift and water concentration dependency led to an δ2H accuracy of approx. 12h, and an

accuracy of 4.4h for δ18O. Because of this, a profound study and interpretation of the observed

isotope ratio variations during the measurement period is not very useful.

However, because some atmospheric events were associated with very large changes in the iso-

topic ratios, which certainly are larger than the uncertainty of the measurements, it is still

possible to examine if a correlation with atmospheric variations, especially in the source region,

exist.

In �gure 7.18, a measurement section of two days shows the water concentration, the delta values

and the 2H-excess. In addition, the air temperature and the wind speed, measured by NILU in

a measurement container at 1309 m a.s.l., thus 34 m above the main building of the station and

at a distance of approximately 200 m [142], is shown. Until approximately 11:00h on 16-02-2011
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(10.46 on the time scale given in the �gure), the isotope ratios are relatively stable, with δ2H

around -320h and δ18O around -45h. At 11:00h, both δ2H and δ18O show a rapid increase,

δ
2H up to -280h and δ18O to -32h. At the same time the D-excess decreases. A decrease in

the air temperature took place approximately one hour before the change of the isotope ratios

and seems thus not be directly correlated with the change of the isotopic composition. However,

a strong increase in wind speed seems to be strongly correlated with the change of D-excess.

At approximately 18:00 on the same day, the wind speed decreases, whereas δ2H and D-excess

show a much slower transition and the transition for δ18O happens around 3 hours later at

approximately 21:00.

In addition to these strong changes, a temporary change of the wind direction that goes along

with an increase of wind speed and occurred at T=11.15, directly translates into an increase

of all isotope ratios and thus indicates a relatively large in�uence of the wind direction on the

relative isotope abundances.

7.4.1 Backtrajectories

To determine if the observed change of the isotopic composition at 11:00 am on 16-02-2011

and the change back to the previous composition at approximately 18:00h for D-excess and

21:00h for δ18O on the same day are related to a change of the source region of the atmospheric

moisture, back trajectories were calculated with the online available Hybrid Single Particle La-

grangian Integrated Trajectory Model (HYSPLIT) of the National Oceanic and Atmospheric

Administration (NOAA) [146, 147] using the Global Data Assimilation System (GDAS) meteo-

rology archive. A set of back trajectories for the same time frame as the experimental data in

�gure 7.18, is shown in �gure 7.19. For a better overview, the most important characteristics of

each calculated back trajectory are given in table 7.1.

The strong transitions in the isotope ratios observed with our spectrometer, do not seem to be

correlated with changes of the source region of the humid air, nor with the altitude of the air.

Most of the time, the air stream is mainly passing over land and coming from altitudes around

1000 m above ground level. The rapid changes in the isotopic composition of the atmospheric

moisture at Troll station seems thus to be more correlated with local conditions, such as wind

speed and local re-evaporation.

7.5 Conclusion

The measurement campaign at Troll station showed that our laser spectrometer reliably mea-

sures water concentration and the two isotope ratios δ2H and δ18O with very good precision.

Because of problems with the on-site calibration of the isotope ratios, the accuracy of the col-

lected data is unfortunately not su�cient to draw detailed conclusions about atmospheric water



7.5. Conclusion 103

Table 7.1: Back trajectories for Troll station for 16-02-2011, simulated with the HYSPLIT model
of NOAA [146, 147]

time [hh:mm] source region altitude of source [m]

04:00 land 1285
06:00 land 792
08:00 land 763
10:00 land 927
12:00 land 871
14:00 land 773
16:00 land 737
18:00 sea 773
20:00 land 877
22:00 land 1069
24:00 sea 6
26:00 sea 0

vapor transportation or to re�ne atmospheric circulation models. The water concentrations

encountered during the measurements are well above the minimal concentrations that our in-

strument can measured with good precision, partially they were nearly too high.

A comparison of the isotopic measurements with back trajectory models revealed no correlation

between the source region of the air mass and our isotopic measurements. A strong relation

between the local wind speed and the isotope ratios of ambient air indicates that local phe-

nomena probably govern the local water vapor composition. A possible explanation could be

for example the strong eddy winds on the mountain range that resulted temporarily in wind

speeds of more than 22 m/s during our measurement campaign. Furthermore, the strong solar

radiation and high temperatures temporarily lead to strong evaporation of the local snow and

strongly in�uenced and sometimes even governed the isotopic composition of the atmospheric

water vapor.

In order to analyze atmospheric water transportation processes and to help to re�ne the theo-

retical modeling of these processes, we propose to conduct further measurement campaigns on

the Antarctic high plateau, for example at the French Italian research station Dome Concordia.

This station is located at (75°06'S, 123°21'E) at an altitude of 3,233 m a.s.l. [19, 148] The

mean annual temperature of -49.8°C (measured in 2009) corresponds at an average pressure of

644.4 mbar [149] to a saturation water concentration of approximately 63 ppmv. In the summer

months December and January, the temperature reaches values of up to -25°C and thus water

concentrations of several hundreds of ppmv.

Our OF-CEAS spectrometer would thus be almost perfectly adapted to measure water vapor

isotopologues in the harsh environment of the Antarctic high plateau. Because of the location

on the high plateau, less eddy winds coming from inland regions are to expected and because

of the cold temperatures, melting and evaporation of local water is less likely to in�uence the
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composition of atmospheric moisture.

The occasionally large drifts of the instrument, caused mainly by temperature regulation prob-

lems and manifesting in relatively large di�erences in the isotope ratios between di�erent cali-

bration runs, were e�ciently reduced with further improvements of the laser spectrometer after

the measurement campaign. The operation temperature was further increased to 45°C and the

internal power supply was replaced with an external one to reduce heat production inside the

thermally insulated instrument.

Because of the di�culties encountered with the Piezo injector before the campaign and with the

two other calibration systems in-the-�eld, a new and more robust system based on high-precision

syringe pumps (section 6.2) was developed and o�ers a more reliable and automatized way to

perform isotope calibrations during future measurement campaigns.
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(a)

Figure 7.14: The gas �ow temperature inside the OF-CEAS spectrometer was in�uenced by
rapid changes in the ambient conditions. Apart from changes in the ambient air temperature,
strong winds around the research station resulted in a large change of the air sample temperature.
Other then the wind speed, the wind direction had no direct in�uence on the temperature. The
data were post-corrected for the temperature variations.
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(a)

Figure 7.15: Quasi-continuous water concentration measurement at Troll Station during 11
days in February 2011. Interruptions are due to calibration runs with the bubbler and minor
modi�cations of the OF-CEAS spectrometer. In the top panel, the water concentration is shown,
in the second panel δ2H and δ18O. The third panel shows wind speed and wind direction and
the bottom panel the ambient air temperature.
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(a)

Figure 7.16: Zoom into an apparent spike in �gure 7.15. The transition is relatively slow and
lasts for more than 25 minutes, showing that the data is real and not an experimental artifact.

(a)

Figure 7.17: Continuously warm temperatures and strong solar radiation temporarily lead to a
strong melting of the ice layer around Troll station, which resulted in higher water concentrations
in the ambient air and a large contribution of local water vapor to the isotope ratios measured
by our spectrometer
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(a)

Figure 7.18: Section of two days (16-02 to 18-02) from the measurement at Troll Station in
February 2011
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(a)

Figure 7.19: Back trajectories for Troll station for 16-02-2011, calculated with the HYSPLIT
model of NOAA





Chapter 8

Water isotope fractionation in simulated ice clouds

Various measurements carried out in the coldest regions of the atmosphere revealed the oc-

currence of super-saturation (partial pressure of water above the saturation pressure) in the

presence of ice crystals in the upper troposphere [150].

Super-saturation is a well-known phenomenon in the absence of nucleation centers. However,

it can also occur in the presence of foreign nuclei that initiate heterogeneous freezing, or even

in the presence of ice crystals. Two hypotheses have been forwarded to explain the latter case.

The �rst hypothesis is known as di�usion-limited super-saturation [151], while the second

hypothesis is that of equilibrium-limited crystallization [152]. As these two mechanisms would

leave a very distinct signature on the isotopic composition of the ice crystals and the atmo-

spheric water vapor, measurements of the isotopic ratios can be exploited to determine their

relative importance. A schematic representation of the two proposed mechanisms is given in

�gure 8.1. In the di�usion-limited case, crystallization, e�ectively reducing supersaturation to

saturation, is limited by the di�usion time of the water molecules to the nuclei with heavier

water isotopologues di�using more slowly. This induces a negative gradient in the isotope abun-

dances in the direction of the ice crystals. However, as the probability of adsorption is higher

for heavier isotopologues, the crystals are still enriched in the heavier isotopes. At the same

time, the relative humidity decreases in close proximity to the ice nuclei, as neighboring water

molecules freeze out faster than new molecules can be replenished by di�usion.

The second possible mechanism, equilibrium-limited crystallization, assumes that the absorption

capacity of the ice crystals is the limiting factor for the decrease of the degree of super-saturation.

In this case, the di�erent di�usion rates of the isotopologues do not a�ect the isotopic abun-

dances in the ice crystal. Consequently, the heavier isotopologues would be more abundant in

the crystals than in the case of di�usion-limited crystallization and neither isotope ratio nor

relative humidity, would change in the proximity of the ice nuclei. By measuring the di�erent

water isotopologues separately in the gas phase, in ice crystals, and in the total water content

in the ice cloud chamber, we aimed to investigate, which of the above mentioned mechanisms is

primarily responsible for the super-saturation e�ects observed in the upper troposphere and to

experimentally determine fractionation factors at very low temperatures.

Because of the di�cult accessibility and very low water concentrations (< 10 ppmv), mea-

surements to investigate these mechanisms in situ are until now to the best of our knowledge

not feasible. The AIDA cloud simulation chamber at the Karlsruhe Institute of Technology,
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(a)

Figure 8.1: a) Di�usion-limited and b) equilibrium limited Fractionation can produce the same
supersaturation. Due to di�erent reasons for the supersaturation (see text), they produce dis-
tinct isotope signals, which can be used to determine, which mechanism is responsible. In the
lower panel, the relative humidity in close proximity to the ice crystal is given in green and δD
in red. Figure from E.J.Moyer [153]

Germany (KIT) was ideally suited for this study, as it enables producing the right conditions for

super-saturation to occur during an expansion-driven cloud formation, and being equipped as

it is with extractive sample ports and two in-situ long-path length optical absorption gas cells

of the White design.

Ice cloud formation and the possible mechanisms were studied in the framework of the Iso-

cloud project, an international collaboration funded by the National Science Foundation (http:

//www.nsf.gov/), the Deutsche Forschungsgesellschaft (http://www.dfg.de) and Eurochamp-

2 (http://www.eurochamp.org) between the group of E. Moyer of the Department of Geophys-

ical Sciences of the University of Chicago (UoC), the Institute for Meteorology and Climate

Research Atmospheric Research of the KIT, the group of V. Ebert of the Center of Smart In-

terfaces, Technische Universität Darmstadt (TUD) and Physikalisch Technische Bundesanstalt

(PTB) in Braunschweig, Germany and the LIPhy of the University of Grenoble as adjoint part-

ner.

http://www.nsf.gov/
http://www.nsf.gov/
http://www.dfg.de
http://www.eurochamp.org
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Gas phase water and isotopic composition was measured with two in-situ TDLAS spectrometers.

The UoC developed a system that measured H16
2 O and HDO at 2.65 µm (CHI-WIS) and the

University of Darmstadt/PTB/KIT groups contributed with a similar instrument, called Isotope

AIDA-PCI-in-cloud-TDL (ISO-APicT), described in detail in the dissertation of Jan C. Habig

[87]), that measured H16
2 O and H18

2 O at 2.64µm. Both of these instruments will also be discussed

in more detail in the PhD theses of K. Lamb (University of Chicago) and B. Kühnreich (Univer-

sität Darmstadt/PTB Braunschweig). We participated with the OF-CEAS spectrometer (SIRI)

and the syringe calibration system developed in the framework of this thesis and supported the

KIT with the operation of their OF-CEAS spectrometer (Resonatorverstärktes Wasserdampf

Absorptions Spektrometer, Rewas-Iso), which was also built in Grenoble and which is based on

our own spectrometer.

To measure the isotopic composition of the ice crystals, one of the OF-CEAS spectrometers

was connected behind a pumped counter-�ow virtual impactor (PCVI) [154] that separates ice

particles larger than a set cut-o� size from the gas �ow. The PCVI is described in more detail

in section 8.2. The second OF-CEAS spectrometer was directly connected to the cloud chamber

and measured via an extractive heated tubing the isotopic composition of total water.

In addition to these four instruments, the already existent AIDA PCI extractive TDL (APeT)

and a frost point mirror (MBW) measured total water concentration via an extractive line and

a single pass in-situ TDL (SP-APicT) additionally measured the water concentration in the

gas phase. A schematic representation of the experimental set-up is shown in �gure 8.2, a list

of the di�erent instruments deployed during the Isocloud campaign and their most important

characteristics are given in table 8.1.

8.1 General set-up

The AIDA cloud chamber is made of aluminum, has a diameter of 4 m and a height of 7.5 m

with a volume of 84.5 m3 and an inner surface of 103 m2. A vacuum pump is connected to the

top of the cloud chamber and is used to rapidly decrease the pressure in the chamber, which

leads to an adiabatic expansion and thus a cooling of the contained air. At the bottom of the

chamber, a fan is installed to homogenize the air inside the chamber. Close to the ground level,

the PCVI is connected via an extractive tubing, behind which one of the OF-CEAS spectrom-

eters was installed. The second OF-CEAS spectrometer was connected to Silcotek coatet 1/4

inch stainless steel tubing heated to 35 °C, that was installed approximately 135 cm above the

base of the chamber. At a distance of 13 cm from the chamber walls, air was extracted through

the tubing with a �ow rate of 130 sccm. It would have been best, to connect this second OF-

CEAS spectrometer at the same location at which the other extractive instruments measuring

absolute water, were connected and at the same level of the chamber as the in situ instruments.

Unfortunately, because of limitations of the local availability, this was not possible. Initially, the

spectrometer was connected close to the top of the AIDA chamber, however this did not work
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well because of disturbances of the measurements due to strong vibrations of the metal frame

on which the instrument had to be installed. Because of this, a location close to the bottom of

the chamber, which provided more mechanical stability, was chosen.

At a height of approx. 4 m, two white cells are installed into which the two TDL spectrometers

of the UoC and PTB/KIT groups were coupled. The PTB/KIT instrument, Isotope AIDA-

PCI-in-cloud-TDL (ISO-APicT), a change between two di�erent lasers was made possible to

integrate the already existent facility TDL hygrometer APicT [155], which previously measured

gas phase water on the same beam path of the White cell. An additional single pass TDL

spectrometer (SP-APicT) was connected to the chamber at the same level as the other TDL

spectrometers to independently measure the water concentration in gas phase.

In addition to the OF-CEAS spectrometer, total water concentration in the cloud chamber

was measured by an extractive TLD spectrometer, AIDA PCI extractive TDL (APeT) and a

chilled-mirror frost point hygrometer (MBW 373LX) [155] connected to the same heated extrac-

tive line either on the third level of the cloud chamber (approx. 6 m height) or on the second

level (approx. 4.5 m height). The Isocloud project comprised four measurement campaigns that

(a)

Figure 8.2: Experimental set-up at the AIDA cloud chamber during the Isocloud measurement
campaigns, schematics by H. Saatho� (KIT). The OF-CEAS instrument behind the PCVI was
typically SIRI.

were conducted in April 2012, June 2012, October 2012 and March 2013. The two OF-CEAS
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spectrometers were in a very similar con�guration for the �rst three campaigns and measuring

at 1.392 µm, the wavelength region that was also used during the mission to Antarctica (cf.

7. For the last campaign, the KIT OF-CEAS spectrometer was adapted to be able to measure

the H18
2 O/H16

2 O ratio in very dry air as encountered in the stratosphere. These adaptions are

described in more detail in section 8.1.1.

As the �rst two campaigns served mainly as trial campaigns to test the di�erent optical instru-

ments and to reveal where modi�cations and adaptions were necessary, the data presented in

the following is from the last two measurement campaigns, Isocloud3 and Isocloud4.

8.1.1 Isocloud OF-CEAS

Whereas the con�guration of our OF-CEAS spectrometer was very similar to the one also used

for the Antarctic mission, several modi�cations were made between the campaigns to adapt the

instrument to the very demanding conditions that were encountered during the measurements.

As a decrease of the inlet pressure, as experienced by the spectrometer during the cloud simula-

tion experiments would result in a changing �ow with an ultrasonic nozzle, this �ow restriction

was completely removed from the instrument. In addition, the variable-speed pump, which was

used to regulate the cavity pressure, proved to be too weak to provide a su�cient �ow at the

lower pressures. Because of this, a Restek coated Bronkhorst pressure regulator was installed

upstream of the cavity and the variable-speed pump was replaced with an ordinary and larger

membrane pump (KNF N813.5 ANE). With this modi�cation, the �ow through the instrument

could be increased to 150 sccm and be kept constant, even as the inlet pressure descended to

below 100 mbar.

For the last measurement campaign (Isocloud4), we replaced the laser in Rewas-Iso with a laser

operating between 7278 and 7290 cm−1. As mentioned in section 3.6, the absorption line of

H2
16O is more than a factor 50, and the H2

18O line nearly a factor 4 stronger at 7286 cm−1

compared to the lines in the spectral regions at 7184 and 7200 cm−1. Because of this, the

concentration range of the modi�ed instrument in which sub-permil precision for δ18O can be

achieved is signi�cantly reduced to 1 ppmv < H2O < 60 ppmv. In addition to the measurement

of δ18O, a spectral region around 7280 cm−1 allows the measurement of δ2H. Since, at natural

abundance, in this region the HD 16O line is about 40 times weaker than the major isotopologue

line, it is especially appropriate for measurements of samples strongly enriched in HD 16O, as

were generated during the Isocloud campaigns. Two experimental spectra for the wavelength

region at 7286 cm−1 and 7280 cm−1 are shown along with a �t to the data in �gure 8.3. The

spectrum of �gure 8.3a was recorded at a water concentration of 23 ppmv and the spectrum of

�gure 8.3b at 90 ppmv.
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(a)

(b)

Figure 8.3: Experimental spectra measured with Rewas-Iso in the new wavelength range at a)
7286 cm−1 and b) 7280 cm−1.



118 8. Water isotope fractionation in simulated ice clouds

In �gure 8.4, the Allan-Werle plot is shown for measurements of δ18O at three di�erent

concentrations. At 16 ppmv, at the optimum integration time of 3740 s, a precision of 0.17h is

obtained. With 1 s averaging, the precision is 4h at 16 ppmv and 15h at 5 ppmv.

Figure 8.4: Allan deviation plot for Rewas-Iso in the H18
2 O wavelength region. At H2O = 16

ppmv, and an optimum integration time of 3740 s, the precision is 0.17 h

8.2 Pumped Counter�ow Virtual Impactor (PCVI)

As a detailed discussion of the functioning of the PCVI would go well beyond the scope of this

work, it is only brie�y introduced here. A more thorough description can be found in [156�158].

In �gure 8.5, a schematic representation of the PCVI is shown (from [158]). A sample �ow

(fs) including particles - in our case the air from the cloud chamber - is drawn into the virtual

impactor by a vacuum pump (indicated as pump �ow in the �gure). Supplemental counter�ow

(fcf ) of a particle-free gas, typically a dry synthetic air stream, is sustained to intertially remove

smaller particles from the �ow through the PCVI. Only particles above a certain mass and,

because of same densities, above a certain size (the so-called cut size or cut-o� size) traverse the

counter�ow because of their larger inertia and are separated from the bulk part of the sample

�ow. The particle-free counter�ow consists of a fraction (the e�ective counter�ow fecf ) that is

evacuated by the connected pump and another fraction (fof ) that serves as carrier gas for the

separated particles in the output �ow (fcf = fecf + fof ).
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(a)

Figure 8.5: Schematics of the pumped counter�ow virtual impactor (PCVI), �gure from [158]

The cut size is typically de�ned as the size at which 50% of the particles are transmitted

through the PCVI into the output �ow [157]. It is mainly dependent on the ratio of volumetric

e�ective counter�ow and incoming sample �ow, but also depends on other parameters such as

input pressure, the pressure in the PCVI [158], viscosity of the air and density of the particles.

As the incoming sample �ow can be larger than the output �ow of the PCVI, the separation

of particles comes along with an enhancement of the sample concentration, which equals the

ratio of sample �ow and output �ow. During the Isocloud campaigns, the cut size was typically

around 2.5 µm and the enhancement factor in the water concentration 3.72. As described above,

the separation in the PCVI depends on the inertia of the particles, which means that it requires

constant particle speeds and thus a constant volumetric �ow, independent of the pressure in the

PCVI. However, the OF-CEAS instruments work with constant mass �ows, which means that

the volumetric �ow increases at lower inlet pressures.

To maintain a pressure independent constant volumetric �ow through the sample outlet of the

PCVI with a constant mass �ow through the OF-CEAS instrument behind, a mass �ow controller

was connected in parallel to the OF-CEAS. The �ow through the MFC was then regulated such

that the volumetric �ow in the PCVI remained constant (cf. �gure 8.6).

8.3 Calibration of total water and isotope ratios

8.3.1 Calibration of OF-CEAS

The total water concentration measurements of Rewas-Iso were calibrated against the water

concentrations of APeT. For this, all sections of the measurements during the campaign with

stable water concentrations, at which both APeT and REWAS-Iso were measuring total water,

were used. Subsequently, the average for both instruments over each of these sections was calcu-
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(a)

Figure 8.6: The volumetric �ows at the sample outlet of the PCVI during an expansion experi-
ment. As the mass �ow through the OF-CEAS instrument stays constant, the volumetric �ow
increases with lower pressures. To sustain a constant total mass �ow at the sample outlet, an
MFC with a pump is connected in parallel to the OF-CEAS and the �ow is decreased with lower
pressure. Lower panel shows the pressure and temperature in the AIDA chamber for a typical
expansion experiment.

lated. As REWAS-Iso was measuring in four di�erent wavelength regions during the campaign

(cf. 8.1.1), four di�erent datasets were thus constructed.

As an example, in �gure 8.7, the H2O calibration is shown for the H2
18O wavelength region at

7286 cm−1. A linear function was �t to the plot of the water concentration measured by Rewas

vs. that measured by APeT and yielded an intercept of 0.1±0.07 ppmv and a slope of 0.76±0.01.

The large di�erence with unity is due to an initially erroneous conversion factor from line pro�le

to concentration in the �t �le of the OF-CEAS spectrometer. The water concentrations of SIRI

were not calibrated in Isocloud4 as SIRI was connected almost always behind the PCVI and no

direct comparison could be made. Since SIRI measured in a same wavelength range that had

been calibrated previously, this was also not necessary.

The isotope ratio measurements of Rewas-Iso and SIRI were calibrated with SNICS at least

twice a day, once before the experiment in the morning and once after the experiment in the

evening. Because of the limited time available for the calibrations, we decided to focus the cali-

bration on the correction of the water concentration dependency and only one isotope standard

was used for measurements at di�erent water concentrations. In the case of SIRI, the concen-

tration dependency was determined for a combination of the two calibrations before and after

the measurement (cf. 5.1) and was used for the correction of the measurements. The variation

between the two calibration measurements was in general comparable to the variation of mea-

surement steps in the individual calibrations. For concentrations above 40 ppmv, the standard



8.3. Calibration of total water and isotope ratios 121

(a)

Figure 8.7: Calibration of the H2O measurement of Rewas-Iso vs. APeT. For the calibration, all
sections with stable conditions in the Isocloud4 measurements were identi�ed and the average
of H16

2 O for APeT and Rewas-Iso were calculated and plotted against each other. The standard
deviation on the measurement is smaller than the size of the data points.

deviation of the correction function is 18h for δ2H and 2.1h for δ18O, for concentrations below

this, the standard deviation becomes signi�cantly larger because of the strong non-linearity of

the concentration dependence.

8.3.2 Calibration of in situ measured HDO/H
2

16O ratios for CHI-WIS

For the Chicago-built in-situ TDLS water spectrometer CHI-WIS, the experimentally deter-

mined value of the deuterium isotope ratio

2R̃ =
[HD 16O]sample/[H2

16O]sample
[HD 16O]VSMOW/[H2

16O]VSMOW

was calibrated against the (calibrated) R of Rewas-Iso. Analog to the calibration of the water

concentration for Rewas-Iso, all sections of the data with stable H2O and R2H were identi�ed

over the entire measurement period. As Rewas-Iso was not always measuring HDO, only those

experiments were considered, in which an HDO measurement was available for both instruments.

As all stable sections were used, the data include measurements at di�erent pressures and before

and after expansion experiments.

Di�erent calibration strategies were studied in order to calibrate the isotope ratio [HDO]/[H16
2 O]

of CHI-WIS (in the followingRCHIWIS) with the calibrated measurements of Rewas-Iso. Amongst

others, a separate calibration of [H16
2 O] and [HDO] was tried. However, the best result is achieved
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when a correction is applied to the isotope ratio directly, assuming a quadratic relation between

RCHIWIS and RRewas. The �t was weighted using the standard deviations of the Rewas-Iso data

points only (ωi = 1
σ2
i
), considering that the error on the Rewas data is typically of the same size

as and occasionally up to 4 times larger than that of CHI-WIS data (cf. �gure 8.8). The �t

(a)

Figure 8.8: The deuterium isotope ratio measurements (12 in total) of Rewas-Iso plotted against
those of CHI-Wis. The error bars represent 1σ standard deviations. A quadratic function was �t
to the data to correct the CHI-Wis measurement with the calibrated measurement of Rewas-Iso.

gives the following relation:

RRewas = −4 + 1.27 ·RCHIWIS + 0.11 · (RCHIWIS − 12)2 (8.1)

The residual of the �t indicates a di�erence of several hundred permil between the isotope ratios

of CHI-WIS and Rewas-Iso after the calibration. This is because data from the entire Isocloud4

campaign was used for the calibration �t. Because of the small amount of stable measurement

sections that could be compared, only a limited amount of data points was available and it

was not possible to make one separate calibration for each measurement day. This means that

the drift of the two instruments is also included in the �t and adds to the uncertainties. In

addition, Rewas-Iso features a large uncertainty on the isotope ratios at very low (< 5 ppmv)

water concentrations.

In �gure 8.9, the e�ect of the R2H calibration is exemplary shown for one experiment. In

�gure 8.9 a), the uncalibrated isotope ratio is shown for CHI-WIS and in b) the calibrated data.

Although one calibration was done for the entire measurement campaign, the calibrated data

agree within less than 100 permil, which is much smaller than the isotopic changes observed in
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(a) (b)

Figure 8.9: Isotope ratio measurement (HDO/H16
2 O) of CHI-WIS and Rewas-Iso during the

Isocloud4 campaign. a) CHI-WIS is not calibrated for drift. A di�erence of nearly 500h can
be seen in the stable sections in the beginning and the end of the experiment, where both
instruments should agree b) CHI-WIS data calibrated against Rewas-Iso measurements for the
entire measurement campaign. The two instruments agree better than 100h, which is much
smaller than the overall change in the isotope ratios and corresponds to a relative error on the
ratio R of approx. 1%.

the measurements, and corresponds to a relative measurement accuracy of 1% on the (enriched)

deuterium ratio.

8.4 Typical expansion experiment

For the Isocloud campaigns, a standard experimental protocol was established to study ice cloud

formation processes. At the beginning of a measurement day, water was added to the chamber

air until the partial pressure was close to saturation pressure [23]. This water was strongly

doped with HDO (2R = 10 to 20) to enhance the otherwise relatively weak HDO signal.

An experimental run was started when the air in the cloud chamber was homogeneously mixed

and the water concentration as well as the isotopic composition were stable.

For each expansion experiment, the pressure inside the chamber was decreased by evacuating

chamber air with the vacuum pump connected to the top of the cloud chamber (cf. �gure 8.10).

Pressure drops were either from 300 mbar to 230 mbar, 230 mbar to 170 mbar or 300 mbar to

170 mbar, and took a few minutes to achieve.. The decrease of the pressure inside the chamber

lead to an adiabatic cooling of typically 5-7 K of the chamber air.

As the partial pressure of water was close to saturation before the experiment, this decrease in

temperature leads to supersaturation in the chamber air and, in the presence of ice-condensation

nuclei, subsequently to the formation of an ice cloud.

As ice-condensation nuclei, di�erent types of aerosol particles were used, amongst others Arizona

Test Dust (ATD) and Sulfuric Acid (H2SO4). The degree of supersaturation that is reached
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during an expansion experiment, as well as size and amount of formed ice can be in�uenced by

the selection of a speci�c aerosol and the amount of aerosol particles that are added [159].

Throughout the measurement campaigns, expansion experiments with ice cloud formation were

carried out at di�erent initial chamber temperatures ranging from -40°C to -85°C, corresponding

to water saturation vapor pressures of 12.8 Pa down to 0.024 Pa [23].

A typical expansion experiment is shown in �gure 8.10. As discussed above, the three in-

struments SP-APicT, Chi-WIS and Iso-APicT measure in-situ gas phase water, in the case of

Chi-WIS also including HDO, and for Iso-APicT including H2
18O.

In the upper panel of �gure 8.10, the di�erent water concentration measurements are shown.

MBW and APeT as well as Rewas-Iso measure total water via two di�erent extractive lines, in

the case of Rewas-Iso together with one (H2
18O or HDO; Isocloud4) or three (HD 16O,H2

18O

and H2
17O; Isocloud3) of the rare water isotopologues. SIRI was connected behind the PCVI

and measured ice phase water including the three rare isotopologues. The enhancement in

the water concentration that occurs in the PCVI (discussed in section 8.2), was corrected for.

Furthermore, the water concentrations corresponding to saturation vapor pressure is shown.

When the vacuum pump is turned on, the pressure starts to decrease with approx. 0.22 mbar/s.

At the same time, the air temperature decreases in less than 6 min more than 8.5°C (lower

panel in �gure 8.10). The decrease of air temperature also results in a decrease in saturation

water vapor pressure. When a critical supersaturation is reached, water vapor starts to form

ice particles on the present nuclei. The ice formation can be seen in an increase in total water

(APeT, MBW and Rewas) and a decrease in water vapor (APicT and CHIWIS) in the upper

panel of �gure 8.10.

In the center panel, the isotope ratio HDO/H16
2 O measurement for gas phase (CHI-WIS), total

water (Rewas-Iso) and in the PCVI ice (SIRI) is shown. In the isotopic composition (center panel

of �gure 8.10), the crystallization results in a decrease of the isotope ratio HDO/H18
2 O in gas

phase water as the heavier isotopologues preferentially crystallize. The measurement of Rewas-

Iso shows that total water becomes increasingly enriched during the ice cloud formation. If the

water concentration and isotopic composition would change only due to the removal of chamber

air by the vacuum pump, the isotope ratio in total water would remain relatively constant as all

isotopes are practically removed homogeneously. The strong increase of the total water isotope

ratio indicates a water �ux from the chamber walls, with a strong isotopic enrichment compared

to the chamber air.

The measurement of SIRI behind the PCVI shows an increase of the relative abundance of

HDO in the ice phase, which is expected because of preferential crystallization of the heavier

isotopologues. The isotope ratio does not decrease to the initial value of the carrier gas but

remains highly elevated (2R > 10). This is due to wall-adsorption that leads to a large memory

e�ect at very low water concentrations. As the carrier gas is very dry, adsorbed HDO molecules

on the walls are not e�ciently replaced by H16
2 O but only slowly released, leading to the high
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(a)

Figure 8.10: Upper panel: The di�erent measurements of vapor phase, total water and ice phase
behind the PCVI and the ice water content calculated as the di�erence of APeT and APicT
measurement. The orange dashed line indicates the concentration corresponding to saturation
water vapor pressure. Center panel: HD16O/H16

2 O for total water (Rewas-Iso), gas phase water
(CHI-WIS) and behind the PCVI (SIRI). Lower panel: chamber pressure (in blue) and chamber
air temperature (in red)
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(a)

Figure 8.11: δ18O measurement of the ice behind the PCVI during the experiment shown in
�gure 8.10. In the beginning of the ice formation, δ18O/H16

2 O increases approx. 50h. During
the experiment, the change is smaller than the noise level.

isotope ratio values.

In �gure 8.11, the ice phase δ18O measurement of SIRI behind the PCVI is shown. To guide

the eye, a smoothed curve with a Median �ltering over 60 points (40 s) at a time is shown in

red. In light blue, the corresponding H16
2 O measurement is given. For this experiment, no total

water δ18O measurement is available, as Rewas-Iso was measuring HDO and H16
2 O only. The

Iso-APicT gas phase measurement of H16
2 O and H18

2 O is still being analyzed by our colleagues

at Darmstadt university and not yet available at the time of this writing.

When the �rst ice arrives behind the PCVI, 18R increases by approx. 50h from 1.15 to 1.2.

During the approx. 16 min of the ice cloud expansion (from 13:57 h till 14:11 h), the change of

the isotope ratio is within the noise band of the measurement and no trend can be identi�ed. The

initial increase in 18R is probably due to a higher relative abundance of the heavier isotopologues

in the water vapor inside the chamber compared to the dry synthetic air. As isotopic changes in

the case of δ18O are very small, possible changes could unfortunately not be resolved with our

OF-CEAS spectrometer at the water concentrations measured during the Isocloud campaigns.

In addition, the separation of the ice particles in the PCVI leads to a further smoothing of

the signal, which makes the temporal resolution of the ice formation even more di�cult. The

strongest enrichment, which can be found in newly formed ice particles, can not be measured

with the PCVI, as these particles are too small to be separated. During crystal growth, the ice

becomes isotopically lighter due to a depletion of the gas phase in the heavier isotopologues.
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8.4.1 Comparison of total water measurement of APeT/MBW and

Rewas/SIRI

In �gure 8.10, a signi�cant di�erence between the total water measurement of APeT and MBW

on one side and REWAS-Iso on the other side can be seen. Whereas the three H2O measure-

ments show di�erences smaller than 1 ppmv for the stable region before and after the pressure

decrease, the measurement of REWAS-Iso indicates a more rapid and stronger increase in con-

centration than the two other instruments. This di�erence can be observed in practically all

of the measurements, with REWAS-Iso always showing a stronger and faster response to the

pressure decrease than APeT and MBW. In fact, the measurements of REWAS-Iso appear to

be driven more directly by the pumping-induced pressure change.

A possible explanation for the di�erences between the total water concentrations measured

by APeT and MBW on one extractive line compared to the water concentration measured by

Rewas-Iso on another extractive line could be that the measurement of one or several of the

instruments was a�ected by the temperature or pressure changes during an expansion exper-

iment, either directly or because these introduced systematic errors in the instruments. It is

also important to notice that REWAS-Iso is measuring with constant pressure and temperature

inside the instrument, whereas APeT and MBW measure water number density at changing

pressure and temperature, which in the case of APeT requires corrections for decreasing total

air number density and increasing number density due to a drop of the temperature.

Systematic errors because of temperature or pressure changes would be obvious if the two instru-

ments on the same extraction line would show di�erent readings. However, the measurements

of APeT and MBW, which were always connected to the same extraction line, are in relatively

good agreement throughout the expansion experiments, especially as far as the overall shape of

the water concentration changes is concerned. Furthermore, APeT and MBW also agreed with

other instruments sampling at di�erent positions of AIDA (also including level 1) during the

intercomparison measurements of the AquaVIT campaigns 1 and 2 [155]. At the same time,

the water concentration measured by Rewas-Iso and SIRI agree, when connected to the same

extraction line. Figure 8.12 shows an example of the good agreement between APeT and MBW

and between Rewas-Iso and SIRI for one experiment. This makes it highly unlikely that the

problem is related to measurement problems with one of the instruments.

Furthermore, APeT measures the water concentration optically and MBW via a dew point

mirror, thus by two very di�erent techniques, and a common error between these two instruments

can practically be excluded. In the case of Rewas-Iso and SIRI, both instruments measure the

water concentration by the OF-CEAS technique. However, both instruments are measuring in

di�erent spectral regions with di�erent temperature dependencies of the investigated absorption

lines. In addition, both instruments are stabilized in cavity temperature, pressure and �ow rate,

which makes them virtually insusceptible to pressure and temperature changes in the AIDA

chamber. Finally, the characteristics of the water concentration change measured by Rewas-Iso
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during an expansion experiment does not change between the di�erent spectral regions for HDO

and H2
18O in which it was measuring during Isocloud4.

Therefore, the di�erences in the water concentrations have to be real, either because of in-

Figure 8.12: During the expansion experiments, the water concentration measured by (a) APeT
and MBW are in good agreement, as are the measurements by Rewas-Iso and SIRI (b)

homogeneities in the cloud chamber itself or because of problems inside the extractive tubing.

Because of the limited size of the cloud chamber, there is permanently an exchange of water in-

side the chamber with water on the chamber wall. Whereas this exchange reaches an equilibrium

under stable conditions, an increased addition of water from the walls can be observed during

the expansion experiments. In addition, a boundary layer close to the chamber wall is strongly

in�uenced by the temperature of the chamber wall, which stays relatively constant during the

pump-down experiments, in contrast to the gas temperature in the chamber. The extractive

tubing through which Rewas-Iso was measuring during the campaigns samples the chamber air

at a distance of 13 cm from the chamber wall, in contrast to the tubing of APeT and MBW,

which extracts air at a distance of 30 to 40 cm from the wall.

Due to the smaller distance from the wall, the measurement of Rewas-Iso could thus be more

a�ected by �uxes coming from the walls than that of the other two instruments. However, �ow

simulations of the conditions encountered in the AIDA chamber during evacuation and under

stable conditions show that this is not the reason. This is also con�rmed by the observed radial

temperature pro�le in the chamber. In �gure 8.13a, the horizontal gas temperature pro�le in-

side the chamber in proximity to the chamber wall is shown for the expansion 14 of 14-03-2013.

Whereas the sensors at a distance of up to 30 mm from the wall show temperature readings

that are very close to the wall temperature, the sensor at 100 mm is in good agreement with the

mean gas temperature in the chamber. The chamber air appears to be already homogeneously

mixed at this distance and the in�uence of a direct �ux from the wall seem to be very small.
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Because of this, a strong impact of the wall �uxes on the measurement in Rewas-Iso that would

be necessary to explain the relatively large di�erences between APeT/MBW and Rewas-Iso ap-

pears very unlikely.

In addition to the di�erent radial position, the two extraction points of APeT/MBW and

(a) (b)

Figure 8.13: a) The horizontal gas temperature pro�le in the AIDA chamber close to the chamber
wall during an exemplary expansion. Temperature sensors were installed in thermal contact with
the wall and at distances of 3, 10, 30 and 100 mm. As reference, the mean gas temperature,
averaged over several sensors in the entire chamber is shown, b) The vertical gas temperature
pro�le in the cloud chamber at the di�erent access levels of the chamber

Rewas-Iso are also installed at di�erent heights of the chamber (cf. �gure 8.2). Whereas Rewas-

Iso is measuring at 135 cm above the base of the chamber, APeT and MBW sample at a height of

6 m. As warm air has a lower density than cold air, warm air rises and there is a vertical temper-

ature gradient in the AIDA chamber. This means that at the extraction point of APeT/MBW

on the third level of the AIDA chamber, the temperature will be slightly higher than at the

bottom, where Rewas-Iso is measuring (level 1). The vertical temperature gradient is shown

exemplarily for the same expansion experiment as previously the horizontal temperature pro�le

in �gure 8.13b. There clearly is a di�erence of approx. 0.5 °C in the gas temperature at the

top of the chamber compared to the bottom. The shape of the temperature change during the

expansion is very similar on all levels, as are the absolute temperatures. This indicates that the

chamber air is relatively well mixed in the entire chamber and di�erences between the di�erent

levels in the chamber are probably not an explanation for the di�erences between the two total

water concentration measurements.

In �gure 8.14, two subsequent expansion experiments are compared. In the �rst experiment,

APeT and MBW were exceptionally connected to an extractive line on level 2 of the cloud

chamber (approx. 4 m), whereas they were connected to their standard port on level 3 (6 m)

in the second experiment. The di�erent water concentrations in the two experiments can be

explained by the di�erent conditions during the two expansions (exp. 20 was a pump-down from

230 to 170 mbar and exp. 21 from 300 to 170 mbar). It is noteworthy that despite the di�erent



130 8. Water isotope fractionation in simulated ice clouds

extraction ports, the overall shape of the water concentration measurement by APeT is identical

between the two di�erent sampling heights. This indicates that the di�erent shape of the water

concentration measurements of APeT/MBW and Rewas-Iso is not due to a di�erent sampling

height.

Figure 8.14: Comparison of two subsequent expansion experiments, in exp. 20 APeT and MBW
were sampling at 4 m height and in exp. 21 at 6 m. Because of di�erent measurement conditions,
the water concentrations are not equal but the shape is identical for both measurement heights

Finally, the ridges inside the cloud chamber that improve its mechanical strength, could

hamper a good mixing of the air closer to the walls. The ridges extend approximately 10 cm

into the chamber, which is nearly the same distance at which Rewas-Iso is measuring. However,

this hypothesis was excluded in an extensive chamber and instrumental intercomparison study

(AquaVIT-1) done in the AIDA simulation chamber by Fahey et al. [160]. For experimental

conditions similar to the conditions encountered during the Isocloud campaigns, they found that

mixing ratio gradients are virtually non-existent.

CFD simulations and simultaneous measurements at various AIDA positions during the in-

tercomparison campaigns AquaVIT 1 and 2 support our arguments against all of the above-

mentioned hypotheses [161]. After excluding almost all possible chamber related reasons for the

observed discrepancies, the cause may rather be related to the sampling system with a rather

small �ow of 150 sccm. The di�erence in the total water measurement of REWAS and APeT is

well correlated with the pressure change and relaxes at constant pressure. Therefore, problems

with the �ow controller system or a dynamic leak seem possible causes for the observation.

Despite numerous leak tests and other investigations, neither of these last two hypotheses could

be con�rmed. However, until now no �ow simulations in the chamber were done for isotope

changes and a problem due to incomplete mixing of the chamber air remains a possibility as

well. The true cause of the discrepancy between the instruments on the lower and higher air

extraction lines could thus not yet be revealed and remains speculation.
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8.4.2 Ice phase measurements

In �gure 8.15, the water concentration measurement of two expansions is shown (top panel)

together with the particle density measured with two optical particle counters (OPC, WELAS

2100, second panel). The particle density is with approx. 500 cm−3 higher in �gure 8.15b than

in �gure 8.15a (100 cm−3), the water concentration is the opposite. Lower ice nuclei number

concentrations at higher water concentrations allow the formation of fewer but larger ice crystals

(about 100 µm) in experiment 8.15a compared to about 50 µm in experiment �gure 8.15b.

Because of the larger particle sizes, the ice crystals grow more quickly to beyond the cuto� size

of the PCVI and are thus sublimated in the sample air arriving in the OF-CEAS spectrometer.

In the case of experiment 8 of �gure 8.15a, the water concentration behind the PCVI contin-

ues to increase for approx. 70 s after the start of the experiment, whereas in experiment 15

(�gure 8.15b), it takes approx. 40 s longer for ice crystals to be detectable by the OF-CEAS

instrument. Note that this di�erence in ice crystal size is also visible in the onset behavior of

the two di�erent optical particle counters which have di�erent lower detection limits.

In �gure 8.16, an expansion experiment at -60°C is shown. In the top panel, the water

concentration measurements with an initial water vapor concentration of 40 ppmv are shown.

The center panel shows the ratio HDO/H16
2 O in the vapor phase, total water in the gas phase,

as well as in the ice phase as measured behind the PCVI. Due to heavier wall ice that is released

during the pressure decrease, the HD 16O/H2
16O ratio increased from 10.6 to 11.1 during the

experiment. The isotope ratio measured by SIRI behind the PCVI increases in the beginning of

the experiment (until 11:05 h), then decreases for approximately one minute, before it increases

again, to level o� at a higher than before the expansion, due to the above discussed wall-induced

memory e�ect for HDO. The one-minute long decrease of the HDO/H16
2 O ratio can be observed

in several of the experiments (e.g. also in �gure 8.10).

This dip in the isotope ratio is probably due to the increasing in�uence of wall ice throughout

the expansion experiment. In the beginning, the ice is becoming progressively enriched because

of a preferential crystallization of the heavier isotopologues. As the vapor phase becomes more

depleted in the rare isotopologues, more H16
2 O molecules crystallize and the isotope ratio of the

ice decreases slightly. Because of highly enriched water coming from the walls, the total water

isotope ratio increases again and as this water freezes, consequently also the isotope ratio of the

ice crystals, leading to the observed behavior with a dip in the isotope ratio in the beginning of

the experiment.

Figure 8.17 shows a measurement, in which Rewas-Iso was connected behind the PCVI. In

addition to the expansion experiment, the AIDA air before and after the pump-down has been

measured with Rewas-Iso directly connected to the AIDA chamber via heated tubing. These two

data sets serve as an additional calibration of the measurement and allow comparing directly

the isotopic compositions through the PCVI and inside the chamber air.

In the top panels of �gure 8.17, the water concentration measurements are shown with a back-
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(a) (b)

Figure 8.15: Two cloud expansion measurements (a) starting at -50 °C and with 100
particles/cm−3 and (b) starting at -60 °C and with 500 particles/cm−3. Top panel: H2O in
gas phase, in the ice behind the PCVI and in total water. Second panel: Measurement of two
OPCs (Welas and Welas2) of the particle density in the cloud chamber. Third panel: The
maximal particle size in a) is nearly 100 µm compared to around 50 µm in b). Bottom panel:
Pressure and air temperature during the experiment
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Figure 8.16: Expansion at -60°C. Top panel: Measurement of gas phase, total water and ice
behind the PCVI. Center panel: HDO/H16

2 O in gas phase, total water and ice. In the ice phase
water, a small dip in the isotope ratio can be observed shortly after the beginning of the ice
cloud measurement, which is probably related to the water dynamics in the cloud chamber.
Bottom panel: Pressure and air temperature during the experiment

ground measurement before (left panel) and after the expansion (right panel). In the center

panels, the corresponding δ18O measurements of background and expansion are given and in

the bottom panel, pressure and temperature during the expansion.

For a �rst estimate of the fractionation factor in the experiment, we assume a constant frac-

tionation factor and only a transition from the vapor phase to ice, thus a Rayleigh fractionation

process with one sink. We can then calculate the fractionation factor with the following formula

(cf. 1.2.2 and [145]):

R

R0
=

(
N

N0

)α−1

(8.2)

with R and R0 the current and initial isotope ratio and N and N0 the current and initial water

concentration, respectively. The δ18O values are 3.5 ± 0.8h and 3.1 ± 0.7h for the chamber

air before and after the expansion, respectively and 10.6 ± 1.8h for the ice phase behind the

PCVI. The water concentration before the ice cloud formation was 8.12 ± 0.05 ppmv and the

lowest water concentration during the expansion (measured with APicT) 5.65± 0.07 ppmv. For

the fractionation coe�cient α, we then get 18α = 1.018± 0.014.

This is only a �rst estimate, as no additional sinks and sources for water, such as the chamber
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wall were taken into account. In addition, the measurement behind the PCVI risks to be biased

as only ice crystals of a certain size can be measured. Even with the improved detection limit in

Rewas-Iso of approx. 4h in δ18O at water concentrations around 20 ppmv, the standard error

made in the calculation of the fractionation factor (0.014) relatively high. A better estimation

of the fractionation factors can be obtained by the comparison of in-situ measurements of the

gas phase (ISO-APicT and CHI-WIS) with measurements of the total water (APeT, MBW and

Rewas-Iso). In addition, a more complete model of the water �uxes in the cloud chamber has

to be developed, as was done by Kara Lamb of the University of Chicago as part of her PhD

thesis. A brief introduction of this model will be given in the next section, for more details we

refer to the PhD thesis of K. Lamb and [162].

Figure 8.17: Expansion at very low water concentration. Top panel: water concentration mea-
surement during the experiment (middle) and background measurements before (left) and after
(right) the expansion. Middle panel: corresponding δ18O measurements of background and
expansions. Bottom panel: pressure and temperature during the expansion

8.5 Modeling of �uxes in the AIDA chamber

As the ice cloud formation experiments are done in a �nite volume, we have to take into account

interactions of the gas inside the chamber with the chamber wall and the removal of air from

the chamber during the experiments.
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Figure 8.18: Schematics of the water and isotope �uxes included in the model

Figure 8.18 gives a schematics of the water �uxes that are simulated in the model. Three

di�erent �uxes of H2O are assumed:

1) A reduction of [H2O]total in the chamber because of the decrease in pressure:

∆ [H2O]pump = [H2O] · dN
N

(8.3)

= [H2O] ·
(

(p+ ∆p)T

p(T + ∆T )
− 1

)
(8.4)

As the chamber air is constantly stirred by a mixing fan, we assume a homogenous isotopic

distribution throughout the chamber, and :

Rpump = R(t) (8.5)

2) An exchange between vapor and ice phase due to crystallization and sublimation

∆ [H2O]ice = [H2O]total − [H2O]gas (8.6)
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As total water the measurement of APeT is used and for water vapor the data from APicT.

For the crystallization, Rayleigh distillation is assumed with (cf. section 1.2.2)

dR

R
= (α− 1)

dN

N
(8.7)

As the gas temperature change during an experiment is typically of the order of only 4°C to

5°C during an ice cloud formation, a linear dependence of the fractionation factor α on the

temperature can be assumed:

α = a0 + a1T (8.8)

The o�set a0 is a free parameter in the �t and the slope a1 is derived from the temperature

dependence of the fractionation factor as described by Merlivat and Nief ([34], equation (1.10)).

The result is however insensitive to whether the formulation of Merlivat and Nief is used or the

formulation by Ellehøj [163].

α can be separated into kinetic and equilibrium fractionation (section 1.2.2,[39],[46]):

with α = αeq · αk (8.9)

and αK =
S

1 + αeq
D
D′ (S − 1)

(8.10)

and the the equilibrium fractionation factor can subsequently be determined based on equations

8.8 and 8.10. The water that sublimates from ice to vapor is assumed to have the same isotope

ratio it froze at.

3) A �ux of [H2O] from wall ice into the chamber air:

∆ [H2O]wall = ∆ [H2O]total −∆ [H2O]pump (8.11)

As the fraction of ice coming from the wall is much smaller than the total amount of wall ice, the

isotopic composition of the wall ice can be assumed to be constant throughout an experiment.

In addition, the change of the wall temperature is very small during the adiabatic expansions.

Because of this, we can assume that the isotope ratio of the ice coming from the wall is practically

constant:

Rv,wall = const. (8.12)

The parameter Rv,wall is �tted. A list of all input data and parameters used in the model is

shown in table 8.2.
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Table 8.2: Input data and parameters used in the isotope �ux model

parameter determination
∆[H2O]total measured by APeT/MBW/Rewas-Iso
∆[H2O]gas measured by APicT/SP-APicT/ISO-APicT
∆[H2O]pump = [H2O] · (p+∆p)T

p(T+∆T ) − 1

∆[H2O]ice = [H2O]total − [H2O]gas
∆[H2O]wall = ∆[H2O]total −∆[H2O]pump
R(t)gas measured by CHI-WIS/ISO-APicT
R(t)total measured by REWAS-Iso
Rv,wall const., free �t parameter
Rpump = R(t)gas
Rice = α(T ) · αgas
α(T ) = α0 + α1T
α0 const., free �t parameter
α1 based on [34] or [163]

The ice, pumping, and wall �ux components are determined for one second time intervals

by interpolated data sets. The model is adapted to the experimental data with a Levenberg-

Marquardt least squares �t.

In �gure 8.19, the isotopic ratio measured by CHI-WIS is shown for a typical expansion

experiment, along with the model �t (top panel). In the middle panel, the di�erent water �uxes

assumed in the model (see above) are given, showing the removal of chamber air as negative

�ux and a positive �ux coming from the walls. The �ux between vapor and ice is positive

in the beginning, indicating a transition from vapor to ice phase when the air temperature

decreases and water vapor saturation is reached. When the temperature increases at the end

of the experiment, the vapor-ice �ux is negative, representing the transition from ice phase to

water vapor.

In the bottom panel, water concentrations measured by APeT and APicT are shown along

with chamber pressure and air temperature, showing the typical behavior during the expansion

experiments as described above.

Based on the model, equilibrium fractionation factors have been derived from the �t for a

series of Isocloud experiments at di�erent temperatures. The fractionation factors are shown in

�gure 8.20 and compared with previous results by other groups ([34, 127, 164�168]). The tem-

perature dependence of fractionation factors derived from our experiments agree with previous

investigations. The recent proposition of higher fractionation factors at temperatures below 250

K [127] is not con�rmed.
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Figure 8.19: Figure from [162], Top panel: The isotopic ratio measured by CHI-WIS, along
with the model �t. Middle panel: Model �uxes between ice and vapor (green), from the walls
(black) and due to the removal of chamber air by the pump (blue). Bottom panel: Total and
vapor phase water concentrations measured by APeT (blue) and APicT (green). In dashed red
chamber air temperature and in dashed black pressure.

8.6 Summary of Isocloud

Although it was not yet possible to determine, which of the two mechanisms, di�usion-limited

fractionation or equilibrium fractionation, is responsible for the supersaturation observed in

the upper atmosphere, the Isocloud project yielded very promising results. It was possible to

establish a measurement protocol to e�ciently measure ice cloud formation at temperatures

as low as -80°C in vapor phase, total water and ice phase simultaneously. Because of the

isotope calibration of the external OF-CEAS spectrometers, we could calibrate the internal

TDL spectrometers and reduce the relative error to < 1% on a very large isotopic enrichment.

The ice phase was successfully measured with the OF-CEAS instruments behind the PCVI and

a �rst comparison of the isotope ratios in all three phases could be done. Rewas-Iso could be

successfully adapted to measure δ18O with four times higher precision than before and at water

concentrations as low as a few ppmv.

Because of unde�ned problems in the connection of Rewas-Iso to the AIDA cloud chamber,

the total water measurement is unfortunately only partly exploitable and has to be treated

carefully. If the observed di�erences between Rewas-Iso and APeT are due to �uxes from the

chamber walls that are captured by Rewas-Iso due to the closer proximity to the walls, these

measurements could for example be used to test the validity of the above described modeling

approach of wall �uxes and could even be used to re�ne the model. At the time of this writing,
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Figure 8.20: Figure from Kara D. Lamb, UoC: Comparison of the temperature dependence of
fractionation factors derived from the (isotope) �ux model in the AIDA chamber with previously
published results. Pink dots represent fractionation factors inferred from ISOCLOUD measure-
ments. Previously experimental results are shown with data as symbols and modeling results
as lines (solid for experimental ranges and dashed for extrapolations). Our results agree with
previous published data but not with the recently proposed increase of equilibrium fractionation
factors for water vapor over ice.

this was however work in progress and could not be included.

The mechanisms for supersaturation could not clearly be identi�ed because of limitations in

the experimental set-up. Most importantly, the uncertainty in the total water measurement

because of problems in the Rewas-Iso sample line make a precise determination of the isotopic

composition of total water impossible. In addition, the measurement of ice phase water behind

the PCVI only re�ects a portion of the total ice phase. Due to the inevitable cut-o� size

of separated particles, smaller ice crystals are lost and are not detectable. Therefore, it is

not possible to accurately determine the di�erence between the isotopic composition of gas

phase water and ice phase water that would be necessary to further investigate the two possible

explanations of supersaturation.

To overcome these limitations, for a next cloud campaign, several improvements could be made

and would lead to an even better result and better intercomparibility of the di�erent instruments.

Rewas-Iso should be connected to the same outlet as the other two total water measurements,

MBW and APeT, in order to eliminate any uncertainty concerning the sampling location and

transfer of the sample through the extraction tubing. Regular measurements should be done

at stable conditions inside the cloud chamber to calibrate the internal isotope measurements

against the external (and previously calibrated) OF-CEAS spectrometers. The wavelength range

of SIRI should be changed to the same range as Rewas-Iso, which is especially important for

lower temperatures with very low water concentrations.

Finally, regular calibrations of the OF-CEAS spectrometers with the Syringe Nanoliter Injection
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Calibration System should be made with two enriched standards approximately matching the

isotopic composition inside the cloud chamber. This way, an additional uncertainty because of

di�erent isotopic composition of calibration and real measurements, can be eliminated.
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In the framework of this thesis, we developed an OF-CEAS spectrometer that shows signi�cantly

better performance and stability than previous instruments based on the same technique. At

water concentrations around 80 ppmv, the precision was 0.8h, 0.1h and 0.2h for δ2H, δ18O

and δ17O, respectively with optimum averaging time (about 30 min). With 4s averaging, the

precision is 12h, 1.1h and 3.2h. In the optimum measurement range of the instrument at

water concentrations around 650 ppmv, precisions of 0.28h, 0.02h and 0.07h can be achieved

with averaging times of 30 to 60 min.

As limiting factor of the accuracy, a strong concentration dependence of the isotope ratio mea-

surements was identi�ed. Due to thorough investigations and optimization of the analysis pro-

cedure, the main source of this dependency was identi�ed to be constant pattern noise in the

measurements, which propagates in the isotope ratios and becomes especially prominent at low

absorptions, corresponding to lower water concentrations. By comparing the experimental data

with synthetic absorption spectra, we could conclude that approx. 83% of the baseline noise

is due to slowly changing structured noise. The structured noise is assumed to originate from

residual backscattering on multiple optical surfaces in the beam path and could not (yet) be

removed.

We therefore propose a calibration strategy with two isotope standards. One standard should be

measured at four di�erent water concentrations before the measurement, with each step main-

tained for 30 min to determine the concentration dependence. In addition, the second standard

should be measured at one water concentration to adapt the isotope scale, which is a much

smaller correction than the correction for the concentration dependence. After the measure-

ment, the second water standard should be measured at four di�erent water concentrations and

the �rst standard at only one concentration. This way, the correction function for the unknown

sample can subsequently calculated as a linear combination of the individual functions of the

two standards and possible drift can be corrected for by the additional one-concentration mea-

surements of the other standard, respectively. In this way, calibration measurements are done
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for approximately �ve hours per day and measurements of unknown samples can be done for

approximately the same time between the two 2.5 h calibrations. If the water concentration

only shows small variations during a measurement (no variations of more than 200 ppmv and

no water concentrations below 80 ppmv), the number of concentration steps could be reduced

to three or even two steps, thus shortening the time needed for calibration.

With the in this thesis established calibration and correction protocol, the demonstrated accu-

racy of the measurements for water concentrations above 80 ppmv is better than 10h for δ2H,

4h for δ18O and 5h for δ17O. The time between the two calibrations should be su�ciently

short to reduce additional uncertainties due to drift of the instrument. Based on the drift anal-

ysis with Allan-Werle plots, we recommend to run calibrations approximately every 6h.

If measurements should be done at lower water concentrations, the error made in the correction

strongly increases due to an inverse dependency of the isotope ratios on the water concentration,

which becomes very large for drier gas samples. At 50 ppmv, the accuracy is approx. 35h, 8h

and 10h for δ2H, δ18O and δ17O, respectively.

For measurements of δ18O at water concentrations as low as 5 ppmv, we successfully demon-

strated the application of a modi�ed OF-CEAS spectrometer, measuring at 7286 cm-1. With

this modi�ed instrument, a precision better than 0.2h was demonstrated for δ18O at water con-

centrations below 20 ppmv. In addition, due to much stronger absorption coe�cients, the water

concentration dependency of the isotope measurements are much smaller than in measurements

at 7184 cm-1 and 7200 cm-1.

As a novel calibration instrument, the Syringe Nanoliter Injection Calibration System (SNICS)

was developed and used for calibration measurements in the lab and during several measurement

campaigns at the AIDA cloud chamber in Karlsruhe. A theoretical model was established to

better explain the operation of the syringe injection system and showed good agreement with

the experimental results. In parallel measurements of SNICS and a microdrop injector, we could

show that no fractionation occurs in the water inside the syringe itself and that the new system

is well adapted for calibration measurements at water concentrations as low as several tens of

ppmv.

Finally, the OF-CEAS spectrometer was successfully operated during measurement campaigns

in Antarctica and at the cloud simulation chamber in Karlsruhe, Germany. Due to di�culties

with the calibration in Antarctica, this data could not be fully exploited. However, due to its

proper functioning under harsh conditions, we were able to show the promising perspective of

using optical spectrometers for isotope measurements in the coldest region of the planet. With

the cloud chamber experiments, we were able to show that the OF-CEAS technique is, after

proper adaptions, capable to measure water isotope ratios even at water concentrations as low

as several ppm and could thus also be successfully used for atmospheric studies, for example in

the stratosphere.

In the near future, more experimental investigations will be done in order to reduce the water

concentration dependence of the OF-CEAS spectrometer, which is at the moment the limiting
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factor for a higher precision and accuracy of the measurements. One possibility that is going to

be studied is the removal of the additional reference photo diode and to extract this information

from the measurement of the signal photodiode. In this way, optical elements in the beam path

such as the beam splitter, a lens in front of the reference photo diode and the photo diode itself

could be removed, which would eliminate parasitic re�ections and possible optical fringes in the

measurements and could result in a reduced concentration dependence.

As it was shown in the framework of this thesis, the novel OF-CEAS spectrometer is well adapted

to measure at very low water concentrations. The instrument can with proper calibration be

used for measurements under extreme conditions as for example encountered in continental

Antarctica. Next winter, it will probably be part of an upcoming measurement campaign at the

French Italian Antarctic research station of Dome Concordia (75°06'S - 123°21'E). This campaign

will be done in the framework of the European Research Council (ERC) Starting Grant project

COMBINISO of A. Landais of Laboratoire des Sciences du Climat et de l'Environnement. At

Dome Concordia, the mean air temperature is around -50.8°C [148], which corresponds at a

mean pressure of around 650 mbar to water mixing ratios as low as 60 ppmv [169]. The cal-

ibration device, SNICS, can be used not only to calibrate the OF-CEAS instrument but also

other, e.g. commercially available, instruments. It is also going to be used for the upcoming

measurements at Dome Concordia.

The objective of these measurements and the ERC COMBINISO project in general is to estab-

lish a better description of the links between climate, hydrological cycle and stratospheric inputs

over the last 100 years in Antarctica. For a correct use of water isotopes, it is important to better

understand the relation between physical properties such as temperature and relative humidity

and the fractionation factors. First measurements in a cloud chamber have thus been done

to investigate kinetic fractionation factors during solid condensation at low temperature [170].

Further investigations will be done to determine water fractionation coe�cients. These can be

used to improve the description of cloud microphysics in isotopic models and will thus lead to a

better understanding of isotope records in polar ice cores. To accomplish the goal of even more

stable water vapor isotope measurements, a new water vapor isotope spectrometer based on the

technique of Optical Feedback Frequency Stabilized Cavity Ring-Down Spectroscopy (OFFS-

CRDS)[171] is currently being developed in this project to measure all three of the water vapor

isotopes, δ18O, δ17O and δ2H, and will be employed together with our OF-CEAS spectrometer.
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Nomenclature

APeT AIDA PCI extractive TDL

CEAS Cavity Enhanced Absorption Spectroscopy

CRDS Cavity Ring Down Spectroscopy

CW Continuous Wave

FFT Fast Fourier Transform

FSR Free Spectral Range

FWHM Full Width Half Maximum

HYSPLIT Hybrid Single Particle Lagrangian Integrated Trajectory Model

IAEA International Atomic Energy Agency

ICOS Integrated Cavity Output Spectroscopy

IRMS Isotope-Ratio Mass Spectrometry

ISO-APicT Isotope AIDA-PCI-in-cloud-TDL

MFP Mean Free Path

NEA Noise-Equivalent Absorption

NILU Norwegian Institute for Air Research

OA-ICOS O�-axis Integrated Cavity Output Spectroscopy

OF-CEAS Optical Feedback Cavity Enhanced Absorption Spectroscopy

OFFS-CRDS Optical Feedback Frequency Stabilized Cavity Ring-Down Spectroscopy



164 Nomenclature

OPC Optical Particle Counter

QCL Quantum cascade laser

RD Ring-Down

RMS Root Mean Square

SIRI Spectromètre Infrarouge des Rapports Isotopiques

SLAP Standard Light Antarctic Precipitation

SNICS Syringe Nanoliter Injection Calibration System

standard liters per minute slm

TDLAS Tunable Diode Laser Absorption Spectroscopy

TEM Transverse Electromagnetic Mode

UTLS Upper Troposphere Lower Stratosphere

vmr Volume mixing ration

VSMOW Vienna Standard Mean Ocean Water



Appendix A

Isotope standards used in this work

Standard δ
2H δ

18O δ
17O

GS48 −43.3± 0.3h −6.52± 0.03h −3.45± 0.02h
GS50 −276.7± 0.3h −35.01± 0.03h −18.64± 0.02h
GS22 −113.5± 0.3h −15.29± 0.03h −8.1± 0.02h
BEW1 880h 111.9h -
BEW2 1374h 175.4h -

Table A.1: Isotope standards used in this work
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Modeling of SNICS injection

Instead of an isotope ratio gradient inside the droplet, we assume an enriched surface layer

volume and a core volume with the isotope ratio of the water standard (�gure B.2). This means

that the syringe calibration system is built of three di�erent water volumes:

1) the syringe reservoir with constant isotope ratio R0 of the given water standard and a �ow

rate Φ0(t), which is determined by the injection speed of the syringe pump.

2) the core volume of the droplet, which has a time dependent volume VC(t) and constant isotope

ratio RC(t) = R0.

3) The surface layer of the droplet with volume VS(t) and isotope ratio RS(t), which is in�uenced

by the evaporation from the surface layer and a continuous supply of the isotope standard

from the core volume VC . For the surface volume, we assume a constant thickness d, which

is determined by the di�usion of water molecules in the surface layer. For small d, we can

approximate VC to be the surface area AS multiplied with the thickness of the layer:

VS(t) = AS(t) ∗ d (B.1)

(a) (b)

Figure B.1: Illustration of the dimensions of a droplet formed during water injection with SNICS.
(a) The syringe needle has a diameter of 2r0 and the height of the droplet is h(t). (b) Quantities
used to compute the volume of the droplet over time
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(a)

(b)

Figure B.2: (a) The droplet is assumed to have an enriched surface with volume Vs(t) and a core
volume Vc(t) with isotopic composition as the water in the reservoir (b) The di�erent volumes
of water in the model approach. Water from the reservoir is injected to the core volume Vc,
travels into the surface layer volume Vs and is evaporated.

The �ow from the reservoir to the core is Φ0, the �ow from the core to the surface layer ΦC ,

and the �ow of evaporated water Φe.

Before we look in detail into the behavior of the isotopes, we investigate the behavior of total

water in this model, which allows us to derive an expression for the droplet size, as well as the

evaporated water �ow, as a function of time. Combining the latter with the dry air �ow, we

then obtain an expression for the water volume mixing ratio as a function of time.

The volume of the droplet equals the �ow towards the droplet minus the �ow out of the droplet.

In discrete time one obtains the following integration formula:

Vdrop(t+ ∆t) = Vdrop(t) + (Φ0(t)− Φe(t)) ·∆t (B.2)

The volume of a spherical cap is given by [172]:

V =
π

6
· h
(
3r2

0 + h2
)

(B.3)

and the surface area

AS = 2πrh (B.4)
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for 0 ≤ h ≤ 2r

With r2 = r2
0 + r2

d and rd = r − h (cf. �gure B.1b), AS can also be written as

AS = π
(
r2
0 + h2

)
(B.5)

We now want to express the cap height in terms of the droplet volume Vdrop. Rearranging

equation B.3, we can write

h3 + 3r2
0h−

6V

π
= 0 (B.6)

We �nd three solutions of which only one is real:

h =
α2 − 36 · r2

0

6 · α
(B.7)

with

α := 6

3V

π
+

(
r6
0 + 9

(
V

π

)2
)1/2


1/3

We now assume that the evaporation rate Φe(t) is proportional to the (exposed) surface of the

water droplet:

Φe(t) := ke ·As(t) (B.8)

with ke a constant evaporation factor.

With this and the injection rate Φ0(t), the iteration step yields

Vdrop(t+ ∆t) = Vdrop(t) + (Φ0(t)− Φe(t)) ·∆t (B.9)

As(t+ ∆t) = π
(
r2
0 + h2 (Vdrop(t+ ∆t); r0)

)
(B.10)

for the droplet volume and the exposed surface area of the droplet.

For the study of the isotopic behavior, we have to di�erentiate between the two volumes VC and

VS of the droplet. The change of the surface volume VS is determined by the �ow from the core

volume (ΦC) and the evaporation �ow Φe:

VS(t+ ∆t) = VS(t) + (ΦC(t)− Φe(t)) ·∆t (B.11)

The core volume is determined by the supply �ow from the syringe pump Φ0(t) and the �ow

ΦC(t) to the surface layer:

VC(t+ ∆t) = VC(t) + (Φ0 − ΦC) ·∆t (B.12)
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Alternatively, we can also express VC(t) as the di�erence between the total droplet volume

Vdrop(t) and the surface layer volume VS(t):

VC(t) = Vdrop(t)− VS(t) (B.13)

∆VC(t) = ∆Vdrop(t)−∆VS(t) (B.14)

In a volume V with constant density, the isotope ratio can be calculated as

R =
V ′′

V ′
≈ V ′′

V − V ′′
(B.15)

with V ′ indicating the volume of the most abundant and V ′′ the volume of a rare isotope. For

V ′′, this leads to

V ′′ = V · R

1 +R
(B.16)

The rare isotope in the surface layer can thus be described by the following relation:

V ′′S (t+ ∆t) = VS(t+ ∆t) · RS(t+ ∆t)

1 +RS(t+ ∆t)
(B.17)

which leads together with equation (B.11) to:

VS(t+ ∆t) · RS(t+ ∆t)

1 +RS(t+ ∆t)
= VS(t)

RS(t)

1 +RS(t)
+

[
ΦC(t)

R0

1 +R0
− Φ′′e (t)

]
·∆t (B.18)

with

ΦC(t) = Φ0(t)− ∆VC(t)

∆t
(B.19)

= Φ0(t)− ∆Vdrop(t)−∆VS(t)

∆t
(B.20)

this gives

VS(t+ ∆t) ·
RS(t+ ∆t)

1 +RS(t+ ∆t)
= VS(t) ·

RS(t)

1 +RS(t)
+

(
∆VS(t)−∆Vdrop(t)

)
(B.21)

·
R0

1 +R0
+

[
Φ0(t)

R0

1 +R0
− Φ′′e (t)

]
∆t

Substituting ψ(t) := RS(t)
1+RS(t) , we can write

ψ(t+∆t) =
1

VS(t+ ∆t)
·
{
VS(t)ψ(t) +

[
∆VS(t)−∆Vdrop(t)

] R0

1 +R0
+

[
Φ0(t)

R0

1 +R0
− Φ′′e (t)

]
∆t

}
(B.22)

Φ′′e (t) can be written as

Φ′′e (t) = Φe(t)
RV SMOW (1 + δS) · αV

1 +RV SMOW (1 + δS) · αV
(B.23)
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Since RV SMOW � 1, we can approximate

1

1 +RV SMOW (1 + δS) · αV
≈ 1

1 +RV SMOW (1 + δS)

Φ′′e (t) ≈ Φe(t)
RV SMOW (1 + δS)

1 +RV SMOW (1 + δS)
· αV

= Φe(t) · ψ(t) · αV (B.24)

Thus, we �nally get

ψ(t+ ∆t) =
1

VS(t+ ∆t)
·
{
VS(t)ψ(t) +

[
∆VS(t)−∆Vdrop(t)

] R0

1 +R0
(B.25)

+

[
Φ0(t)

R0

1 +R0
− Φe(t) · ψ(t) · αV

]
∆t

}
(B.26)

With eq. B.1, B.8-B.10, we can now calculate the isotope ratio in the surface layer and the

evaporated water. The isotope ratio of the enriched surface layer can be calculated by

RS(t) =
ψ(t)

1 + ψ(t)
(B.27)

and the isotope ratio of the vapor phase with

Re(t) = RS(t) · αV (B.28)
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Very high �nesse optical-feedback cavity-enhanced
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So far, cavity-enhanced absorption spectroscopy (CEAS) has been based on optical cavities with a high �nesse

F that, however, has been limited by mirror re�ectivity and by cavity transmission considerations to a few

times 10,000. Here, we demonstrate a compact near-infrared optical-feedback CEAS instrument for water vapor

isotope ratio measurements, with F > 140, 000. We show that this very high �nesse can be e�ectively exploited

to improve the detection sensitivity to the full extent predicted by the increased e�ective path length to reach a

noise equivalent absorption sensitivity of 5.7× 10−11cm−1 Hz−1/2 for a full spectrum registration (including

possible e�ects of interference fringes and �t model inadequacies).

In recent years, gas concentration and isotope ratio analyzers based on near-infrared, cavity-

enhanced absorption (CEAS; characterized by a measurement of the light intensity transmit-

ted by the cavity) or cavity ringdown spectroscopies (CRDS; characterized by a time-resolved

measurement of the light intensity decay) have experienced an increase in acceptance by the

scienti�c community [71]. Compared with their conventional mass spectrometer counterparts,

optical instruments are easier to handle and enable continuous and in situ measurements with

high temporal resolution. Arguably, water vapor isotope measurements have bene�ted the most,

as evidenced by, e.g., [10, 78, 173].

However, there is a number of applications for which higher detection sensitivity is impera-

tive. For example, some of the most interesting isotopic processes involving atmospheric water

occur at water abundances well below the range accessible with commonly available laser spec-

trometers. In the Antarctic atmosphere, water concentration does not normally exceed a few

hundred parts per million by volume (ppmv), whereas in the lower stratosphere it reaches lows

of just a few ppmv. Isotope studies in these environments are relevant for the validation of the

http://www.opticsinfobase.org/ol/abstract.cfm?uri=ol-39-7-1795


water isotope paleothermometer [77] and for the understanding of cirrus cloud formation and

troposphere-stratosphere exchanges [3, 174], respectively.

Until now, a small number of optical instruments have been developed with the aim to measure

in situ water isotopes with high precision at very low water abundances [5�7, 10, 83, 118, 175].

Unfortunately, resolving the details of isotope fractionation e�ects at these low water concen-

trations requires even higher levels of sensitivity and precision.

A standard quanti�cation of the sensitivity of an absorption spectrometer is given by the noise

equivalent absorption sensitivity (NEAS) [175, 176], which gives the minimum detectable ab-

sorption per unit path length normalized to the measurement rate MR (the inverse of the time

required to record a full spectrum). If δI represents the uncertainty (1σ) of the detected light

transmission of intensity I over an e�ective absorption path length Le� , the NEAS is given by

NEAS =
δI

I

1

Le�

1√
MR

(C.1)

One possible way to increase the sensitivity of a CEAS spectrometer is to combine it with a

high-frequency modulation technique in order to reduce δI. This is exploited in noise-immune

cavity-enhanced optical heterodyne molecular spectroscopy (NICE-OHMS) which, however, is

experimentally highly complex [80]. In addition, its full sensitivity potential has never been

approached in applications where complete Doppler-broadened rovibrational features need to

be recorded [177]. A compelling alternative is to �simply� increase Le� by increasing the �nesse

F of the optical cavity through the use of very high-re�ectivity mirror coatings. There are two

obvious disadvantages to this approach. First, the time required to reach the full build-up of

light intensity inside the cavity, as well as the subsequent decay of the light leaking out of the

cavity (τ), are also proportional to F. This increases the time required to record the spectrum,

thus lowering MR. Second, a higher �nesse tends to reduce the detected signal by reducing

the coupling e�ciency of the relatively broad laser emission (the free-running linewidth of a

DFB laser as used in this study is several MHz on a 1 s timescale) to the exceedingly nar-

row cavity mode width (∼ 1 kHz for the high-�nesse cavity). In addition, an increase of the

mirror re�ectivity is almost inevitably accompanied by a reduction of the mirror transmission

(as there is a technical lower limit to the losses caused by coating absorption and scattering)

which reduces the cavity throughput at resonance [71]. Thus, for �normal� CEAS or CRDS one

expects to gain sensitivity proportional to �nesse due to a cause of a lower cavity transmission,

either proportional to F, when the system is limited by detector noise, or by F in the case of

shot-noise limited detection. Longer averaging may compensate for slower spectrum acquisition.

However, the maximum averaging time is, in all practical situations, determined by variations

in environmental factors that limit the stability time of the spectrometer (Topt, as determined,

e.g., by the minimum in an Allan-Werle plot [98]). Beyond this time, drift will start degrading

the detection limit. Moreover, many systems are not limited by technical noise but rather by

optical interference fringes (�etaloning�) which may not be equally susceptible to averaging.
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The e�ect of increasing F is quite di�erent in the case of optical-feedback cavity-enhanced ab-

sorption spectroscopy (OFCEAS), as this technique enables optimal and rapid coupling of the

laser radiation to the transmission modes of the high-�nesse cavity [81]. In fact, in this Letter

we demonstrate an OFCEAS spectrometer with F ≈ 144, 000. It realizes a high level of light

injection and cavity-throughput and a gain in sensitivity proportional to the �nesse for a given

measurement time. In addition, we were able to increase Topt compared to a previous lower

�nesse setup.

In order to record absorption spectra with the OFCEAS technique, a laser is approximately

mode-matched, then optically locked to successive longitudinal, TEM00 modes of a three-mirror

V-shaped cavity. This geometry returns a portion of the light resonating inside the cavity as

optical feedback to the laser source. At the same time, it avoids un�ltered feedback of the

direct re�ection from the input mirror, as described in, e.g., [81]. The aforementioned high

light throughput is predominantly due to a narrowing of the laser linewidth to below the cavity

transmission mode width (∼ FSR/F) [81, 82, 178]. Thus, OFCEAS, in contrast to other CEAS

or CRDS techniques, does not su�er from an inadequate light transmission at very high mirror

re�ectivity. In fact, no diminution of the light intensity after the cavity is observed, despite a

seven-fold augmentation of F.

The instrument presented in this Letter is compared to a previous instrument developed in our

group. This older instrument, called isotope ratio infrared spectrometer (IRIS) participated in

airborne campaigns to study the upper troposphere and lower stratosphere and is described in

detail in [6, 83, 118]. IRIS was equipped with high-re�ectivity mirrors resulting in a ring-down

time of τ0 = 21 µs and a NEAS of 4 × 10−10 cm−1 Hz−1/2. The new high-�nesse isotope ratio

instrument (�HiFI�) is equipped with mirrors of re�ectivity 99.9989% (1 - R = 11 ppm and

roughly equal losses and transmission; Layertec GmbH), resulting in τ0 = 150 µs. The �nesse of

a V-shaped cavity with arms of length L1 and L2 is given by F = πR/(1−R2) = πcτ0/(L1 +L2)

[82]. In this case, with L1 = L2 = 489 mm, F ≈ 144, 000 (a standard linear cavity of the same

external length using the same mirrors would have F = 288, 000, and twice as large FSR, for

the same ring-down time).

As IRIS, HiFI measures the four water vapor isotopologues H2
16O, H2

18O, H2
17O and HD 16O

in the spectral range near 7184 cm−1. A deliberate choice was made to work in the near-infrared

region of the spectrum, where state-of-the-art mirror coatings allow for a more than ten times

increase in �nesse compared to the mid-infrared (MIR) regions around 2.7 and 6.7 µm. The

associated longer Le� is expected to outweigh the roughly one order of magnitude higher ab-

sorption band strength in the MIR, without even considering the lower performance of MIR

detectors and other optical components.

Figure C.1 shows a typical HiFI spectrum. At water concentrations below 500 ppmv, the NEAS

is typically 6× 10−11 cm−1 Hz−1/2, an improvement by a factor of almost 7 compared to IRIS

which is equal to the ratio of the �nesses. Clearly, the penalty of the slower scan rate is not as

severe as might have been expected, mostly because the scan time is still used e�ectively (see
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below) to better de�ne the cavity mode transmission maxima needed to calculate the absorption

spectrum. Thus, the product of the �rst and last factors in Eq. C.1 remains unchanged, and

the improvement in NEAS appears to be determined by the increase in Le�. Although in both

instruments no fringes are visible on the spectrum baseline, we cannot completely exclude that

part of the improvement is due to a reduction of the fringes underneath the noise structure.

It is noted that our NEAS values are based on the RMS noise of the �t residuals of a single

spectrum. Thus, they would also include possible e�ects of �t imperfections and fringes.

In the following, we brie�y discuss the improvements that were necessary to accommodate the

Figure C.1: Single spectrum recorded with HiFI at 500 ppmv H2
16O and a 2 Hz measurement

rate. The RMS of the residuals is 8× 10−11 cm−1.

new ultrahigh-�nesse cavity and increase Topt, and we present our �rst results illustrating instru-

ment stability and performance. HiFI is mounted in a thermally insulated 19 in. rack housing.

The V-shaped cavity has an internal volume ∼25 mL that is electro-polished and coated with a

�uoroaliphatic polymer (Cytonix FluoroPel 800A). Air inside the instrument housing is venti-

lated and regulated to 38±0.1°C with a thermo-electric air-air heat exchanger (Supercool). The

temperature of the optical breadboard is stabilized at 45°C using adhesive heater tapes (Minco),

regulated with a proportional-integral-di�erential feedback-loop implemented in software. The

sample pressure inside the cavity is regulated to 35 mbar by a custom Siltek-treated (Restek)

pressure controller (Bronkhorst) at a �ow rate of 150 standard mL/min for a calculated gas ex-

change time of 0.35 s. Over a period of 3.6 h, the drift of the cavity temperature is smaller than

0.5 mK and the drift of the pressure smaller than 10 µbar, as measured with sensors not used in

the control loops. The signal and reference photodiode outputs are digitized by a 2 channel, 16

bit A/D converter with a record length of 60k points and 8 µs step size (125 kHz). Note that,

compared to the previous spectrometer, about 4 times as many datapoints are acquired per

spectral scan, while the detector bandwidth (48 kHz) is matched to the Nyquist limit associated

with the data acquisition rate, enabling an improved de�nition of the cavity transmission signal.

In view of the long cavity ring-down time, the scanning frequency is set to 2 spectra per second

(∼10 for IRIS) and the laser tuning speed to one cavity FSR (153.2 MHz) in 3.5 ms (∼0.5 ms
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for IRIS [6]). A single spectrum spans about 110 successive cavity modes, corresponding to a

spectral window of 0.6 cm−1. At the end of each scan, the laser is interrupted for 3.2 ms in order

to record a ring-down event on the last cavity mode with a typical shot-to-shot RMS fractional

variation of 1.7× 10−4. This measurement allows for an absolute calibration of the absorption

scale [6, 81].

For the analysis, a spectrum composed of Rautian line pro�les [93] is �t to each individual

retrieved spectrum, and the isotope ratios are calculated using the integrated line intensities [6]

before being averaged. Absorption lines of methane in the same spectral region are introduced

in the �t since methane absorption becomes an important factor at water concentrations below

∼500 ppmv. The baseline is �t by two strong water absorption lines outside the measurement

range, which are grouped with the H2
16O lines inside the measurement range, and an additional

third-order polynomial.

To determine the precision of the isotope ratio measurements, a gas bottle was repeatedly

Figure C.2: Time series of H2
16O and its isotope ratios (two top panels) and the corresponding

Allan plots (bottom panel) for the selected data for H2
18O, H2

17O, and HD 16O, as well as the
deuterium- and 17O-excesses, as a function of averaging time T at a water mixing ratio of 20
ppmv.

prepared with a mixture of dry synthetic air and a local water standard for di�erent water

concentrations. This standard gas bottle was then connected to the OF-CEAS instrument

for longterm stability measurements (>8 h). Previous studies comparing this method with a

microdroplet injector indicate that isotopic fractionation using a standard 50 L tank is unde-

tectable [118]. Figure C.2 shows an Allan-Werle plot of the H2
18O, H2

17O and HD 16O isotope

ratios from measurements at the lowest sample concentration of 20 ppmv. The �gure also in-

cludes the Allan deviations for the deuterium excess d = δ2H − 8 δ18O [14] and the 17O-excess

= ln(1 + δ17O)− 0.528 ln(1 + δ18O) [44] which, however, are practically indistinguishable from

the δ2H and δ17O Allan deviation curves, respectively.

Dependent on the water concentration, the optimum integration time for the isotope ratio de-

termination is up to ∼70 min. For longer integration times, drift degrades the precision. The
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stability of HiFI is thus much higher than that of IRIS, for which the longest optimum integra-

tion time was ∼5 min [118], mostly due to the better temperature stabilization (cf. chapter 3).

The best precision for δ2H and δ17O is obtained at around 1500 ppmv. For δ2H, 70 min averag-

ing gives a precision σ(2H) = 0.12h, while averaging of 3 min results in σ(17O) = 0.07h and

σ(18O) = 0.05h. However, the optimum for δ18O, with σ(18O) = 0.02h, is obtained at a lower

water concentration of ∼600 ppmv (in about 30 min). In fact, cavity transmission at the peak

of the H2
18O absorption line drops to 10% at 1500 ppmv, giving a signal-to-noise ratio far from

optimal.

In table C.1, the precisions at di�erent water concentrations are given for T = 4 s (8 data points)

averaging and for the Allan optimum σ(Topt). With 4 s averaging, the time resolution is still

su�cient to study fast isotopic processes, but the precision is nearly a factor of three better than

for nonaveraged (0.5 s) measurements.

In conclusion, the new instrument achieves similar or better results in terms of measurement

precision compared to our previous OFCEAS water isotope spectrometer, as well as compared to

most commercial water vapor spectrometers but at a water concentration that is approximately

an order of magnitude lower. The NEAS of 5.7×10−11 cm−1 Hz−1/2 (or 5.4×10−12 cm−1 Hz−1/2

when normalized per spectral element) is among the lowest values reported for near-infrared

CEAS so far, with the exception of NICE-OHMS (with its much smaller tuning range) and the

lowest for CEAS with a base length below 50 cm. Here, the instrument o�ers the possibility to

record useful isotopic signals in dry Antarctic or upper tropospheric air and eventually even in

stratospheric air. The improved stability time can be used to increase the precision on a sin-

gle measurement before drift starts dominating the noise. It also enables longer uninterrupted

recording before recalibration needs to be carried out [98].

The instrument is capable of even higher precision or higher sensitivity isotopic measurements,

σ(2H) σ(2H) σ(18O) σ(18O) σ(17O) σ(17O)
H2

16O (4 s) (Topt) (4 s) (Topt) (4 s) (Topt)
(ppmv) [h] [h] [h] [h] [h] [h]
20 54 5 4.4 0.5 12 1.1
80 12 0.8 1.1 0.1 3.2 0.2
190 5.5 0.6 0.5 0.07 1.4 0.19
420 2.7 0.5 0.27 0.05 0.7 0.16
610 1.7 0.5 0.18 0.02 0.4 0.1
770 1.1 0.28 0.18 0.04 0.3 0.07
1470 0.7 0.12 0.17 0.05 0.22 0.07

Table C.1: Measurement Precision as a Function of the Water Mixing Ratio for Di�erent Aver-
aging Times.

when only one or two isotopic ratios need to be determined. In a previously identi�ed range

around 7200 cm−1 [179], the spectral lines are better separated and the isotopologues, excluding

δ
17O, can be measured with modestly better precision. Alternatively, we recently demonstrated
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that near 7286 cm−1, δ18O can be measured almost one order of magnitude better with a min-

imal Allan deviation of 0.4% in 30 min at only 4 ppmv H2
16O (cf. chapter 8). By temperature

tuning of the same laser, it is also possible to measure δ2H at 7289 or 7280 cm−1, with a compa-

rable performance to what is shown here at 7184 cm−1. Finally, nearby H2
16O lines at 7299.43

and 7181.17 cm−1 may be used for water detection below 0.1 ppbv.

Especially in the case of a molecule in which a (anharmonic) hydrogen oscillator is excited, such

as water, our approach may avoid the need to use more complex MIR light sources and optics,

given that line strengths may di�er by only one order of magnitude, easily compensated by the

higher �nesse available in the NIR.
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