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Abstract

Histology is the gold standard to study the spatial distribution of the molecular

building blocks of organs and to inspect the architecture of cells within tissues. In

humans and in animal models of disease, histology is widely used to highlight neu-

ropathological markers on brain tissue sections. This makes it particularly useful to

investigate the pathophysiology of neurodegenerative diseases such as Alzheimer’s

disease and to evaluate drug candidates. However, due to tedious manual inter-

ventions, quantification of histopathological markers is classically performed on a

few tissue sections, thus restricting measurements to limited portions of the brain.

Quantitative methods are lacking for whole-brain analysis of cellular and patholog-

ical markers. In this work, we propose an automated and scalable method to thor-

oughly quantify and analyze histopathological markers in 3D in rodent whole brains.

Histology images are reconstructed in 3D using block-face photography as a spatial

reference and the markers of interest are segmented via supervised machine learning.

Two complimentary approaches are proposed to detect differences in histopatholog-

ical marker load between groups of animals: an ontology-based approach is used

to infer difference at the level of brain regions and a voxel-wise approach is used

to detect local differences without spatial a priori. Several applications in mouse

models of Aβ deposition are described to illustrate 3D histopathology usability to

characterize animal models of brain diseases, to evaluate the effect of experimental

interventions, to anatomically correlate cellular and pathological markers through-

out the entire brain and to validate in vivo imaging techniques.





Résumé

L’histologie est la méthode de choix pour l’étude ex vivo de la distribution spatiale

des molécules qui composent les organes et pour l’étude de l’architecture cellulaire

des tissus. En particulier, l’histologie permet de mettre en évidence les marqueurs

neuropathologiques de la maladie d’Alzheimer chez les humains et les modèles an-

imaux de la maladie ce qui en fait un outil incontournable pour étudier la phys-

iopathologie de la maladie et pour évaluer l’efficacité de candidats médicaments.

Classiquement, l’analyse de données histologiques implique de lourdes interven-

tions manuelles, et de se fait, est souvent limitée à l’analyse d’un nombre restreint

de coupe histologiques et à quelques régions d’intérêts. Dans ce travail de thèse,

nous proposons une méthode automatique pour l’analyse quantitative de marqueurs

histopathologiques en trois dimensions dans le cerveau entier de rongeurs. Les im-

ages histologiques deux-dimensionnelles sont d’abord reconstruites en trois dimen-

sions en utilisant l’imagerie photographique de bloc comme référence géométrique

et les marqueurs d’intérêts sont segmentés par apprentissage automatique. Deux

approches sont proposées pour détécter des différences entre groupes d’animaux: la

première est basée sur l’utilisation d’une ontologie anatomique de cerveau qui permet

détecter des différences à l’échelle de structures entières et la deuxième approche est

basée sur la comparaison voxel-à-voxel afin de détecter des différences locales sans a

priori spatial. Cette méthode à été appliquée dans plusieurs études chez des souris

modèles de déposition amylöıde afin d’en démontrer l’utilisabilité pour caractériser

des modèles animaux pathologiques, évaluer des candidats médicaments, corréler les

distributions spatiales de plusieurs marqueurs à travers le cerveau et pour valider

des modalités d’imagerie in vivo.
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Introduction

Fueled by advances in technology and computer engineering, biomedical research

has profoundly evolved over the last decades. The essential feature of this change

has been the introduction of techniques generating massive amounts of data. Ex-

amples of this revolution abound. A successful example is the advant of genomic

technologies. Since the human genome has been first sequenced in 2003, genomics

have considerably evolved so that it is now possible to decode the entire sequence

of the 3 billion elements that constitute our genome in only a few days. This led

to discovery of genes involved in diseases such as cancer, autism and Alzheimer’s

disease and paved the way for earlier diagnosis and more personalized medical care.

In the drug discovery area, the impact of large-scale technologies has been huge with

the establishment of high-throughput screening as a leading technique to discover

new active compounds. Other examples come from brain imaging with, for instance,

functional magnetic resonance imaging which has enabled to map brain activation

dynamics with high spatial and temporal resolutions.

The introduction of high-throughput digital technologies in biology has an es-

sential consequence on how scientific hypotheses are formulated and investigated.

Rather than testing one hypothesis at a time, researchers can now explore thou-

sands to millions of hypotheses in single experiments. In functional brain imaging

for example, voxel-wise statistical analysis allows to investigate the relationship be-

tween behavior and the activation of thousands of locations in the brain. An even

more tantalizing aspect of high-throughput technologies is to find new hypotheses

from data itself. In high-throughput screening for example, hundreds of thousands

of compounds are tested in replicated experiments without a priori hypothesis on

their pharmacological properties. Most promising compounds are then evaluated

in secondary assays to confirm initial hypotheses. More data, however, does not

necessarily translates into more knowledge. Indeed, as more data is generated, it

becomes harder to control the quality of individual instances over whole datasets.

Also, testing many hypotheses at a time raises statistical issues relating to multi-
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ple comparisons. Therefore, drawing reproducible results from massive datasets is

particularly challenging.

A more recent yet similar evolution towards high-throughput technologies is

happening in the area of histopathology. Histopathology relies on tissue sectioning

and subsequent staining with dyes that reveal the presence of the elementary con-

stituents of organs (proteins, carbohydrates, lipids). To date, microscopic imaging

of histopathology tissue section is the gold standard technique to study the spatial

distribution of specific markers within the brain. While histopathology has been in

use since the 19th century, recent developments in digital imaging are considerably

extending its capabilities. The rising use of automated slide staining systems and

the development of whole slide imaging technologies have dramatically increased the

throughput of histopathological material production and image digitization.

While more and more brain histopathology data becomes available to the re-

searcher, quantitative analysis remains a bottleneck. Adapted tools are lacking

to mine brain histopathological data and to extract valuable biological information.

Indeed, current standards for the analysis of neuropathological markers heavily rely

on manual intervention. Hence, data analysis is usually restricted to a few tissue

sections and a few regions of interest. While this can be sufficient for many studies,

it drastically limits the scope of the analysis in studies with low prior knowledge

about biomarkers of interest, if any and it increases the risk of sampling error.

Preclinical research is fundamental to the understanding of disease

and to the development of new therapeutics. Due to evident ethical reasons,

any drug candidate has to be thoroughly evaluated in animal models of disease

before it enters clinical trials. A number of rodent models show neuropathological

markers similar to human neurodegenerative diseases. Imaging and quantifying

pathophysiological markers in these models is essential to evaluate the effect of new

therapies. Because histopathological investigations take an important role in drug

discovery, exhaustive histopathology data analysis could imply better understanding

of drug mechanism of action and toxicity early on during drug development. Also

it can be expected that system-level analysis of neuropathological markers could

benefit to the understanding of complex diseases such as those affecting the brain.

The objective of this work was to develop an integrated approach to

quantify and analyze neuropathological markers at the level of the whole

brain in rodents. Three features were aimed for at each step of this approach:

exhaustiveness, automation and robustness. The method described in the next

chapters relies on serial histology, block-face photography, image processing

2
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and analysis. All the computational developments required for this work were per-

formed in the BrainVISA open-source environement. A new image processing

pipeline, 3D Histology Analysis Pipeline (3D-HAPi), integrates most of the com-

putational aspects described in this thesis and will be been made publicly available

soon (brainvisa.info).

This work took place in MIRCen (Molecular Imaging Research Center) in the

neurodegenerative diseases laboratory CNRS/CEA UMR9199. Owing to unique

facilities in MIRCen, internal collaborations in UMR9199 and external collabora-

tions with Sanofi, IPSEN and Institut Pasteur de Lille, this approach was applied

in several cohort studies involving mouse models of Alzheimer’s disease. The goals

of these studies were to better characterize neuropathological markers

distribution in mouse models of cerebral amyloid deposition and to eval-

uate the effect-size and -localization of experimental interventions (drug

treatment, gene over-expression).

The thesis document has been subdivided into five main parts.

Chapter 1 reviews important aspects of histopathology. Main histopathology

techniques are described and briefly put into historical perspective. Methods for

image digitization and quantification are reviewed with a focus on current methods

for the assessment of neuropathological markers in mouse models of Alzheimer’s

disease. This chapter also covers general aspects of Alzheimer’s disease. Current

main hypotheses on Alzheimer’s disease pathophysiology are discussed. Animal

models of Alzheimer’s disease are described and their relevance to the human disease

is analyzed.

Chapter 2 focuses on high-throughput production of 3D histopatho-

logical data. It consists in several steps: (1) production of series of histopatho-

logical tissue sections encompassing the whole-brain; (2) imaging large number of

sections with time constraints; (3) recovery of the 3D shape of the brain from 2D

tissue section images; (4) segmentation of neuropathological markers in whole-brain

histopathology volumes in a robust and scalable fashion. Describing this last step

will be the opportunity to present a new method for neuropathology image

segmentation and to compare it with the current state-of-the art.

Chapter 3 presents two approaches to extract meaningful biological informa-

tion from whole-brain histopathology volumes. Both approaches are commonly used

in clinical brain imaging and to some extent in preclinical imaging and extended

here for the analysis of histopathological data. The ontology-based analysis en-

ables to perform global measures of neuropathological marker loads in hierarchically-

3
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organized regions of interest while voxel-wise analysis can be used to detect local

differences between groups of animals without anatomical a priori. Due to the na-

ture of histology staining and imaging, voxel-wise analysis cannot be directly applied

to histopathological marker analysis. A solution to extend voxel-wise analysis

to histopathological data analysis will be proposed and validated through

simulation experiments.

Chapter 4 shows various applications of the methodology. Three studies will

be described:

• The first study aims to thoroughly characterize a mouse model of Alzheimer’s

disease.

• The second study evaluates the preclinical efficacy of a new immunotherapy

for Alzheimer’s disease.

• The third study dissects the effect of a newly described protective gene in a

mouse model of Alzheimer’s disease.

Finally, chapter 5 opens the door on several extensions for 3D histopathology.

An application for whole-brain histopathological data to validate in vivo imaging

modalities is presented. In addition, preliminary results are shown for whole-

brain analysis of cellular markers and spatial correlation of pathological and

cellular markers throughout the brain. Remaining challenges for cellular markers

analysis are discussed and a new method will be proposed to address the

problem of individual cells segmentation.

4



Chapter 1

Context

1.1 Histology

1.1.1 Principles and evolution

Histology is the study of the microscopic structure of biological tissues and the en-

semble of techniques that enable this study. It is broadly used to study the spatial

distribution of the molecular building blocks of human and animal organs (pro-

teins, nucleic acids, carbohydrates, lipids) and to inspect the architecture of both

cells within tissues and organelles within cells. Not only histological techniques

profoundly impacted the current understanding of life but it also deeply changed

medical practices. While histological techniques have continuously evolved and be-

came more diverse, a few general principles for tissue histological processing can be

drawn:

1. Tissue collection: a tissue sample is collected from a donor either in vivo

via a biopsy or a surgical intervention or post mortem via dissection,

2. Tissue processing: the sample tissue is prepared in order to preserve its

microstructural integrity and is then cut into sections,

3. Staining: tissue sections are stained to provide a contrast between structures

or molecules of interest and the remaining tissue; tissue sections are then

mounted on glass slides,

4. Imaging: slides are digitized with high spatial resolution (typically with a

microscope).

5



Chapter 1: Context

Figure 1.1: Early brain histology. Left: A cortical pyramidal neuron stained with

Golgi’s method. Right: Different neuronal types in the cerebral cortex as drawn by

Ramon y Cajal.

These principles can be traced back to the 19th century when the first histochemical

dyes were discovered. With respect to neuroscience, the first successful attempt to

stain nerve cells with a chemical dye is due to Camillo Golgi. It consists in im-

pregnating brain tissue with silver nitrate which stains nerve cell bodies and their

processes in black (Figure 1.1). This staining allowed to study for the first time

the cellular organization of the brain and led Santiago Ramon y Cajal to postulate

that neurons were communicating through signals that would be transmitted via

axons and synapses. Using another silver staining, Alois Alzheimer discovered the

two neuropathological signatures of Alzheimer’s disease: Aβ plaques and neu-

rofibrillary tangles. Another chemical staining is the Nissl staining, which can

be achieved using dyes such as Cresyl violet or toluidine blue. It specifically high-

lights Nissl bodies which are small intra-cellular granules predominantly found in

neurons and it is easy to perform. Therefore, Nissl staining became very popular to

reveal structures of the brain. Nowadays, chemical dyes are still commonly used to

visualize cells and their environment.

Around the middle of the 20th century, immunohistochemistry (IHC) was

proposed by Coons et al. [1]. Contrary to histochemical staining which relies on

fortuitous physicochemical affinities between the dye and biological structures, im-

munohistochemistry is designed to specifically target molecules of interest. It bene-

fits from the basic property of antibodies to bind specific antigens. In IHC, molecules

6



Chapter 1: Context

Figure 1.2: Immunohistochemistry principle. (a) Direct immunohistofluorescence.

A single antibody is used to recognize the antigen and emits light when the fluo-

rescent dye is excited. (b-c) Indirect immunohistochemistry. A secondary antibody

recognizes the first antibody and is either coupled with a fluorescent dye (b) or is

coupled with horseradish peroxidas which can react with DAB and hydrogen per-

oxide to form a characteristic brown depot.

of interest are highlighted on tissue sections by incubating them with a specific an-

tibody. If the antibodies are attached with a fluorescent dye, the staining will be

observable under fluorescence microscopy. More often, IHC requires two different

antibodies. The first one recognizes the antigen (primary antibody) and the second

one recognizes the first antibody, thus acting as a signal amplifier (secondary anti-

body, Figure 1.2). The secondary antibody is often either bound to a fluorescent

dye or to horseradish peroxidase. This latter produces a brown colored product in

the presence of hydrogen peroxide and diaminobenzidine (DAB) which highlights

the molecule of interest. IHC with a DAB revelation is observed under white light

illumination with bright-field microscopy. IHC is a particularly popular technique

because antibodies can be engineered to specifically recognize a vast amount of

molecules. To give an illustration of this, Sigma-Aldrich, a leader in biological prod-

ucts distribution, lists 32884 primary antibodies for IHC on its website as of April

2015. IHC is very powerful to study the brain. Because each cell type expresses

specific proteins, one can use IHC to differentiate cell types. Also, IHC can highlight

pathological signatures of diseases such as Aβ plaques and neurofibrillary tangles in

Alzheimer’s disease (Figure 1.3a).

Many other notable histological techniques exist. To name a few, in situ hy-

bridization can detect nucleic acids and is used to reveal specific genetic mutations

and to measure gene expression with high-spatial resolution in tissue sections [2];

enzyme histochemistry can be used to measure, not only the amount, but the ac-

tivity of an enzyme [3]; colloidal gold staining techniques coupled with electronic

microscopy have allowed to localize specific antigens with nanometric resolution [4].

Together, these techniques have vastly contributed to biology and medicine. For
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Chapter 1: Context

example, histological examination of pathological tissue is necessary for cancer di-

agnosis and is also often important to choose the best therapeutic option for each

individual patient. In addition, drug discovery strongly relies on histologi-

cal techniques. In order to assess whether a compound is active in animals, one

can examine the drug target via histological techniques and confirm if its level is

indeed modulated by the drug. New compounds should also be tested for potential

toxicity. Regulatory institutions such as the Food and Drug Administration and

the European Medicines Agency regularly issue guidelines for drug discovery. These

guidelines include a number of requirements for toxicity assessment using histology.

For example, The European Medicines Agency requires that at least 37 organs should

be histologically examined for safety assessment in repeated-dose animal studies [5].

Even though, histology is an old discipline, its use is as important as ever and,

interestingly novel advances are still pushing its boundaries even further.

One front of investigations concerns multiplexed IHC. Indeed, if classical im-

munofluorescence allows to observe several markers on the same sample, it is usu-

ally limited to two or three markers. The main reason for this is that fluorescent

proteins that are used as dyes have relatively large emission spectra, thus restricting

the possibilities to use them together without overlapped emission. To circumvent

this, one advance has been to develop fluorescent reporters with narrower emis-

sion peaks such as quantum dots [7]. Recently, 2 groups have proposed an approach

that combines immunohistochemistry with mass spectrometry [6, 8]. Antibodies are

conjugated with metal isotopes which are then detected through mass spectrome-

try. This allowed the authors to simultaneously image up to 32 different markers

(theoretically, around a hundred markers could be stained on the same section with-

out major overlap) but the technique is currently relatively slow (it takes about

2h to image a field of view of 500 µm2 at microscopic resolution). Clarification is

another vibrant area of research and it has drawn major interest, especially from

the neuroscience community. Clarification is a tissue processing procedures that

removes lipids from organs which then become transparent to light. The advantage

of clarification is that it enables to image the inside of an organ without loosing

structural integrity due to physical sectioning. A number of techniques have been

proposed for this purpose [9, 10, 11, 12]. Clarification has been used to image brains

from transgenic mice that express fluorescent proteins and thick sections stained by

IHC [13]. However, it seems that one current limitation of clarification methods

for intact organ IHC is that antibody penetration in thick tissues is very slow and

hardly exceeds a few hundred micrometers [13]. Besides, optically imaging deep

8



Chapter 1: Context

Figure 1.3: IHC staining techniques. (a) IHC staining in the brain. From left to

right: neuronal staining with NeuN IHC, microglia staining with Iba1 IHC and a

Nissl counterstaining, phagocytic cells staining with CD68 IHC and a light Nissl

counterstaining, Aβ plaque staining using 6E10 IHC and neurofibrillary tangles

staining with AT8 IHC and a Nissl counterstaining. (b) Multiplexed IHC of a

breast tumor tissue section using mass spectrometry imaging. 8 markers of interest

are shown in green, cell nuclei are in red (dsDNA staining) and hematoxilin staining

in blue (images taken from [6]). (c) 3D thick section imaging thanks to prior tissue

clarification.
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inside organs raises the risk of resolution loss because of light scattering within the

sample before reaching the microscope. If clarification techniques were to become

widespread, it can be expected that optimized protocols for intact organ IHC will be

developed. Finally another source of recent innovation come from new technologies

for image acquisition and novel methods for histology image analysis. This will be

discussed in more details in the two next sections.

10



Chapter 1: Context

1.1.2 Histology imaging

Figure 1.4: A simple one length imaging

system.

The goal of histology imaging is

to obtain finer structural details

about the tissue under study than

is possible with the naked eye. The

level of detail provided by an imag-

ing device depends on spatial resolu-

tion which is defined as the minimum

distance by which two observed objects

must be separated to be resolved by the

device. The Abbe distance can be used

to approximate the resolution limit of an

imaging device:

d =
λ

2n sin θ
, (1.1)

where λ is the wavelength of the imaging radiation, n is the index of refraction of

the medium between the tissue section and the objective and θ is half the angle

of the image-forming cone of the imaging system (numerical aperture, Figure 1.4).

The finest resolution achievable by an imaging system is diffraction limited and,

according to Abbe’s theory, can be improved by reducing the imaging radiation

wavelength, by increasing the numerical aperture of the objective or by using media

with larger index of refraction.

Broadly speaking, histology imaging devices fall into one of the following 3 cate-

gories: electron microscopes, fluorescence microscopes and bright-field microscopes.

We will briefly describe the two first categories and then focus on bright-field imaging

which was used throughout this work. Electron microscopy is used to image tissue

samples with nanometric resolution. Compared with optical microscopy, higher res-

olution are attained because the electron radiation have shorter wavelength (≈ 10−3

nm) as compared with visible light (400-800 nm). Contrast between the structures

of interest and the remaining tissue require staining the section with heavy metal

salts that can absorb or scatter electrons. Electron microscopy enables to resolve

fine details of the intracellular architecture such as neuron’s synaptic vesicles [14]. A

lot of effort is currently undertaken to scale-up ultra-structural investigations from

the single-cell level to the system-level [15, 16].

In optical microscopy, contrasts relies on various phenomena arising from the

11



Chapter 1: Context

interactions between photons from the light emitting source and electrons within

the sample. In the case of fluorescence imaging, the stained tissue sample is

penetrated by light of a specific color. The light emitting source is typically a laser

or a white light lamp with an appropriate filter. Fluorescent dye’s electrons within

the sample get specifically excited by this light and then decay to their ground

state by emitting photons of a lower wavelength. The emitted light is then col-

lected by the objective to form the optical image and a camera records the digital

image. Fluorescence microscopy is particularly popular in biology and a vivid area

of research as demonstrated by advances for 3D imaging using laser scanning mi-

croscopy or 2-photon microscopy [17] and for sub-diffraction limit imaging with

stimulated emission depletion microscopy and stochastic optical reconstruction mi-

croscopy [18, 19]. In contrast to fluorescence imaging, bright-field imaging uses

white light illumination. When traversing the tissue sample, light gets attenuated

at specific wavelengths by dyes (either by photon absorption or photon scattering).

The transmitted light is gathered by the objective to form the optical image which

is then digitized by a camera.

The choice between using fluorescence or bright-field imaging largely depends on

the application. If using fluorescence, one can image multiple markers on the same

section by choosing secondary antibodies coupled with fluorescent dyes which emis-

sion spectra are well separated. However, biological tissues are naturally fluorescent

(autofluorescence), which impedes immunohistochemical signal detection. Besides,

repeated imaging sessions of the same sample alter the dye resulting in decreased

intensity (photobleaching). Bright-field imaging is faster than fluorescence imaging

and the sections can be observed a great number of times without alteration but

multiplexed immunostaining is practically very hard. One shared limitation of fluo-

rescence and brightfield microscopy is that because the image field-of-view (FOV) is

inversely proportional to the objective magnification, the fraction of a tissue section

that can be imaged at high-resolution is relatively small.

Several approaches have been proposed to image whole tissue sections. To cir-

cumvent the problem of small FOV, one solution has been to motorize the microscope

stage. The tissue section is successively imaged and then moved to the next posi-

tion. The positions form 2 dimensional grid with constant spacing corresponding to

the image FOV size. A set of small FOV tiles with known positions are collected

and subsequently stitched together to provide the final digital whole-slide image. A

number of commercial motorized microscope are available as well as “do it yourself”

solutions [20]. Such microscopes, however, can only image one slide or at best a
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Figure 1.5: Whole-slide imaging systems. (a) A flatbed scanner (ImageScanner III,

GE). (b) Flat bed scanner functioning. (c) A Whole-slide imaging scanner (Axio

ScanZ.1, Zeiss). Note that for visual comfort, the two systems are not displayed at

the same scale.

few slides per session which hinders their use when dealing with large amount of

histological material. In order to image whole sections with high-throughput, our

laboratory has proposed to use flatbed scanners. Flatbed scanners are commonly

used in biochemistry to digitize electrophoresis gels and their functioning is differ-

ent from microscopes. Slides are positioned on a glass slide which is progressively

illuminated by a movable light emitting source and the transmitted light is col-

lected by a camera on the fly. The number of slides that can be imaged in a single

session only depends on the scanner effective surface and scanning time is fast com-

pared with microscopy which results in very good imaging throughput. However,

the main limitation of flatbed scanners is that their spatial resolution is limited by

the camera resolution. Typically, a good commercial flatbed scanner can digitize

images up to a few micrometers (µm) of resolution. As we will see in section 2.2,

this resolution is sufficient to study some neuropathological markers such as Aβ

plaques but is too rough to image cells. Recently, so called “whole-slide imag-

ing scanners”, “whole-slide imaging microscopes” or “virtual microscopes”

have emerged as a leading technology to image a large number of whole sections at

high resolution (Figure 1.5c). Whole-slide imaging microscopes integrate optical

microscopy, robotics and software to seamlessly handle and image a large number of

slides (typically between 10 to 200 depending on the system). Whole-slide images

are obtained either by, similarly to motorized microscopes, acquiring tiles or by,

similarly to flatbed scanners, scanning lines. In both cases, tiles or lines images are

stitched together by the integrated software to obtain the final whole-slide image. In

this work, we will abundantly use flatbed scanning and to some extent whole-slide

imaging bright-field microscopy (Figure 1.5).
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Figure 1.6: Color image digitization. (a) A CCD sensor with a Bayer mosaic filter

on top. (b) 3 channels from an RGB image.

An essential aspect of histology imaging is the digitization process. It consists

in converting the analog optical image into a digital image. A two-dimensional (2D)

optical color image can be viewed as a bivariate continuous distribution of the light

intensity for each wavelength of the visible light spectrum. The digital image is a

discrete approximation of this optical image. In most microscopes, digitization is

performed using coupled-charge device (CCD) cameras. A CCD camera consists of

a large number of light sensitive elements arranged in a 1D or 2D array fashion.

The photoactive region of the CCD consists of a layer of metal oxide semiconductor

which converts the incoming photons into electrons. Electron are then stored and

the signal is transferred to an analog-to-digital converter that assigns a digital value

corresponding to the signal intensity. As CCD cameras cannot differentiate colors,

a color filter array can be placed over the photoactive region to filter red (R), green

(G) and blue (B) colors in order to reconstruct the color optical image (Figure

1.6a). Digital color images are arranged on a 2D array of pixels. Each pixel value is

encoded as 3×8-bits unsigned integer value (Figure 1.6b).

Several parameters are important for proper image digitization. As a matter of

fact, digitization can be a source of significant image deterioration due to noise,

aliasing and geometric distortions. Fortunately, commercial solutions are usu-

ally designed to minimize these problems as much as possible. The crucial param-

eter to be defined by the user is the image resolution. The resolution should be

high enough to resolve the objects of interest within the tissue section, however,

high-resolution comes at a cost in term of digitization time and file size. Image size

increases proportionally to the square of magnification so that high-resolution whole-

slide images typically consists of millions of pixels. For example, a single mouse brain

tissue section at a resolution of 0.44 µm consists of approximately 500 millions pixels
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which corresponds to a file of around 1.5 GB of size. High-throughput digitization

techniques constitutes a great opportunity for researchers in neurology and more

generally in biomedical sciences to access large amount of information on tissue or-

ganization and composition. Nevertheless, managing and analyzing large collections

of whole section images is a challenging task that requires dedicated methods. In the

next section, we will review current methods for analyzing neuropathology section

images.

1.1.3 Histopathological biomarkers quantification

One essential question that arises during histological investigations is how much of

a given marker is present in a tissue of interest. As histological processing relies

on tissue sectioning, answering this question involves two steps: (1) evaluate the

amount of marker in tissue section images and (2) infer the marker quantity at the

tissue-level using data obtained from the sampled tissue sections. The first step has

been thoroughly investigated and is still a source of innovations but, interestingly,

the second step has been relatively poorly addressed in the literature. Here, we will

mostly focus on available methods to address the first step, while the second aspect

will be the topic of section 4.3.3. After reviewing general aspects of histopathological

marker quantification, we will focus on available methods for pathological markers

quantification in brain tissue section images.

Contrary to quantitative imaging modalities, such as positron emission tomogra-

phy and autoradiography, where the imaging signal is directly related to the quantity

of radioactive tracer within the tissue, histology imaging provides contrasts

that are not directly related to the underlying amount of marker of in-

terest. Depending on the nature of the investigated histopathological marker, 2

different approaches can be employed:

• Pixel-level quantification relates to the fraction of pixels that are considered

to be positively stained within the tissue.

• Object-level quantification consists in detecting objects as groups of con-

nected pixels according to some criteria and to evaluate the number of objects

within the tissue.

In this work, we will mostly study neuropathological markers of Alzheimer’s dis-

ease. Pathological markers are by definition, not well-defined objects, thus, the

question that we will try to answer relates to how much of the tissue is affected
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by pathological markers. Therefore, the pixel-level quantification approach is usu-

ally more biologically relevant than the object-level quantification. On the contrary

when studying cellular markers, object-level quantification is often more relevant

because cells have a clearly defined structure and are separated from each other by

their membrane. Many algorithms have been developed for computer-based cellular

object-level quantification, mostly in the context of tumor histopathology [21].

Another important aspect concerns the scale in which is expressed marker quan-

tification:

• Categorical scale: tissue samples are assigned to one of a few ordered cat-

egories. For example, the Braak stages consist of 6 categories and are used

by pathologists to evaluate the severity of neurofibrillary tangle deposition

in Alzheimer’s disease [22]. Sometimes this approach is referred as semi-

quantitative.

• Continuous/discrete scales: in the case of pixel-level quantification, the

fraction of positively stained pixels is a positive continuous random variable.

In the case of object-level quantification, object count is a positive discrete

random variable.

Categorical scales are very common in clinical practice. In research settings and

especially in preclinical research, continuous/discrete scales are often preferred be-

cause they allow for more nuanced description of the tissue sample than categorial

scales.

At the beginning of this work in 2013, we did a literature survey on methods

for neuropathological marker quantification. We focused on articles referenced in

the NCBI database (http://www.ncbi.nlm.nih.gov) that included a protocol to

quantify the Aβ load (i.e. the fraction of tissue occupied by Aβ plaques) in mouse

models of Alzheimer’s disease. Among those publications, 51 were chosen for further

analysis. Articles were selected based on journal impact factor (2012 impact factor

had to be at least equal to 2) and if the quantification method was adequately

described. Results from the survey are shown in Figure 1.7. In our publication

sample, most of the scientists analyzed a total of 3 to 6 sections per brain and

defined 1 or 2 regions of interest (ROIs) on tissue section images prior to analysis.

Once ROIs were specified, a variety of Aβ plaque quantification methods was used.

The different methods felt into one of these 3 categories: “manual”, “stereology”

and “segmentation”. Manual techniques refers to a minor fraction of protocols

that rely on manual counting or manual delineation of Aβ plaques within ROIs.
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Stereology also involves manual quantification but it relies on a set of rules from

sampling theory to ensure that the marker quantification estimate is unbiased. A

famous stereological technique is the Optical Fractionator, where an operator counts

all positively stained objects within a set of regularly spaced frames [23]. Manual

and stereological techniques are both labor intensive and thus usually restricted to

limited parts of the brain. Besides, while stereology ensures that the estimate is

unbiased in the sense that its expected value is equal to the true parameter value,

it cannot ensure that the actual estimate is close to the true parameter value.

In our sample of publications, the most common approach for Aβ load quantifi-

cation relies on image segmentation. A simple way of segmenting a grey-scale 2D

image I(x) into background and foreground classes is to apply an intensity threshold:

M(xi) =

0 (Background), if I(xi) < T

1 (Foreground), if I(xi) ≥ T
(1.2)

where M(x) is the thresholded image, and later referred as the binary mask, and

T is the threshold. In the context of Aβ load quantification, one can generate a

binary mask for the tissue and a binary mask for Aβ plaques and then simply cal-

culate the ratio between the Aβ plaque surface and tissue surface. Thresholding

is a simple and computationally efficient way to quantify histopathological markers

which explains why it is so popular. Segmentation is very sensitive to the thresh-

old which, in turn, needs to be carefully adjusted. In our sample of publications,

most often threshold was manually defined by an operator and then applied to

all images in the dataset. Thresholding works best in cases of strongly contrasted

and very reproducible staining. Adaptive thresholding has been proposed for Aβ

plaque segmentation in cases when the staining is uneven within or between sections

[24]. In adaptive thresholding, images are partitioned into non-overlapping blocks

and a threshold is automatically computed for each parcel using, for example, the

Expectation-Minimization algorithm (EM) (Figure 1.8a) [25].

Another possibility to segment images is to use machine learning classifi-

cation algorithms. This approach has several advantages compared to threshold-

ing: (1) while thresholding is performed using only grey-scale information, machine

learning algorithms can integrate several, hopefully informative, features,

(2) machine learning algorithms can often be seamlessly extended to more than 2

classes, (3) in the case of supervised classification, algorithms can be trained

to generate more relevant segmentation. Given a training set Z = {xi, yi}n1 of n

pixels with feature vector xi ∈ Rm and ground-truth class yi ∈ [1, ..., k], the goal of
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Figure 1.7: Literature survey of Aβ load quantification. (a) Evolution of the number

of publications that quantify Aβ deposition in mouse models of AD over the 1999-

2012 period. Histograms with number of sampled sections per animal (b), number

of investigated ROIs (c) and quantification techniques (d).
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Figure 1.8: Neuropathological markers segmentation. (a) Adaptive thresholding

from Feki et al.. The image is partioned with Voronoi tessalation and a threshold

is fixed within each Voronoi cell to segment Aβ plaques. (b) 3-class supervised

classification with BioVision. On the right panel, background appear in green,

neurofibrillary tangles in red and Aβ plaques in blue.

supervised classification is to find a function Q : X → Y which can be then used to

predict the class of non-annotated pixels.

In Chubb et al. [26], authors propose a supervised classification approach, called

BioVision to segment neuropathological markers of Alzheimer’s disease (Figure

1.8b). In the learning step, BioVision extracts RGB and local intensity features from

ground-truth manually annotated images which leads to a 4-dimensional feature

vector for each pixel. Local intensity can be calculated for each pixel of the histology

image as the mean of the RGB intensity values within a defined neighborhood of

pixels. BioVision then estimates the features joint probability density for each class
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j ∈ [1, ..., k] using Gaussian Mixture Models (GMM):

fx(x|y = j) =
s∑
l=1

ρl

(2π)2
√
|Σl|

e−
1
2

(x−µl)T Σ−1
l (x−µl), (1.3)

where, for each component l, ρl is the mixing coefficient, µl is the mean and Σl

is the co-variance matrix of the 4-dimensional Gaussian distribution. Component

means and co-variance matrices as well as the number of Gaussian components s are

determined via a temperature minimization algorithm [27]. In the classification

step, the conditional probability that a pixel xi belongs to class j can be obtained

via Bayes rule:

P (yi = j|xi) =
P (yi = j)P (xi|y = j)∑k

a=1 P (xi|y = a)
, (1.4)

where P (yi = j) is obtained by computing the fraction of pixels of class j in the

learning set. Finally, each pixel is assigned to the class that maximizes P (yi = j|xi).
BioVision is computationally efficient and shows higher accuracy compared to

threshold based methods. As a matter of fact, BioVision algorithm was implemented

in our laboratory and used at several occasions during this work. In section 2.4,

BioVision shortcomings will be discussed and a new method for neuropathological

markers segmentation will be presented for cases where BioVision does not suffice

to provide robust segmentation.

1.2 Alzheimer’s disease

1.2.1 Impact on public health

Thanks to improved health care over the last decades, people live longer than ever

before. One of the main challenges that come with longer lives is the increasing

prevalence of dementia. It is estimated that between 25 and 35 million people are

affected by dementia worldwide and this number is expected to double every 20 years

[28, 29]. Dementia is a syndrome that is characterized by a progressive loss of cogni-

tive function. A variety of conditions can cause dementia including cerebrovascular

accident, Parkinson’s disease and, most frequently, Alzheimer’s disease.

As in other dementias, patients with Alzheimer’s disease experience progressive

loss of memory, communication and judgment skills. Studies suggest that it is possi-

ble to prevent the onset of Alzheimer’s disease symptoms. Higher education, leisure
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activities in elders, regular physical activity and some diets have been associated

with lower risk of Alzheimer’s disease but more studies are needed to confirm this

[30, 31]. Unfortunately, once people show signs of cognitive decline, no drug can slow

its progression. Besides loss of cognitive functions, patients also present high risks of

cardiovascular and psychiatric co-morbidities [32, 33]. While the disease progresses,

they become less autonomous up to a point when they become fully dependant on

caregivers. Eventually, patients with Alzheimer’s disease die between 3 to 7 years

after the initial diagnosis [34].

Alzheimer’s disease is an important burden in our society. Family members often

spend substantial amount of time and energy to care their relatives. After a period

of relative autonomy, patients often needs institutionalisation which comes at impor-

tant costs for the family and the society. Also, as patients have co-morbidities and

tend to under-report medical problems, hospitalisation-associated costs are higher

than for healthy elders [35]. The World Health Organization has estimated the

global worldwide cost of Alzheimer’s disease to be of 555 billion euros in 2010 which

corresponds to about 1% of the world’s gross domestic product.

Despite this situation, Alzheimer’s disease receives relatively less attention from

the public and researchers than other major public health concerns such as cancer or

cardiovascular diseases. One reason for this is that patients with Alzheimer’s disease

are isolated and do not communicate about their illness nor do they form strong

patients associations. Furthermore, Alzheimer’s disease lack of public understanding

because it is an abnormal conception that a medical condition can severely impact

mental abilities. In recent years, public awareness is increasing as witnessed by

national plans to prioritize this major health issue in France and other countries. In

addition, consortia in imaging and genetics have been formed to foster research on

Alzheimer’s disease. Efficacious drugs to treat Alzheimer’s disease are still pending

but research on pathological mechanisms is moving forward at a fast pace.

1.2.2 Pathological hypotheses

Progressive and extensive neuronal death is responsible for the cognitive impair-

ment in Alzheimer’s disease. In 1907, using histochemical techniques, Alöıs

Alzheimer reported the case of a patient who suffered cognitive decline and which

brain was affected by neuronal death and the presence of pathological deposits.

Since then, the role of the two neuropathological hallmarks of the disease described

by Alöıs Alzheimer, Aβ plaques and neurofibrillary tangles, has been vastly studied.

Alzheimer’s disease pathophysiology is fundamentally progressive and symptoms
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Figure 1.9: Progression of Alzheimer’s disease biomarkers with disease course (image

from Jack et al. [36])

appear long after the initiation of the pathology (Figure 1.9). Along the disease

progression Aβ pathology, neurofibrillary tangles, neuroinflammtion and brain gul-

cose metabolism impairment are successively implicated and interact with each other

in ways that are yet to be fully described.

The first event during the disease course seems to be the appearance and spread-

ing of the Aβ pathology. Aβ plaques are extracellular deposits made of aggregated

Aβ peptides. Amyloid Precursor Protein (APP), a membrane protein which func-

tion is not yet fully understood, is metabolized into several peptides including the

Aβ peptides. The cleavage of APP into Aβ peptides involves the successive action

of two proteic complexes: the β-secretase and the γ-secretase which most important

constituents are the Presenilin-1 (PS1) and Presenilin-2 (PS2) proteins. The amy-

loid cascade hypothesis states that the over-production of Aβ peptides triggers a

range of neurotoxic and neuroinflammatory effects resulting in synaptic dysfunction

and eventually neuronal death [38] (Figure 1.10). Because of their structure Aβ

peptides are prone to aggregation under high concentrations and rapidly form small

oligomeric assemblies which then aggregate to form mature plaques. Oligomeric

forms of Aβ peptides have been shown to be particularly toxic for neurons and Aβ

plaques have been shown to alter synaptic function in their periphery [39, 40]. In

turn, synaptic activity seems to increase Aβ peptide secretion [41]. In favor of the

amyloid cascade hypothesis is the discovery of polymorphisms on the APP, PS1

and PS2 genes which cause familial forms of Alzheimer’s disease [42, 43, 44]. In

these rare forms of Alzheimer’s disease, genetic mutations result in a dramatic in-
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Figure 1.10: Amyloid cascade hypothesis (modified from Imbimbo et al. [37]). The

APP is catabolized into several Aβ peptide species which assemble in oligomers that

have toxic properties on synapses. Eventually oligomers gather into plaques that

trigger inflammation.
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crease of the APP metabolism and a severe accumulation of Aβ plaques. Besides,

the strongest genetic risk factor for sporadic Alzheimer’s disease is the ApoE gene

which is implicated in Aβ clearance from the brain. While Aβ pathology is clearly

at the origin of familial forms of Alzheimer’s disease, its role in the sporadic form is

debated. Repeatedly, studies have shown no clear correlation between the Aβ load

and cognitive function in Alzheimer’s disease [45]. In addition, it seems that a mi-

nority of patients diagnosed with Alzheimer’s disease do not display Aβ deposition

at all [46]. This could indicate that other mechanisms may be central in the spo-

radic form of the disease or that Alzheimer’s disease regroups distinct pathologies

yet to be clearly defined. Another argument against the amyloid cascade hypothesis

is the failure of drugs targeting the Aβ pathology. Several therapeutic strategies

have been tested in clinical trials for either lowering the production of Aβ species

through β- and γ-secretase inhibitors or for increasing Aβ species clearance with

anti-Aβ immunotherapies but results on cognitive impairment have been disappoint-

ing. Nonetheless, anti-Aβ immunotherapies have shown promising results to slow

the disease progression in patients with mild cognitive impairment or sub-clinical

Alzheimer’s disease [47]. This is in line with recent studies suggesting that the Aβ

pathology starts as early as 25 years before the onset of the disease and would have

a role in the early progression of the disease rather than in the late stages of cog-

nitive impairment [48]. Recently, PET radio-tracers for Aβ pathology have been

marketed (Figure 1.11). Hopefully, these radio-tracers will enable to detect patients

with early-stage Alzheimer’s disease and to better select patients that can respond

to anti-Aβ therapeutics.

While Aβ plaques are extra-cellular, neurofibrillary tangles resides within cells.

They are formed by the accumulation of the hyperphosphorylated Tau protein

which is important for axonal stability. Similarly to the Aβ pathology, neurofibrillary

tangles spread by succesively affecting functionally connected brain areas [50]. The

relationship between Aβ and Tau pathologies is yet to be fully understood but it

seems that Aβ peptides influence Tau phosphorylation which in turn results into Tau

aggregation [51]. In contrast to the Aβ pathology, Tau pathology strongly correlates

with cognitive impairment in Alzheimer’s disease. Cognitive deficits associated with

Tau aggregation seems to result from both normal Tau protein loss of function and

from a gain of toxic functions.

Both Aβ plaques and neurofibrillary tangles trigger neuroinflammation. Astro-

cytes and microglia, the two cell types responsible for neuroinflammation, respond

to brain insults by releasing pro-inflammatory signals attracting more neuroinflam-
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Figure 1.11: Positron emission tomography imaging of Aβ pathology with the PIB

radio-tracer at different stages of the pathology (image from Murray et al. [49])

matory cells to the site of the injury. Neuroinflammatory cell seems to have an

ambiguous role in Alzheimer’s disease [52]. On the one hand, they participate in

protecting the brain by eliminating pathological aggregates. On the other hand,

they release toxic compounds that are harmful to neurons.

Eventually, the brain structure and function gets significantly altered leading to

cognitive deficits. These alterations manifests in the form of a reduction of brain

glucose metabolism and a shrinkage of the brain tissue, predominantly in cortical

and hippocampal areas.

1.2.3 Preclinical research on Alzheimer’s disease

Substantial knowledge about Alzheimer’s pathophysiology comes from animal stud-

ies. Aβ plaque and neurofibrillary tangle deposits have been observed in some

species including dogs, cats and non-human primates [53, 54] but the presence of

Alzheimer’s disease neuropathological markers in animals does not strongly corre-

lates with neuronal death or cognitive decline. Nevertheless, in mouse lemurs, a

well-studied small non-human primate, brain atrophy and cognitive decline appear

in a small fraction of old animals but this is not correlated with Aβ and neurofibril-

lary tangle deposition [55]. For ethical and practical reasons, non-human primates

are not commonly used as models of Alzheimer’s disease and mouse models have

been developed.

As mouse do not naturally develop Alzheimer’s disease, transgenic mouse mod-
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els have been developed to mimic the pathology. APP, PS1 and PS2 mutations

found in familial forms of Alzheimer’s disease have been transferred to mice which

resulted in the generation of a number of lines of transgenic mice harboring single or

multiple mutations. These mice typically show increased production of Aβ peptide,

Aβ plaque deposition and Tau hyperphosphorylation but they do not present neu-

ronal death or neurofibrillary tangles [56]. Nonetheless, Aβ plaque deposition seems

to have a wide range of effects in these mice including synaptic impairment and

moderate cognitive deficits [56]. Also, 3D-autoradiography studies in our labora-

tory suggest that transgenic mouse models of Alzheimer’s disease present brain glu-

cose metabolism that resemble early Alzheimer’s disease [57, 58]. Triple transgenic

mice harboring APP,PS1 and Tau mutations found is rare forms of familial human

Tauopathies have been developed in order to model the full range of pathological

markers in Alzheimer’s disease. These mice develop Aβ plaques and neurofibrillary

tangles with time and synaptic dysfunction but only moderate neuronal death and

cognitive impairment [59].

Since 1995, when the first transgenic mouse models of Alzheimer’s disease be-

came available [60], many therapeutics have shown promising results in preclinical

studies but failed in clinical trials. Zahs et al. argued that preclinical studies fail

in to translate into clinical applications because transgenic mouse models resemble

to early Alzheimer’s disease when patients still do not show signs of cognitive im-

pairment [61]. Recently, many of the drugs that have failed to show any effect in

Alzheimer’s disease are being investigated again in patients that show first signs of

mild cognitive impairment. Since Aβ load PET tracers are available, clinicians can

detect patients at risk much earlier than the onset of cognitive impairment and pro-

pose them to participate in clinical trials with anti-Aβ therapeutics with the hope

that these therapies can slow the progression of the disease before brain damage is

too important.

1.3 Motivation

Histopathology is widely adopted to study the organization and composition of

tissues. In particular, histology techniques are important for Alzheimer’s disease

research as they allow to study the amount and spatial distribution of Aβ plaques

and neurofibrillary tangles, the two pathological hallmarks of the disease. In mouse

models of Alzheimer’s disease, neuropathological markers quantification

is essential to evaluate the effect of experimental interventions (drug
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treatments, gene knock-in/-out experiments).

Nowadays, technology for high-throughput histology processing and image digi-

tization exist. However, current methods for the analysis of brain histopathological

markers still heavily rely on manual intervention to delineate ROIs and quantify

the staining. As shown in the literature survey on Aβ load quantification (section

1.1.3), data collection is usually restricted to a few tissue sections and a few man-

ually defined brain ROIs. This limits the scope of histopathological investigations

to tiny portions of the brain. It also heightens the risk of sampling error as well as

inter-operator and intra-operator variability.

A solution would be to image and analyze the entire brain in 3D. Several ap-

proaches have been proposed for brain ex vivo 3D microscopy imaging. Recently,

clearing techniques such as ultramicroscopy, CLARITY, SeeDB, CUBIC and 3DISCO,

have drawn considerable attention [10, 11, 62]. Clearing protocols have been pro-

posed as a preprocessing step to optically image thick tissues in 3D. Thick tissue

immunostaining is possible with some of the aforementioned techniques but it re-

quires long incubations to allow for antibody diffusion [63, 13]. Thus, for practical

use, a rodent brain needs to be cut into thick sections before it is stained. So far, 3D

reconstruction of section images seems to be the only way to obtain images of entire

rodent brains. 3D reconstruction of 2D histology sections has been proposed for

brain anatomy visualization in mice [64], primates [65] and humans [66]. Previously

in our laboratory, Dubois et al. [57] and Lebenberg et al. [67] have developed tools

to reconstruct brains in 3D and they have used 3D Nissl-histology as an anatomi-

cal reference for 3D autoradiography studies. However, to date, there is no generic

method for quantifying cellular or pathological markers at the whole-brain level.

Also, a pending question is, once pathological markers are properly segmented, how

to make sense of large amount of brain histopathological data to provide new bio-

logical insight.

This work builds on previously developed methods in our laboratory in the fields

of high-throughput brain tissue processing, staining, image acquisition and

3D reconstruction of histology images. The main methodological objectives of

this work consists in:

1. Recovering the 3D geometry of the rodent brain from 2D tissue section

images for multiple histopathological markers.

2. Quantifying neuropathological markers in large histopathology image

datasets in a robust way.
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3. Analyzing neuropathological markers differences between groups of

animals at the whole-brain level via:

• ontology-based analysis to detect regional changes at various hierar-

chical levels of the brain,

• voxel-wise analysis to detect local changes without spatial a priori.

4. Using 3D histopathology as a ground-truth for the validation of in vivo

imaging modalities.

5. Initializing the extension from neuropathological markers analysis to cellular

markers analysis.

3D whole-brain histopathology is applied in three preclinical studies that will il-

lustrate the method and show its benefits for neuropathological markers exploratory

analysis. The proposed approach is particularly advantageous when the investiga-

tor does not have strong a priori, if any, on where to look for an effect and would

be keen on having more exhaustive information to avoid missing interesting phe-

nomena. In the context of preclinical research on Alzheimer’s disease, this could

translate into greater knowledge of the pathology in transgenic mouse models and

in a more accurate and reproducible evaluation of drug preclinical efficacy.
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High-throughput 3D

histopathology

2.1 Large-scale tissue section processing

This section will present the successive steps needed for obtaining series of stained

tissue sections for several markers. First, we describe how this is performed for

medium size studies using in-house facilities at MIRCen. Then we will describe

how this process can be scaled-up using Multibrain technology (NeuroScience As-

sociates).

Brain sectioning

After the mouse brain has been extracted from the skull and frozen, it needs to be

cut to collect tissue sections. The brain is first embedded in a blue-colored medium

which provides sharp contrast with the pale brain tissue color. Brain sectioning is

performed using a cryostat which consists of a refrigerated chamber within which

the brain is progressively sectioned with a blade. We adopted the coronal cutting

Figure 2.1: A 3D representation of a mouse brain with (a) coronal cutting plane,

(b) axial cutting plane and (c) sagittal cutting plane.
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Figure 2.2: Block-face photography. Left: A camera device is fixed on top of a

cryostat during brain sectioning. Right: Block-face photographs of a tissue section

before it is removed from the tissue block.

plane because it is the most practical to collect joint tissue sections encompassing

the whole brain (2.1). Sections between 20 and 40 µm of thickness usually ensures

good physical integrity which is important for further staining. As the brain rostro-

caudal lentgh is about 12 millimeters, approximately 400 sections can be collected

for a single brain. This process takes 2 to 3 hours per brain and still heavily relies

on manual intervention to maneuver the cryostat and collect the sections.

Block-face photography

Block-face photography imaging is performed in order to keep track of the 3D brain

geometry while cutting it. The principle is to record photographs before sections

are removed from the tissue block (Figure 2.2). Either a photograph is recorded for

every single section or, more frequently, a sampling scheme is adopted with a regular

interval between each block-face photograph. The sampling scheme is decided based

on the number of histological series that will be further stained. If n histological

series are planned, a block-face photograph will be recorded every n sections so that

there are as many block-face photographs as the number of tissue sections in each

series.

30



Chapter 2: High-throughput 3D histopathology

Figure 2.3: Multibrain processing. (a) Brains are all embedded and processed to-

gether in a matrix (picture from www.neuroscienceassociates.com). (b) Multi-

brain block-face photography. (c-d) Multibrain slides with a Nissl staining (c) and

an Aβ plaque staining (d).

Serial staining

The total number of collected sections can be divided in several series that are stained

for different markers. If, for instance, 4 different markers are to be investigated and,

and if the brain is cut into 400 sections, 4 series of 100 sections each will be processed

for a single brain. Traditionally, histology staining involves manual handling of

tissue sections and chemical reagents but this is not feasible in reasonable time

when staining large series of sections. We used an automatic slide staining system

(Ventana Discovery XT, Roche) which allows us to simultaneously perform IHC

staining for 60 standard slides in about 5 hours.

Altogether, brain sectioning, block-face photography acquisition and IHC stain-

ing for 1 series can be performed in a single day. Using this protocol, multiple-

markers whole-brain histology can be achieved in a timely manner for studies up to

about 10 animals. If larger cohorts are to be processed, the multibrain technology

provides much higher throughput.

Multibrain processing

The steps of multibrain processing are the same as mentioned above, except that all

brains are embedded together in a solid matrix (Figure 2.3). Up to 25 mouse brains

can be embedded together and collectively sectioned and stained. The multibrain

technology is currently proposed by NeuroScience Associates (www.neuroscienceassociates.

com), a contract research organization. Protocols for multiple brain embedding have

been described in the literature so it possible to transfer this technology in any

histology laboratory willing to increase brain histology throughput [68].
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2.2 Whole-slide imaging strategies

A single histological series typically contains 100 sections per mouse brain. Thus,

for group-studies with several histological series, thousands of sections need to be

digitized. As mentioned in section 1.1.2, high-throughput histology imaging implies

the use of dedicated systems such as flatbed scanners and whole-slide imaging mi-

croscopes. In the next chapters, both approaches will be used depending on the ap-

plication. Here, we will discuss advantages and weaknesses of both systems

and how to choose between them. This will be illustrated with results obtained

using systems that were available during this work, namely, the ImageScanner

III (GE) flatbed scanner and the Axio ScanZ.1 (Zeiss) whole-slide imaging mi-

croscope.

The first and obvious difference between both systems is the resolution. Flatbed

scanners resolution is limited by the CCD camera and, in our case, ImageScanner III

can image sections at resolutions of 25 µm or 5 µm. Whole-slide imaging micrscopes

use lengths to magnify the image. In our case, Axio ScanZ.1 can image sections with

10×, 20×, 40× magnifications which correspond to resolutions of, respectively, 0.44

µm, 0.22 µm and, theoretically, 0.11 µm. The scope of what can be resolved with

both systems is very different. The flatbed scanner is limited to imaging rather big

objects. Brain cells, which vary in size around a few µm, cannot be resolved prop-

erly by the flatbed scanner and studying them will require the use of the whole-slide

imaging microscope. Figure 2.4a shows an example where neither individual phago-

cytic cells nor individual Nissl-stained cells can be resolved with the flatbed scanner.

In addition to cellular markers, some intra-cellular neuropathological markers such

as neurofibrillary tangles may not adequately be resolved as well.

Other types of neuropathological markers such as Aβ plaques or brain blood

leakages are clearly discernable with the flatbed scanner (Figure 2.4c). However, the

amount of detail is much lower than when using the whole-slide imaging microscope

and more noise is introduced by the digitization process. We investigated whether

these differences alter Aβ load quantification. A set of 96 sections from brains of

12 transgenic APP/PS1 mice stained for Aβ plaque detection (6E10 IHC) were

imaged at both microscopic (0.44 µm) and mesoscopic (5 µm) resolutions. Images

were then segmented using BioVision algorithm [26] and the Aβ load was calculated

as the percentage of positively stained pixels within the brain tissue. Figure 2.5

shows that quantification at both resolutions is very strongly correlated. While

some microscopic details may not be apparent with the flatbed scanner, the overall

quantification is very close to that obtained at high-resolution which indicates that
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Figure 2.4: Image aquisition with ImageScanner III and Axio ScanZ.1. A section

stained for phagocytic cells (CD-68 IHC in brown) and Nissl bodies (Cresyl violet in

blue) and imaged with (a) ImageScanner III or (b) Axio ScanZ.1. A section stained

for Aβ plaques (6E10 IHC in brown) and imaged with (c) ImageScanner III or (d)

Axio ScanZ.1.
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Figure 2.5: Aβ load quantification at high and low resolution. Each dot corresponds

to a tissue section image. A linear regression is shown in black with 95CI in grey.

the flatbed scanner is a valid imaging system to study the Aβ load despite

the relatively low resolution.

Another important aspects are the scanning time and workload. The overall

time for scanning 100 sections at lateral resolution of 5 µm is about 2 minutes with

our flatbed scanner while, at lateral resolution of 0.44 µm, it takes a few hours with

our whole-slide imaging microscope. Flatbed scanner imaging requires less time and

workload than when using whole-slide imaging microscopy for the following reasons:

• Lower resolution images are smaller in size and, thus, faster to digitize (it is,

however, possible to fairly reduce high-resolution microscopy imaging time by

detecting sections on a preview low resolution image and image only these

regions at high-resolution).

• Image digitization via line-scan CCD camera is rapid and whole slides images

are obtained without tile/line stitching.

• As depth of field reduces with high-resolution microscopy imaging, additional

time is needed for fine focus adjustment. Also, sometimes, automatic focusing

will fail to find an adequate focal plane and the section will have to be imaged

one more time.

In summary, image resolution and quality is better with whole-slide

imaging microscopy but overall scanning time is shorter with flatbed
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Figure 2.6: Histological processing steps and resulting brain structure insults.

scanning. This latter factor is essential when digitizing large sets of sec-

tions. When quantifying large objects, such as Aβ plaques, flatbed scan-

ner imaging seems to be the best option, while studying cellular level

markers requires the use of whole-slide imaging microscopy.

2.3 Brain multi-modal 3D reconstruction

Brain structure is subject to several insults during histological processing (Figure

2.6). First, the brain is extracted from the skull resulting in the loss of cerebrospinal

fluid which fills the cerebral ventricles in vivo. Depending on the protocol, the

brain can also be fixed and dehydrated at this stage. These steps produce a global

shrinkage of the brain. Then, sectioning causes the brain to loose its 3D structure.

Finally, sections may be sheared and shrinked during histological staining and during

mounting. Global shrinkage due to brain extraction can hardly be estimated without

in vivo imaging. Here we will consider the registration problem that is, given several

histological staining series and a block-face photography series, how to recover the

post mortem 3D brain structure for each modality. In this section, we will describe a

protocol that attempts to compensate section deformations and to recover the brain

3D structure. This protocol is mostly based on previous developments

made in the laboratory for 3D autoradiography imaging [65, 69, 57, 67]

and was extended here for multiple histological staining series reconstruction and

scaled-up to large-scale animal studies.

Our approach strongly relies on the use of block-face photographs as a geomet-

rical reference. As block-face photographs are taken prior to sectioning at the same

position section after section, a simple stack of block-face photographs naturally

respects the original post mortem shape of the brain and can be used as a 3D ref-

erence for histology modalities. After stacking the 2D block-face photographs, the
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Figure 2.7: Block-face photographs image processing steps to extract the brain from

the background.

resulting volumes are automatically segmented and masked so that voxels which do

not belong to the brain tissue are all assigned a value of 0. Masking the block-

face photography volume significantly improves further registration steps because

brain tissue contours are clearly defined [57]. Thanks to the blue-colored embedding

medium, there is a sharp contrast between the photographed brain tissue and the

background in the R channel of the block-face photography volume. Also the G

channels usually shows the best dynamic range inside the brain tissue. Therefore,

the brain tissue is segmented by, first, extracting the R channel from the RGB

block-face photography volume and then by applying a threshold corresponding to

40% of the upper intensity values. The resulting binary image is used to mask the

G channel of the block-face photography volume (Figure 2.7).

Sections are automatically extracted from histological whole-slide images and

sorted from the most rostral to the most caudal position using a protocol described

in Dubois et al. [69]. Briefly, a binary mask is generated for each whole-slide image

using an intensity threshold, connected components that do not meet a minimum

size criterion are excluded and the remaining connected components are then sorted

using their mass center positions. Section images are stacked to provide one non-

geometrically coherent volume per histological series. Once the reference block-face

photography volume has been generated, the strategy to reconstruct coherent 3D

histological volumes consists in registering each histological section image to its cor-
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Figure 2.8: Multiple series section-to-section registration.

responding block-face photograph or, if no block-face photograph is available for

this section, to its most spatially related block-face photograph (Figure 2.8). Regis-

tration between an histology image and its block-face photograph is an optimization

problem where we need to find transformation parameters values that either maxi-

mize or minimize an objective function. The number of free parameters depends on

the type of transformation:

• A 2D rigid transformation consists in 1 rotation parameter and 2 translation

parameters,

• A 2D affine transformation consists in 1 rotation parameter, 2 translation

parameters, 1 scaling parameter and 1 shearing parameter.

In practice, to estimate transformations, we first extract the most contrasted

channel from the RGB histology volumes (this varies depending on the staining

of interest). Then, for each section image, we successively estimate a rigid trans-

formation and then use this transformation to initialize an affine transformation

estimation. The rigid transformation between each histological section image Ihist

and the its corresponding block-face photograph Iphoto, is estimated as follows:

T̂r = argmax
Tr∈Tr

Cor(Iphoto, Ihist ◦ Tr), (2.1)

where T̂r is the estimated optimal transformation within a set of Tr possible rigid

transformations and Cor(., .), is the correlation coefficient between the intensity val-

ues of the block-face photography image and the intensity values of the transformed

histology section image.

The rigid transformation is applied to the histological section image and the

block-matching method is then used to estimate the affine transformation in two
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steps [64, 65]. In the first step, blocks are defined on both images. The Pearson’s

correlation coefficient is then computed for each pair of between-image blocks to find

a list of best matches and a deformation field is generated using vectors linking the

best matching blocks. In the second step, the affine transformation T̂a is estimated

by minimizing the squared loss:

T̂a = arg min
Ta∈Ta

∑
i

‖yi − Ta(xi)‖2, (2.2)

where xi and yi are the positions of best matching blocks.

This two-step protocol allows to correct for deformations due to histological

procedures and provides coherent histological volumes. Figure 2.9 shows the recon-

structed block-face photographic volume and corresponding histology volumes for

one mouse brain. While this protocol works for the majority of cases, it may fail

to correct for non-linear deformations that can occur during histology processing or

when a part of the tissue section is missing. In such cases, we replace the faulty tis-

sue section image by its most geometrically resembling neighbor. In practice, when

using automated staining devices, tissue sections are only rarely damaged so that

section replacement is occasional.

2.4 Supervised segmentation of neuropathologi-

cal markers

Neuropathological markers are extensively studied in human brain samples and ani-

mal models of Alzheimer’s disease and they represent important therapeutic targets.

Thus, their precise quantification is a critical issue for both physiopathological re-

search and drug development. Quantification is commonly performed by segmenting

histology whole slide microscopy images and computing the proportion of positively

stained pixels relative to the remaining brain tissue.

In this context, global and adaptive thresholding are popular segmentation ap-

proaches for they are simple and fully automated (see section 1.1.3). However these

methods are prone to errors. Indeed, histological procedures often lead to the pres-

ence of artifacts, such as debris and tissue folding, which have similar color properties

to the marker of interest. In addition, histological staining can lead to important

background nonspecific staining. This hinders methods based solely on color to

provide optimal segmentation results and, as neuropathological markers represent a

tiny portion of the brain tissue, minor segmentation errors can strongly impact the
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Figure 2.9: 3D multimodal reconstruction for one APP/PS1 mouse brain in coronal

(left), axial (middle) and sagittal (right) cutting planes. (a) Block-face photography

volume, (b) Nissl-stained histology volume, (c) AP histology volume (6E10 IHC

staining), (d) blood-brain-barrier leakage histology volume (anti-IgG IHC staining).
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Figure 2.10: Immunohistochemistry of a brain sample from a patient with

Alzheimer’s disease. Left: Aβ plaques appear as dark purple clusters. Right: neu-

rofibrillary tangles appear in black over a blue Nissl counterstaining. Scale bar: 20

µm.

overall quantification.

To overcome these limitations, Chubb et al. [26] proposed BioVision, a super-

vised classification approach which uses color and local intensity information (mean

of the R, G and B channels in a 16-pixels diagonal neighborhood, section 1.1.3). This

latter feature is particularly helpful to account for noise in neuropathology images.

For each class, BioVision estimates the joint distribution of the predictors using

Gaussian Mixture Models. In the segmentation step, each pixel is classified with a

Bayesian classifier. Class imbalance between neuropathological markers and the rest

of the tissue can be accounted for by injecting prior probabilities of each class in the

decision. Although numerous contextual features have been shown to be efficient for

image segmentation, they are typically high-dimensional and because of the curse

of dimensionality, density estimation for these features with GMM is hazardous.

Thus, one limitation of BioVision is that it cannot adequately incorporate complex

contextual features, such as texture descriptors, which could be beneficial to the

classification task. The authors proposed to use an automatic post-processing step

to remove incorrectly classified pixels based on shape and size features. However,

pathological aggregates are not well-defined objects. As shown in Figure 2.10, they

present irregular shapes and disparate sizes. Hence, misclassified pixels are hard

to detect with morphological features and a robust one-step segmentation approach

would be preferable.

In the next subsections, we describe a supervised classification approach that

incorporates color and texture features in order to better discriminate markers of
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interest from noise. We propose to use Weighted Random Forest (WRF) for

robust classification and parallel computing to handle large whole slide

images. We show that this approach is more robust to artifacts and background

signal than BioVision. Furthermore, the proposed approach was applied to analyze

images from both human and mouse brain tissue samples and we show its usability

on a large scale by segmenting a mouse high-resolution 3D whole-brain histology

dataset.

Datasets

The first two datasets were used as benchmarks for Aβ plaque and neu-

rofibrillary tangle detection. A cortical brain tissue sample (GIE NeuroCEB

brain bank) from a patient with confirmed diagnosis of Alzheimer’s disease was sec-

tioned. Ten tissue sections were stained for Aβ plaque detection (4G8 IHC). Two

sections were stained for neurofibrillary tangle detection (AT8 IHC with a Nissl

counterstaining) (Figure 2.10). All sections were digitized using Zeiss Axio ScanZ.1

whole-slide imaging microscope at a resolution of 0.44 µm. At this resolution, each

image has a size of approximately 15000×15000 pixels. Fifty representative image

patches (200×200 pixels) for each staining were then extracted from whole-slide

images and each patch was manually segmented into 3 classes: marker of interest,

tissue and glass slide background. The patches were extracted so as to represent the

variety of patterns present in the whole-slide images and manually segmented using

Anatomist software. For each staining, patches were split so that half of them were

used for learning and model selection and the other half was kept for final validation

and comparison between algorithms.

The third dataset is a 3D reconstruction of the whole brain of an

APP/PS1 mouse model of Alzheimer’s disease. To generate the whole brain

histology volume, a set of 78 sections were stained for Aβ plaque detection (6E10

IHC), sections were digitized at a resolution of 0.44 µm and the 2D images were

reconstructed in 3D with an inter-section distance of 125 µm using the protocol

described previously with some adaptations to account for the large size of the

images (section 5.2.1). The 3D histology dataset has a size of about 100GB.

Feature extraction

Our approach includes color, local intensity and texture features. For

color features, HSV (for Hue, Saturation and Value) color space was chosen over

RGB. While the RGB color space is convenient for image display, each channel
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is correlated with light intensity (see section 1.1.2). This means that for the same

perceived color, if intensity changes, R, G and B values will vary together. Thus,

it can be misleading to evaluate color dissimilarity based on a distance measure in

the RGB space. The HSV color space has been developed in an attempt to better

adhere to the human perception. It can be represented as a cylinder with Hue being

the angle around the central axis and representing the tint; Saturation being the

distance from the center and representing the purity (that is how much white that

is added to the color) and Value being the height and representing the brightness.

Similarly to BioVision, local intensity was computed for each pixel as the mean

of the grey-scale converted intensity values within a disk-shaped neighborhood of a

given radius.

Images were convolved with a family of Gabor filters to extract texture infor-

mation. Gabor filtering is among the most popular approach for texture classifica-

tion and it has been shown to model the function of simple cells in the mammalian

visual system [70]. The 2D Gabor filter kernel consists of a sinusoidal wave multi-

plied by a Gaussian function and it has a real and an imaginary component:

g(x; y;λ; θ;ψ;σ; γ) = exp(−x
′2 + γ2y′2

2σ2
) cos(2π

x′

λ
+ ψ) (real part) (2.3)

g(x; y;λ; θ;ψ;σ; γ) = exp(−x
′2 + γ2y′2

2σ2
) sin(2π

x′

λ
+ ψ) (imaginary part) (2.4)

where x and y are 2D coordinates, x′ = x cos θ + y sin θ, y′ = −x sin θ + y cos θ, λ is

the wavelength of the sinusoidal wave, θ is the orientation, ψ is the phase offset, σ

is the Gaussian envelope standard deviation and γ is the Gaussian envelope aspect

ratio. The domain of the Gabor function is infinite and filtering would theoretically

require an infinite window size. Here, we truncated the filter window to a size of 4σ

when γ is 1 (i.e. if the Gaussian function is symmetric relative to its mean). This

was chosen because, for a two-tailed normal distribution, we know that the interval

spanning 4 standard deviations around the mean will contain 95% of the area under

the curve. If γ 6= 1 then the window size in x and y directions can be calculated as:

sx = max(|4σ cos θ|, |4σ
γ

sin θ|), (2.5)
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Figure 2.11: Feature extraction. A small patch with an AP in purple (top) is

processed to extract features: HSV channels (blue), local intensity (orange) and

Gabor filter responses (red).

sy = max(|4σ sin θ|, |4σ
γ
cos θ|). (2.6)

Here, we used a family of filters with 4 orientations and 4 wavelengths [71]. σ

and γ values were tuned by cross-validation as will be explained on page 45 and ψ

was held constant at 0. This led to a 36-dimensional feature vector for each pixel

(Figure 2.11).

Weighted Random Forest

Random Forest (RF) is an ensemble of fully grown classification decision trees [72].

A classification decision tree is a set of hierarchically organized binary splitting

rules that segments the features space. During tree growing, the feature space is

partitioned at each node to minimize the cross-entropy, defined by:

H = −
m∑
j=1

pj log(pj), (2.7)

where pj is the proportion of pixels of class j at a given node. The tree is fully

grown when each region of the feature space contains observations only from one
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class. Single trees are, however, usually not very accurate when predicting the class

of new observations. This is mostly because decision trees over-fit the learning data

and, therefore, cannot adequately generalize to new observations.

In RF, each classification tree is built using a bootstrap sample of the original

learning set and only a subset of randomly selected features at each node of the tree.

This allows RF to have a low variance compared to a single decision tree and even-

tually, a better performance. RF can fit highly nonlinear decision boundaries which

makes it particularly useful to discriminate the markers of interest from artifacts.

Besides, classification performance is not very sensitive to RF algorithm parameters

(number of trees and number of randomly selected features at each split). Thus,

parameters can be chosen using rules of thumb rather than by using cross-validation

which is computationally advantageous. Several open-source implementations for

classification decision trees and RF exist. Here, we used the scikit-learn python

implementation (http://scikit-learn.org/) [73] .

One limitation of decision tree learning algorithms is that when the classification

problem is highly imbalanced, they tend to be biased toward the majority class. To

overcome this problem, we propose to use a weighted form of RF modified from

Chen et al. [74]. Each class is assigned a weight ωj. At a given node, we have a

population of pixels xi with i = 1...n, Y ∈ Rn their corresponding class labels, a

vector of weights W ∈ Rn such that Wi = ωYi and a matrix of indicator variables

M ∈ Rn×m such that Mj,i = 1 if xi is of class j and 0 otherwise.

In equation 2.7, pj is calculated as a weighted proportion:

pj =
MjW∑n
i=1Wi

. (2.8)

If class weights are equal, this is equivalent to the classical RF. If the minority

class is given a higher weight than other classes, this results in an increase of its

influence in the tree building process. After growing an ensemble of B trees {Tb}B1 ,

class prediction for any new pixel x is done by weighted majority voting:

Ŷ = arg max
j∈[1−m]

ωj

B∑
b=1

I(Tb(x) = j), (2.9)

where I(.) is the indicator function. For a good trade-off between performance and

computational burden, we chose B = 100 trees to build the ensemble models.
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Figure 2.12: Parallel processing of a whole slide microcopy image.

High-performance computing for whole-slide images analysis

Because lots of features are extracted for each pixel, segmenting large whole-slide

images using this approach is computationally intensive. When processing RGB

pixels encoded in 24 bits, 36 features are computed and encoded as 32-bits floating

point values. This results in generating data 48 times bigger than the original RGB

image.

Features extraction was implemented in C++ to ensure reasonable computation

time. Besides, we took advantage of recent developments in our laboratory enabling

partial input/output access. This allows to read small chunks within big whole-slide

images, process them and write the result at the right position inside a big output

image without loading whole images into memory [75]. As feature extraction can be

particularly time and memory consuming, large images are divided in small chunks

that are processed in parallel (Figure 2.12). In order to take into account chunk

borders properly during feature extraction, each chunk is processed with additional

width equal to the size of the largest convolution kernel. This ensures that the

global segmentation will be strictly the same whatever the number of jobs and

image size. Also, to minimize memory usage during feature extraction, each feature

is sequentially computed, saved in the output file and deleted from memory before

processing to the next feature. Finally WRF classification is applied to each chunk

in parallel.

Model selection via leave-one-image-out cross-validation

We investigated the effect of feature extraction and learning parameters on classi-

fication performance with a full factorial design. We hypothesized that the local

intensity neighborhood radius could have an impact on classification. Furthermore,

according to Bianconi et al. [76], who evaluated the effect of the Gabor filter param-

eters on texture classification, we considered the effects of the standard deviation of
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the Gaussian envelope and its spatial aspect ratio. Finally, we considered the effect

of increasing the weight of the minority class in the WRF (while the weights of tissue

and background classes were kept equal to each other). A factorial design with three

levels per parameter was constructed, leading to a total of 81 combinations (Table

2.1).

Table 2.1: Levels of the factorial design.

Parameter Values

Local intensity radius 4, 8, 16 (pixels)

Gaussian envelope standard deviation (σ) 1, 2, 3 (pixels)

Gaussian envelope aspect ratio (γ) 0.5, 1, 1.5

Minority class weight 1.0, 1.25, 1.5

As RF relies on bootstrapping the original data, it is tempting to evaluate model

performance by computing an out-of-the bag estimate for each model. However,

alike cross-validation, out-of-the bag estimation is valid if the observations used for

estimating classification performance are independent of those used for constructing

the model. In our case, neighboring pixels are correlated, hampering pixel-level

resampling to provide independent samples. In contrast, the 25 patches in the

training set are nearly independent since they are not neighboring and were sampled

from various tissue sections. We used these patches as blocks for cross-validation

as follows. Let Z = (X, Y ) be the learning set with X the feature vectors for all

pixels and Y their corresponding class labels. For each image i = 1, ..., k included

in the learning set, let Zi ⊂ Z be its subset in the learning set and let Z ′i \ Z its

complement. A model Q(Z ′i) is constructed for each i and used to make predictions

Ŷi over Xi. This leads to a leave-one-image-out cross-validation scheme. Precision

and recall were calculated for each class j as, respectively, P (Y = j | Ŷ = j)

and P (Ŷ = j | Y = j). A mean cross-validation f1 score was calculated for each

parameters combination t as:

f̄1(t) =
1

n

n∑
j=1

2
Precisiont,j ×Recallt,j
Precisiont,j +Recallt,j

(2.10)

Using f̄1 ensures that all classes are equally important. Finally, the optimal combi-

nation corresponding to arg max f̄1(t) was chosen to construct the final model using

the whole learning set. The final model was compared to our implementation of the

BioVision algorithm using test set images.
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Figure 2.13: (a) Effect of Gaussian envelope standard deviation on f̄1 score. (b)

Systematic imbalance between precision and recall for Aβ plaque classification with

Random Forest. (c) Effect of adjusting Aβ plaque class weight.

Segmentation results and comparison with BioVision

Leave-one-image-out cross-validation scores for the Aβ plaque and neurofibrillary

tangle datasets remained relatively stable (f̄1 between 0.87 and 0.90 for the Aβ

dataset and between 0.89 and 0.90 for the neurofibrillary tangle dataset) using the

previously defined parameter levels. Similarly to Bianconi et al. [76], the smoothing

parameter of the Gabor filter had a significant influence on classification (Figure

2.13a). As shown in Figure 2.13b, there was a systematic bias between precision

and recall when class weights are equal (i.e. for RF). Figure 2.13c, shows how this

shift could be compensated by adjusting the minority class weight. Recall increased

with weight which led to an inevitable decrease of precision. Over-weighting the mi-

nority class provided little improvement of the f̄1 score but the equilibrium between

precision and recall is valuable to ensure that the overall quantification is unbiased.

Table 2.2 shows the comparison of the proposed approach with BioVision in term

of classification performance on the 25 test images for the two datasets. Both meth-

ods appropriately classified tissue and glass slide background. Our approach showed

the best score for every class in both datasets. While both methods achieved good

Aβ plaque (Figure 2.14a) and neurofibrillary tangle segmentation (Figure 2.14b),

the proposed approach was clearly more robust than BioVision in the presence of

high background noise (Fig. 2.14c) and artifacts (Fig. 2.14d).

The 3D whole brain dataset and its associated segmentation are shown in Figure

2.14e,f. Using parallel computing on a 16-core workstation, we were able to extract

features and segment the whole slide image (24000 × 16000 pixels) of a mouse

brain section in 25 minutes. Computing time speed-up was nearly linear with the
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Table 2.2: f1 scores for Aβ plaques (AP), neurofibrillary tangles (NFT), tissue (Ts),

background (Bk) and mean f1 score (Mn) for the two benchmark datasets.

Methods
AP dataset f1 scores NFT dataset f1 scores

AP Ts Bk Mn NFT Ts Bk Mn

BioVision 0.68 0.96 0.95 0.87 0.49 0.95 0.97 0.80

Proposed approach 0.76 0.98 0.96 0.90 0.56 0.96 0.98 0.83

number of CPUs which indicates that segmentation time for large images can be

significantly decreased using computer clusters. In comparison, BioVision had a

shorter computing time (7 min).

The proposed approach performs accurate and scalable segmentation of whole

neuropathology tissue section images from both human and mouse brain samples.

This one-step classification approach limits the need for automatic or heavy manual

post-processing to remove incorrectly classified pixels. However, it should be noted

that, in order to get a robust model, the learning set has to be as much represen-

tative as possible of the different structures in the neuropathology images including

noise and artifacts. A remaining question is, how much data should be included in

the learning set. Manually annotating images is time consuming and it would be

interesting to explore how many patches should be annotated in order to get a good

model. It can be expected however, that the optimal number of patches to include

in the learning set will vary with different markers and staining protocols. Future

work could also be undertaken to compare classification performance and comput-

ing time using different color features (RGB, HSV , Lab) and various contextual

descriptors, such as Gabor features variants [77] and co-occurrence matrices [78].

Besides, dimensionality reduction methods could be applied in order to reduce com-

putational burden due to file size when dealing with very large microscopy datasets.

Indeed, because whole-slide images are typically very large, one limitation of the

proposed approach is the computation time that it requires. In this respect, BioVi-

sion is more competitive but fast computation comes at a cost in term of accuracy.

In conclusion, both approaches can be successfully applied and the choice between

them should be driven by the image complexity. If signal-to-noise ratio is high,

BioVision will provide good results in a short time. On the other hand,

if the amount of noise is significant (artifacts, background non-specific

staining...), the proposed approach will be more accurate and will limit

the need for manual post-processing to obtain proper results. In chap-

ter 4, when segmentation will be performed on a large-scale in group studies, both
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Figure 2.14: Segmentation results. (a-d) Comparisons of BioVision and our ap-

proach on test set images for Aβ plaque and neurofibrillary tangle detection: Aβ

plaque and neurofibrillary tangle classes appear in white, tissue class in gray and

background class in black. (e) 3D reconstruction of a mouse brain with Aβ plaques

appearing in brown and (f) the corresponding segmentation.
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methods will be used depending on the image complexity.
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Chapter 3

Brain-wide quantitative analysis of

neuropathological markers

Increasingly, biomedical researchers look for methods that can provide them with a

system-level understanding of biological phenomena. In vivo neuroimaging modal-

ities allow to study the human brain anatomy and function as a whole. Thus, a

number of analysis methods have been developed to analyze clinical datasets at

the whole-brain level. The 2 main approaches that have been proposed to analyze

neuroimaging datasets are atlas-based or voxel-based. The first one allows to

study imaging biomarkers in anatomical regions of interests that can be automat-

ically identified using digital atlases. In contrast, the voxel-wise approach allows

to study imaging biomarkers without any anatomical a priori. To our knowledge,

the extension of these methods to the quantitative analysis of brain histopathologi-

cal markers has not been made yet. This chapter will describe the adaptation of

the atlas-based and voxel-based analysis to extract meaningful biologi-

cal information from 3D histopathology studies. The first section will focus

on the ontology-based analysis which is a natural extension of the atlas-based

method and the second section will describe the adaption of voxel-wise analysis

to histopathological data.

3.1 Ontology-based analysis

3.1.1 3D mouse brain atlases

A benefit of using 3D whole-brain imaging compared to 2D histopathology imaging

is that one can register 3D digital brain atlases to the studied individuals in order
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Figure 3.1: Mouse brain digital atlas from Dorr et al. [79]. (a) MRI scan from a

single mouse brain. (b) Averaged MRI scan from 40 individuals (scale bar: 1 mm).

(c) Atlas label image: each color corresponds to a particular anatomical region.

From top to bottom: coronal, sagittal and axial views.

to automatically delineate regions of interest. A digital brain atlas consists of 2

images:

• An anatomical volume which provides good contrasts between brain struc-

tures, typically an MRI scan. Sometimes several imaging protocols are per-

formed on the same subject to generate a multi-modal anatomical image.

• A label volume which indicates the anatomical region membership of each

voxel within the brain of the anatomical image.

Constructing brain atlases is a labor-intensive process since regions of interests are

manually delineated on the anatomical image. Fortunately, several groups have

made their atlases publicly available for research purpose. Notably, the Center

for In Vivo Microscopy at Duke University (www.civm.duhs.duke.edu) in North-

Carolina and the Mouse Imaging Centre in Toronto (www.mouseimaging.ca) have

released a number of atlases on their website over the past few years.

Mouse digital brain atlases are numerous and very diverse. During this work,

we chose to use an atlas from the Mouse Imaging Centre which was published by

Dorr et al [79] (Figure 3.1). This atlas partitions the adult mouse brain (C57BI/6J
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Figure 3.2: Mouse brain digital atlas registration with 3D histopathology. (a) Atlas

MRI and (b) Atlas labels from Dorr et al. [79]. (c) Registered atlas label con-

tours superimposed with block-face photographic volume. (d) Registered atlas label

contours superimposed on the corresponding Nissl-stained reconstructed volume.

strain) into 62 regions of interest. The anatomical image has been constructed by

registering 40 mouse brain MRI scans into a common reference and by averaging

the registered images. This allowed the anatomical image to be representative of

the C57BI/6J mouse brain anatomy and to have a high signal-to-noise ratio (Figure

3.1b). This atlas was chosen for the quality of the anatomical image and as well as

the precision of regions segmentation.

3.1.2 Atlas registration to histopathological data

The essential step to perform atlas-based analysis is to match the atlas labels with

the images to analyze. As seen in the previous chapter (section 2.3), for one indi-

vidual, all the histopathological volumes are matched to the block-face photography

volume. Hence, if the atlas label image is correctly registered to the block-face pho-
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tography volume, it will be possible to use it to delineate regions of interest for each

histopathological volume of this individual. Registration of the atlas image on the

block-face photography volume involves to, first, estimate transformations between

the atlas anatomical image and the block-face photography image and then, to apply

these transformations to the atlas label image.

The protocol that was used to estimate transformations between the atlas anatom-

ical image and the block-face photography volume has been largely described and

validated by Lebenberg et al. [67]. Briefly, a global rigid transformation (rotation,

translation) is estimated based on mutual information similarity criterion optimiza-

tion [80]. Then, an affine registration initialized with the rigid transformation is

performed with the Block-Matching technique [64]. To improve registration locally,

we used an elastic transformation, based on Free-Form Deformation (FFD) us-

ing mutual information as the optimization criterion and a grid of 10 × 10 × 10

regularly spaced control points [81, 82]. Figure 3.2 shows an example of a registra-

tion between the atlas and 3D histopathological data.

3.1.3 Mouse brain ontology

The registered atlas labels enable to perform global regional measures of the ratio

occupied by the histopathological marker of interest compared to the volume of

the region. Nonetheless, relevant regions may vary according to each study and

with each marker and, sometimes, the atlas may not include a particular region of

interest. Also, Lebenderg et al. [67] have shown that the registration between the

atlas and block-face photography is usually of good quality for rather large regions

but, due to small errors, it does not suffice to precisely match small regions. Thus,

in most cases, many small regions of the atlas may not be relevant to study and it

could be more sensible to fusion them into bigger structures.

A brain ontology adapted from the NeuroNames ontology [83] was constructed

in order to allow the aggregation of regions at different anatomical levels of the brain

(Figure 3.3). This virtually increased the number of regions in the atlas and it allows

to compute results at multiple levels of anatomical detail.
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Figure 3.3: Mouse brain ontology. Most elementary structures correspond to the

mouse brain atlas labels. The brain ontology was adapted from the NeuroNames

ontology (http://braininfo.rprc.washington.edu) to match the original MICe

atlas labels.
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3.2 Voxel-wise analysis

3.2.1 Principle and issues for histopathological data analysis

Ontology-based analysis allows to explore much more regions than it would be pos-

sible with manually defined ROIs. Voxel-wise analysis pushes exploratory analysis

even further by enabling to infer differences between groups at the voxel-level. This

allows to detect effects that cannot be easily characterized by regions of interest

such as very local effects or diverging effects within close proximity.

Voxel-wise analysis has been developed in the early 1990s to detect local differ-

ences between PET scans [86]. Since then, voxel-wise analysis has been successfully

and broadly applied for the analysis of functional imaging (PET, fMRI). Besides, its

use has been extended to a vast range of applications such as brain structure analysis

via Deformation-based morphometry or Voxel-based morphometry and small-animal

imaging analysis [87]. In our group, voxel-wise analysis has been previously em-

ployed to analyze 3D autoradiography data and allowed to finely characterize the

alterations of brain glucose metabolism in mouse models of Alzheimer’s disease and

Huntington’s disease [84, 85] (Figure 3.4). The use of voxel-wise analysis has been

largely promoted by Statistical Parametric Mapping (SPM), a software package that

includes an extensive set of tools for voxel-wise analysis. In order to perform voxel-

wise hypothesis testing with a given set of images, each voxel should represent a

continuous and, ideally, normally distributed parameter such as, for example with

2-deoxyglucose PET and autoradiography imaging, the local amount of glucose up-

take. In addition, the parameter at study should be spatially smooth to ensure

that the detected clusters are spatially consistent. Provided these assumptions hold,

differences between groups can be inferred at the voxel-level in 2 main steps: (1)

spatial normalization to match all the individuals to a common anatomical refer-

ence and, (2) voxel-wise hypothesis testing to infer the location and size of the

effects. These general steps will be briefly described in the next subsections before

addressing the issues of voxel-wise analysis for histopathological data.

Spatial normalization

Spatial normalization consists in registering every individual image in a common spa-

tial reference so that voxels coordinates correspond to the same anatomical locations

in all the individuals. This often involves to, first, generate an anatomical reference.

Ideally, an anatomical reference should be generated from images acquired with an

imaging modality providing good anatomical contrasts such as anatomical MRI or
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Figure 3.4: Examples of voxel-wise analysis studies of the brain glucose uptake im-

pairment in mouse models of neurodegenerative diseases. Blue areas were identified

as significantly hypo-metabolic whereas red areas were identified as significantly

hyper-metabolic. (a) 3D renderings of glucose uptake impairments in APP/PS1

mice compared to wild-type mice [84]. Interestingly, in the hippocampal region

(right), diverging effects were found with hypo-metabolic areas in the dentate gyrus

while the stratum oriens and the pyriform layer were identified as hyper-metabolic.

(b) 3D renderings of brain glucose uptake impairement in BACHD mice compared

to wild-type mice [85]. Local hypo-metabolic effects were identified in the striatum

(regions 1 and 2), the hippocampal region (regions 3 and 4) and the cerebellum

(region 5) while hyper-metabolic effects were found in the hypothalamus (region 6).
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block-face photography. The anatomical reference is generated by registering all

or a subset of the anatomical images of the study onto one chosen individual and

then by averaging the registered images to obtain a mean anatomical image which

is referred as the anatomical template. Anatomical images are then registered

to the anatomical template to spatially normalize all the individuals of the study.

Finally, images that we wish to analyze at the voxel-level are spatially normalized by

applying the previously calculated transformations between the anatomical images

and the anatomical template.

SPM comes with the DARTEL registration algorithm to spatially normalize the

individuals. In our case, the FFD registration algorithm was used as it was already

implemented in BrainVISA.

Hypothesis testing

Once every image has been spatially normalized, hypothesis tests can be performed

separately at each voxel of the brain to locally infer statistically significant differ-

ences between groups. Prior to hypothesis testing, images are smoothed with a

Gaussian filter to reduce noise and intra-group variance. Typically, the tested hy-

pothesis is that there is a difference between means of 2 or more groups. For a

2 groups study, if we can assume that the observations are drawn from normally

distributed populations, the Student’s t-test can be used to assess if means between

groups are significantly different. A T-statistic is first calculated which reflects how

much different are the means of the 2 groups. Under the hypothesis that there is no

difference between means, the T-statistic follows a Student’s distribution. The com-

puted T-statistic is compared with this null-distribution to compute the p-value.

The p-value of the test indicates how likely it is to obtain at least such a differ-

ence between the means when groups are drawn from the same population. If the

p-value is lower than some predefined α threshold (often α = 0.05) we can safely

reject the hypothesis that the 2 groups are drawn from the same population, and

hence, declare that the means are significantly different. Finally, once tests have

been performed for each voxel of the brain, sets of neighboring voxels that present

statistically significant differences between groups are termed clusters.

In SPM, hypothesis testing is carried-out with general linear models which pro-

vide a general mathematical framework for parametric inference [88]. The advantage

of the general linear models formulation compared to the classical formulation of sta-

tistical tests is that it allows to account for covariates. This is particularly useful to

remove the effect of possibly confounding factors when studying heterogeneous pop-
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ulations (age, sex etc...) or for in vivo longitudinal studies. In preclinical studies,

however, populations tend be much more homogeneous and confounding factors are

usually better controlled than for clinical studies. Thus, in this work, hypothesis

tests were carried-out using the classical t-test rather than general linear models.

Correction for multiple comparisons

One important issue to take into account for voxel-wise studies is the correction

for multiple comparisons. Indeed, as the number of statistical tests rises, the null-

hypothesis cannot be safely rejected at α = 0.05 without introducing some false

positives. Brain images often consists of millions of voxels, thus, uncorrected voxel-

wise tests may very likely result in a number of false positives. Common techniques

to correct for multiple comparisons include the Bonferroni correction, the False

Discovery Rate correction (FDR) [89] and cluster-based inference [90].

Bonferroni and FDR procedures both correct for multiple comparisons at the

voxel-level but with different goals. With Bonferroni correction, we ensure that the

risk of making one or more errors among all the tests is equal to α. Contrastingly,

with the FDR procedure, we ensure that among all the tested mean differences

that were deemed statistically significant, on average, a fraction equal to α are

false positives. In practice, the FDR procedure is often preferred to the Bonferroni

procedure because this latter is very conservative.

Another approach is to perform cluster-based inference. The advantage of cluster-

based inference is that it takes into account the spatial correlation between voxels.

The principle is to evaluate how likely were the inferred clusters to happen by chance.

This involves to calculate descriptive statistics on the inferred clusters and to com-

pare their values to a null-distribution. The usual descriptive statistics that can be

computed are the cluster-size or the cluster-mass. The cluster-size is simply the

number of voxels in the cluster and the cluster-mass is the sum of the T-statistic

values in the cluster [90]. Cluster-mass is particularly interesting as it integrates

information about the cluster-size and the effect-size. As there is no predefined

null-distribution for cluster-size or mass, we need to construct it from the data.

An efficient way to construct the null-distribution non-parametrically and that was

implemented in BrainVISA is based on random permutations [91]. Finally, us-

ing the null-distribution, we can calculate the probability that a cluster could have

appeared only by chance and declare the cluster as significant if this probability is

smaller than some predefined threshold which is typically equal to 0.05 or 0.01.
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Figure 3.5: Axial views from 3D autoradiography imaging and 3D histopathology

imaging in mouse models of Alzheimer’s disease (3D autoradiography image taken

from Lebenberg et al. [67])

Can voxel-wise analysis be applied to 3D histopathology?

In the case of 3D histology, we would like to detect locations in the brain

where the mean load of a given histopathological marker is different be-

tween groups of animals. For each individual of a 3D histopathology study,

reconstruction and segmentation methods described earlier enable to generate a

block-face photography volume as well as, in the same anatomical referential, a 3D

whole-brain mask of the marker M(x) such that for each voxel M(xi) with coordi-

nates xi ∈ Rd :

M(xi) =

1 if the voxel corresponds to the staining and

0 otherwise.
(3.1)

In contrast to autoradiography or PET imaging, histopathological markers appear

as more or less densely distributed discrete patterns (Figure 3.5).

As block-face photography provides good anatomical contrasts, naturally, it can

be used to create an anatomical template for the study. Subsequently, masks can

be spatially normalized by registering them onto the anatomical template. After

spatial normalization, in a study with 2 groups, for each voxel at coordinates xi

in the brain, we have 2 samples: S1 = {M1
1 (xi),M

1
2 (xi), ...,M

1
T1(xi)} and S2 =

{M2
1 (xi),M

2
2 (xi), ...,M

2
T2(xi)}. Using the 2 samples, the goal is to evaluate the
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hypothesis

H0 : µ1
xi

= µ2
xi

(3.2)

against the alternate hypothesis

HA : µ1
xi
6= µ2

xi
(3.3)

where µkxi = P (Mk(xi) = 1) is the mean of the population k at the voxel xi.

Naively, the sample mean

Mk(xi) =
1

T

T∑
j=1

Mk
j (xi) (3.4)

could be used to estimate the population mean and significance testing could be

carried out to test the null hypothesis. Although, we know that the sample mean

tends to the population mean when the number of individuals gets very large, in

preclinical studies the number of individuals per group is usually between 5 and 10.

With this sample-size, Mk(xi) has a very high-variance due to the binary nature

of the data. For instance, if our sample has 5 individuals with the coordinates xi

never corresponding to the staining, Mk(xi) = 0 but if xi were to correspond to the

staining in only one individual, the estimate would jump to 0.2. In this context,

because of high-variance, the sample mean cannot be directly used to

perform hypothesis testing.

Another issue is that, it is not realistic to look for voxel-level differences

between groups at the microscopic scale. This is mainly for 2 reasons:

• Unattainable spatial normalization: the block-face photography resolu-

tion is in the range of a few dozens of micrometers. Thus, small registration

errors introduced during spatial normalization would lead to very important

shifts at the microscopic scale.

• Lack of interpretability: microscopic differences between groups of ani-

mals would be hard to biologically interpret because their anatomical location

would not be precisely identifiable based on our current knowledge of the brain

anatomy.

The next section will present methods that can resolve these issues by (1) re-

ducing the image resolution and (2) providing more reliable voxel-wise

estimates of histopathological marker load.
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3.2.2 Heat map generation

Thanks to the spatial correlation between voxels of one’s individual brain, we can

improve the reliability of the sample mean by exploiting each voxel’s neighborhood.

By properly combining together neighboring voxel values, we can produce a low-

resolution, smooth and continuous-scale image that locally describes the load

of the marker. We will refer to these images as heat maps. Each individual heat

map from a group k is an attempt to estimate P (Mk(x) = 1) from the discrete

patterns in the mask. In spatial statistics, this is referred as intensity estimation.

Most common methods for intensity estimation include binning, Voronoi tessalation

[92] and Gaussian kernel smoothing. Before applying intensity estimation methods

on a simulated dataset in the next section, we will briefly describe them and propose

a novel method to tune Gaussian kernel smoothing.

Image binning

We can estimate the marker intensity, H(x), via image binning. Images are sim-

ply partitioned into disjoint d-dimensional equally-sized windows and each voxel in

H(x), is assigned the maker occupation ratio in its corresponding window Vj:

H(x) =
∑
x∈Vj

M(x)

|Vj|
. (3.5)

H(x) forms a grid from which we can generate a smaller image which voxel-size

is equal to the binning window-size. Thus, in addition of estimating the intensity,

image binning can be used to map large high-resolution images to smaller

low-resolution images that are more suitable for voxel-wise analysis. In

practice, binning can be used systematically to reduce the size of the images before

voxel-wise inference. The window-size can be determined by considering the original

image resolution and the resolution at which we wish to study the marker of interest.

The choice of the heat map voxel-size is arbitrary but it should roughly

correspond to the smallest cluster-size that would be biologically relevant.

Voronoi tessalation

Another possibility is to use a Voronoi estimator. Voronoi tessalation consists in

dividing the image into as many regions Rj as the number of particles so that each

region corresponds to the particle area-of-influence. Thus, the intensity at each

location x belonging to Rj can be estimated using the inverse of the region area and
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the particle area:

H(x) =
∑
x∈Rj

M(x)

|Rj|
. (3.6)

Equation 3.6 is equivalent to equation 3.5 but, contrary to image binning, Voronoi

region sizes vary depending on the particle density. In low density areas, Voronoi

regions will tend to be big and inversely, they will be small in dense areas. Contrary

to binning and Gaussian kernel smoothing, Voronoi tessalation is parameter-

free but it is rather computationally expensive on large images.

Gaussian kernel smoothing

The intensity can also be estimated via smoothing the mask M(x) with a Gaussian

kernel:

H(x) =
n∑
i=1

1

(
√

2πh)
d
2

exp

[
1

2

(‖x‖ − ‖xi‖)
h

)2
]
M(xi). (3.7)

The choice of h, the Gaussian kernel standard deviation, is essential. The

optimal h value is the one leading to an intensity estimation that has both low

variance and low bias. Intrinsically, there is a trade-off between variance and bias.

Indeed, if h is too small, the intensity estimation will be wiggly from one voxel to

another and the sample mean will have a high variance. The variance decreases

monotonically as h increases, but if h is too large, images will be over-smoothed

and local spatial information about the marker of interest will be lost.

Gaussian kernel standard deviation selection

Classically Gaussian kernel smoothing is used as a preprocessing step before voxel-

wise inference in order to reduce noise and intra-group variance which could be have

been introduced by the image acquisition system or by small registration errors. The

rule-of-thumb in the voxel-wise analysis literature is to use a Gaussian kernel with

a full-width at half maximum equal to 3 times the voxel-size which is equivalent to

a standard deviation of about 1.27 times the voxel-size. While this rule-of-thumb is

very practical when dealing with noise, here, Gaussian kernel smoothing is not only

used to limit noise but also to estimate the marker intensity. Typically, intensity

estimation for a very sparsely distributed marker in the brain may require a larger

kernel-size than intensity estimation for a very dense marker. In addition, if the

sample-size is small, the Gaussian kernel size may need to be larger than for large

sample-size. Therefore, it is crucial to adapt the kernel-size to the data at hand.
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A practical way to choose the standard deviation would be to smooth the images

with various kernel-sizes and to select the kernel size which provides the most visually

appealing results. An automatic method for optimal kernel-size selection is

however desirable to ensure more objective results. The optimal Gaussian

kernel-size is the one leading to the minimum mean squared error between

the heat maps sample mean and the true underlying population mean:

Errktrue =
1

n

n∑
i=1

(µ̂kxi − µ
k
xi

)2, (3.8)

where µ̂kxi = Hk(xi) is the heat map sample mean in group k at coordinates xi. Of

course, we do not know the population mean so we cannot explicitly calculate the

true error. Nonetheless, if a second set of independently and identically distributed

individuals was available, we could evaluate the heat map sample mean obtained

from the first set of individuals by calculating how well it predicts the voxel values

of these new individuals. We can use squared loss function to calculate the error

between the heat map sample mean and a newly sampled individual:

L(Mk(x), µ̂kx) =
1

n

n∑
i=1

(µ̂kxi −M
k(xi))

2, (3.9)

where M(x) is the mask of some individual drawn from population k and not used

to estimate the heat map sample mean. In practice, we cannot spare individuals

to create a validation set. To remedy this, we propose a bootstrap sampling

approach. Bootstrap sampling is a simple yet powerful tool to create independent

samples from the original sample. A bootstrap sample is generated by sampling

individuals with replacement. It has the same size as the original sample with

possible duplicates and some individuals may be left-out. In our procedure, a large

number of independent bootstrap samples are drawn and heat maps are generated

with individuals in the bootstrap samples. For each bootstrap sample b, we calculate

µ̂k,bx , the sample mean of the heat maps included in the bootstrap sample. Finally,

the bootstrap error [93] is calculated as follows:

Err
∧k

boot =
1

T

T∑
j=1

1

|C−j|
∑
b∈C−j

L(Mk
j (x), µ̂k,bx ), (3.10)

where T is the number of individuals in the original sample, C−j is the subset of

bootstrap samples that do not contain individual j and |C−j| is the number of such

samples. The error is calculated for each group separately and can be averaged over
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the groups to get a single, global, estimation of the error. In the next section, we

will assess if the bootstrap error is minimized at the same Gaussian kernel-size that

the true error using simulated data.

It should be noted that while Gaussian smoothing is described here with a fixed

standard deviation, adaptive smoothing methods have been developed to locally

select the Gaussian kernel standard deviation [94]. Potentially, adaptive Gaussian

smoothing could be suited to estimate histopathological markers intensity as it allows

to preserve spatial information in very dense regions while smoothing sparser regions.

However, adaptive Gaussian smoothing relies on several parameters which have be

jointly tuned. Preliminary work on adaptive Gaussian smoothing showed that pa-

rameters optimization is non-convex and non-smooth (data not shown). Thus, it

seemed much more difficult to obtain a robust estimation than for fixed standard

deviation and this approach was not investigated any further.

3.2.3 Cluster detection with simulated data

The simulation dataset was designed to mimic images of segmented Aβ plaques.

Two types of images were generated to model individuals drawn from a control

population and an exacerbated population where Aβ plaques are more

frequent in spatially defined areas (Figure 3.6). The goal was to infer the

localization of the clusters as precisely as possible using the intensity estimation

methods described in the previous section.

Poisson process simulations

Aβ plaques were modeled as disks which radii were drawn from a Gaussian distri-

bution and which centers correspond to seeds of a Poisson process. Aβ plaques

seeds localization was modeled using Poisson processes so that the probability of an

Aβ plaques being seeded at coordinates x of a simulation image is:

P (seed(x)) = λ(x)e−λ(x) (3.11)

where λ(.) is the intensity function of the Aβ plaques seeds. The intensity can be

held constant for every coordinate in the case of a homogeneous Poisson process or

it can vary spatially in the case of a inhomogeneous Poisson process. Using λ(.) and

the mean Aβ size, we can calculate the true population mean, µkx for each

group k.
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Figure 3.6: Simulation experiment with Λ = 40. An image from the control group

is shown on the left and an image from the exacerbated group is shown on the right

with the underlying cluster boundaries shown in orange dotted lines.

For images in the control group, Aβ plaques were distributed according to a

homogeneous Poisson process. In the exacerbated group, Aβ plaques distribution

was modeled by an inhomogeneous Poisson process with 4 square clusters where Aβ

plaques were more likely to appear. Three different experiments were carried out

with various Aβ plaques density conditions. In the first experiment, control group

images had an expected total number of Aβ plaques, Λ, equal to 40 which mimics

the distribution of Aβ plaques in a relatively low density condition. In the second

and third experiments, Aβ plaques density was increased with Λ = 80 and Λ = 160

respectively. In the exacerbated group, clusters had varying levels of exacerbation

with increased probability of Aβ plaques seeding of a factor of, respectively, 20, 10,

5 and 2.5 compared to the control group. Disks radii were drawn from a Gaussian

distribution with the same mean and variance for both groups of images (µ = 7

pixels, σ = 2 pixels). Seven pixels is a typical radius for an Aβ plaque in an image

with a pixel-size of 5 µm. In each experiment, the control and the exacerbated group

consisted of 10 images each. Simulation images had a size of 2560 × 2560 pixels.

Cluster detection

For each experiment, clusters were inferred using 3 different approaches. The first

one consisted of image binning alone using a window size of 20 pixels. With a

window size of 20, the binned image of a 5 µm resolution image would have a

resolution of 100 µm which is a reasonable resolution at which to detect clusters of

Aβ load changes between groups. The second one consisted of a Voronoi estimator
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Figure 3.7: Gaussian kernel standard deviation selection for the three experiments

(from left to right: Λ = 40, Λ = 80, Λ = 160). Bootstrap error (top) and true error

(bottom) are shown for the exacerbated group. The bootstrap error was calculated

using 1000 bootstrap samples. Ten Gaussian kernel sizes were tested, minima are

indicated with a dashed blue line.

and a binning step and the last approach combined a Gaussian kernel smoothing

which standard deviation was determined automatically through bootstrap error

minimization and a binning step. Each method was assessed by calculating

the true mean squared error as described in equation 3.8. Finally, detected

clusters were compared with the underlying true clusters. F1 scores were

calculated between detected and true clusters using the number of true positives

(TP), false positives (FP) and false negatives (FN):

F1 = 2TP/(2TP + FP + FN). (3.12)

Figure 3.7 illustrates Gaussian kernel-size selection using the bootstrap error. As

it can be expected, the optimal kernel-size tends to decrease when the Aβ plaque

density increases (optimal sizes: 60 pixels, 40 pixels, 40 pixels for the experiments

with, respectively, Λ = 40, Λ = 80, Λ = 160). For all three experiments, the true

error and the bootstrap error agreed on the optimal kernel-size which indi-
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cates that the bootstrap error can be used to automatically tune Gaussian

kernel smoothing when the population mean is not known

From the images in Figure 3.8, we can see that each approach yields very dif-

ferent intensity estimations which results in very different cluster detection results

as can be seen on Figure 3.9. Binning alone provided wiggly and noisy intensity

estimation and it barely allowed to detect differences between the groups except for

the last experiment with Λ = 160. This can be explained by high-variance of the

binning estimator with the chosen window size. Concerning Voronoi estimation, as

it can be expected, the intensity estimation in the cluster areas was higher in the

exacerbated group than in the control group but this increase spread far outside the

borders of the clusters. While the Voronoi estimator allowed to detect differences

between the groups, the clusters shapes were not recovered properly and, overall, the

cluster sizes were overestimated as a result of imprecise intensity estimation. The

Gaussian kernel estimation yielded smooth intensity estimation and, overall, the

clusters shapes were recovered. As it could be expected, detection of the clusters

with the highest intensity difference between the groups was slightly over-estimated

while the detection of clusters with mild difference between groups was slightly un-

derestimated. This discrepancy could be addressed using adaptive Gaussian kernel

smoothing [94]. Table 3.1 shows that the intensity estimation error and the F1

scores were systematically better when using the Gaussian kernel smoothing.

In conclusion, in this simulation study, the Gaussian kernel smoothing com-

bined with image binning provided the best results across experimental

conditions. It should be noted that this conclusion only holds for the range of

Λ values explored here. Indeed, the simulation study was intended to mimic the

distribution of Aβ plaques which are rather sparsely distributed in the brain. This

conclusion may not hold if studying, much more densely distributed objects such as

neurons. Thus, for each kind of markers, tailored simulation studies may be useful

to pick the best estimation method prior to performing voxel-wise inference on real-

data. In this study, the Aβ plaque sizes were identically distributed for both groups.

An interesting perspective would be to study the influence of objects size on cluster

detection. Finally, the simulation study showed that the bootstrap error minimum

predicts the true error minimum and that Gaussian-kernel smoothing with the op-

timal kernel-size ensures an accurate cluster detection. Therefore, the bootstrap

error can be used to select the Gaussian kernel standard deviation for

real studies when the underlying clusters are unknown.
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Figure 3.8: Heat map generation. For each of the three experiments, examples are

shown with an image from the control group (i) and an image from the exacerbated

group (ii). From left to right: original image, heat map generation with binning;

heat map generation with Voronoi tessellation and binning; heat map generation

with Gaussian smoothing with automatic kernel-size selection and binning.
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Figure 3.9: Clusters detection for the three experiments. Clusters were detected

with a voxel-wise t-test at a significance threshold α = 0.05 without correction for

multiple comparison.
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Method True Error F1

Λ = 40

Binning alone 8.26×10−5 0.13

Voronoi + Binning 8.27×10−6 0.44

Gaussian smoothing + Binning 4.25×10−6 0.74

Λ = 80

Binning alone 1.52×10−4 0.07

Voronoi + Binning 2.67×10−5 0.55

Gaussian smoothing + Binning 1.44×10−5 0.76

Λ = 160

Binning alone 3.01×10−4 0.37

Voronoi + Binning 8.14×10−5 0.64

Gaussian smoothing + Binning 4.48×10−5 0.73

Table 3.1: True error and cluster detection F1 scores for each method on the simu-

lated dataset. Best scores appear in boldface.
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Chapter 4

Applications in mouse models of

Aβ deposition

4.1 Context of the studies

This chapter gives proofs of concept that 3D quantitative histopathology can be used

on a large scale in studies on Alzheimer’s disease. The datasets come from studies in-

volving three transgenic mouse strains: the APPswe/PS1dE9, the APPSl/PS1M146L28

and the APPSwe,Ind mouse strains. All these mouse models of Alzheimer’s dis-

ease harbor mutations which in humans are associated with the familial form of

Alzheimer’s disease and lead to a significant Aβ deposition in mice. For each study,

protocols for the in vivo experiments, histology and imaging will be described. The

image processing and analysis steps were all performed in BrainVISA and will only

be briefly addressed as they have already been described in the previous chapters.

Except for voxel-wise analysis, statistical analyses were performed in the R statis-

tical environment. Summarized information about mouse models and experimental

procedures can be found in the Appendix B.

The first study was initially aimed at evaluating the effect of a natural product

extract on the Aβ load and the glucose metabolism in APPswe/PS1dE9 mice. The

extract did not seem to have an effect whatsoever on the Aβ load (data not shown)

but the dataset was interesting in that it allowed to characterize a very popular

mouse model of Alzheimer’s disease. Indeed, APPswe/PS1dE9 are commonly used

in preclinical research but the distribution of the Aβ pathology in various

brain regions is yet to be established.

The second study aimed at evaluating the effect of 13C3a, a new anti-Aβ

immunotherapy developed by Sanofi, on the Aβ load in APPSl/PS1M146L28 mice.
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Anti-Aβ immunotherapy for Alzheimer’s disease have been an active field of research

since the late 90’s [95]. While many monoclonal antibodies have shown promising

results in preclinical experiments, some concerns have been raised regarding their

potential toxic effect in the human brain. Indeed, antibodies trigger inflammation

response causing so called Amyloid Related Imaging Abnormalities that are ob-

servable with MRI. 13C3a is innovative because its structure have been engineered

in a way that it does not trigger inflammation [96]. This could result in a much

safer immunotherapy for Alzheimer’s disease. While the inflammation response can

cause toxic side effects, it is also believed to have an essential role to lower the

Aβ load. In this study we assessed whether the 13C3a can reduce the Aβ

load in APPSl/PS1M146L28 mice even if the inflammation response is restricted.

In addition, this dataset was used to validate and compare 3D quantitative

histopathology against a more conventional histology quantification pro-

tocol performed by collaborators at Sanofi. In addition to the histological

investigation of 13C3a effect on Aβ pathology, this study was also the opportunity

for our collaborators at MIRCen (Marc Dhenain’s group) to investigate the effect of

13C3a on Aβ load using an innovative in vivo MRI protocol that has been designed

to visualize Aβ plaques [58]. Here, our contribution was to assess the agreement

between in vivo MRI measures and 3D histopathology quantification. These results

are presented in Chapter 5. Finally, this dataset was also the opportunity to initiate

the extension of 3D quantitative histopathology to cellular markers analysis and

preliminary results are presented in Chapter 5.

The third study aimed at assessing the effect of the over-expression of

ADAM30 on the Aβ load in APPSwe,Ind mice. ADAM30 is a relatively poorly

studied metalloprotease which has been recently linked to Alzheimer’s disease. Our

collaborators at Institut Pasteur de Lille found that this protein is significantly less

expressed in the brain of patients with Alzheimer’s disease compared to healthy

controls. In addition, they found that the Aβ protein levels in the brain negatively

correlate with ADAM30 expression in humans. While this observation corroborate

a link between ADAM30 expression and the Aβ pathology, a causal link is yet to

be demonstrated. Animal experiments can be carried-out to solve this question.

ADAM30 expression is very low in mice but it is possible to genetically engineer

mice to over-express ADAM30. By studying the effect of ADAM30 over-expression

in mice that develop an Aβ pathology, we can directly assess the effect of ADAM30

on Aβ plaques. If ADAM30 is indeed a modulator of the Aβ pathology it could

constitute a novel drug target in Alzheimer’s disease. Initially, our contribu-
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tion to this large-scale collaborative study was to evaluate the effect of

ADAM30 on the Aβ load in APPSwe,Ind mice using the ontology-based

approach. Following this initial work, we further applied voxel-wise analysis

to refine the evaluation of ADAM30 on the Aβ load. Results from both

approaches are presented and discussed.

4.2 Study 1: animal model characterization

4.2.1 Experimental procedures

In vivo study

In the first study, ten male APPswe/PS1dE9 mice were initially included in the

animal model characterization study. Three mice died prematurely. Mice were

euthanized at the age 13.5 months with lethal injection of sodium pentobarbital;

brains were rapidly removed and snap-frozen in isopentane. Seven brains were kept

for further analysis.

Tissue processing, histology and image acquisition

Fresh brains were snap frozen and embedded in a mixture of M1 embedding matrix

(Thermo Fisher Scientific) and Fast Green (Sigma-Aldrich) before being entirely cut

on a CM3050S cryostat (Leica). Four batches of serial coronal brain sections (20

µm), ranging from the brain frontal pole to the end of the caudal part of the cortex,

were collected, mounted on superfrost slides and quickly dried. The first series was

dedicated to Nissl staining. The fourth series was dedicated to Aβ plaque staining.

The remaining series were stored at -80◦C until processing. Images from the surface

of the block were recorded every fourth section (before each section of the first series

was cut) with a digital camera (Powershot G5 Pro, Canon) at a lateral resolution

of 27 µm.

For the Nissl staining series, sections were stained in a solution of cresyl violet

with the Shandon Varistain 24-4 automate (Thermo Electron Corporation).

To highlight Aβ peptide aggregates, after post-fixation in 4% paraformaldehyde,

IHC staining was performed with BAM10 primary monoclonal antibody (Sigma-

Aldrich), a biotinylated secondary antibody (Vector Laboratories) and staining was

revealed with DAB detection kit (Ventana Medical Systems, Roche). IHC experi-

ments were performed with the automate Discovery XT (Ventana Medical Systems,
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Roche). All the sections were processed identically. Sections were counter-stained

with Bluing Reagent (Ventana Medical Systems, Roche).

A flatbed scanner (ImageScanner III, G.E. Healthcare) was used to digitize Nissl-

stained series of sections (lateral resolution: 21 µm) and Aβ plaque series (lateral

resolution: 5 µm).

4.2.2 Ontology-based characterization of Aβ deposition

Tissue section images were reconstructed in 3D according to the methods described

in section 2.3. As the staining was reproducible and well contrasted, the Aβ plaque

IHC volumes could be segmented using the BioVision algorithm. Finally, the mouse

brain atlas was registered to each mouse brain block-face photographic volume.

After reconstruction of the 7 brains from 13.5 months old APP/PS1dE9 mice

(Figure 4.1a), we took advantage of the brain ontology to quantify Aβ plaque depo-

sition at different levels of the brain (Figure 4.1b,c). Aβ load peaked in the cortical

regions and the hippocampus. Those results agree with previously published works

reporting massive amyloid deposition in these regions in aged APP/PS1dE9 mice

[97]. Furthermore, ontology driven analysis highlighted infrequently exam-

ined ROIs presenting substantial Aβ deposition such as basal ganglia and

white matter tracts.

4.3 Study 2: preclinical immunotherapy evalua-

tion

4.3.1 Experimental procedures

In vivo study

In the second study, twenty female APP/PS1 mice were initially included at the age

of 5 months in the therapy evaluation study. They received weekly intraperitoneal

injections of either 13C3a, an anti-Aβ peptide antibody (Sanofi, 10 mg/kg) or DM4,

a control antibody (Sanofi, 10 mg/kg) for 3 months. In addition, 4 PS1 mice were

included in the study as negative controls (PS1 mice are Aβ plaque free). At 5 and 8

months of age, APP/PS1 mice as well as PS1 mice received intracerebroventricular

injections of gadolinium and 3D Gradient-echo MRI scans (x, y, z resolution: 29 × 29

× 117 µm3) were recorded on a 7T-Spectrometer (Agilent) [58]. The second imaging

session was performed just before euthanasia and brain removal. This protocol was
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Figure 4.1: (a) A representative reconstructed Aβ plaque volume in the coronal

(left), axial (middle) and sagittal (right) views. (b) Segmented Aβ plaque (black)

superimposed with the atlas contours (blue). (c) Aβ load quantification in 13.5-

month-old APP/PS1dE9 mice (N=7). Boxplots upper and lower hinges correspond

to the first and third quartiles. The whiskers extend from the hinges to the highest

or lowest values that are within 1.5 × inter-quartile-range. Bold lines represent

median values.
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used to visualize Aβ deposits in vivo. The correlation between Aβ detection with

MRI and histology imaging will be the main topic of section 5.1.

At this stage, due to the high mortality rates of APP/PS1 transgenic mice,

especially in the control-treated group, 8 13C3a-treated APP/PS1 mice and 3 DM4-

treated APP/PS1 mice were included for analysis.

Tissue processing and histology

Brains from APP/PS1 and PS1 mice were processed by NeuroScience Associates

using the Multibrain technology. Formalin-fixed brains were all embedded in one

green-colored solid matrix to obtain a sharp contrast between the embedding ma-

terial and the cerebral tissue. Brains were subsequently frozen and cut into 25

µm-thick serial coronal brain sections. Block-face photographs were recorded at a

lateral resolution of 33 µm every fifth section (EOS Rebel T2i, Canon). The first

series of sections was used for Nissl staining, the second for Aβ deposits staining

(6E10 monoclonal antibody IHC), the third for phagocytic cells staining (anti-CD68

monoclonal antibody IHC) with a Nissl counterstaining, the fourth for blood brain

barrier (BBB) disruptions staining (anti-IgG monoclonal antibody IHC) the fifth

for microglia staining (anti-Iba1 monoclonal antibody IHC) with a Nissl counter-

staining.

Nissl-stained series and Aβ IHC stained series were further processed to evaluate

the anti-Aβ effect of 13C3a and the remaining 4 series were kept for further analysis

(see chapter 5)

Image acquisition

Similarly to the first study, Nissl-stained series of sections and Aβ plaque series were

imaged with a flatbed scanner (ImageScanner III, G.E. Healthcare) at a lateral

resolution of, respectively, 21 µm and 5 µm. A subset of 8 Aβ-deposit-stained

sections per animal was acquired at a lateral resolution of 0.35 µm with an Olympus

VS120-S5 whole slide imaging microscope. These latter images were used to perform

the routine 2D quantification protocol of Aβ deposition.

4.3.2 Whole-brain therapeutic intervention evaluation

3D brain reconstruction was performed for each mouse brain as described in previous

section 2.3. The Aβ plaque IHC staining was highly contrasted and reproducible,

therefore 3D histopathology volumes were segmented using the BioVision algorithm
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Figure 4.2: 3D histopathological volumes. (a) Block-face photographic volume.

(b) Nissl volume displaying brain anatomy. (c) 6E10 immunohistochemistry (IHC)

volume showing Aβ pathology. (d) Segmented 6E10 IHC volume (Aβ plaques appear

in white).

(Figure 4.2). The MICe brain atlas was registered using the FFD to each mouse

brain block-face photographic volume as described in section 3.1.2.

We evaluated the effect of a new anti-Aβ immunotherapy in 8-months-old APP/PS1

transgenic mice in the entire brain and in four ROIs (cerebral cortex, striatum, hip-

pocampal region and thalamus). As expected, Aβ deposition load was close to none

in brains of PS1 mice (Figure 4.3). We compared Aβ deposition between APP/PS1

mice treated with either the anti-amyloid immunotherapy (13C3a) or the control

antibody (DM4). In brains of APP/PS1 mice, 13C3a lowered Aβ deposition com-

pared with DM4 (Mann-Whitney test, p < 0.05; Figure 4.3). Besides, we detected

a statistically significant Aβ lowering effect of 13C3a in the cerebral cortex, the

striatum and the thalamus but not in the hippocampal region (Table 4.1). Never-

theless, results regarding the effect of 13C3a should be taken carefully due to the

small sample size of this study. Here, the analysis was limited to the entire brain

and to 4 ROIs in order to avoid type I errors due to multiple comparisons. Also, the

group sample sizes in APP/PS1 mice were too small to perform voxel-wise statistical

analysis with proper correction for multiple comparisons.
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Figure 4.3: Brain-wide anti-Aβ effect of 13C3a. (a) Reconstructed Aβ deposition

IHC volumes for one representative brain per group. (b) Reduction of Aβ deposition

in APP/PS1 mice treated with 13C3a (N=8) compared to mice treated with DM4

(N=3). PS1 mice are shown as negative controls (N=4) (Mann-Whitney tests,

boxplot representation is the same as in Figure 4.1 ).
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ROI APP/PS1-13C3a (N = 8) APP/PS1-DM4 (N = 3) PS1 (N = 4)

Whole brain 6.61 ± 2.75 ∗◦◦ 9.84 ± 1.80 ◦◦ 0.04 ± 0.01

Cerebral cortex 10.43 ± 3.21 ∗◦◦ 18.48 ± 3.45 ◦◦ 0.05 ± 0.15

Striatum 1.79 ± 0.9 ∗◦◦ 4.72 ± 0.64 ◦◦ 0.04 ± 0.02

Hippocampal region 11.06 ± 3.23 ◦◦ 16.36 ± 3.33 ◦◦ 0.03 ± 0.08

Thalamus 7.21 ± 1.55 ∗◦◦ 9.51 ± 0.54 ◦◦ 0.03 ± 0.02

Table 4.1: Aβ lowering effect of 13C3a immunotherapy in APP/PS1 mice. Data

shown: mean ± SD. ∗ p<0.05 13C3a-treated APP/PS1 mice versus DM4-treated

APP/PS1 mice (Mann-Whitney tests). ◦◦ p<0.01 versus PS1 mice (Mann-Whitney

tests)

4.3.3 3D versus 2D histopathology comparison

A 2D quantification protocol was performed in order to validate 3D

histopathology results and compare both approaches. Image analysis was

performed with Mercator software (Explora Nova) by an expert from Sanofi who

was blind to the quantification results obtained with the 3D quantification approach.

Four ROIs (cerebral cortex, hippocampal region, striatum and thalamus) were se-

lected for the analysis. The cerebral cortex was manually outlined on 8 sections per

animal. The hippocampal region, the striatum and the thalamus were present and

were outlined on 3 to 4 sections out of the 8 selected sections per animal. A thresh-

old that appropriately separated Aβ plaques from the remaining unstained tissue

was manually defined on one section and then applied to all images (Figure 4.4).

Finally, Aβ deposition load was calculated in each selected ROI of each animal.

We validated that Aβ load quantification is consistent between the 3D whole-

brain quantification and an independently performed 2D routine quantification pro-

tocol with a few sections per ROI. We correlated results for both methods in the 4

examined regions (cerebral cortex, striatum, hippocampal region and thalamus) in

APP/PS1 transgenic mice (Figure 4.5a). Overall, the two methods well correlated

but showed various levels of agreement according to the ROI (Spearman’s ρ = 0.97,

p < 0.001 in the cerebral cortex; ρ = 0.96, p = 0.001 in the striatum; ρ = 0.88,

p = 0.001 in the hippocampal region; ρ = 0.81, p = 0.001 in the thalamus). We

further attempted to explain differences between ROIs, by investigating the effect

of lowering section sampling on Aβ load quantification. Using 3D histopatholog-

ical data, simulations were performed for each animal by progressively discarding

equidistant sections from the analysis and generating all possible combinations of

sections at a given sampling rate. We then quantified Aβ deposition for each subset
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Figure 4.4: Standard Aβ load quantification on 8 sections from an APP/PS1 mouse

brain. Original images are superimposed with the Aβ plaque binary mask (red)

as well as with manually delineated brain ROIs. Cerebral cortex borders appear

on every section in blue, striatum borders appear in green on sections 2-4 (left),

hippocampal region borders appear in green on sections 6-8 (right) and thalamus

border appear in pink on sections 5-8 (right).
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and calculated the relative error to which the subset quantification deviated from

reference 3D quantification as:

Error =
|xsubset − xreference|

xreference
, (4.1)

where xsubset is the Aβ deposition load calculated with a simulated subset of sections

and xreference is the Aβ deposition load when all sections are taken into account.

Figure 4.5b shows the effect of section sampling lowering on Aβ deposition quan-

tification relative error. When decreasing sampling rate, the relative error remained

relatively low in the cerebral cortex and in the striatum but increased in the tha-

lamus and the hippocampal region, up to median relative errors of, respectively,

17.3 % and 11.9 % for subsets of 1.875 mm-separated sections. This corresponds to

subsets of 2 or 3 sections per ROI which is fairly common in the literature (section

1.1.3). To better understand discrepancies between ROIs, Aβ load rostro-caudal

dispersion was quantified for each ROI (coefficients of variation: 39% in the cerebral

cortex, 37% in the striatum, 44% in the hippocampal region and 55% in the thala-

mus, Figure 4.5c,d). This indicates that differences between the 2D quantification

approach and 3D histopathology can be explained by variations in marker spatial

distribution inside ROIs.

4.4 Study 3: gene effect evaluation

4.4.1 Experimental procedures

In vivo study

Two transgenic mouse strains with a C57Bl6N background were generated (Taconic)

either carrying the ADAM30 gene with a Cre promoter enabling its expression

or only the ADAM30 gene. ADAM30-Cre mice express ADAM30 conditionally

upon Neomycine-mediated Cre activation while the second line do not express the

gene because the Cre is absent and, thus, served as negative control to test the

effect of ADAM30 on the Aβ load. Conditional expression allowed to initiate

ADAM30 expression after at the age of 3 months to avoid any confounding ef-

fect of ADAM30 on brain development. Cre-ADAM30 and ADAM30 mice were

crossed with hAPPSwe,Ind mice expressing the human APP gene bearing “Swedish”

and “Indiana” mutations which are associated with familial forms of Alzheimer’s

disease and cause pathological Aβ deposition (Jackson Laboratory) [98].

83



Chapter 4: Applications in mouse models of Aβ deposition

Figure 4.5: 3D quantification and 2D quantification correlation. (a) Correlations of

Aβ deposition quantification using brain-wide histopathology and a routine quan-

tification protocol in the 4 selected ROIs (CTX: cerebral cortex, STR: striatum,

HPR: hippocampal region, THA: thalamus) in APP/PS1 mice (N=11, Spearman’s

rank correlation). A linear regression line is shown in black. (b) Relative error of

Aβ deposition measures when increasing the distance between analyzed equidistant

sections in APP/PS1 mice (N=11). Boxplot representation is the same as in Figure

4.1. (c) A 3D rendering of 4 selected ROIs (cerebral cortex in red, striatum in light

blue, hippocampal region in green and thalamus in purple). (d) Aβ deposition dis-

tribution profile along the rostro-caudal axis in an APP/PS1-13C3a mouse in the 4

selected ROIs.
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At 10 months of age, 10 APPSwe,Ind-Cre-ADAM30 and 5 APPSwe,Ind-ADAM30

were euthanized, the brains were removed from the skull and freshly frozen. For

each individual, one hemi-brain was used for 3D histology investigations.

Tissue processing, histology and image acquisition

Hemi-brains were were all embedded in one green-colored solid matrix to obtain

a sharp contrast between the embedding material and the cerebral tissue (Neuro-

science Associates). For each brain, 3 sets of 30-µm-thick coronal sections (n=100

per set) were collected. One set was used for Aβ-peptide IHC experiments with a

6E10 monoclonal antibody and a DAB revelation. The two other series were kept

for further analysis.

Block-face photographs of the brain were taken (lateral resolution: 13 µm) before

each section was cut (EOS 5D Mark III, Canon). The resulting images could be

stacked to yield a 3D coherent brain volume for each subject that respects the

geometry of the brain [84].

All histology section images were digitized using a flatbed scanner (ImageScanner

III, GE Healthcare) with a lateral resolution of 5 µm.

4.4.2 Image processing

3D reconstruction and template generation

For each individual, 3D reconstruction of block-face photographs and histology sec-

tion images was done as described earlier in section 2.3 (Figure 4.6a). The mean

anatomical template was generated by, first, registering all the block-face photog-

raphy volumes onto one chosen reference block-face photography volume and then

by calculating the mean image from the registered block-face photography volumes

(Figure 4.6b).

3D registration between each block-face photography volume and the reference

block-face photography volume was performed in 3 steps. Similarly to what was

described in section 3.1.2 for digital atlas registration, a global rigid transformation

was estimated based on mutual information similarity criterion, and then, an affine

registration initialized with the rigid transformation was performed with the Block-

Matching technique [64]. Finally, a non-linear transformation was computed using

the FFD algorithm to improve registration locally [81].
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Figure 4.6: Overview of the image processing steps. (a) 3D reconstruction of block-

face photography and histology volumes. The block-face photography volume for

each mouse is generated by simply stacking each photograph. Aβ plaque IHC stained

section images are stacked and registered to their corresponding block-face pho-

tographs to provide Aβ IHC coherent volumes for each mouse. (b) The anatomical

template is generate by registering every block-face photography volume onto a com-

mon reference. (c) Aβ plaques are segmented on histology volumes using Weighted

Random Forest (i) and continuous-scale quantitative heat map volumes are derived

from the binary volumes (ii).
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Histology image segmentation

When this dataset was first analyzed as part of the initial collaboration with Institut

Pasteur de Lille, we used BioVision to segment Aβ plaques. Due to high non-specific

staining in this mouse model, heavy manual quality control and post-processing

were necessary to remove segmentation errors and provide a reliable segmentation.

This work motivated the development of WRF as a more robust method for Aβ

plaque segmentation in the presence of noise. After WRF was ready to use, the

Aβ plaque IHC images were then reprocessed with WRF to provide a more reliable

segmentation. Results presented here were obtained using WRF with color

and contextual feaures. Color features consisted in image Hue, Saturation and

Value channels. Local intensity provided short-range contextual information about

image intensity and was computed for each voxel as the mean of the Value channel

in a small 8-connex neighborhood around the voxel. Finally, texture features were

extracted by applying a family of 2D Gabor filters in the coronal plane with 4

orientations and 4 frequencies as described in section 2.4.

A ground-truth dataset was constructed by extracting a set of 10 representative

small 100×100 pixels image patches from Aβ IHC volumes and subsequently manu-

ally segmenting them into 3 classes: background, non-stained tissue and Aβ plaque.

In the learning step, 100 classification decision trees were constructed using boot-

strap samples of the original learning set as in the Random Forest algorithm [72]

with additional weights to compensate for class imbalance. The weights were tuned

by leave-one-image-out cross-validation as described previously (section 2.4). In the

classification step, each voxel was assigned to a class by a weighted majority voting

of the classification trees. Each Aβ plaque IHC volume was fully segmented and

a binary volume with segmented Aβ plaques was generated for each mouse brain

(Figure 4.6c).

Spatial normalization and heatmap generation

High-resolution segmented volumes were all put into the same spatial reference by

registering them to the anatomical template (Figure 4.8a). As each segmented

volume is in the same referential as its corresponding block-face photography volume,

the registration was estimated between each block-face photography volume and the

anatomical template using the aforementioned 3D registration approach and then

the transformation was applied to each segmented volume.

Finally, Aβ load heat maps were generated by successively applying a Gaussian
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Figure 4.7: Gaussian kernel standard deviation selection through bootstrap error

minimization. The error was calculated using 500 bootstrap samples, separately for

APPSwe,Ind-ADAM30 mice and APPSwe,Ind-Cre-ADAM30 mice and then averaged

over the groups.
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Figure 4.8: Heat map generation. (a) An APPSwe,Ind-Cre-ADAM30 segmented

Aβ plaque volume and its associated heat map volume (b) superimposed with the

anatomical template. From left to right: coronal, axial and sagittal views.

kernel smoothing and a binning operation. The standard deviation was determined

using the bootstrap error as described in section 3.2.2. Figure 4.7 shows how the

bootstrap error varies with increasing Gaussian kernel standard deviation. The

minimum was detected at 180 µm. The Aβ plaque segmented volumes have a voxel-

size of 5 × 5 × 90 µm3 and a single Aβ plaque diameter can reach a few dozens

of micrometers. Therefore, we chose a window size of 18 × 18 × 1 which provided

low-resolution volumes with an isotropic resolution of 90 µm3. Figure 4.8 shows an

Aβ load heat map for an APPSwe,Ind-Cre-ADAM30 mouse.
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ROI APPSwe,Ind-ADAM30 APPSwe,Ind-Cre-ADAM30

Cerebral cortex 0.51 ± 0.46 0.27 ± 0.09

Hippocampal region 2.63∗ ± 0.58 2.08 ± 0.42

Table 4.2: Comparative statistics between APPSwe,Ind-ADAM30 and APPSwe,Ind-

Cre-ADAM30 using the atlas-based analysis. Data is shown as mean Aβ load ±
SD. ∗ p<0.05, APPSwe,Ind-ADAM30 mice versus APPSwe,Ind-Cre-ADAM30 mice (t-

test).

4.4.3 ADAM30 effect on Aβ pathology

Ontology-based analysis

The MICe brain atlas was registered on the anatomical template following the pro-

tocol described in section 3.1.2. This allowed to globally measure the Aβ load on

each heat map volume in two ROIs: the cerebral cortex and the hippocampal region

where Aβ plaques are most frequently observed. The Aβ load was then compared

between APPSwe,Ind-Cre-ADAM30 mice and APPSwe,Ind-ADAM30 mice in these two

ROIs (Table 4.2). In APPSwe,Ind-Cre-ADAM30 mice, the Aβ load was significantly

reduced in the hippocampal region (Students t-test, p < 0.05) and a weak trend

towards a reduction was detected in the cerebral cortex (Students t-test, p = 0.14).

Clusters detection and identification

A voxel-wise Student’s t-test was computed to compare the Aβ load between group

of individuals at each voxel of the brain and the resulting p-value map was thresh-

olded at a level of p < 0.05. Correction for multiple comparisons was completed

using cluster-based inference. Cluster-level correction for multiple comparison was

preferred to the Bonferroni procedure or the FDR procedure because those later di-

rectly depend on the number of voxels in the image and, therefore, the result could

be affected by the binning parameter.

A cluster-mass distribution under the null hypothesis was constructed by per-

forming a 100 permutations on the individuals and recording the mass of the largest

cluster from each permutation. Clusters with a higher mass than a threshold deter-

mined from the null-hypothesis distribution at p < 0.05 were considered as statisti-

cally significant (Figure 4.9a).

We did not detect any cluster of higher Aβ load in APPSwe,Ind-Cre-ADAM30

mice compared to APPSwe,Ind-ADAM30 mice. Two-clusters were found to be sig-

nificant and indicated a lower Aβ load in APPSwe,Ind-Cre-ADAM30 mice compared
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Figure 4.9: Heat map generation. (a) The cluster-mass distribution under the null-

hypothesis generated from random permutations. (b) 3D rendering of the 2 clus-

ters of lower Aβ load in APPSwe,Ind-Cre-ADAM30 mice compared to APPSwe,Ind-

ADAM30.

Id Localization APPSwe,Ind-ADAM30 APPSwe,Ind-Cre-ADAM30

1 RSpC, CgC, LSN 3.80 ± 0.89 2.49 ± 0.30

2 Dentate gyrus 5.18 ± 1.05 3.37 ± 0.07

Table 4.3: Clusters descriptive statistics. Data is shown as mean Aβ load ± SD.

to APPSwe,Ind-ADAM30 mice which confirms the hypothesis that ADAM30 over-

expression reduces the Aβ load (Table 4.3).

The registered digital atlas could be used to automatically assign clusters into

different regions of the brain (Figure 4.10). The first cluster was identified in the

cerebral cortex and in the lateral septal nucleus (Figure 4.10a,b) while the second

cluster was localized in the hippocampal region (Figure 4.10c-e). While the atlas

registration can pinpoint major regions of interest, small registration errors can

hinder to localize the cluster in small regions of the brain. A precise identification

of the sub-regions that were involved in the cerebral cortex and the hippocampal

region was carried-out manually by inspecting the cluster localization and referring

to the Paxinos mouse brain atlas as an anatomical reference [99]. In the cerebral

cortex, we could identify the cluster in the cingulate cortex areas 1 and 2 and the

retropsplenial agranular cortex. In the hippocampal region we could identify the

the dentate gyrus.

Interestingly, the cingulate and the retrosplenial areas of the cerebral cortex
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Figure 4.10: Clusters anatomical localization. Aβ load is lower in APPSwe,Ind-Cre-

ADAM30 mice in clusters localized in (a) the retro-splenial cortex, the lateral spetal

nucleus, (b) the cingulate cortex and (c-e) the dentate gyrus.

are primarily involved in cognitive and memory function and the dentate gyrus is

responsible for spatial memory [100, 101]. In Alzheimer’s disease, these areas are

among the first ones to undergo functional alterations [102, 103] which indicates that

the Aβ lowering effect of ADAM30 involves regions that are key to the pathology

of Alzheimer’s disease. Furthermore, these regions are tightly connected. Indeed,

axonal tracing studies have shown that the dentate gyrus projects to the lateral

septal nucleus which itself projects to the cingulate cortex while the retrosplenial

cortex and the cingulate cortex have reciprocal connections [104, 105]. Figure 4.11

shows that these connections are apparent in the Allen Brain connectivity atlas

[105]. In APPSwe,Ind mice, the molecular layer of the dentate gyrus seems to be the

first region that is affected by Aβ plaque deposition [98]. As Aβ pathology spreads

along functional networks via axonal transport and seeding of Aβ peptide oligomers

[106], this raises an interesting question about how ADAM30 reduces Aβ load. The

Aβ-lowering effect of ADAM30 over-expression could be explained by a local and

independent effect in all the affected regions but it is also possible that ADAM30

have a unique local effect which would then result in a diminished spreading of

the Aβ pathology in functionally connected areas and an indirect long-range Aβ-

lowering effect. More investigations on ADAM30 mechanism of action will be needed

to settle this question.
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Figure 4.11: Axon-tracing between the dentate gyrus, lateral septal nucleus, retro-

splenial cortex and cinculate cortex. Images show that axons steming from a par-

ticular region are present in the green labeled regions. Images are taken from the

Allen Mouse Brain Connectivity atlas (http://connectivity.brain-map.org).
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Investigation of Aβ plaque size and number

After detecting clusters of significantly reduced Aβ load, we investigated if these

differences were due to a difference in the number and/or the size of Aβ plaques be-

tween the groups. An Aβ plaque was defined as a group of voxels that are connected

through all their 8 neighbors in the coronal plane. For each mouse, the number of

Aβ plaque lying within the clusters were extracted as well as the surfaces of each Aβ

plaque. Within clusters Aβ plaque number difference was tested with a Students’s

t-test. Within clusters Aβ plaque surface difference was assessed with a hierarchical

linear model with mouse as a random factor and group as a fixed factor. As the Aβ

plaques surface distribution seemed to follow a log-normal distribution, we used a

Poisson generalized linear model.

Figure 4.12a shows that the Aβ plaque number is significantly reduced in the

cortical cluster in APPSwe,Ind-Cre-ADAM30 mice (48 % drop in the mean num-

ber of Aβ plaques, Student’s t-test, p < 0.001) and that it remains similar in the

hippocampal cluster for both groups (6% drop in the mean number of Aβ plaques

in APPSwe,Ind-Cre-ADAM30 mice, Student’s t-test, p = 0.3). Inversely, Aβ plaques

have a reduced surface in the hippocampal cluster in APPSwe,Ind-Cre-ADAM30 mice

(hierarchical linear model, p = 0.004) but we did not see any significant difference

in the cortical cluster (hierarchical linear model, p = 0.55, Figure 4.12b). Figure

4.12c shows zooms of the cingulate cortex and the dentate gyrus of representative

APPSwe,Ind-ADAM30 and APPSwe,Ind-Cre-ADAM30 mice. Aβ plaque number re-

duction in APPSwe,Ind-Cre-ADAM30 mice is clearly apparent in the cingulate cortex

but the few Aβ plaques observed in the APPSwe,Ind-Cre-ADAM30 mouse are rather

large. On the other hand, in the dentate gyrus, an almost continuous band of Aβ

plaque is apparent in the APPSwe,Ind-ADAM30 mouse while it seems thinner and

more dislocated in the APPSwe,Ind-Cre-ADAM30 mouse.

4.4.4 Discussion

In this study, voxel-wise analysis enabled to detect local Aβ lowering ef-

fects of ADAM30 within the cerebral cortex and the hippocampal region.

These differences could be precisely located in the cingulate cortex, the retrosple-

nial cortex, the lateral spetal nucleus and the dentate gyrus. Notably, the cortical

cluster and the hippocampal cluster only span over, respectively, 1.8 %

and 7.1 % of the cerebral cortex and the hippocampal region. Therefore,

the difficulty of the atlas-based analysis to detect changes between groups could
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Figure 4.12: Comparisons of Aβ plaque number and surface between APPSwe,Ind-

ADAM30 and APPSwe,Ind-Cre-ADAM30 mice. (a) Boxplot with Aβ plaque number

within the cortical and the hippocampal cluster. (b) Violin plot showing the distri-

bution of Aβ plaques surface within the cortical and the hippocampal cluster. (c)

Zooms in 6E10 stained-tissue section images in the cingulate cortex and the dentate

gyrus for both groups (Scale bar: 200 µm).
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be explained by the fact that spatially restricted differences get more diffuse when

performing measures over big regions of interest. Classically, quantification of the

amount of a marker in optical microscopy studies relies on the delineation of regions

of interest and measurement of a global marker quantity. This hampers the detec-

tion of spatially restricted changes within regions of interest. On the other hand, if

changes between groups are distributed over entire regions, the region-based anal-

ysis could be more powerful than the voxel-wise approach. Both approaches are

advantageous in different cases which suggest that using them in combination could

be the best way to analyze differences between groups.

While clusters were detected at low spatial resolution, information

from high-resolution imaging could be used to further interpret the ef-

fect of ADAM30 within the clusters. The lower number of Aβ plaques in

the cingulate and retrosplenial cortices of APPSwe,Ind-Cre-ADAM30 mice indicates

that ADAM30 can prevent the formation of new Aβ plaques. Nonetheless, Aβ

plaques have similar sizes in both groups which indicates that once seeded, Aβ

plaque growth is not altered by ADAM30 over-expression. In the dentate gyrus, the

mean Aβ plaque surface is diminished by ADAM30 over-expression. The lower Aβ

plaque surface indicates that ADAM30 over-expression could slow the Aβ plaque

growth in the dentate gyrus. However, Aβ plaques are very clustered in the dentate

gyrus which makes it hard to study them individually. Contrary to cells which have

their membrane separating them from neighboring cells, Aβ plaques are patholog-

ical aggregates without a defined structure. Several Aβ plaques in close proximity

can grow until they form a single structure. Thus, studying the Aβ plaque size

and number in the dentate gyrus is inherently difficult and a definitive conclusion

about the effect of ADAM30 over-expression on individual Aβ plaques formation

and growth would require additional experiments.
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Towards multimodal and

multiscale analysis

In the previous chapter, quantitative 3D histopathology analysis was illustrated on

widely studied mouse models of Alzheimer’s disease to characterize Aβ load spatial

distribution and infer differences between groups of animals at the whole-brain level.

Several perspectives arise at this point to extend the scope of 3D histopathology

applications (Figure 5.1).

First, 3D histopathology can be used for in vivo imaging validation pur-

pose. Recently, a number of PET radiotracers and MRI contrast agents have been

developed to visualize Aβ plaques in vivo. Three of them have been approved for

clinical use in Europe to assist clinicians for the diagnosis of Alzheimer’s disease

when patients present cognitive decline. A key step during the development of in

vivo imaging contrast agents is to validate the specificity and sensibility of the signal

measured in vivo. As histology is the gold standard to highlight tissue markers, it

is commonly used as a ground-truth during preclinical development of imaging con-

trast agents in order to ensure that the signal detected in vivo corresponds to tissue

pathology of interest. However, as histological processing relies on tissue section-

ing, spatial correlation of histopathological 2D information with in vivo 3D imaging

modalities such as MRI and PET is arduous. This task is usually performed by

manually registering 2D section images to 3D images. In practice, manual 2D to 3D

image registration is very tedious and ambiguous. In this context, 3D histopathol-

ogy can substantially ease the validation of in vivo imaging modalities. Indeed, 3D

reconstruction of histopathology images allows to recover the geometry of the brain

before sectioning. Therefore registering 3D histopathology images to their corre-

sponding in vivo images is much more straightforward than when using 2D histology.
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Figure 5.1: Perspectives for 3D histopathology.

Furthermore, if the in vivo imaging modality provides a quantitative information

such as, for instance in the case of PET imaging, it could be possible to perform

a correlation analysis between the signal from in vivo images and histology-derived

heat maps in order to quantitatively assess the agreement between the two. The first

section of this chapter will illustrate how 3D histopathology can be matched with

in vivo MRI scans and how this can bring new information on the interpretation of

the signal measured in vivo.

Another perspective is to extend 3D histopathology to cellular markers anal-

ysis. This raises two main challenges. First, cellular-level analysis requires sub-

microscopic imaging which poses computational issues. So far in this work, Aβ

plaques could be reliably analyzed on images with a resolution in the range of a few

µm. At a resolution of 0.44 µm, which is reasonable to visualize cellular markers,

a whole-brain 3D histology image corresponds to a file size of about 100 GB. Pro-

cessing such a dataset requires to adapt 3D reconstruction and analysis strategies

described in the previous chapters. Another challenge concerns object-level analysis

of cells. So far, histopathological markers were mostly studied in term of staining

occupation ratio. This occults object-level information such as cell counts, sizes

and shapes. Potentially, object-level analysis of cells in the whole-brain could par-

ticipate in better understanding cellular disturbances in Alzheimer’s disease at a

system-level. However, this implies that cells are segmented as individual objects.
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Thus, a crucial step towards object-level analysis would be to enable robust indi-

vidual cell segmentation in regions where cells are clustered together. The second

section of this chapter will report preliminary results on the 2 aforementioned chal-

lenges. First, we will propose an adapted strategy to perform 3D histopathology

with sub-microscopic resolution histology and we will apply this approach to in-

vestigate spatial relationships between neuroinflammatory cellular markers and Aβ

deposition. Finally, a novel approach for cell nuclei segmentation will be described

and preliminary results will be shown for the individualization of clustered brain

cells.

5.1 Matching quantitative 3D histopathology to

in vivo MRI

As mentioned in section 4.3.2, study 2 included two in vivo imaging sessions with

gadolinium contrast-enhanced MRI. This original MRI protocol was designed by

Marc Dhenain’s group from MIRCen in order to visualize amyloid plaques as hypo-

intense spots in vivo in mouse models of Alzheimer’s disease [107]. It relies on bilat-

eral intracerebroventricular injection of gadolinium, a paramagnetic contrast agent

widely used in clinical imaging. Compared to histology, this in vivo imaging

approach could be used to follow the effect of an anti-Aβ therapy longi-

tudinally as well as improve statistical power via repeating measurements

in time on the same individuals. Here, we employed 3D registration to match

quantitative 3D histopathological information with in vivo MRI scans acquired prior

to euthanasia. Because needles were inserted in the dorsal part of the cortex to in-

ject the contrast agent in the cerebral ventricles, the imaging procedure provokes

local bleeding. After euthanasia, areas of blood leakage to the brain parenchyma

were stained on tissue sections by performing serial anti-IgG IHC staining. Thus,

a first goal was to assess whether histology-derived information about blood-brain

barrier disruptions could be matched with needle tracks on the in vivo MRI scan. A

second goal was to check whether in vivo MRI hypo-intense signals were consistent

with histology-derived Aβ load patterns to validate the in vivo imaging protocol.

Heat maps were considered as the most appropriate form of 3D histopathology

information to be registered with in vivo imaging. This is because they are quantita-

tive and continuous so that, when matched with in vivo imaging, for each location of

the in vivo image, the ground-truth marker quantity can be easily obtained without

problems regarding the dissimilar resolutions between histology and MRI. Besides,
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Figure 5.2: Registration of a block-face photography volume with in vivo MRI. From

top to bottom: (a) a block-face photographic volume that have been registered in

3D with its corresponding in vivo MRI; (b) contours from the registered block-

face photographic volume extracted with a Deriche filter; (c) in vivo MRI scan;

(d) superimposition of in vivo MRI with contours from the registered block-face

photographic volume. From left to right: coronal view at the level of gadolinium

injection sites; coronal view at the level of the dorsal hippocampal region; dorsal

axial view at the level of gadolinium injection sites; ventral axial view; sagittal view.
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heat map resolution is typically much lower than this of the original reconstructed

histology volume and therefore, small registration errors would not significantly al-

ter the interpretation of the results. 3D histopathology-derived heat maps were

matched to in vivo MRI in two steps. First, for each mouse, a transformation was

computed between the block-face photography volume and the MRI scan by the

successive estimation of rigid, affine and non-linear transformations using the same

protocol as in section 3.1.2. Then, these transformations were applied to each heat

map to match the corresponding MRI scan. Registration quality was visually val-

idated by superimposing contours of registered block-face photography volumes on

in vivo MRI volumes (Figure 5.2). Interestingly, the registration worked well even

without pre-processing the MRI scan to remove the skull and muscles surrounding

the brain.

Staining from IgG IHC and Aβ IHC was segmented using the BioVision algo-

rithm and brain-wide heat maps were generated by successively filtering the seg-

mented volumes with a Gaussian kernel and by binning the smoothed volume which

provided heat maps with an isotropic resolution of 125×125×125 µm3. Finally,

heat maps for blood-brain-barrier leakage and Aβ deposition were warped on their

corresponding MRI scan (Figure 5.3a-d). Massive IgG leakage was observed on anti-

IgG heat maps and colocalized with injection sites spotted on MRI (Figure 5.3a).

In addition, one APP/PS1 mouse was found with brain-wide blood-brain barrier

disruptions (Figure 5.3b) which were not seen on MRI. No Aβ deposition was de-

tected in MRI and in Aβ load heat maps of PS1 mice (Figure 5.3e). In contrast,

hypo-intense spots were observed on MRI in the cerebral cortex of APP/PS1 mice

with a distribution corresponding to that of Aβ load heat maps (Figure 5.3f). This

confirms previous studies showing that Aβ aggregates can be detected by contrast-

enhanced MRI in the cerebral cortex [107]. However, in the thalamus, where Aβ

deposition was important on IHC, the MRI hypo-intense signal was very diffuse and

did not resemble to the hypo-intense spots of the cerebral cortex. This discrepancy

could be explained by the fact that MRI is not actually sensitive to Aβ deposits,

but rather to the iron content of Aβ plaques. In this case, the discrepancy between

regions could be explained by various levels of iron in Aβ deposits depending on

the region. Furthermore, the iron content of the thalamus has been shown to be

increased in Alzheimer’s disease which could explain the diffuse hypo-intense pat-

tern in this region [108]. An interesting perspective would be to highlight areas of

high iron content with Pearl’s histology and to check whether the iron content pat-

tern matches the MRI hypo-intense signals better than the Aβ load pattern. Here,
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Figure 5.3: In vivo – post mortem imaging comparison. (a) Blood-brain-barrier

disruption heat map in coronal (top), axial (middle) and sagittal (bottom) views. (b)

3D rendering of blood-brain-barrier disruptions detected with 3D histopathology in

one APP/PS1-DM4 mouse presenting this particular phenotype. (c) Aβ deposition

heat map in coronal (top), axial (middle) and sagittal (bottom) views. (d) 3D

rendering of Aβ deposition heat map with in vivo MRI. (e) A PS1 mouse that does

not display Aβ deposition neither on in vivo MRI (left) nor on Aβ deposition heat

map (right) and (f) an APP/PS1 mouse displaying hypo-intense spots in the cerebral

cortex (left) with a similar distribution to the Aβ deposition heat map (right). Aβ

deposition heat maps have been superimposed with in vivo MRI contours to allow

better visualization. 102
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the concordance between in vivo contrast-enhanced MRI and histology-derived Aβ

deposition heat maps was assessed visually. Segmentation algorithms are currently

under development in order to detect hypo-intense spots on in vivo MRI scans and

to correlate these measures with Aβ deposition using 3D heat maps as a reference.

5.2 3D whole-brain histopathology at the cellular-

scale

5.2.1 Spatial correlation between cellular markers at the

whole-brain level

One of the most fundamental question in neuroscience is to understand how differ-

ent cell-types interact and to evaluate the impact of pathology on these interactions.

Cells communicate via paracrine signalling, that is, they interact locally with their

neighboring cells via releasing molecules in the extra-cellular compartment. Thus,

functional relationship is correlated with spatial relationship. While histology can-

not directly be used to assess functional relationships between cells, it is a very

powerful tool to assess the spatial relationships between them. Here, we aimed to

use 3D histopathology to quantitatively assess the spatial relationship be-

tween several markers at the whole-brain level.

Previously, in study 2, the Aβ deposition and blood-brain barrier disruption were

studied at the whole-brain level. In addition to these markers, three histological

series were generated but were not analyzed yet. These sets consist of:

• Nissl stained series (Nissl staining highlights cells non-specifically),

• microglial stained series (Iba-1 IHC, microglia are the inflammatory cells of

the brain and they are involved in Alzheimer’s disease in ways that are not

fully understood, see section 1.2.2),

• phagocytic cells stained series (CD-68 IHC, this staining highlights cells which

are actively involved in scavenging deleterious objects in the brain).

These three markers were considered for a correlation analysis. Besides, we also

considered the Aβ deposition stained series but the blood-brain barrier disruption

marker series was left aside. Indeed, as the contrast agent injection in the brain

ventricles clearly affected the spatial distribution of blood brain barrier disruption,

it would not be relevant to correlate this marker with the remaining ones. Given the
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Figure 5.4: Histological coronal section images at a lateral resolution of 0.44 µm.

Left: Nissl staining in blue; middle-left: Aβ deposits in brown (6E10 IHC); middle-

right: microglia in black (Iba-1 IHC) and Nissl counterstaining in blue; right: phago-

cytic cells in brown (CD68 IHC) and light Nissl counterstaining in blue.

Mouse whole-brain

images

XYZ resolution

(µm3)

Number of

voxels

File size

(GB)

In vivo MRI 30×30×30 ≈107 ≈0.02

Block-face photography 30×30×125 ≈107 ≈0.02

Aβ plaque 3D histopathology 5×5×125 ≈108 ≈1

Cellular-scale 3D histopathology 0.44×0.44×125 ≈1010 ≈100

Table 5.1: Image resolution and size for a mouse brain with different imaging modal-

ities.

4 selected markers, our goal was to asses whether we could find pairs such that there

is a strong statistical dependence between the amount of the 2 markers throughout

the brain.

One control-treated APP/PS1 mouse was chosen to correlate the four markers.

Each series of sections was digitized at a resolution of 0.44 µm with a Zeiss Axio

ScanZ.1 whole-slide imaging microscope. Figure 5.4 displays a tissue section image

for each marker. Some adaptations were needed to analyze this dataset in 3D.

Previously, when analyzing the Aβ load at a lateral resolution of 5 µm, a typical

whole-brain image contained about 108 voxels which corresponds to about 1GB.

This dataset can be easily loaded and processed on a desktop computer. However,

with a lateral resolution of 0.44 µm, images of the same tissue sections correspond
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Figure 5.5: Pathological and cellular markers heat maps in multiple views. Top:

coronal view; middle: axial view; bottom: sagittal view. From left to right: Nissl-

stainning heatmap, Aβ IHC deposition heat map, microglia IHC heat map, phago-

cytic cells IHC heat map.

to a dataset of about 100GB (Table 5.1). High-resolution histology images could

be rapidly segmented using the BioVision algorithm by processing large chunks of

whole-slide images in parallel on a cluster computer. To reconstruct the series in

3D, original color histology images and segmented images were first binned down to

a lateral resolution of 125 µm. The binned histology images were then registered to

their corresponding block-face photography to provide coherent 3D volumes for each

series. Estimated transformations between histology and block-face photography

were then applied to the binned segmented images. Finally, the binned segmented

histology volumes were smoothed with a Gaussian kernel. Figure 5.5 shows the

resulting heat maps for each marker.

A total of about 150000 voxel values spanning the entire brain were extracted

for each marker. As heat map volumes were all in the same spatial referential, we

correlated voxel values between markers in order to assess their degree of spatial

dependence (Figure 5.6). Interestingly, among all between-marker correlations, Aβ

deposits and phagocytic cells showed the strongest association (Spearman’s ρ =
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Figure 5.6: Multiple marker spatial correlation. Spearman’s rank correlations be-

tween markers are shown in the upper panels while corresponding scatter plots are

shown in the lower panels. Scatter plots data points have 10% opacity to allow for

better visualization.

0.92, p < 0.001). This indicates that Aβ deposition is tightly and widely associated

with cells presenting a phagocytic phenotype. Nissl staining only weakly correlated

with the remaining markers (Spearman’s ρ = 0.40, p < 0.001 versus Aβ deposition,

Spearman’s ρ = 0.37, p < 0.001 versus microglial cells, Spearman’s ρ = 0.36, p <

0.001 versus phagocytic cells). Microglial cells strongly correlated with both Aβ

deposition (Spearman’s ρ = 0.85, p < 0.001) and phagocytic cells (Spearman’s ρ =

0.89, p < 0.001) which is consistent with the fact that microglial cells are involved in

Aβ plaque phagocytosis. The correlation between Aβ deposition and neuroinflam-

matory markers has been well-documented by classical 2D histology investigations

[52] and our results confirm that this interaction occurs at the whole-brain level.

Correlation analysis using the occupation ratios is a versatile approach to screen

for spatial interactions between markers. However, the occupation ratio melts

together a lot of information about the markers. First, the analysis is dependent

on the heat map resolution. If spatial distributions for two markers globally cor-

relate at a low-resolution, it is not guaranteed to hold at a finer scales. Also, the

occupation ratio is blind to object-features. For instance, while our results show

that Aβ deposition is tightly correlated with phagocytic cells, the influence of Aβ

deposition on the number and/or size of these cells remains an open question. An-
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alyzing object-level features at the level of the whole-brain promises to get much

more insightful understanding of the interactions between cell-types and between

cells and pathological markers. The next section will raise the issue of individual

cell segmentation which is a prerequisite for object-level analysis and a novel method

will be proposed to tackle this difficult problem.

5.2.2 A hierarchical Gaussian Mixture Model (GMM) ap-

proach for touching cells segmentation

In most of this work, quantification of histopathological markers was expressed as

the relative quantity of positive staining. BioVision and Weighted Random Forests

classification algorithms were used to segment histology images and detect regions

of positive staining prior to quantification. While this approach may be valid for

neuropathological markers, it is not sufficient to grasp the variety of phenomenons

that can affect cells in pathological conditions. Positive staining segmentation can-

not distinguish individual cells because brain cells are often touching each other.

Therefore, this approach cannot bring information about cell abnormalities such as

changes in morphology, size or number. A robust and automatic method to

segment individual cells is essential in order to study those abnormali-

ties at the level of the whole-brain in mouse models of neurodegenerative

diseases.

Individual cell segmentation is a very active field of research and a number of

methods have been proposed. Most widely used techniques rely on mathematical

morphology [109], the watershed algorithm [110], concavity detection [111] and the

graph-cut algorithm [112]. For a recent and comprehensive review on individual

cell segmentation, we refer to Irshad et al. [21]. Unfortunately, despite numerous

publications on the subject, only few algorithms have been made available to the

community. Recently, a publication comparing available methods for cell segmenta-

tion was entitled “Current automated 3D cell detection methods are not a suitable

replacement for manual stereologic cell counting” which shows how difficult is this

task and calls for novel approaches in this field [113]. Work is currently ongoing in

our group to compare various existing methods and develop algorithms that could

potentially scale to the analysis of brain whole-slide images. Here, we propose a

novel method to separate touching cells based on a hierarchical GMM cluster-

ing approach. It relies on the assumption that the intensity values for a cell can be

modeled with a bi-variate Gaussian density. Thus, it is primarily intended for cells
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that are approximately ovoid and which staining intensity is approximately radial.

These properties are often encountered in histology (for instance with Nissl-stained

cells or NeuN IHC-stained neurons).

The advantage of using GMM is that it provides a parametric probabilistic frame-

work which enables to evaluate the model in regard to the cell segmentation task

and to adapt the model parameters to improve the segmentation. GMM was already

mentioned in this work for density estimation purpose in the BioVision algorithm

(section 1.1.3). Besides density estimation, GMM is a widely adopted tool for clus-

tering because it is very efficient at detecting regions of high-density separated by

regions of lower density. A parallel can be made with histology images where cells

appear as intensely stained regions separated by less stained regions. If cells in

an image are modeled with Gaussian densities, each pixel in the image can be as-

sociated to a particular component of the mixture yielding a segmentation with

individual cells. However, the number of components has to be specified in advance

in the model yet this is precisely what we want to infer. If cell staining intensity

was uni-modal, a simple search for staining intensity peaks would allow to detect

the number of components in the mixture. In practice, staining in-homogeneities

and noise are generating spurious peaks leading to an overestimation of the number

of cells. To address this issue, we propose a hierarchical approach which consists

in, first, creating a low-scale representation of the image by convolving it with a

large Gaussian kernel and then fitting a GMM on this low-scale representation using

intensity peaks as initial guesses for cell localization. It can be expected that peak

detection at a coarse-level will result in an underestimation of the number of cells.

Thus, this process is repeated at increasingly sharper scales and, at each scale, the

mixture components are locally evaluated to select the Gaussian components that

best represent individual cells. The Hellinger distance, which reflects the overlap

between 2 Gaussian distributions, is used as a criterion to select the components.

This allows to discard spurious cell candidates by restricting the amount of over-

lap between components. The next sub-sections will describe the methodology into

more details and present preliminary results for the segmentation of cells on simu-

lated images as well as on real images of Nissl-stained cells and NeuN IHC-stained

neurons.

Preprocessing

A few pre-processing operations are required before GMM can be used to segment

cells on histology images. Histology color images are first converted to grey-scale
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Figure 5.7: Preprocessing steps. (a) Original NeuN IHC-stained tissue section image.

(b) Red channel. (c) Inverted red channel. (d) Mask of the NeuN IHC staining.

Figure 5.8: Segmentation of touching cells with Gaussian Mixture Models (GMM)

clustering. (a) Original image with 4 touching cells in the center (simulated

dataset downloaded from the Broad Bioimage Benchmark Collection: http://www.

broadinstitute.org/bbbc) [114]. (b) Smoothed image after Gaussian kernel fil-

tering with a standard deviation of 2 pixels. Maxima are shown in red. (c) Mixture

components after 3 iterations of the Expectation-Minimization (EM) algorithm. (d)

Clustering result with each cell shown in a different colour.

images by extracting the channel which offers the best contrast between the staining

and the background (Figure 5.7a,b) and the grey-scale image is inverted so that the

staining appears as light over a dark background (Figure 5.7c). Additionally, a mask

of the staining is required to restrict the search for cells only in areas of the image

that are considered as positive for the cell staining. The mask can be generated via

any image segmentation method such as k-means, BioVision or Weighted Random

Forests (Figure 5.7d).

GMM clustering

At each iteration of the hierarchical procedure, the image is first smoothed with a

Gaussian kernel and local maxima are detected among the pixels that correspond

to stained areas on the mask (Figure 5.8a,b). The image I(x) is then modeled with
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the following density:

f(x) =
s∑
j=1

πjρµj ,Σj
(x), (5.1)

where πj is the mixing coefficient of component j such that πj > 0 ∀j and
∑s

j=1 πj =

1, s is the number of detected peaks and ρ is the density of the bi-variate normal

ditribution with mean vector µj and co-variance matrix Σj. The mean vector cor-

responds to the coordinates of the cell gravity center and the mixing coefficient and

co-variance matrix are linked to the cell-size and -shape (Figure 5.8c).

Maximum likelihood parameters are estimated using the EM algorithm. First,

the EM algorithm is fed with guesses for each parameter: the mean vectors are

initialized with the localization of the detected peaks, the co-variance matrices are

initialized with equal variances in each direction with values broadly corresponding

to the radius of a cell and null co-covariance and the mixing coefficients are initialized

at 1/s. If we suppose the existence of ci, an unobserved label for each pixel xi which

value corresponds to the membership of the pixel to a particular component, we can

calculate:

P (ci = j|xi) =
πjρµj ,Σj

(xi)∑s
m=1 πmρµm,Σm(xi)

(5.2)

for each possible j ∈ [1 − s]. Then, we can update the model by calculating the

mixing coefficient for each component:

πj =

∑n
i=1 P (ci = j|xi)I(xi)∑n

i=1 I(xi)
, (5.3)

as well as the weighted mean vectors and co-variance matrices:

µj =
n∑
i=1

γi,jxi, (5.4)

Σj =
n∑
i=1

γi,j(xi − µj)(xi − µj)
T , (5.5)

where γi,j is the contribution of pixel xi to the component j:

γi,j =
P (ci = j|xi)I(xi)

πj
∑n

i=1 I(xi)
. (5.6)

The parameters are guaranteed to converge after several iterations of the EM algo-

rithm [115]. Finally, a segmentation can be obtained by assigning to each pixel the
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Figure 5.9: Examples of 3-level hierarchical component selection. Components are

allowed to split if the Hellinger distance between the daughter components is greater

to a predefined threshold of 0.7. The segmentation corresponding to selected com-

ponents is displayed with a green frame. The 3 levels correspond to Gaussian kernels

with a standard deviation of, respectively, 8, 4 and 2 pixels.

value corresponding to arg maxj∈[1−s] P (ci = j|xi) (Figure 5.8d).

Component number selection

We considered a top-down approach, starting from a simple model with few compo-

nents and refining, if needed, the model with additional components (Figure 5.9).

At the first level, the image is smoothed with a Gaussian kernel that is sufficiently

large to remove all spurious peaks. At finer scales, newly generated components are

linked to their parent component resulting in tree-shaped lineages. A component at

scale i + 1 is considered to be the daughter of a component at scale i if its mean

vector falls within the cluster of the parent component. At each split of the tree,

pairs of daughter components are evaluated using the Hellinger distance:

h(p, q) =
√

1− e−d(p,q), (5.7)

with

d(p, q) =
1

8
(µp − µq)

T Σ̄−1(µp − µq) +
1

2
log

(
|Σp + Σq|√
|Σp||Σq|

)
, (5.8)

where µp, Σp and |Σp| are respectively, the mean vector, co-variance matrix and the

determinant of the co-variance matrix from component p and Σ̄ refers to the mean

of the two co-variance matrices.

The Hellinger distance measures how much 2 daughter components overlap. It

is a symmetric distance and satisfies the property: 0 ≤ h(p, q) ≤ 1. Daughter com-

ponents are accepted in the final model only if the Hellinger distance between them
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is greater than some predefined threshold. In the case where more than 2 daugh-

ters are found for one parent, pairwise distances are calculated and the daughters

are included altogether if the minimum distance between pairs is greater than the

threshold. The advantage of controlling the distance between distributions is that

it is independent of the size of the cells to be detected. The threshold can be de-

fined experimentally by the user. In addition, 2 mild criteria were added to remove

spurious cells that could escape the distance criterion: detected cells should have at

least some minimal size and their shape should not be too elongated. The cell-size

is simply the number of pixels in the cluster corresponding to the component being

evaluated and the elongation is measured using the ratio between the first and the

second eigenvalue of the component. Values for these criteria should be loose enough

to only remove clear outliers.

Results

Three types of images were segmented to test the proposed approach:

• Simulated microscopy cell images downloaded from the Broad Bioimage Bench-

mark Collection (http://www.broadinstitute.org/bbbc). This dataset con-

sists of images resembling to fluorescent microscopy images of stained nuclei

(Figure 5.10)

• 1000 × 1000 patches extracted from NeuN IHC stained tissue sections whole-

slide images (Figure 5.11) .

• 1000 × 1000 patches extracted from Nissl-stained tissue sections whole-slide

images (Figure 5.12).

Although these images look very different, using the same Hellinger distance

threshold for all three datasets seemed to provide reproducible results. Through-

out the experiments, three levels were considered to limit computational cost, the

Hellinger distance threshold was set at 0.7 and the eigenvalues ratio was set at 10.

The size of the Gaussian kernels and the minimum cell-size were chosen separately

for each marker. On the simulation dataset, the hierarchical approach (Figure 5.10f)

seemed to give better results than several watershed-based methods implemented

in image/fiji (Figure 5.10b-d). As ground-truth segmentations are available for the

simulation dataset, work is currently ongoing to quantitatively compare different

approaches. Also, it would be useful to benchmark more diverse methods to get a

better view of the respective strengths and weaknesses of available methods.
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Figure 5.10: Comparison of cell boundaries detected via several methods. (a) Origi-

nal image. (b) Wathershed on distance map [110]. (c) Watershed on smoothed grey-

scale image [116]. (d) Marker-controlled watershed. (e) Best single-scale GMM. (f)

Hierarchical GMM with 3 levels (Gaussian smoothing with standard deviations of

8, 4 and 2 pixels), a minimum Hellinger distance of 0.7, a minimum cell size of 50

pixels and a maximum eigenvalues ratio of 10.
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Figure 5.11: Neuron segmentation for NeuN IHC stained images with a 3-levels

hierarchical GMM (Gaussian smoothing with standard deviations of 8, 4 and 2

pixels), a minimum Hellinger distance of 0.7, a minimum cell size of 500 pixels and a

maximum eigenvalues ratio of 10. (a) Sparsely distributed neurons. (b) Moderately

clustered neurons. The red arrow indicates an over-segmented cell.
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Segmentation of NeuN IHC stained neurons is illustrated on Figure 5.11. In

the case where cells are sparsely distributed, the proposed approach did not over-

segment cells which is an issue often reported with watershed-based methods (Figure

5.11a). In a case of moderately clustered neurons, hierarchical GMM segmentation

provided a good partition of the touching cells except for one cell which shape was

not adequately modeled with a Gaussian distribution (Figure 5.11b).

More challenging cases are shown in Figure 5.12 with Nissl-stained tissue sections

images. In these cases, cells are very clustered and their shapes and sizes are highly

heterogeneous. Hierarchical GMM segmentation provided overall good results even

when cell sizes varied a lot on the same image (Figure 5.12a). Figure 5.12b shows

an interesting case. A part of the dentate gyrus is apparent on the upper left

part of the image. In this region, cells are so dense that the segmentation task

is very ambiguous, even for an expert. In this case, hierarchical GMM yielded a

segmentation that seems to make sense but it is difficult to evaluate whether it is

actually correct.

Future work could be undertaken to image very dense regions at even higher

resolution and/or with multiple focal planes. This could help to resolve individual

cells in very dense regions of the brain but it would also significantly add to the

computational burden. In addition, work is currently ongoing in our group to (1)

create ground-truth annotations for common cellular markers in order to quantita-

tively compare available approaches and to (2) develop parallel computing methods

to scale the segmentation to whole-slide images.
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Figure 5.12: Cell segmentation in Nissl-stained images with a 3-levels hierarchical

GMM (Gaussian smoothing with standard deviations of 4, 3 and 2 pixels), a min-

imum Hellinger distance of 0.7, a minimum cell size of 500 pixels and a maximum

eigenvalues ratio of 10.
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Discussion and conclusion

The methodological aspects of this work focused on 2 main objectives: high-

throughput production of 3D quantitative histopathology images and ex-

ploratory analysis of these images to generate new biological hypotheses.

The proposed approach was then applied on a large-scale in preclinical

studies with mouse models of Aβ plaque deposition. Figure 5.13 summa-

rizes the main steps involved in the production and analysis of 3D quantitative

histopathology in mice as well as biology applications.

To process series of 2D section images into 3D quantitative histopathology im-

ages, a range of techniques was combined and integrated into a single image process-

ing pipeline that will be made available to the neuroscience community through the

BrainVISA website (www.brainvisa.info). The cornerstone of 3D histopathology

reconstruction is the block-face photography volume. It constitutes a reference

to generate spatially coherent histology volumes that respects the 3D geometry of

the brain. The methodology relating to 3D histology image reconstruction have

been largely covered in previous studies including several from our laboratory. Pre-

viously, 3D tissue section reconstruction was applied in autoradiogra-

phy studies focusing on brain glucose metabolism. With autoradiography

imaging, the parameter of interest is continuous, quantitative and spatially

smooth. In this case, techniques developed in the context of clinical neuroimaging

such as atlas-based analysis and voxel-based analysis can be directly carried-out to

infer metabolic differences between groups of animals. With histological staining, a

very wide range of markers can be studied. However, contrarily to autoradiography,

3D reconstructed histopathology volumes are color images which do not

directly inform us on the amount of the marker being investigated. There-

fore a first contribution towards 3D brain-wide quantitative histopathology was to

extract quantitative information from high-resolution histology color im-

ages.

Numerous techniques can be employed to segment histopathological markers with
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Figure 5.13: Summary of 3D quantitative histopathology methodology and applica-

tions.
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various level of accuracy, computational cost and human involvement. The simpler

methods rely on image intensity thresholding which is fast but suffers from impreci-

sion. Here, we mostly focused on supervised machine learning classification.

While being computationally more demanding, supervised machine learning greatly

improves segmentation accuracy. Two supervised segmentation approaches were use

throughout this work: BioVision and WRF. The first one provides good results

in short times when the marker of interest has specific color properties. In more

challenging cases such as in the presence of non-specific staining or artifacts, Bio-

Vision may fail due to the overlap between the staining color and noise. In such

instances, a solution is too add richer, high-dimensional, features such as texture

information. WRF was proposed as a fast and accurate way to classify images

with high-dimensional color-texture features. As features get more complex, costs

are increasing for features extraction computing time and memory usage. On the

other hand, the increase in accuracy results in important gains in term of human

involvement for quality control and post-processing. Eventually, the choice between

BioVision and WRF can be made on a case-by-case basis by considering the trade-

off between accuracy, computational cost and human involvement.

Two very different and complimentary approaches were described to analyze

whole-brain histopathology images: the ontology-based analysis and the voxel-wise

analysis. Ontology-based analysis is particularly useful to thoroughly pheno-

type animal models and to evaluate experimental perturbations that have global

regional effects. This approach is related to the widely adopted region-based anal-

ysis for quantifying histopathological markers on 2D section images. In the case

of 2D section images, ROI delineation has to be done manually by an operator

which is both time-consuming and operator-dependent and could therefore lead to

non-reproducible results. An important improvement brought by 3D reconstruc-

tion is that brain atlases can be registered on 3D histopathology images

to automatically define ROIs. The atlas-based approach can be extended with

a brain ontology which provides a standardized anatomical framework. Another

advantage of 3D whole-brain quantification is that it enables to decrease sam-

pling errors which can be particularly beneficial in regions where biomarkers are

heterogeneously distributed. Recently, a meta-analysis has raised concerns about

reproducibility in neuroscience which can be partly explained by low sample sizes

[117]. On the other hand, ethical issues constrain the use of animal models. In this

context, ontology-based analysis could participate in refining and standardizing the

analysis of preclinical studies via: (1) automated delineation of ROIs to limit
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inter- and intra-operator variability; (2) ontology-based analysis to adapt

the ROIs to the scale of phenomena to be captured; (3) exhaustive 3D

information to precisely estimate biomarker levels even if they present

heterogeneous spatial distributions.

Voxel-wise analysis is a state-of-the art exploratory analysis approach for in vivo

imaging modalities and post mortem 3D autoradiography. This work is, to our

knowledge, the first to propose voxel-wise analysis of 3D whole-brain

histopathological data. This has been permitted by the introduction of brain-

wide quantitative heat maps. The principle of heat maps is to transform

the high-resolution binary image of the marker being investigated into a

continuous-scale, spatially smooth, low-resolution image which represent

the local amount of the marker. Several methods for heat map generation

were compared and validated with simulation experiments that modelled Aβ plaque

deposition. Voxel-wise analysis of 3D histopathology images opens new avenues

for exploratory studies in preclinical neuroscience. It combines the advantages of

histopathology to highlight a very wide range of markers with high specificity and

spatial resolution and the advantages of voxel-wise analysis to detect clusters of

significant changes between experimental groups. An advantage of this combination

is the ability to navigate back and forth between scales. Indeed, while

the proposed approach requires to reduce image resolution to perform voxel-wise

analysis, once local differences are inferred at low-resolution, detected clusters can

be matched back onto high-resolution images to better understand the microscopic

driving forces that explain differences witnessed at low-resolution.

Along this work, 3D histopathology was applied in three collaborative preclin-

ical studies. Several dozens of animals were included in these studies and overall,

several tens of thousands of sections images were processed which shows that 3D

histopathology is scalable to large-scale biology studies. In a first study,

the ontology-based analysis approach was useful to characterize Aβ deposition in

APP/PS1dE9 mice and highlighted brain regions that are significantly affected yet

are rarely studied in Alzheimer’s disease. In a second study involving APP/PS1

mice, ontology-based analysis allowed to demonstrate a broad Aβ lowering effect

of 13C3a, an innovative immunotherapy currently in clinical trial for Alzheimer’s

disease. Finally, 3D histopathology enabled to assess the effect of ADAM30, a gene

that has been recently linked with Alzheimer’s disease, on the Aβ load in APPSwe,Ind

mice. In this study, the voxel-wise approach was particularly helpful to detect small

clusters of reduced Aβ deposition. Because of the restricted spatial extension of the
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clusters in the cerebral cortex and hippocampal region, these changes would have

been hardly detectable with a region-based approach.

Compared to conventional protocols, however, whole-brain quantification

comes at a cost in terms of IHC reagents consumption as well as in tissue pro-

cessing and image acquisition times. Also, for a number of experiments, biologists

have strong a priori on the localization of histopathological marker changes be-

tween groups. In these cases, a conventional region-based analysis on a few tissue

sections can be sufficient to detect the presumed effect at a lower cost than with 3D

histopathology. Therefore, in essence, 3D histopathology is best adapted for

exploratory studies, when a priori knowledge about biomarker spatial distribu-

tion is low or when studying experimental perturbations with unknown localization.

In those cases, 3D histopathology can detect local effects or subtle changes between

groups that could have been missed by a conventional approach.

As discussed in the last chapter, a number of perspectives arise for 3D histopathol-

ogy. New applications can be envisioned for the validation of in vivo imag-

ing modalities. Provided that the in vivo imaging signal is quantitative, 3D

histopathology could quantitatively assess how sensitive and how specific

is the signal detected in vivo. Another perspective concerns the analysis of

cellular markers at the scale of the whole brain. The major challenge will be

to extract quantitative information from the tremendous amount of data that lies

within high-resolution whole-slide images. Currently, individual cell segmentation

is a bottleneck because whole-slide images of brain cells are highly crowded and

individual cells are difficultly discernible. In this work, a novel method for

clustered brain cells segmentation was proposed but major developments are

still needed to benchmark existing methods and to scale the analysis to very large

datasets. The potential applications of cellular markers analysis are huge. In this

work, a first application was shown to characterize the spatial relationships

between several cellular and pathological markers in an APP/PS1 mouse.

However, this approach did not considered object-level features such as cell-size or

shape. Computing cellular features at the level of the whole-brain will provide the

opportunity to get deeper insight into neuroanatomy and to improve our knowledge

of cellular mechanisms involved in disease states. For example, neuronal death is

currently assessed indirectly by measuring brain tissue volume losses on anatomical

MRI. In this context, 3D histopathology could help to understand how macroscopic

changes observed in vivo on MRI relates to neuronal death at the microscopic scale.

Besides neuronal death, a range of morphological changes affect brain cells during

121



Chapter 5: Towards multimodal and multiscale analysis

Alzheimer’s disease. For instance microglial cells undergo morphological changes

that are not well understood at the system-level. An interesting perspective would

be to understand relationships between the Aβ plaques and neighboring microglial

cells. These challenges are currently being investigated in the laboratory and several

new collaborations have been initiated to apply 3D quantitative histopathology in

preclinical studies focusing on cellular markers.
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3D Histopathology Analysis

Pipeline (3D-HAPi)

3D Histology Analysis Pipeline (3D-HAPi) is an image analysis pipeline dedicated

to the brain-wide quantification of histopathological markers. It is part of Brain-

VISA which is a modular and customizable software platform built to host het-

erogeneous tools dedicated to neuroimaging research. BrainVISA is developped

by french governement founded research organizations (CEA, INSERM, INRIA,

CNRS). It is a free and open-source software and can be downloaded from: http:

//brainvisa.info. BrainVISA pipelines are written in Python and consists of a

succession of elementary image processing tools which are written in C++ and in-

cluded in the Aims image processing library. A large panel of pipelines for clinical

and preclinical imaging analysis are already available in BrainVISA. In 2008, our

group has released BrainRAT which is a set of tools to reconstruct and analyze au-

toradiography images in 3D. A new release will be made soon with the latest tools

for 3D reconstruction of histology section images, segmentation of histopathological

markers and ontology-based analysis. These tools can be used separately or via

3D-HAPi which combines them together to provide a fully integrated tool for 3D

whole-brain ontology-based analysis. This pipeline combines algorithms that have

been developed by several members of the team along the last few years. 3D-HAPi

will be released along with a detailed documentation and a test dataset. It consists

of four modules (Figure A.1):

• MODULE 1 - Photography: 3D reconstruction. This module creates a

spatial reference volume image using 2D block-face photographs of the brain

tissue acquired during the cutting process with a dedicated photographic setup.
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• MODULE 2 - Histology: multiple 3D reconstruction. This module

stacks 2D tissue images digitized with bright-field imaging devices (flatbed

high resolution scanner or virtual microscopy scanner, etc.); registers each

section image with the spatial reference and segments histopathological mark-

ers using BioVision algorithm.

• MODULE 3 - Digital atlas: 3D registration. This module can be used

to register a 3D digital atlas with the spatial reference to allow automated

region of interest (ROI) analysis of histology volumes.

• MODULE 4: Quantification: multiple 3D hierarchical analysis. This

last module outputs descriptive statistics for each region included in the brain

ontology. The output file is a Comma Separated Value (CSV) text that is

formatted so as to be easily handled in R.

Each of the module contains a number of steps which parameters can be easily

modified by the user if the default parameters do not provide satisfactory results.

At each step of the process, intermediate images can be opened in the Anatomist

visualization software for quality control.

In the future, 3D-HAPi could be upgraded with new algorithms for image seg-

mentation as well as with the recent developments for voxel-wise analysis of histopatho-

logical markers.
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Figure A.1: Screen capture of BrainVISA with 3D-HAPi and Anatomist. The four

main modules of the pipeline are shown as well as the elementary processes that

constitutes each module. Image visualization with Anatomist is shown on the bot-

tom with, from left to right, a block-face photography volume, an Aβ plaque 3D

immunohistochemistry volume and a registered MICe brain atlas. All these images

were generated along the pipeline with the test dataset.
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Experimental procedures

summary

Study 1 Study 2 Study 3

Transgenic mouse strains APP/PS1dE9 APP/PS1 PS1
APPSwe,Ind-

ADAM30

APPSwe,Ind-

Cre-ADAM30

Treatment None 13C3a DM4 None None

In vivo imaging None Gadolinium-staining MRI None

Age at euthanasia

(monthes)
13.5 8 ??

Number of animals 7 8 3 4 5 10

Block-face photography

volume resolution
27 × 27 × 80 µm3 33 × 33 × 125 µm3 8

Histology series

4 series of 20-µm-thick sections:

- Series 1: Nissl staining

- Series 2: BAM10 IHC

- Remaining series: kept

for future analysis.

5 series of 25-µm-thick sections:

- Series 1: Nissl staining

- Series 2: 6E10 IHC

- Series 3: anti-CD68 IHC

- Series 4: anti-IgG IHC

- Series 5: anti-Iba1 IHC

3 series of 30-µm-thick sections:

- Series 1: Nissl staining

- Series 2: 6E10 IHC

- Series 3: kept

for future analysis.

Histology resolution
- Nissl series: 21 µm

- BAM10 series: 5 µm

- Nissl series: 21 µm

- 6E10 series: 5 µm

- Nissl, 6E10, anti-CD68,

anti-Iba1 series for one

APP/PS1-DM4 mouse: 0.44 µm.

- Nissl series: 21 µm

- 6E10 series: 5 µm

Applications Mouse model characterization

- Ontology-based

immunotherapy evaluation

- 2D versus 3D analysis comparison

- Validation of amyloid plaque

in vivo imaging

- Cellular and pathological

markers brainwide correlation

Voxel-based and ontology-based

analysis of ADAM30 effect

on Aβ load.
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Publications

Journal articles

M.E. Vanderberghe, et al. “Extending voxel-based statistical analysis approach

to 3D post mortem high-resolution imaging,” in preparation.
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“Ultramicroscopy: three-dimensional visualization of neuronal networks in the
whole mouse brain.,” Nature methods, vol. 4, pp. 331–6, Apr. 2007.

[10] K. Chung, J. Wallace, S.-Y. Kim, S. Kalyanasundaram, A. S. Andalman,
T. J. Davidson, J. J. Mirzabekov, K. A. Zalocusky, J. Mattis, A. K. Denisin,
S. Pak, H. Bernstein, C. Ramakrishnan, L. Grosenick, V. Gradinaru, and

133



Bibliography

K. Deisseroth, “Structural and molecular interrogation of intact biological
systems.,” Nature, vol. 497, pp. 332–7, May 2013.

[11] M.-T. Ke, S. Fujimoto, and T. Imai, “SeeDB: a simple and morphology-
preserving optical clearing agent for neuronal circuit reconstruction.,” Nature
neuroscience, vol. 16, no. 8, pp. 1154–61, 2013.

[12] E. a. Susaki, K. Tainaka, D. Perrin, F. Kishino, T. Tawara, T. M. Watan-
abe, C. Yokoyama, H. Onoe, M. Eguchi, S. Yamaguchi, T. Abe, H. Kiyonari,
Y. Shimizu, A. Miyawaki, H. Yokota, and H. R. Ueda, “Whole-brain imaging
with single-cell resolution using chemical cocktails and computational analy-
sis,” Cell, vol. 157, no. 3, pp. 726–739, 2014.

[13] K. Ando, Q. Laborde, A. Lazar, D. Godefroy, I. Youssef, M. Amar, A. Pooler,
M.-C. Potier, B. Delatour, and C. Duyckaerts, “Inside Alzheimer brain with
CLARITY: senile plaques, neurofibrillary tangles and axons in 3-D.,” Acta
neuropathologica, vol. 128, pp. 457–9, Sept. 2014.

[14] B. G. Wilhelm, S. Mandad, S. Truckenbrodt, K. Kröhnert, C. Schäfer,
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