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Introduction

Industrial context

Limitations of the world fossil fuel resources and climate change provoked by their
intensive use led recently to growing research campaigns in the diversification of
the energetic resources: wind, solar, biofuels, etc. Concerning the transportation
domain, electrification of vehicles was recently introduced on the consumers market.
However, processes based on liquid fuel combustion remain by far the most employed
solution because of their very high calorific power. Therefore research efforts still
need to be carried out to increase their energetic efficiency, both to preserve fuel
resources and to limit the production of greenhouse gas (GHG) production. GHG are
mainly CO2 gases issued from the conversion of the fuel to energy and their emissions
are therefore directly related to the fuel consumption rate. In Europe, transportation
represents the second domain, after industry, that generates the largest amount of
greenhouse gases: 20% of European CO2 emissions are due to transportation vehicles
and 80 % of these due to automotive vehicles 1. To limit these emissions, European
Union announced the reduction of the average CO2 emissions to 80 g/km for the
engines commercialized in 2020 (Fig. 1). Car manufacturers face then more and more
severe regulations. In addition to this, pollutants are also regulated; among these,
NOx including NO and NO2 molecules, induce severe health and environmental
damages. 50 % of European NOx emissions are generated by automotive vehicles
and have therefore become a target in the Euros norms: the Euro norm 6c applied
from 2017 requests that spark ignition engines present a maximal concentration
of 60 mg/km. Improving engine efficiency, while decreasing pollutants emissions,
represents an important technical challenge. In addition to this, car manufacturers
must also deliver a product satisfying consumers in terms of power, reliability and
drivability.

Research campaigns brought new technological solutions. Improvements concern
the different elements of the vehicle power-train: optimization of combustion, choice
of the fuel, choice of post-treatment systems...Thus, several new combustion engine
concepts have been explored in recent years. For spark ignition (SI) engines, devel-
opments have focused on lean premixed combustion and dilution of stoichiometric
mixtures by exhaust gas recirculation (EGR), eventually combined with direct in-
jection. These techniques enable to limit the production of NOx while maximizing
the engine efficiency. However they also lead to increased cycle-to-cycle variability
(CCV), as illustrated in Fig. 2. CCV are caused by several factors, which have been
object of numerous studies in the past years (Young, 1980; Ozdor et al., 1994)).

1European Agency for Environment
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INTRODUCTION

Figure 1: Evolution of target European CO2 emissions for vehicles. Source: Inter-
national Agency for energy .

CCV are due to fluctuations of the velocity flow field and of the mixture compo-
sition (direct injection case) from one engine cycle to another. These fluctuations
induce the variation of heat release, hence of the in-cylinder pressure, from one
cycle to another. The ignition phase is a key element in CCV. For instance, cycle-
to-cycle fluctuations of the velocity field generate cycle-to-cycle spark fluctuations,
in terms of position and length (Aleiferis et al., 2000), as shown in Fig. 3. Local
velocity, and eventually mixture fields are thus different when combustion initiates.
The spark energy also varies in amount and in duration, as this energy depends on
the spark length, leading to fluctuations of the flame development from one cycle
to another (Fig. 4). For lean or diluted stoichiometric combustion, ignition be-
comes more difficult and a sufficiently fast propagation is not ensured, because of
lower fuel consumption speeds (Young, 1981; Germane et al., 1983; Aleiferis et al.,
2000). Therefore, a slight variation in local mixture composition or in velocity field
may have a significant impact on the combustion initiation. A poor ignition due to
unfavorable flow field conditions necessarily leads to a reduced global heat release
rate in the cycle, far below the optimal one. An important cycle-to-cycle variabil-
ity not only decreases the engine efficiency and increases pollutants emissions, but
also reduces car drivability, which remains one of the major concerns for customers.
Practically, ignition prevents today higher EGR rates or leaner combustion because
of cycle-to-cycle variabilities. Controlling ignition is therefore a major topic for car
manufacturers.

In this context, various solutions of ignition systems are proposed by construc-
tors, to ensure an optimal combustion at each engine cycle. Conventional spark plug
ignition systems are composed of a plug and an electrical ignition system which dis-
tributes electrical energy to the plug (Fig. 7-(a)). Typical energies delivered by the
ignition circuit are of a few hundreds of mJ, while the duration of the spark discharge
is less than one millisecond. For very lean or diluted stoichiometric combustion with
possible mixture stratification (late direct injection), these systems tend to be re-
placed by more sophisticated electrical systems to promote ignition, for instance:
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non-diluted, stoichiometric 

mixture: low CCV

lean mixture: 

  high CCV

Figure 2: Measured in-cylinder pressure as a function of the crank angle (CAD).
Non-diluted propane/air mixtures. (Left) 100 consecutive cycles, φ = 0.59, (right)
200 consecutive cycles, φ = 1. Bold red line is the ensemble averaged cycle. Lines
with circles are the minimum and the maximum pressure cycles. From Lacour and
Pera (2011)

Figure 3: Images of spark for different engine cycles, recorded at the same instant
(12◦ crank angle after ignition timing). Honda VTEC-E Lean-Burn Spark-Ignition
Engine. From Aleiferis et al. (2000).

(i) high energy systems, to increase energy delivered to the gas mixture (several
hundreds of mJ or up to 1 J stored in the secondary inductance); (ii) systems to
distribute the energy during a longer time, such as the continuous current ignition
(CCI) system of Continental (Fig. 7-(b)) or the SwRI system (Gukelberger et al.,
2014); (iii) systems increasing the energy deposition volume: multiple sparks sys-
tems (Fig. 7-(b)) (Piock et al., 2010), multi-plug systems. Unconventional systems,
are also tested: for instance Laser ignition (Yoshida and Soma, 2009), nanoseconds
systems (Pancheshnyi et al., 2006; Domingues et al., 2008). If studies (Attard and
Parsons, 2010; Chen et al., 2013; Gukelberger et al., 2014; Briggs et al., 2014; Pilla

ix



INTRODUCTION

Figure 4: Images of the flame kernel for different engine cycles, recorded at the
same timing (12 Crank Angles after ignition timing). Honda VTEC-E Lean-Burn
Spark-Ignition Engine. (Aleiferis et al., 2000) .

and Francqueville, 2014) demonstrate that these more sophisticated ignition sys-
tems enable to use higher EGR rates or leaner fuel/air mixtures (as illustrated for
instance in Fig. 5), their implantation in engines remains questionable due to costs
and technical limitations. Besides, these studies remain limited to only a single or a
few types of ignition devices and configurations. No clear conclusions can be estab-
lished to favor one particular type of ignition system to another. In this context, the
french ANR 2 FAMAC project gathers several academical partners, Continental and
IFPEn, to characterize the ignition mechanisms, via different types of simulations
and experimental validations. Results established in the project framework suggest
that a key parameter to push back the lean or diluted EGR limit is the ignition
energy, as illustrated in Fig.6. The present PhD contributes to this project, using
large eddy simulation.

Large eddy simulation for spark ignition engines

configurations

Efficient and affordable simulation tools such as RANS (Reynolds Averaged Navier
Stokes) are successfully and widely used in the automotive industry to design com-
bustion chambers. However, only information on an average cycle can be obtained
because only averaged quantities of the flow field are resolved. The RANS approach
is therefore not adapted to study cycle-to-cycle variability or any other physical phe-
nomenon linked to fluctuations in the mixture composition, pressure, temperature
or velocity of the flow field. Studying this type of phenomena is made possible by
LES (Large Eddy Simulation). Now developed since a few decades, the ability of
this method to predict cycle-to-cycle variability has been demonstrated (Richard

2National Agency for Research
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INTRODUCTION

Figure 5: Influence of EGR (right) and air (left) dilution on engine stability (cov
IMEP calculated for 200 engine cycles). Three ignition devices are compared: con-
ventional system (Audi coil) and two unconventional systems: a Dual Coil system
(Alger et al., 2013) and a Nanosecond Repetitively Pulsed Discharge system (NRPD)
system (Pilla et al., 2006). The dashed line corresponds to the reference stability
limit of the engine. Study of Pilla and Francqueville (2014)
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Figure 6: Influence of EGR dilution on engine stability (sIMEP) for different ignition
systems corresponding to different energy. Conventional system and different types
of unconventional systems. Study of G. Pilla and L. De Francqueville (IFPEn) for
the FAMAC project, see also Pilla and Francqueville (2014).

et al., 2007; Vermorel et al., 2009; Goryntsev et al., 2009; Enaux et al., 2011; Truffin
et al., 2015). LES resolves the large turbulent eddies of the flow field, while the
effects of smallest eddies are modeled. This approach is particularly beneficial to
the study of combustion processes, because combustion mostly results of the turbu-
lent mixing processes controlled by the large turbulent eddies, which are resolved.
Smallest eddies are well-adapted to modeling, as they present a more universal fea-
ture. Besides their contribution to the total turbulent energy is reduced. However
LES precision has a CPU cost: fine meshes and high order numerical methods must
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Figure 7: Different conventional ignition systems. (a): conventional plug. (b) images
of spark generated by different types of conventional electrical ignition system.

be used. However, thanks to the constant increase of the CPU resources, LES can
be used in complex industrial configurations, such as spark ignition engine configu-
rations(Richard et al., 2007; Vermorel et al., 2009; Granet et al., 2012; Robert et al.,
2015; Truffin et al., 2015) or aeronautical gas turbines configurations (Di Mare et al.,
2004; Boileau et al., 2008; Staffelbach et al., 2009; Jones and Tyliszczak, 2010).

Motivations of the thesis

A major issue for LES of spark ignition engine configurations concerns the resolu-
tion on the LES grid of the thickness of premixed flames: a typical flame thickness
in engine conditions is of a few tens of micrometers, while the cell size is usually
limited to ∆x ∼ 0.5 mm for CPU costs reasons. This means that a part of the flame-
turbulence interactions occur at sub-grid scale and need to be modeled. Challenges
to derive predictive combustion models adapted to spark ignition engines configu-
rations are numerous, reflecting the complexity of the different physical phenomena
at work in the engine combustion chamber: out-of-equilibrium flame development,
mixture stratification (late direct injection case), flame-walls interactions, combus-
tion instabilities (abnormal combustions such as knock or super-knock), pollutants
formation and of course ignition. The ECFM-LES (extended coherent flame model
for LES) model, proposed by Richard et al. (2007) and implemented in AVBP code
(Colin and Rudgyard, 2000; Moureau et al., 2005), has been developed for ten years,
based on the flame surface density (FSD) approach. However, this approach can-
not reproduce complex ignitions (lean combustion regime or stoichiometric diluted
regime, mixture stratifications), as the notion of flame surface becomes insufficient.
Accordingly, a different path is explored in the present thesis, using the TF-LES
approach (Colin, 2000). Lacaze et al. (2009) derived an ignition model for the TF-
LES approach, the Energy Deposit model (ED), where ignition is modeled by a
heat source term. In that case, the combustion initiation and the subsequent flame
kernel growth are advantageously predicted by Arrhenius laws. This approach was
already used to simulate the ignition and flame propagation sequences in gas tur-
bine engines (Selle et al., 2004; Boileau et al., 2008; Staffelbach et al., 2009) and
in spark ignition engine configurations (Thobois, 2006; Enaux et al., 2011; Granet
et al., 2012; Misdariis, 2015). However, to simulate with accuracy engine cycles in
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INTRODUCTION

critical conditions, the description of ignition and of turbulent propagation phases
demands additional developments, objects of this PhD thesis. Contributions are
introduced below.

1. Spark ignition phase characterization: LES study of the
ignition experiments of Cardin et al. (2013)

To finely characterize the ignition phase, interactions between chemistry and turbu-
lence must be fully resolved. To do so, a sufficiently fine mesh must be used, so that
the thickening factor of the TF-LES model can be set to unity, thus turning off the
sub-grid turbulent combustion modeling contribution. Otherwise diffusion times,
essential for ignition prediction, are modified. In spark ignition engines configura-
tions, where pressure conditions induce a very thin flame of about 20 µm thickness,
refining in the vicinity of spark plug to resolve the flame kernel requires a cell size
of a few µm. As actual cell sizes are about 0.5 mm, refining the mesh locally during
a short time (less than one millisecond) will become possible, thanks to the increase
of super-computer power.
The long term objective of this part is thus to determine the numerical and physi-
cal parameters of the ED model which will allow to correctly represent the ignition
phase of complex industrial devices. As ignitions are not accurately characterized in
industrial devices, this work focuses on the calculation of laminar and turbulent ig-
nitions in lean methane/air mixtures characterized by Cardin et al. (2013). Besides,
these experiments were performed at atmospheric conditions, where the laminar
flame thickness is of the order of magnitude of 0.5 -1 mm and can be resolved on
the LES grid. These ignition cases are short duration spark ignition cases, which
are today one of the preferred new ignition modes and on which research efforts
are therefore focused on. The comparison with experiments is largely based on the
ability of the simulations, using the ED model combined to reduced chemistry, to
recover the experimental minimum ignition energy (MIE). The confrontation with
experiments will also enable to improve the comprehension of ignition in critical con-
ditions. In the middle term, the present ignition study can also serve to investigate
gas turbine configurations, where ignition in critical conditions (low temperature
and altitude) must be mastered. Conditions of pressure being severe than in SI
engine configurations, the cell size required is about the hundreds of µs and such
a strategy can be applied in a near future in real configurations, as shown in the
pioneering work of Barré et al. (2014).

2. Modeling of the sub-grid wrinkling during the turbulent
propagation phase

To capture CCV, both ignition and turbulent propagation phases must be well de-
scribed. During the turbulent propagation phase, the essential feature governing
combustion is the turbulent flame speed. Its prediction is particularly delicate in
Spark Ignition engines because flame front wrinklings are not in equilibrium with
turbulent motions. Just after ignition, the flame kernel is generally quasi-laminar
and becomes progressively wrinkled under the action of turbulent structures when
growing. Current wrinkling prediction models combined with the TF-LES approach
correspond to algebraic closures, which assume an equilibrium wrinkling. Accord-
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ingly, in order to use the TF-LES approach in spark ignition engine configurations,
a wrinkling model accounting for the out-of-equilibrium flame development is re-
quired. Transport equations for wrinkling (Weller et al., 1998), which can predict
out-of-equilibrium wrinkling values, are delicate to implement. Recently, a dynamic
method was proposed byWang et al. (2012) to predict without any parameter adjust-
ment the out-of-equilibrium flame development and successfully tested in complex
configurations (Schmitt et al., 2013; Veynante and Moureau, 2015). However, the
model was not tested in SI engine configurations. Therefore, the second part of the
thesis investigates the application of the dynamic wrinkling model of Wang et al.
in an SI engine configuration. Some practical difficulties have been identified and
modifications were therefore proposed.

Organization of the manuscript

The manuscript is organized as follows:

• Part 1 presents essential notions to model premixed turbulent combustion and
ignition in SI engines. The turbulent combustion models used in the study are
described. Limitations of the current flame surface density ignition models
are discussed, after having described the ignition mechanisms in SI engines.
Finally, the choice of the simulation approach employed in the ignition study
is justified.

• The dynamic wrinkling model of Wang et al. (2012) is studied in Part 2.
First, specific issues to simulate SI engine configurations with the dynamic
model are discussed. Modifications are then proposed and validated in simple
configurations. Then, the modified dynamic wrinkling model is applied in a SI
engine configuration and validated against experimental results and previous
simulations results obtained using the ECFM-LES model (Robert et al., 2015).

• Part 3 is dedicated to the simulations of Cardin et al. ignition experiments.
Ignition parameters and their influence on minimum ignition energy are first
determined for the laminar case. Then, results of the turbulent ignition cases
are discussed. Comparisons to experimental data enable to assess the ignition
strategy.

xiv



Part I

Modeling tools for turbulent
premixed ignition and combustion

in SI Engines

1





Chapter 1

Premixed turbulent combustion

Contents

1.1 General notions for the numerical simulation of reac-
tive flows . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.1.1 Governing equations for reactive flows . . . . . . . . . . . 4

1.1.2 Turbulent flows characteristics . . . . . . . . . . . . . . . 6

1.1.3 DNS, LES and RANS approaches . . . . . . . . . . . . . 6

1.1.4 LES formalism . . . . . . . . . . . . . . . . . . . . . . . . 8

1.1.5 Chemistry modeling in LES . . . . . . . . . . . . . . . . . 10

1.2 Premixed turbulent flames . . . . . . . . . . . . . . . . . . 12

1.2.1 One-dimensional laminar premixed flames . . . . . . . . . 12

1.2.2 Turbulence/chemistry interactions . . . . . . . . . . . . . 13

1.2.3 Equation of the progress variable c . . . . . . . . . . . . . 14

1.3 LES premixed combustion models . . . . . . . . . . . . . 15

1.3.1 Flame surface density models . . . . . . . . . . . . . . . . 15

1.3.2 The algebraic Flame Surface Density model of Boger et al. 17

1.3.3 Transported flame surface density model . . . . . . . . . . 18

1.3.4 TF-LES model . . . . . . . . . . . . . . . . . . . . . . . . 20
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In this chapter, general notions of numerical simulation of turbulent premixed
flames are presented. Focus is then made on two LES turbulent combustion models
which are used in this PhD thesis, the flame surface density (FSD) and the TF-LES
approaches.

1.1 General notions for the numerical simulation

of reactive flows

Governing equations for reactive flows are first presented. Essential notions of tur-
bulent flows are recalled before presenting the numerical methods used to simulate
reactive flows and describing the large eddy simulation (LES) formalism. Necessary
notions of LES chemistry modeling are then briefly discussed.
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CHAPTER 1. PREMIXED TURBULENT COMBUSTION

1.1.1 Governing equations for reactive flows

Aerothermochemistry equations regroup the general equations of fluid mechanics
and the transport equations of the species involved in the chemical reactions. Various
formulations exist in the literature, for instance in Poinsot and Veynante (2005). In
the following, equations are written using the conservative form and as implemented
in the AVBP code.

1.1.1.1 Aerothermochemistry equations

• Mass conservation
∂ρ

∂t
+
∂ρui
∂xi

= 0 (1.1)

ρ is the gas density and ui the component in direction i of the absolute flow
velocity.

• Species conservation

∂ρYk
∂t

+
∂(ρukYk)

∂xi
= −∂J

k
i

∂xi
+ ω̇k (1.2)

Yk is the mass fraction of the species k (the total number of species is nspec),
ω̇k the species source term. Jki is expressed using the Hirschfelder et al. (1969)
approximation:

Jki = −ρ
Ç
Dk

Wk

W

∂Xk

∂xi
− YkV

c
i

å
(1.3)

where Dk is the diffusivity coefficient of species k, Wk the species molecular
weight and W the mean molecular weight calculated according to:

1

W
=

nspec∑

k=1

Yk
Wk

(1.4)

Xk = YkW/Wk is the mole fraction of species k. Finally, V c
i is a correction

velocity to ensure the mass conservation (1.1), that is
∑nspec

k=1 Jki = 0 and reads:

V i
c =

nspec∑

1

Dk
Wk

W

∂Xk

∂xi
(1.5)

• Momentum conservation

∂ρuj
∂t

+
∂ρuiuj
∂xi

= − ∂P

∂xj
+
∂τij
∂xi

(1.6)

where P is the pressure, τ the viscous constraints tensor given by Newton’s
law:

τi,j = −2

3
µ
∂uk
∂xk

δi,j + µ

Ç
∂ui
∂xj

+
∂uj
∂xi

å
(1.7)

µ is the molecular viscosity, calculated according to temperature laws such as
the Sutherland’s law.
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• Energy conservation

∂ρet
∂t

+
∂

∂xi
((ρet + P )ui) =

∂

∂xi
(τijui)−

∂Jei
∂xi

+ ω̇e (1.8)

where et is the total energy, ω̇e the heat release rate of chemical reactions and
Jei the heat flux in the direction i, generally expressed with the Fourier law
such as:

Jei = −λ ∂T
∂xi

+
nspec∑

k=1

Jki h
k
s (1.9)

with T the temperature and λ the Fourier heat coefficient (section 1.1.1.2). hks
is the sensible enthalpy of species k.

• To complete the equations system, a final relation is used, relating the pressure
P , density ρ and temperature T . The perfect gas equation of state is
generally employed:

P = ρ
R

W
T (1.10)

R is the perfect gas constant R = 8.3143J.mol−1.K−1.

1.1.1.2 Non-dimensional numbers

In CFD codes, simplified diffusion laws are used, species diffusivity and thermal
diffusivity coefficients used in Eqs. (1.2) and (1.8) respectively, are then expressed
using non-dimensional numbers:

• The species diffusivity coefficientDk is expressed introducing the species Schmidt
number Sck such as:

Dk =
ν

Sck
=

µ

ρSck
(1.11)

where ν is the kinematic viscosity defined as ν = µ/ρ. Sck is constant and
extrapolated from complex transport coefficient calculations.

• The Fourier heat coefficient λ is expressed with the Prandtl number Pr, as-
sumed to be constant:

λ =
µ

CpPr
(1.12)

Cp =
∑nspec
k=1 YkCp,k is the constant pressure thermal capacity of the mixture,

with Cp,k the species constant pressure thermal capacity.

Finally, the species Lewis number Lek can be introduced, comparing the thermal
diffusivity Dth with the species diffusivity Dk:

Lek =
Dth

Dk

=
Sck
Pr

(1.13)
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CHAPTER 1. PREMIXED TURBULENT COMBUSTION

1.1.2 Turbulent flows characteristics

A turbulent flow regime is defined when all quantities characterizing the flow (pres-
sure, velocity, temperature fields...) randomly fluctuate. Any turbulent quantity f
may be written as the sum of its time average f value and of its fluctuation part f ′:

f = f + f ′ (1.14)

The turbulent flow is commonly described as a collection of vortices, of various size
and life characteristic times, interacting with each other. The Reynolds number Re,
that compares the inertia forces and the viscous dissipation forces, quantifies the
level of turbulence:

Re =
uL

ν
(1.15)

where u and L are a characteristic velocity and length of the flow.
Considering an homogeneous isotropic turbulent flow (HIT), Kolmogorov suggests
that most turbulence scales range between two fundamental scales: the integral
scale lt and the Kolmogorv scale ηk. lt represents the characteristic scale of the most
energetic vortices, while the Kolmogorov scale ηk defines the scale of the smallest
vortices. The turbulent energy is transferred from the largest eddies to the smallest
eddies (cascade of Kolmogorov), as illustrated in Fig. 1.1. The energy transfer takes
place in the inertial zone. The dissipation rate ǫ is estimated as the ratio of the
kinetic energy k = 3u′(r)2/2 to the turbulent time r/u′(r), as the energy transfer is
assumed to take place without loss:

ǫ =
u′(r)3

r
(1.16)

The Kolmogorov scale ηk and the integral scale lt are related to each other by:

lt
ηk

= Re
3/4
t (1.17)

where Ret is the turbulent Reynolds number, based on the integral length properties
is defined by:

Ret =
u′lt
ν

(1.18)

1.1.3 DNS, LES and RANS approaches

The most natural way to numerically resolve the aerothermochemistry equations
established in section 1.1.1 would be to discretize all scales of combustion and tur-
bulence, as in the Direct Numerical Simulation (DNS) approach. In that
case, the cell size ∆x is smaller than the Kolmogorov scale ηk and smaller than
δL/nres, where nres is the number of grid points necessary to the resolution of the
gradients within the flame front. However, this strategy demands very important
CPU resources and can be employed in practice only in academical configurations:
simple geometry, reduced turbulent Reynolds number Ret and adequate conditions
(temperature, pressure, chemical description) to resolve the flame front. This is
the reason why RANS and LES approaches are considered for practical systems
simulations.
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production 

zone

inertial zone

dissipation zone

E(k) ~ k-5/3

2 /lt 2 / K k

E(k)

Figure 1.1: Turbulent energy spectrum according to the theory of Kolmogorov. k is
the wave number.

RANS approach (Reynolds Average Navier Stockes). In this approach,
only averaged quantities f are resolved. The averaging operation corresponds to a
statistical average over a certain numberN of realizations of the same physical event,
for instance a certain number of engine cycles. Any quantity f is then written using
the Reynolds decomposition between its average contribution f and its fluctuations
f ′:

f = f + f ′ (1.19)

The balance equations for averaged quantities are obtained averaging the aerother-
mochemistry equations presented in section 1.1.1. The averaging operations intro-
duce unresolved terms, containing the information on the fluctuations part. Such
terms require specific closures, where the whole turbulence spectrum must be mod-
eled. Accordingly it is not adequate to use RANS methods to analyze engine cycle-
to-cycle variability or any phenomenon requiring an accurate description of the flow
field fluctuations. However RANS accepts rather coarse meshes because only aver-
ages gradients need to be resolved and it does not require too costly and elaborate
numerics. This explains why RANS approach is widely used in industry. Typical
cell size is ∆x = 0.5− 1 mm while simulation times take 12 hours.

LES method (Large Eddy Simulation). This approach resolves the largest
scales of turbulence, while smaller scales are modeled. To do so, the cell size ∆x

must be chosen such as:
ηk < ∆x < lt/n (1.20)

n being the number of discretization points in the largest turbulence structures. The
closer ∆x from ηk is, the more turbulence structures are resolved, the finer the LES
is. Estimating the Kolmogorov scale in a real engine is delicate, as turbulence is not
homogeneous nor isotropic but a typical value, according to Haworth is 25 µm.
In LES, the aerothermochemistry equations system is filtered with a spatial filter of
width ∆LES, related to the cell size ∆x. As in RANS, the filtering procedure bring
unresolved terms containing information at the unresolved scales and information
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relative to energy transfers between resolved and unresolved scales. These unresolved
terms are closed using sub-grid models (section 1.1.4.2).

Figure 1.2 illustrates the principle of the 3 classes of numerical simulations.

kkc

E(k)
Modeled in RANS

Computed in DNS

Computed in LES Modeled in LES

Figure 1.2: Turbulent energy spectrum illustrating the principle of RANS, LES and
DNS methods (Poinsot and Veynante, 2005). kc is the cut-off wave length of the
LES filter.

1.1.4 LES formalism

1.1.4.1 LES filters

In LES, each physical quantity f is written as the sum of its filtered part f , resolved
on the LES mesh, and of its unresolved part f ′. The analytical expression of any
LES filtered quantity f is given by:

f(x) =

ˆ

f(x′)F (x− x′)dx′ (1.21)

where F is the LES filtering function of width ∆LES.
The filtering operator must possess the following fundamental properties:

• Normalisation:
ˆ

F (x)dx′ = 1 (1.22)

• Commutation with the derivative operators, in order to establish the balance
equations for the filtered variables. The commutativity is not ensured when
the size ∆ of the filter varies with time and/or space, which is the case for
all engine simulations. Previous studies (Ghosal, 2004; Moureau et al., 2005)
have characterized the commutativity errors, demonstrating that in most cases
errors were not significant.
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The LES Favre or mass weighted filtering is also defined as :

f̃ =
ρf

ρ
(1.23)

with the decomposition between the Favre resolved part f̃ and the Favre unresolved
part f ′′:

f = f̃ + f ′′ (1.24)

1.1.4.2 Filtered equations

Filtering the reactive fluid mechanics equations established in section 1.1.1 gives:

• Mass conservation:
∂ρ

∂t
+
∂(ρũi)

∂xi
= 0 (1.25)

• Momentum conservation:

∂ρũj
∂t

+
∂ρũiũj
∂xi

= − ∂P

∂xj
+

∂

∂xi
(τ ij − ρ(fluiuj − ũiũj)) (1.26)

• Transport equation for species:

∂ρỸk
∂t

+
∂(ρũiỸk)

∂xi
+
ρ(fluiYk − ũiỸk)

∂xi
= −∂J

k
i

∂xi
+ ω̇k (1.27)

• Transport equation for the total energy:

∂ρẽt
∂t

+
∂
Ä
ρẽt + P

ä
ũi

∂xi
=

∂

∂xi

Ä
ũjτij −

î
(ρet) ũi − (ρẽt) ũi

óä

− ∂Jei
∂xi

+ ω̇e (1.28)

The equations system present filtered laminar fluxes and unresolved terms, corre-
sponding to the small scales contribution, that must be closed in order to solve the
equations system.
Filtered laminar fluxes for species and energy are closed using a gradient hypothesis:

J
k
i ≈ −ρ

(
Dk

Wk

W

∂X̃k

∂xi
− ỸkṼ

c
i

)
(1.29)

J
e
i ≈ −λ ∂T̃

∂xi
+

nspec∑

k=1

J
k
i h̃

k
s (1.30)

The laminar viscous tensor τ ij is approximated as:

τ ij ≈ 2µ

Ç
S̃ij −

1

3
δijS̃ij

å
(1.31)

with µ ≈ µ(T̃ ) and S̃ij given by:

S̃ij =
1

2

Ç
∂

∂xi
+

∂

∂xj

å
(1.32)

The unresolved terms are the following:
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• The sub-grid Reynolds stress tensor: Tij =fluiuj − ũiũj.
Numerous closures exist in the literature: Smagorinsky model, the dynamic
model of Germano (Germano et al., 1991; Germano, 1992), models with a
transport equation for ksgs. The most popular model remains the Smagorinsky
model as its implementation is simple. According to Boussinesq assumption
(Pope, 2001), the unresolved stress tensor is written such as:

Tij −
δij
3

Tkk = −νt
Ç
∂ũi
∂xj

+
∂ũj
∂xi

å
= −2νtS̃ij (1.33)

where νt is a sub-grid scale viscosity, modeled from dimensional arguments as:

νt = C2
S∆

2
LES

√
2S̃ijS̃ij (1.34)

CS is a model constant.

• The term of unresolved transport for species is closed using a gradient
hypothesis, introducing a turbulent diffusivity coefficient Dt

k:

fluiYk − ũiỸk = −ρ
(
D
t
k

Wk

W

∂X̃k

∂xi
− ỸkṼ

c,t
i

)
(1.35)

Dt
k is calculated with a turbulent Schmidt number Sctk such as Dt

k = νt/Sc
t
k.

• The term of unresolved transport of energy is also closed using a gra-
dient hypothesis, introducing a turbulent Prandtl number Prt:

∂

∂xi

Ä
ρetũi − ρẽtũi

ä
= −ρcp

νt
Prt

∂T̃

∂xi
(1.36)

.

• The filtered reaction rate ω̇k: closures of this term are discussed in section
1.3 (turbulent combustion modeling).

1.1.5 Chemistry modeling in LES

Detailed chemistry The most direct manner to describe chemistry is to account
for all elementary chemical reactions, as described in detailed kinetic mechanism.
These kinetic mechanisms are validated against experimental data for a large variety
of phenomena: auto-ignition, premixed and non-premixed planar flames, etc. and for
a given range of pressure, temperature and composition. Detailed mechanisms are
a collection of Nreac elementary reactions between two or three species, representing
molecular interactions. For instance, the jth elementary reaction involving species
R1, R2, P1 and P2 reads:

R1 +R2 → P1 + P2 (1.37)

Then, the reaction rate Qj of reaction j is written with an Arrhenius law such as:

Qj = Aj[R1][R2]T
βjexp

Ç−Ea
RT

å
(1.38)
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where Ea is the activation energy, Aj the pre-exeponential factor and βj an expo-
nent. [R1] = ρYR1

/WR1
(resp. [R2]) are the species concentrations [R1] (resp. [R2]).

Detailed mechanisms are not affordable in 3D calculations of industrial configura-
tions, because this implies to use a very important numbers of grid points in the
flame front (about 100 grid points), to correctly capture all intermediate and radi-
cals species presenting very stiff profiles. This implies also to solve nspec transport
equations for the nspec species of the detailed mechanism. For instance, the GRI
mechanism used for methane/air chemistry (Smith et al., 2012) presents 325 re-
actions and 53 transported species. For larger hydrocarbons chains, this number
increases: the Dagaut et al. (1994) mechanism for kerosene/air presents 225 species
and 3493 irreversible reactions. Note that even if such resolution were possible, the
use of detailed mechanisms in industrial configurations would not be straightfor-
ward: mechanisms are valid only over a certain range of thermodynamic conditions
which, even if they are large, do not necessarily correspond to the whole range of
operating conditions of the configuration. Various strategies are therefore used to
describe chemistry: (i) to consider a global single-step reaction as in the flame sur-
face density approach (section 1.3.1), (ii) to use tabulated chemistry, not detailed
here; (iii) to use reduced kinetic schemes (as in the TF-LES approach presented in
section 1.3.4). The different types of reduced schemes are described in the following.

Simplified schemes. These schemes present a very limited number of species
(generally around 6) and of reactions (generally 2 to 4) (Jones and Lindstedt, 1988;
Franzelli et al., 2010). Reactions do not correspond to elementary reactions but
to global reactions, written with Arrhenius-like laws, calibrated to reproduce some
essential features of the flame (usually laminar flame speed or auto-ignition delays),
over a given range of temperature, pressure, equivalence ratio, more restrained that
detailed mechanisms one. Thanks to their affordable CPU costs, simplified schemes
are widely used for LES of industrial configurations (Di Mare et al., 2004; Staffelbach
et al., 2009; Granet et al., 2012; Franzelli et al., 2013). To extend the validity range of
these schemes, on-the fly adjustment methods of the kinetic parameters (activation
energy Ea and pre-exponential constant A) were recently proposed (Franzelli et al.,
2010). However, as simplified schemes do not include intermediate nor radicals
species, phenomena such as pollutant formation, ignition or phenomena requiring
accurate flame response to strain, cannot be described.

Skeletal schemes Skeletal schemes are obtained by reduction methods of detailed
mechanisms, based on the consideration that some phenomena described by detailed
schemes are not relevant to the combustion problem considered. Then some species
and reactions can be removed, while keeping the description of the quantities of
interests. Recent methods were proposed by Lu and Law (2006); Pepiot-Desjardins
and Pitsch (2008). A reference detailed scheme (ndet species, Ndet elementary re-
actions) is first chosen. Species and corresponding reactions, that have a negligible
contribution to the phenomena of interest are explicitly removed from the detailed
mechanism. To perform this operation, a set of targets is chosen. These targets cor-
respond to chemical features that the reduced mechanism is expected to reproduce
over a predefined range of physical conditions. In order to determine which are the
species that have a negligible contribution to these targets, the reference solution is
analyzed using for instance the directed relation graph (DRGEP) method (Pepiot-
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Desjardins and Pitsch, 2008).
However, the CPU time of this type of scheme remains prohibitive to apply it to
industrial configurations, as the number of species may remain high: for instance the
Jerzembeck et al. (2009) scheme for n-heptane and iso-octane presents 203 species
and 1071 reactions. Above all, species conserved in the skeletal mechanism may still
present very short life time (typically of a few ns for highly reactive intermediate
species or radicals), resulting in very steep profiles which cannot be resolved on the
LES grid. This issue motivated recent derivations leading to analytical schemes,
presented in the last paragraph.

Analytical schemes. A solution to avoid to transport very short life time species
still present in skeletal schemes, consists to apply the QSSA (Quasi Stationnary
State Assumption) to these species. Then, only remaining species are explicitly
transported while the QSS species reaction rates are deduced from the composition
of the transported species. To determine the QSS species, the LOI (Løv̊as et al.,
2002) algorithm can be employed. As for the skeletal scheme, a set of targets must
be specified to determine the QSS species in the analytical scheme.
First studies in industrial configurations using analytical schemes are very promising
(Bauerheim et al., 2015).

1.2 Premixed turbulent flames

Classical combustion regimes encountered in SI engines correspond to the flamelets
regime. In this regime, the turbulent flame is viewed a very thin interface be-
tween burned and fresh gases, wrinkled by turbulence. The flame structure is the
same as the laminar flame one. One-dimensional laminar premixed flames are thus
the basis element used to build the turbulent premixed combustion models in the
flamelets regime. Essential notions are therefore presented in section 1.2.1, while
flame-turbulence interactions characterizations using combustion diagram are briefly
described in section 1.2.2. Finally, the transport equation for the progress variable
c widely used to described turbulent premixed flames is recalled in section 1.2.3.

1.2.1 One-dimensional laminar premixed flames

sL

7

6

5

4

3

2

1

0

x=l0.0 Abscissa (x)

Normalized temperature T / T 1

Reaction rate

Normalized fuel mass fraction Y / YF1

STATE 1: fresh gas STATE 2: burnt gas

δr

δ

Figure 1.3: Sketch illustrating the propagation of a laminar premixed flame (Poinsot
and Veynante, 2005)
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The one-dimensional laminar premixed flame can be described as a wave propa-
gating from the burned gases towards the fresh gases, at the laminar flame speed
sL, as illustrated in Fig. 1.3. Fresh gases consist of fuel and oxidizer, mixed prior to
combustion, at a given temperature T u, pressure P u and composition. Fuel and oxi-
dizer mass fractions (denoted respectively YF and YO2

) are related by the equivalence
ratio φ such as:

φ = s
YF
Y02

=

Ç
YF
YF

å
/

Ç
YF
Y02

å

st

(1.39)

where s = (YF/Y02)st is the mass stoichiometric ratio.
The interface between the fresh gases and the burned gases corresponds to the flame
front of laminar thickness denoted δL and is determined according to:

δL =
T u − T b

max
∣∣∣∣∂T∂x

∣∣∣∣
(1.40)

where T b denotes the temperature in the burned gases. A characteristic time of the
flame propagation τc (flame time) may be defined by:

τc =
δL
sL

(1.41)

Within the flame front, chemical reactions take place inside the reaction zone de-
noted δr, as illustrated in Fig. 1.3. The global reaction between the fuel F and the
oxidizer O2 is written as:

F +O2 → P (1.42)

where P represents the products of combustion. The heat produced by combustion
diffuses towards the fresh gases zone in front of the reaction zone, called preheat
zone, while species diffuse within the flame front.

1.2.2 Turbulence/chemistry interactions

The premixed turbulent flame structure results of the interactions between chem-
istry and turbulence. To help understanding these complex interactions, combustion
diagrams may be used (Borghi, 1988; Abdel-Gayed and Bradley, 1989; Peters, 1999).
Different combustion regimes are defined, that correspond to different turbulent pre-
mixed flame structures, based on the comparison between the chemical characteristic
time τc and different characteristic times of the turbulence. The Karlovitz number
Ka is thus defined as the ratio of the chemical time τc by the characteristic time of
the Kolmogorov scale, the Kolmogorov time τk:

Ka =
τc
τk

=
u′(ηk)/ηk
sL/δL

=

Ç
δL
ηk

å2

(1.43)

The Damköhler number Da corresponds to the ratio of the characteristic time of
the integral scale τt out of the chemical time τc:

Da =
τt
τc

=
lt/u

′(tt)

δL/sL
(1.44)
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Fig. 1.4 presents a combustion diagram according to Peters (1999), showing in
ordinate the ratio u′/sL and in abscissa the ratio lt/δL. The Reynolds number
Ret, Karlovitz number Ka and Damköhler number Da are reported in the diagram,
drawing the limits between the different turbulent regimes. The part where Ret < 1
corresponds to the laminar combustion regime. The combustion regime of Spark
Ignition engines lies between the flamelet regime and the wrinkled thickened flame
regime, depending on the type of engine technology which is used:

• In the classical engine regime cases - that is stoichiometric combustion with
low EGR rate - the combustion regime corresponds to the flamelet regime. In
this regime, the Karlovitz number Ka is smaller than unity, which corresponds
to δL < ηk. No turbulent structures enter the flame front. Accordingly, the
structure of the flame front keeps a structure close to the laminar flame front
structure, turbulence and chemistry effects can be consequently decoupled.
Flamelet models such as the flame surface density approach (section 1.3.3) are
derived based on this assumption .

• In the case of lean combustion (φ < 0.7) or in the case of a stoichiometric
combustion associated to high EGR rates, the Karlovitz number increases,
because the laminar flame speed sL decreases. The combustion regime is close
to the one of the thickened wrinkled flamelet regime, where 1 < Ka < 100,
which corresponds to δr < ηk < δL. Some turbulent structures can enter the
preheat zone, enhancing the mixing but they do not enter the reaction zone
δr of thickness δL/10 approximately. However, chemical and turbulent effects
cannot be entirely decoupled anymore.

• When Ka > 100, the regime is the thickened flame regime. Most turbulence
scales can enter the flame front and some can even enter the reaction zone.
The structure of the turbulent flame may be therefore very different from
the laminar flame one. This regime does not likely correspond to SI engine
combustion regimes.

1.2.3 Equation of the progress variable c

The balance equation for the progress variable c is very commonly used for premixed
flames modeling. This equation is not solved in the AVBP code but is presented
as some premixed combustion models (such as the flame surface density model
presented in section 1.3.1) use this equation. The progress variable c equal to unity
in burned gases and to zero in fresh gases is defined for homogeneous mixture by:

c =
YF − Y u

F

Y u
F − Y b

F

(1.45)

Assuming a Lewis number Le equal to unity, a single-step chemistry and isobaric
flame (∂P/∂t = 0), a balance equation for the progress variable c can be derived
and reads:

∂ρc

∂t
+
∂ρuic

∂xi
=

∂

∂xi

Ç
ρD

∂c

∂xi

å
+ ω̇c (1.46)

with D the diffusivity coefficient of the progress variable equal to the fuel diffusivity
coefficient DF and ω̇c is the reaction rate of the progress variable ω̇c = −ω̇F/(Y u

F −
Y b
F ).
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Figure 1.4: Combustion diagram according to Peters (1999), illustrating the different
regimes of the turbulent premixed flames. Poinsot and Veynante (2005).

1.3 LES premixed combustion models

LES premixed combustion models are numerous, a classification can be found for in-
stance in Poinsot and Veynante (2005). In this section, the presentation is restricted
to two combustion models applicable to SI engine configurations and studied in the
present thesis:

• Flame surface density (FSD) based models. General notions are first intro-
duced in section 1.3.1. Then, the model with a balance equation is described
in section 1.3.3 and the algebraic model in section 1.3.2.

• The LES-Thickened Flame model (TF-LES) is described in section 1.3.4.

This enables in section 1.3.5 to focus on the sub-grid wrinkling factor Ξ∆, which is
a common notion to the FSD and TF-LES approach. The dynamic wrinkling model
of Wang et al. (2012), studied in Part II of the manuscript is then introduced.

1.3.1 Flame surface density models

The flame surface density concept was originally proposed for RANS (Cant et al.,
1990) and then adapted to LES, with algebraic closures (Boger et al., 1998), and
balance equations (Hawkes and Cant, 2000; Richard, 2005). General notions of these
models are first presented.

1.3.1.1 Equation of the filtered progress variable c̃

The flame surface density approach is derived under the flamelet regime assump-
tion. Combustion is described by the progress variable c, under the assumptions
presented in section 1.2.3. The flame front is viewed as a collection of laminar
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flamelets wrinkled by the turbulent structures, but keeping a laminar flame struc-
ture. Accordingly, chemical effects can be decoupled from turbulence effects. The
reaction rate of the progress variable ω̇c is in that case expressed as the product of
the flame surface density Σ by the local consumption rate per unit of flame surface.
Theoretical developments not detailed here led Boger et al. (1998) to establish the
following expression for the balance equation of the filtered progress variable:

∂ρc̃

∂t
+
∂ρũic̃

∂xi
+

∂

∂xi
(ρũic− ρũic̃) = ρusLΣ (1.47)

where Σ is the filtered flame surface, accounting for the flame-turbulence interac-
tions, and ρusL corresponds to the local gas consumption rate per unite of flame
surface, accounting for the chemical effects. Practically, the laminar flame speed sL
can be tabulated from 1D flame calculations or computed from correlations such as
the correlation of Metghalchi and Keck (1982).
Terms requiring a closure in Eq. (1.47) are the unresolved transport term ũic− ũic̃
(this aspect was studied for instance by Rymer (2001) or Boger (2000)) and the fil-
tered flame surface density term Σ. Σ may be closed using an algebraic expression
(section 1.3.2) or a transport equation (section 1.3.3).

1.3.1.2 Introduction of a combustion filter

The filtered flame front described by the filtered progress variable c̃ remains too thin
to be resolved on the LES mesh: see Fig. 1.5, right and middle images. Accordingly,
the flame front is filtered using a filter larger than the LES filter. This filter is called
combustion filter and is denoted ∆. The filtered flame front at scale ∆ must contain
enough grid points points for the resolution of the gradients, such as ∆ = nres∆x

with nres number of grid points required for the resolution, typically 5-10 points, as
shown in Fig. 1.5, left.

unfiltered front c(x)=H(x) filtered front at Δx filtered front at Δ

Figure 1.5: Left: infinitely thin flame front. Middle: filtering of the infinitely thin
flame front at scale ∆x. Right: filtering of the infinitely thin flame front at combus-
tion filter scale ∆. Richard (2005).
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1.3.2 The algebraic Flame Surface Density model of Boger
et al.

To close the flame surface density Σ, a simple algebraic closure may be used, such
as the one proposed by Boger et al. (1998). Assuming an infinitely thin flame front
(e.g. δL = 0) Σ is recast as:

Σ = |∇c| (1.48)

First, Boger et al. establish the analytical expression of Σlam for the 1D laminar
flame, which reads in that case:

Σlam =

∣∣∣∣∣
∂c

∂x

∣∣∣∣∣ =
∣∣∣∣∣
∂c

∂x

∣∣∣∣∣ (1.49)

Authors describe the infinitely flame front by the progress variable c(x) = H(x),
where H(x) is the Heavyside function. The analytical expression of the filtered
progress variable c at the combustion filter scale ∆, which is assumed of a Gaussian
shape, is then given by:

c(x) =

ˆ +∞

−∞

H(x)

 
6

π

1

∆
exp

Ç
− 6

∆2 (x− x′)2
å
dx′

=
1

2
+

1

2
erf

(√
6

∆
x

)
(1.50)

with the erf function defined such as:

erf(x) =
2√
π

ˆ x

0

exp(−t2)dt (1.51)

The 1D laminar filtered flame surface density Σlam at scale ∆ then reads:

Σlam =

∣∣∣∣∣
∂c

∂x

∣∣∣∣∣ =
 
6

π

1

∆
exp

Ç
− 6

∆2x
2

å
(1.52)

This analytical expression of Σlam may be advantageously approximated using a
function of c, which form is then similar to the Bray Moss Libby model (Bray et al.,
1987) developed for RANS, such as:

Σlam ≈ 4

 
6

π

c(1− c)

∆
(1.53)

The normalization constant 4
»
6/π∆ enables to recover the total flame surface.

Boger et al. define then a generalized flame surface density:

Σ = Ξ∆|∇c| ≈ Ξ∆4

 
6

π

c(1− c)

∆
(1.54)

where the sub-grid wrinkling factor Ξ∆ is introduced, as defined by Weller et al.
(1998). The wrinkling factor represents the ratio of the flame surface to its projection
along the mean propagation direction in the filter volume:

Ξ∆ =
|∇c|
|∇c| (1.55)
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Boger et al. also derived a closure for the unresolved transport term, which is not
detailed here. The final transport equation for c̃ is recast by Boger et al. (1998) as:

∂ρc̃

∂t
+

∂

∂xi
(ρũc̃) = ρuDuΞ∆

∂2c̃

∂x2i
+ ρusLΞ∆

4
»
6/π

∆
c̃(1− c̃) (1.56)

The diffusion term ρuDuΞ∆∆c̃ accounts for the unresolved transport term. It en-
ables to ensure the propagation of the laminar 1D flame at the laminar flame speed
sL and of a turbulent flame at Ξ∆sL. The diffusivity coefficient Du is obtained by
Boger (2000) following a KPP (Kolmogorov-Petrovski-Piskunov) analysis. It reads:

Du =
sLΞ∆∆

16
»
6/π

(1.57)

Closures for the sgs wrinkling Ξ∆ factor will be discussed in section 1.3.5.

1.3.3 Transported flame surface density model

The transport equation of Σ for LES has been discussed in several studies: Hawkes
and Cant (2000); Richard et al. (2007). The formulation of the transport equation
for Σ is given here according to the formulation established by Richard et al. (2007),
corresponding to the ECFM-LES model implemented in the AVBP code. Details of
corresponding derivations may be found also in Richard (2005).

Richard et al. (2007) write the transport equation for the filtered variable c̃ such
as:

∂ρc̃

∂t
+

∂

∂xi
(ρũc̃) =

∂

∂xi

Ç
ρνt,∆
Sct

∂c̃

∂xi

å
+ ρusLΣc̃ (1.58)

where ν
t,∆ is the turbulent viscosity at the scale of the combustion filter ∆ and the

filtered flame surface Σc̃ defined by:

Σc̃ = Σ+∇.
Ä
(c− c̃)N

ä
(1.59)

where N is the normal to the iso-surfaces of the resolved progress variable c, defined
by:

N = − ∇c
|∇c| (1.60)

To close the filtered flame surface Σc̃, Richard (2005) write the following balance
equation:

∂Σc̃

∂t︸ ︷︷ ︸
unsteady effects

+ ∇.
î
〈u〉sΣc̃

ó
︸ ︷︷ ︸

convective transport T

=

〈∇.u−NN : ∇u〉sΣc̃︸ ︷︷ ︸
strain S

−
Ä
∇. 〈sdN〉sΣc̃

ä
︸ ︷︷ ︸
planar propagation P

+ 〈sd∇.N〉sΣc̃︸ ︷︷ ︸
curvature C

(1.61)

where operator <>s corresponds to the conditioned average to the filtered flame
surface and N is the local normal to the c isosurface. Each term of Eq. (1.61) can be
classically separated between a resolved contribution and an unresolved contribution.
Unresolved contributions are closed using adequate sub-grid models
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• Strain term S: Sres + Ssgs, with:

Sres = (∇.ũ−N N : ∇ũ)Σc̃ (1.62)

The sgs strain term Ssgs is modeled as:

Ssgs =
α1

σc
Γ1

(
∆

δL
,
u′∆
s0L

, Re∆

)
u′∆
sL

Σc̃ (1.63)

The efficiency function Γ1 measures the strain of the flame by the unresolved
turbulence structures (e.g. vortices smaller than ∆) and is given by the func-
tion of Charlette et al. (2002a), modified by Richard (2005). u′∆ is the sub-
grid scale velocity fluctuation, estimated using the method proposed by Colin
(2000). α1 is a model parameter, σc a correction factor proposed by Richard
(2005) to control the thickness of the filtered flame front profile.

• Propagation and Curvature terms: Pres + Cres + (P + C)sgs, with:

Pres = −∇.
Ä
sdN Σc̃

ä
(1.64)

Cres = sd(∇.N)Σc̃ (1.65)

with sd displacement speed of the front given by sd = (1 + τ c̃)sL, τ being the
thermal expansion ratio defined by τ = ρu/ρb − 1 (ρb burned gases density).
The sub-grid scale contribution of the joined propagation and curvature terms
(P + C)sgs is closed according to:

(P + C)sgs = βsL
c∗ − c

c(1− c)
(Σc̃ −Σ

lam
)Σc̃ (1.66)

where Σ
lam

is the laminar contribution of the flame surface, expressed by

Σ
lam

= |∇c̃|+ (c− c̃)∇.N.

• Transport term T : Tres + Tsgs, with:

Tres = ∇.(ũΣc̃) (1.67)

Tsgs = −∇.
Ç
σcνt,∆
Sct

∇Σc̃

å
(1.68)

The transport equation for Σ is by construction well adapted to describe the out-
of-equilibrium wrinkling behavior of the flame in the engine combustion chamber,
because there is no assumption of equilibrium between the flame surface production
term and the flame surface destruction term, as it is done in other approaches
(for instance in the Boger et al. and in the TF-LES models). The transported
FSD approach presents other advantages for SI engine configurations: description
of ignition with adequate sub-models (Richard et al., 2007; Colin and Truffin, 2011)
(these models will be presented in section 3.2.3); description of the knock (?). The
approach was successfully validated in several SI engine configurations (Richard
et al., 2007; Vermorel et al., 2009; Robert et al., 2015). However, the approach
presents following drawbacks:

19



CHAPTER 1. PREMIXED TURBULENT COMBUSTION

• The closure of certain of the sub-grid contributions of the transport equation
for Σ presents some difficulties, among which:

– a correction factor σc is required to control the thickness of the resolved
front, but this factor modifies the sgs strain term Ssgs by a factor 1/σc
(see Eq. (1.63)). However, practically the resolved front has no time
to diffuse or to become steep because the propagation time of the flame
inside the combustion chamber is very short. This is why the correction
factor σc can be set equal to unity.

– the term Ssgs includes a modeling constant α1 which often needs some
small adjustments from one configuration to the other. This need for an
adjustment probably reflects the fact that the formulation for Ssgs is not
predictive enough.

• The notion of flame surface is insufficient to predict complex ignitions (lean
or diluted stochioemetric combustion regimes, long electrical arcs, see section
3.2.3). This latter point represents the main limitation of the FSD approach
and motivates the use of the TF-LES approach in the present work.

1.3.4 TF-LES model

To correctly resolve the gradients on the LES mesh, the flame front may be artificially
thickened by a factor F , while propagating at the same laminar flame speed sL as
the non-thickened flame front as illustrated in Fig. 1.6.

Θ

thickened
flame front

LES computational
mesh size (Δx)

Θ

sL

real flame
front

Figure 1.6: the flame front is thickened by a factor F while the laminar flame speed
SL is conserved. (Poinsot and Veynante, 2005)

The Thickened Flame model was originally proposed by Butler and O’Rourke
(1977). Their analysis is based on laminar premixed flame considerations, which led
them to modify the reaction and diffusive terms in the transport species equation,
in order to keep unchanged the laminar flame speed sL of the thickened flame,
Classical theories for premixed flames (Williams, 1985; Kuo, 1986) are used to ex-
press the laminar flame sL as:

sL ∝
»
Dthω̇ (1.69)

20



CHAPTER 1. PREMIXED TURBULENT COMBUSTION

While the laminar flame thickness δL is expressed by:

δL ∝ Dth

sL
(1.70)

According to relations (1.70) and (1.69), in order to keep the laminar flame speed
sL unchanged while thickening the laminar flame front by a factor F, the diffusivity
coefficient must become FDth and the reaction rate ω̇/F .

Colin et al. (2000) adapted the TF model to the LES formalism, demonstrating
that, as the flame front is thickened, the interactions between the thickened flame
front and the turbulence are changed.Then, when the flame front is thickened by a
F factor, the Damköhler number Da is divided by F . In practice vortices of size
smaller than FδL cannot wrinkle the thickened flame front, while they are able to
wrinkle the non-thickened flame front. The other vortices affect the thickened flame
front in a way that is also different from the way it affects the real flame. As a result,
the thickened flame is less wrinkled than the non-thickened flame. To account for
the lost flame surface, an efficiency function E (Angelberger et al., 1998; Colin et al.,
2000) is introduced. The transport equation for the species is then recast as:

∂ρỸk
∂t

+
∂(ρũiỸk)

∂xi
=

∂

∂xi

(
ρEFDk

∂Ỹk
∂xi

)
+
Eω̇k(T̃ , Ỹk)

F
(1.71)

Similar modifications are made to the energy transport equation.
The efficiency function E which compensates the loss of flame surface induced by
the thickening is defined as the ratio of the wrinkling of the non-thickened flame by
that of the wrinkling of the thickened flame:

E =
Ξ(δL)

Ξ(FδL)
(1.72)

Several closures for the wrinkling factor Ξ∆ can be employed, for instance Colin
et al. (2000) or the Charlette et al. (2002a) functions (see dedicated section 1.3.5 for
the detailed expressions).
In practice, the thickening factor F is chosen to ensure:

FδL = nres∆x (1.73)

with nres the number of grid points required to resolve gradients within the flame
front. This number increases when gradients are steeper, for instance when inter-
mediate species are described in the kinetic scheme.

The TF-LES model was already applied in SI engine configurations (Thobois,
2006; Enaux et al., 2011; Granet et al., 2012; Misdariis et al., 2015) and in gas
turbines configurations (Boileau et al., 2008; Staffelbach et al., 2009). Its advantages
are listed below:

• Its implementation is simple.

• The chemistry is directly resolved with the Arrhenius law. Therefore:
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– important phenomena, such as ignition, pollutants formation, flame sta-
bilization, flame-walls interactions can be directly predicted, but with
corrections taking into account the fact that the flame is thickened, which
is not straightforward.

– the description of the chemistry is only limited by the CPU resources and
by the domain of validity of the kinetic schemes (temperature, pressure,
equivalence ratio). This enables in theory to account for the description
of intermediate species, which are for instance essential to describe phe-
nomena such as pollutants formation. However in practice, using detailed
kinetic mechanisms is not possible: in addition to the prohibitive CPU
costs induced by these schemes, the resolution required to resolve the
steepest intermediate species profiles would lead to increased thickening
factors F , which needs to be avoided.This is the reason why simplified
schemes are widely used. These mechanisms contain a very limited num-
ber of species, typically less than 10. This chemical description may
however not be sufficient to describe phenomena such as ignition or pol-
lutants formation, which require a more accurate chemical description.
The possibility to use analytical schemes represents thus today a major
improvement: when using this type of scheme, certain intermediate and
radical species are transported, thus improving the chemical description,
but the resolution required remains close to the one of simplified mecha-
nisms.

However, the following drawbacks of the model must be mentioned:

• Because of the thickening factor, the flame response to strain is modified.

• To perform predictive simulations of SI engines configurations with the TF-
LES model is delicate. Indeed, in order to correctly resolve the flame front, the
thickening factor F remains very important: with a laminar flame thickness
of 20 µm, a minimum of nres = 7 points of resolution and a cell size ∆x = 0.2
mm (corresponding to a stoichiometric isooctane/air mixture a p=20 bars),
then the thickening factor should be F ≈ 65. When the thickening factor is so
important, predicting with accuracy ignition and wall-flame interactions is not
possible. To predict with accuracy the ignition using the TF-LES approach,
the initial flame kernel cannot be thickened (Chapter 3). This implies for SI
engine configurations an important refinement of the mesh with a cell size of 0.2
mm to 2 µm in the vicinity of the spark plug. The resolution required is today
not possible. A solution could be to implement a coupling method between the
calculation of the ignition in the ignition zone - with the adequate resolution
- and the calculation of the whole combustion chamber. The coupling would
be only required until the flame kernel has the sufficient size to be resolved on
the coarse grid of the whole combustion chamber. Another option would be
to use a code allowing adaptive mesh refinement (AMR), that refines where
and when it is required.
Regarding the wall-flame interactions, as the flame reaches the walls of the
combustion chamber, either the thickening factor is conserved and the resulting
estimation of the thermal flux is not correct, either the thickening factor is set
equal to unity and the flame front becomes under-resolved, if the grid cell size
is kept unchanged.
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• Closures of the sgs wrinkling factor Ξ∆ demand a specific modeling. This
issue, which is common to the TF-LES and Boger models (and to all other
approaches using the notion of sub-grid wrinkling) is detailed in the next
section.

1.3.5 Sub-grid wrinkling modeling

The sgs wrinkling factor Ξ∆ was introduced in section 1.3.2 when presenting the
propagation model of Boger et al. (Eq. 1.55). The wrinkling factor may be also
found in the expression of the efficiency function E of the TF-LES model (Eq. 1.71).
The notion of sub-grid wrinkling factor is used in all models based on a geometrical
description of the flame. In those approaches, assuming a flamelet regime, the sub-
grid turbulence flame speed may be defined as:

sT = Ξ∆sL (1.74)

where sL accounts for chemical effects, while Ξ∆ for the flame turbulence interac-
tions. Wrinkling is recast in terms of flame surface by Weller et al. (1998):

Ξ∆ =
|∇c|
|∇c| (1.75)

Several types of closures for the sgs wrinkling factor exist in the literature: algebraic
closure, transport equation and dynamic closure. In the following, a brief literature
survey is provided, introducing the dynamic wrinkling model of Wang et al. (2012)
studied in Part II.

1.3.5.1 Brief literature survey of sub-grid wrinkling closures

Algebraic formulations of the wrinkling factor are the most easy to handle. Ex-
amples of such closures are listed below:

• equilibrium wrinkling of the flame surface density balance Eq. (1.61), obtained
by a KPP analysis of Eq. (1.61) (see corresponding derivations in the PhD
manuscrit of Richard (2005)):

Ξ∆ =

Ã
1 + (4ν

t,∆ + νl)
α1Γ1

sL2
u′∆
∆

(1.76)

where α1 is the model parameter and Γ1 the efficiency function introduced in
Eq. (1.63).

• Colin et al. (2000) formulation:

Ξ∆ = 1 + α2Γ2

(
∆

δL
,
u′∆
sL

)
u′∆
sL

(1.77)

where α2 is an a priori unknown parameter and Γ2 the efficiency function
proposed by Colin et al. (2000), describing the ability of vortices to wrinkle
the flame front at scale ∆.
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• Charlette et al. (2002a) propose a modified exponent formulation of Eq. (1.77)
such as:

Ξ∆ =

(
1 + min

[
∆

δL
, Γ3

(
∆

δL
,
u′∆
sL

, Re∆

)
u′∆
sL

])β
(1.78)

where Γ3 is the efficiency function proposed by Charlette et al. (2002a). Re∆ =
u′∆∆/ν is the sgs Reynolds number. The β exponent is an a priori unknown
parameter.

• Wang et al. (2011) slightly modified Eq. (1.78) according to:

Ξ∆ =

(
1 + min

[Ç
∆

δL
− 1

å
, Γ3

(
∆

δL
,
u′∆
sL

, Re∆

)
u′∆
sL

])β
(1.79)

This formulation enables to maximize the wrinkling factor Ξ∆ for large tur-
bulence intensities by the fractal expression:

Ξ∆ =

Ç
∆

δL

åβ
(1.80)

The model parameter β is then related to the fractal dimension D of the flame
surface (Gouldin, 1987; Gulder, 1991) through β = D − 2.

Algebraic closures present one major drawback: the analytical derivation of algebraic
closures is based under the flame turbulence equilibrium assumption, that is the
equilibrium between flame surface production term and flame surface destruction
term of Eq. (1.61):

〈∇u−NN : ∇u〉s = −〈sd∇.N〉s (1.81)

This equilibrium assumption infers in practice that the flame can adjust instanta-
neously to the fluctuations of the flow. But this assumption is not verified during
most of the flame development in the SI engine combustion chamber, as evidenced
experimentally by Bradley and numerically by Richard et al. (2007). Just after the
ignition, the flame kernel is quasi laminar. Then, as the flame kernel grows it is
progressively wrinkled by turbulence. Accordingly, the wrinkling of the flame kernel
progressively increases from unity values until reaching its equilibrium value. Al-
gebraic wrinkling closures can predict equilibrium wrinkling values only and would
overestimate the wrinkling factor when the flame kernel is quasi laminar. Since
predicting the correct growth of the flame kernel is crucial to recover the correct
heat release rate during the combustion cycle, algebraic closures for the sub-grid
wrinkling should not be used in SI engines configurations.
In addition to this, in closures (1.77), (1.76) and (1.78), the determination of the
velocity fluctuations at the combustion filter scale ∆ (term u′∆) can be in practice
delicate, as explained by Colin et al. (2000).

Other types of wrinkling closures can be employed that do not assume the equilib-
rium between flame and turbulence, for instance closures using a balance equation
for the wrinkling factor (Weller et al., 1998). But implementing a transport equa-
tion for the wrinkling remains delicate, because this equation presents problematic
boundary conditions: the value of Ξ∆ towards fresh gases is not known a priori
while the flame surface goes to zero. An interesting alternative consists in using a
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dynamic formulation (Charlette et al., 2002b), that determines on the fly the appro-
priate value of the modeling constant appearing in most wrinkling expressions: for
instance parameters α1 and α2 in Eqs. (1.76),(1.77) or parameter β in Eqs.(1.79),
(1.80). This method was successfully implemented and tested in complex configu-
rations: (i) jet flame of Chen et al. (1996), studied by Wang et al. (2011); Schmitt
et al. (2014), (ii) PRECCINSTA burner (Meier et al., 2007) studied by Schmitt
et al. (2013); Veynante and Moureau (2015), (iii) Tecflam burner (Schneider et al.,
2005) studied by Schmitt et al. (2013), (iv), the Cambridge stratified swirl burner
(SWB) studied by Mercier et al. (2015), (v) Matrix burner (Zajadatz et al., 2013)
studied by Hosseinzadeh et al. (2015). Also, Wang et al. (2012) used the dynamic
wrinkling model to predict the transient growth of a flame kernel self-propagating
in a decaying homogeneous isotropic turbulence (HIT). Results demonstrated that
the dynamic model can self-adapt to the turbulence intensity, predicting wrinkling
values close to unity when the flame kernel is laminar and then wrinkling values
increasing with the turbulence intensity.

The dynamic wrinkling model represents an interesting method to predict the
out-of-equilibrium flame development in SI engine configurations, with no need of
parameter adjustment from one configuration to another. To our knowledge, no
attempt has be made to apply this model in a SI engine configuration. Part II
is therefore dedicated to the adaptation and evaluation of the dynamic wrinkling
model of Wang et al., coupled to the algebraic model of Boger et al. in a SI engine
configuration. The study will enable to validate the strategy proposed in the present
PhD for SI engines, that is the use of the TF-LES model coupled to the dynamic
wrinkling model, once CPU resources will enable a sufficiently fine mesh to apply
reasonable thickening factors.
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Chapter 2

Physics of spark ignition
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Physics of spark ignition are described in this chapter. Full details of the differ-
ent physical events involved in the spark ignition are not provided, some of them
belonging to the electromagnetism or to plasma physics, which are far beyond the
scope of the combustion field. Spark plug ignition is first described in section 2.1.
Laser-induced spark ignition is also briefly described in section 2.2, asCardin et al.
experiments are Laser-induced spark ignitions. Common elements between the two
modes of ignition will be highlighted; the reasons why Laser-induced spark ignition
experiments were chosen for the ignition study. Finally, an essential quantity to
characterize ignition, the minimum ignition energy (MIE), is introduced in section
2.3.

2.1 Description of the physics of the spark plug

ignition

Two types of mechanisms may be distinguished during a spark plug ignition. The
first category of mechanisms, described in section 2.1.1, is related to the formation of
the spark and the way the energy of the spark is transferred to the gas. The second
category of mechanisms, described in section 2.1.2, is related to the formation of the
flame kernel and its development into a self-propagating flame kernel.
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Figure 2.1: simplified electrical scheme for an inductive system

2.1.1 The spark energy deposit

Most automotive electrical ignition circuits can be modeled as the inductive igni-
tion circuit presented in Fig. 2.1. At the ignition time, the switch of the ignition
circuit is opened and the electric energy stored in the primary inductance is trans-
ferred to the secondary inductance by induction. The voltage at the plug electrodes
rises very quickly (< ns). If the voltage reaches the breakdown voltage value, the
spark formation process starts. Maly and Vogel (1979)describe the formation of an
electric spark in four steps, which are illustrated in Fig. 2.2 and are detailed in the
following.

Figure 2.2: Schematic temporal evolution of the voltage (left) and current (right) of
the spark during ignition, according to Maly and Vogel (1979).

• During the predischarge phase which lasts less than 1 ns, the air between
the electrodes is ionized, becoming a conductor. An electron avalanche takes
place, leading to the breakdown.

• The breakdown phase is characterized by a high peak of current in the
spark gap, while the electrodes voltage suddenly drops. Because the air is a
conductor, the electrical energy of the spark is transferred to the gas, which is
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thus heated up in a few nanoseconds to very high temperatures (above 40 000
K). A plasma phase is formed, developing in a cylindrical channel of 20 µm
diameter approximately. The energy released by the breakdown is transferred
to the plasma with almost no loss (6 % according to Maly and Vogel (1979))
and is stored in the plasma in the form of dissociation and ionization energy
(the plasma is then a non-equilibrium plasma).

• Transition phase (from t ∼ 1 ns to t ∼ 1 µs): due to the intense energy
released during the breakdown, the pressure inside the plasma channel rises
to P ∼ 200 bar, causing the formation of a shock wave. The shock wave
propagates and detaches rapidly from the hot gas kernel (around 100-200 ns
according to Maly and Vogel (1979)). The plasma channel expands and the
temperature decreases. The plasma, which was a non-equilibrium plasma dur-
ing the breakdown, transitions toward a thermal plasma state (or equilibrium
plasma state): the dissociation and ionization energy are largely converted to
thermal energy.

• The arc phase which follows lasts a few µs and is characterized by a very low
arc voltage(< 100 V). Temperature is maintained to 6000-7000K in the center
of the spark channel, so that fusion points appear on the electrodes, possibly
causing erosion of the electrode surface. The cathode and anode fall voltage
are high, and the energy is dissipated by conduction to the electrodes, causing
important losses. The arc expands and the thermal energy is transferred to
the surrounding gas by heat and mass diffusion, mainly in the external zones
of the plasma which are cooler. According to Maly and Vogel, the energy
transfer during this phase has a 50 % efficiency.

• The glow discharge is the longest phase, lasting up to 2-3 ms, depending on
the charge time of the electric circuit. The efficiency of the energy transfer
during this phase is low (30 % efficiency according to Maly and Vogel), because
of the strong fall voltage at electrodes. It corresponds thus to a much less in-
tense energy transfer to the gas than the arc phase. During the glow phase,
the excited species relax, while temperature decreases. The voltage remains
constant (500 V) and the current decreases toward zero, until the spark ends.

remark concerning the glow phase: the glow phase may not be observed in
every ignition case, depending in fact on the electrical ignition circuit. Short
duration sparks present no glow phase. Many studies (experimental or nu-
merical) consider short duration sparks only because the key phases for the
flame kernel formation and the flame kernel growth are the breakdown and
arc phase.

The three modes of the spark discharge, e.g. the breakdown, the arc and the
glow discharge, correspond to three different types of energy transfer from the spark
to the gas. The transition between these modes is continuous, as the transition
between the thermal plasma phase and the apparition of the flame kernel.
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2.1.2 Combustion initiation and growth of the flame kernel

Combustion initiation The plasma relaxation brings thermal energy and radi-
cals required to initiate combustion. The shock wave induced by the pressure rise
inside the plasma channel (200 bars, according to Maly and Vogel (1979)) has a
very limited effect on the initiation of chemical reactions: the shock wave expends
much faster than the kernel of hot gases, detaching after t ∼ 0.5 µs, as illustrated
in Fig. 2.3. The time evolution of the pressure wave and flame kernel are displayed,
according to Kravchik and Sher (1994). Besides, the pressure wave is not sufficiently
energetic to initiate the chemical reactions before detaching from the flame kernel
(Maly and Vogel, 1979). However, the shock wave induces high velocities with re-
circulation zones at the tip of the electrodes, which promotes the mixing of hot
burned gases with the surrounding fresh mixture. Also, the gas motion induced by
the shock wave causes the kernel to develop into a torus shape (Ishii et al., 1992).
As an illustration of this effect, Fig. 2.4 presents Schlieren images from the recent
study of Bane et al. (2015), showing the effect of the pressure wave on the kernel
development: the hot gas kernel, initially cylindrical because of the cylindrical shape
of the spark between the electrodes, develops afterwards perpendicularly.

Figure 2.3: Flame kernel and pressure wave radii for stoichiometric CH4-air mixture
at 101.3 kPa. Gap between electrodes delec = 1 mm, spark duration τspk = 100 µs.
Solid lines: prediction of the simulation of Kravchik and Sher (1994), dashed lines
and marks: experimental results of Maly (1981).

At the end of the arc phase, the flame kernel has started to develop, the glow
phase brings an additional heat supply and radicals to assist the combustion. As
explained in section 2.1.1, the energetic transfer to the gas during the glow phase
is less intense than during the arc phase, with a lower efficiency: its impact on the
flame kernel development remains limited (Ishii et al., 1992). In practice, the glow
phase can help to sustain the flame kernel for cases near flammability limits, that is
very lean cases or with high EGR rate (Verhoeven, 1997).
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Figure 2.4: Images from high-speed schlieren visualization of a 2 mJ spark discharge
in quiescent air, atmospheric conditions. Duration of the spark τspk < 1 µs, inter
electrodes distance delec = 2 mm. Distances shown are in mm. t = 0 µs corresponds
to 12.6 µs after the breakdown. Study of Bane et al. (2015) (The white square
corresponds to the calculation domain used in the simulation part of this experiment
by the same authors, not shown here).

Growth of the flame kernel Even if a spark is formed, leading to the formation
of a flame kernel, the flame kernel may not propagate. Figure 2.5 displays images
of a flame kernel at different instants, in the case of unsuccessful and successful
ignition. In the ignition failure case (top row), the flame kernel forms but starts
cooling down after 300 µs. In the ignition success case (bottom row), the flame
kernel forms and then grows into a self propagating flame kernel. Note that in the
first 100 µs, there is almost no difference in the aspect of the flame kernel, wether
it propagates after or not. The aspect of the flame kernel is also unchanged during
the first 100 µs if varying the equivalence ratio (Akindele et al., 1982). To become
a self-propagating flame kernel, the heat produced by the chemical reactions must
balance the heat losses, mostly the conduction to electrodes and thermal diffusion
at the surface of the flame kernel. This balance takes place only if the flame kernel
has reached a certain size, denoted critical size (or critical volume) (Lewis and von
Elbe, 1947). Note that the size of the initial flame kernel may be smaller than the
critical size. In that case, the energy transferred by the spark to the gas must be
sufficient to compensate the losses and to sustain the flame kernel until it reaches
the critical volume.

Effect of turbulence on ignition Before the smallest characteristic time of
turbulence is reached, that is the Komologorov time τk, turbulence has no effect on
the ignition and the flame kernel remains laminar. This conclusion can be established
from a simple characteristic time analysis and was confirmed by several experimental
studies. Thus, Akindele et al. (1982) did experimental observations of spark ignition
in quiescent and turbulent flows, generated by means of rotating fans. They observed
no difference in the development of the flame kernel during the first 100 µs, whether
there was turbulence or not. Figure 2.6 presents the temporal evolution of the
flame kernel equivalent radius for quiescent and turbulent mixtures of increasing
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Figure 2.5: Instantaneous images of emissions (total radiations spectrum) of flame
kernel (Laser-induced spark ignition), for a laminar premixed CH4/air mixture.
φ = 0.65. Atmospheric conditions. Top: ignition failure, the flame kernel cools
down. Bottom: ignition success, the flame kernel propagates. Study of Cardin
(2013).

Figure 2.6: Kernel radius versus time for methane/air mixture at different fan
speeds, corresponding to different turbulence intensities, according to Akindele et al.
(1982).

turbulence intensity, clearly showing that the evolution of the radius is similar until
t ≈ 100 µs. Bradley and Lung (1987) did very similar experiments of spark ignition
in a fan-stirred bomb in quiescent and turbulent flows and also established that
turbulence had no effect during the first 200 µs.
When the smallest characteristic time of turbulence is reached, typically around
100-200 µs, turbulence acts both on the electrical arc and on the flame kernel.

• Effects of turbulence on the electrical arc: the electrical arc is deformed and
convected by the flow. This results not only in changing the location of the
arc in the flow but also in changing the amount of energy transferred to the
gas. Indeed, when the arc is elongated, the proportion of energy inside the gas
column between the electrodes increases, because the proportion of energy lost
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Figure 2.7: Spark voltage and current traces versus time (top) and a sequence of
spark imaging illustrating spark stretching and a re-strike. Dahms et al. (2009)

by conduction to the electrodes decreases. A strong elongation of the arc may
even cause a restrike, if the voltage in the elongated arc reaches the breakdown
value. If so, a second breakdown takes place and a new electric arc is formed.
Figure 2.7 illustrates an example of such a situation in a spray-guided gasoline
engine. As the arc elongates (up to 10 mm after 1 ms), the spark voltage
increases and reaches the breakdown value (t = 1.16 ms). A new spark is then
created (t = 1.19 ms). In the case of short-duration sparks (a few hundreds of
µs), the deformation of the arc is less important, because the arc has no time
to be deformed by the flow.

• Effects of turbulence on the flame kernel : the turbulence structures wrinkle
the flame kernel, as in the experimental visualizations of Akindele et al. (1982)
in Fig. 2.8. In a more recent work, Kaminski et al. (2000)) performed PLIF
visualization of the development of a turbulent flame kernel in an homogeneous
methane/air mixture in a closed vessel. Figure 2.9 presents the temporal
evolution of OH concentration fields for three ignitions, corresponding to the
laminar case (a) and to two different turbulence intensity levels: (b) and (c).
The progressive wrinkling of the flame kernel with turbulence can be observed.
Also, when the turbulence intensity increases, as in case (c), the flame kernel
is more wrinkled and is disrupted into pockets of burned gases. In the lower
turbulence intensity case (b), the flame kernel keeps a global spherical shape.
This difference of behavior during ignition between two turbulence regimes is
today a topic of discussions, which will be presented in details in section 2.3.2.
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t = 0,43 ms t = 0,85 ms t = 1,63 ms 

Figure 2.8: Photographs of turbulent spark kernel from the work of Akindele et al.
(1982). Each photograph corresponds to a different spark. Spark duration: 130
µs, spark gap: 2 mm. Timing are given in reference to the ignition time. lean
methane/air mixture φ = 0.8.

t = 1.5 ms t = 3.5 ms t = 5.5 ms t = 7.5 ms

t = 1.5 ms t = 2.6 ms t = 3.7 ms t = 4.8 ms

(a)

(b)

(c)

Figure 2.9: Evolution of OH concentration fields for three different spark ignition
events corresponding to rotor speeds of 0 (a), 1000 (b) and 3000 rpm (c). The color
scales correspond to the species mole fractions. Images from the work of Kaminski
et al. (2000). Time is given to reference to the spark occurence.

The global action of the flow on ignition in a real engine chamber can be both
favorable or unfavorable to the flame kernel development. For instance, if the flow
convects the flame kernel away from the plug, the conduction losses at the electrodes
are reduced and the combustion is enhanced. Figure 2.10 presents results of engine
simulations by Pischinger and Heywood (1990) on two different engine cycles. In one
case (cycle 8), the flame kernel stays centered on the electrodes gap, so that a large
fraction of its surface is in contact with the electrodes. As a result, the heat losses to
the electrodes are very important and are not compensated by the electrical energy
of the arc (which is reduced as well since in that case the arc is not much elongated).
This affects the overall combustion release rate and leads to a low pressure engine
cycle. In the other case (cycle 96), the flame kernel is convected rapidly away from
the electrodes. The electrical energy release can compensate the heat losses to the
electrodes and the flame can propagate as if it were almost adiabatic, leading to
a fast engine cycle. The flow may also bring the kernel to a zone where the local
equivalence ratio is more favorable to ignition and propagation - in the case of a
direct injection engine. The flow may also convect the kernel towards the walls of
the combustion chamber, causing early flame/wall interactions. Last but not least,
as it was presented in Fig. 2.9, turbulence wrinkles the flame front and, if it is very
intense, can tear it apart, leading to an eventual quenching of the flame kernel.
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Figure 2.10: Electrical energy release rate, energy release rate by combustion and
heat transfer loss rate for 2 different engine cycles, from the simulations of Pischinger
and Heywood (1990).

Figure 2.11 summarizes the different stages of a spark plug ignition, according to
the descriptions exposed in this section. Two main stages may be emphasized:

• Phase A, ”laminar”, from t=0 to t≈ 100− 200 µs: formation of the
spark, breakdown and arc phase, shock wave formation and propagation, flame
kernel starts to form.

• Phase B, ”turbulent”, from t≈ 100− 200 µs to several ms: develop-
ment and growth of the flame kernel, assisted by the glow phase. Ignition
depends on the balance between the energy released by the chemical reac-
tions, the turbulent diffusion losses at the surface of the kernel and possible
conduction losses to the electrodes. As turbulence wrinkles the flame kernel,
the flame kernel development is strongly impacted. The energy supplied by
the spark - mostly during phase A - must enable the flame kernel to reach the
critical size for which the heat produced by the chemical reactions can balance
the heat losses.
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Figure 2.11: diagram illustrating the main stages of the ignition process

2.2 Brief description of the Laser-induced spark

ignition

Even if Laser-induced spark ignition is not used in SI engines, this mode of ignition
is briefly described in this section, because Part III is dedicated to simulations of
the Laser-induced spark ignition experiments of Cardin et al. (2013). Reasons for
this choice are:

• Mechanisms related to the flame kernel, development and interactions with
turbulence are similar for Laser-induced spark and electric spark. Accordingly
conclusions established in the ignition study can serve to improve both the
understanding of Laser-induced spark ignition and spark plug ignition.

• The spark formed with both systems is similar, which explains why it is sim-
ulated in the same manner in the present work for both systems (this aspect
will be developed in details in Chapter 3).

• Unlike with spark plug ignition, Laser ignition is a non-intrusive technique,
therefore some difficulties for the comprehension (and for the simulation) of the
ignition are removed: effects of the complex flow patterns between electrodes
and of the thermal losses to the electrodes are avoided.

• The Laser-induced spark experiments of Cardin et al. (2013) were conducted
in a well-characterized flow for simulations.

The Laser-induced spark is generated by focusing a laser beam through a lens with
a typical pulse duration of a few nanoseconds. The spark forms when the energy
density at the focal point reaches the breakdown threshold. The spark consists
of a plasma that provides energy and highly reactive radicals. The process of the
breakdown and of the spark formation is not detailed (see details for instance in
Cardin (2013)). Once the spark is formed, mechanisms of the combustion initiation
and of the kernel growth in the Laser induced spark case are very similar to the
ones following the electric spark, probably because these mechanisms do not depend
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on the way the energy is deposited by the ignition device. The success or failure
of ignition can be characterized both for Laser-induced spark ignition and spark
plug ignition with the notion of the minimum ignition energy (MIE), which will be
introduced in section 2.3.

To complete this section, main differences between Laser-induced spark ignition
and spark plug ignition which may have an impact on the flame development are
mentioned:

• Origin of the losses. The breakdown phase of a Laser induced spark is
shorter and more intense than the breakdown of an electric spark. Accord-
ingly, the pressure wave formed in the case of a Laser induced spark is stronger.
A detailed description of the effects of the pressure wave on the kernel develop-
ment can be found for instance in Bradley et al. (2004). The authors explain
how the pressure wave induces the formation of a third lobe of the hot gas
kernel, helping to its development. Also, the energy losses due to the propa-
gation of the shock wave are very important: about 70% according to Phuoc
and White (2002), 85% according to Bradley et al. (2004). On the contrary, in
the case of the spark plug ignition, the energy losses due to the shock wave are
very low. According to Maly and Vogel (1979), 30% only of the input energy
is dissipated as the shock wave propagates. On the other hand, Laser ignition
being a non intrusive ignition technique, no conduction losses at the electrodes
take place and the mixture can be ignited anywhere in the combustion cham-
ber, in particular far away from the walls. In the spark plug ignition case, the
conduction losses at the electrodes are very important, 70% according to Maly
and Vogel (1979). Furthermore, the early interactions of the flame kernel with
the plug and the walls can lead to extinctions.

• Spark location. The Laser induced spark is localized in a small volume,
which location is reproducible from one Laser pulse to another in a quiescent
and in a turbulent flow, as the Laser beam is focused by a given lens. On
the contrary, the electric spark location is not reproducible in a turbulent
flow, because the electric arc is then deformed by the turbulent structures
(Fig. 2.7).

• Spark duration. The duration of the Laser induced spark is extremely short,
generally a few nanoseconds, while it can last up to several milliseconds for
an electrical spark. In the latter case, because the duration of the spark is
long, the electrical arc is elongated by turbulence, which results in changing
the shape and the location of the spark.

2.3 Minimum Ignition Energy

The minimum ignition energy (MIE) provides information on the necessary amount
of energy required to successfully ignite a given mixture. Although a fundamental
comprehension of the mechanisms detailed in section 2.1 and 2.2 (spark formation,
energy transfer to the gas, initiation of the combustion, early stages of the kernel
development) are required to understand what contributes to the success or failure
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of the ignition, a more macroscopical approach such as determining the minimum
ignition energy of a mixture for different conditions (pressure, equivalence ratio,
turbulence intensity...) also brings useful informations. Numerous experimental,
theoretical and numerical works are thus dedicated to the study of the MIE. From
an experimental point of view, the minimum ignition energy is commonly defined
as the amount of energy deposited by the ignition device leading to a probability
of ignition of 50 %. For instance, Ballal and Lefebvre (1974); Ballal and Lefevbre
(1975) measured the minimum ignition energy of a propane/air mixture ignited by
spark plug ignition on a dedicated experimental configuration (closed-circuit tunnel
with turbulence generated by fans). They found the MIE depends on numerous
parameters:

• Characteristics of the ignition device: duration of the spark (for instance
an optimal value of MIE was found according to the duration of the spark:
Fig. 2.12), form of the electrodes, width of the electrode gap, material of the
electrodes, position of the electrodes in the flow.

• Characteristics of the mixture: equivalence ratio, pressure and tempera-
ture. For instance, they established that the MIE was minimal near stoichiom-
etry, as shown in Fig. 2.13.

• Characteristics of the velocity field: convective flow velocity, turbulence
intensity and turbulence scale. MIE increases with convective flow velocity:
(Fig. 2.13-(left) and with the turbulence intensity (Fig. 2.13-(right)).

Figure 2.12: Measured MIE for different spark duration. Propane/air mixture. dq
corresponds to the quenching distance, see details in Ballal and Lefevbre (1975).

MIE studies are commonly classified in laminar ignition cases and turbulent ignition
cases. Section 2.3.1 gives thus an overview of the fundamental notions related to
the prediction of MIE in the laminar case, while section 2.3.2 is dedicated to the
analysis in turbulent flows.
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Figure 2.13: Measured MIE of propane/air mixture as a function of equivalence
ratio φ and of mean velocity (left); of equivalence ratio and of turbulence intensity
(right). Experiments of Ballal and Lefebvre (1974).

Figure 2.14: Different measurements of laminar MIE (MIE0) of methane/air mixture
as a function of equivalence ratio φ, for electric spark (Lewis von Elbe, Huang et
al.) and Laser-induced spark ignition (Beduneau et al., Cardin et al.). Atmospheric
conditions. Graph from Cardin (2013).

2.3.1 MIE in laminar ignition cases

All laminar MIE experiments confirm the results established by Ballal and Lefebvre.
For instance, Ziegler et al. (1985) measured the MIE of quiescent lean methane-air
mixtures at ambient temperature and a pressure of 2 bars, with arc and glow dis-
charges. They showed that MIE depends on the electrode material and distance,
spark type (arc or glow). Ishii et al. (1992) studied also the effect of the spark dura-
tion of the MIE, Bane et al. (2015) the effect of the forms of electrodes on the spark
formation. MIE of Laser-induced spark ignition were also measured, for instance

39



CHAPTER 2. PHYSICS OF SPARK IGNITION

in the work of Beduneau et al. (2003) and of Cardin (2013). MIE of Laser-induced
spark ignition was found to present the same trend as MIE of spark plug ignition
regarding for instance the equivalence ratio, as illustrated in Fig. 2.14. These mea-
surements confirm that the success or failure of the ignition is not governed by the
way the energy is deposited but by the balance between heat release and thermal
losses, once the combustion reactions have been initiated. This explanation was first
proposed by Lewis and von Elbe (1947), who introduced the notion of critical radius
and established the following necessary condition for the flame kernel to become a
self-propagating flame kernel: a critical radius r = rc must be reached, above which
the heat produced by the chemical reactions can balance the heat losses. From there,
0D models (Ballal and Lefebvre, 1974; Akindele et al., 1982) or asymptotical anal-
ysis (Champion et al., 1986) have been derived. Several expressions for the critical
radius rc have been proposed but it is always related to the laminar flame thickness
δL since it is the characteristic length for heat production and diffusion. Ballal and
Lefebvre; Akindele et al. propose for instance:

rc =
Dth

sL
(2.1)

Dth is the thermal diffusion coefficient, equal to λ/ρCp. With this definition, rc is
equal to the diffusive thickness, related to the laminar flame thickness and defined
by:

δθ =
Dth

sL
(2.2)

In these approaches, the minimum ignition energy is defined as the total amount
of energy required to heat a sphere of cold fresh gases of radius rc to the adiabatic
temperature of the laminar flame, so that:

MIE =
4

3
πr3cρu(Tadiab − T0) (2.3)

Accordingly, MIE is proportional to δ3L (since thermal and laminar flame thicknesses
are related) and also to (1/sL)

3, using Eq. (2.2). These two last relations explain why
MIE is minimal near stoichiometry and follows the trend such as the one observed in
Fig. 2.13 and 2.14. To go further in the analysis, Champion et al. (1986) derived the
1D spherical equations for the problem of an already established steady spherical
flame kernel of given radius r, with no external heat source term:
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ã
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(2.4)

λ and DA are the heat conductivity and the diffusion coefficient of the reactant A,
QA the heat of reaction per unit of mass of reactant A and wA the reaction rate
(the authors assume a one-step chemistry), following the Arrhenius law. Champion
et al. demonstrated the existence of an unstable solution to the equations system
(2.4), corresponding to the spherical flame of radius r = rc. If r < rc, the flame
collapses (the diffusive term is preponderant), if r > rc the flame can expand (the
reaction rate term is preponderant). rc is derived from the equations system and
reads :

rc =
λ(Tad)

ρuCp(Tad)s0L

Tad
TbLeA

exp

Ç
Ea

2RTad

Tad − Tb
Tb

å
(2.5)
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The authors introduce the adiabatic combustion temperature Tad and the burned
gas temperature inside the flame kernel Tb, which are different if the Lewis number
of the fuel LeA is not equal to unity. When LeA = 1, Eq. (2.5) becomes identical
to Eq. (2.1). Numerical studies also investigated the determination of the laminar
MIE, to reproduce and complete the results predicted by the asymptotical analysis.
They will be presented in Chapter 3, dedicated to the ignition simulation studies.

2.3.2 Turbulent MIE and ignition regimes

Figure 2.15: measured MIE of a propane/air mixture, φ = 1 as a function of tur-
bulence integral length scale and turbulence intensity. Experiments of Ballal and
Lefebvre (1974)

From their experiments of turbulent spark ignitions, Ballal and Lefebvre (1974)
established that MIE increased with the turbulence intensity, as seen in Fig. 2.13-
(right). As the flame surface is wrinkled by turbulent structures, thermal losses
strongly increase, more than consumption speeds sc also enhanced by turbulence.
Ballal and Lefebvre also investigated the effect of the turbulence integral length
scale lt on MIE, as presented in Fig. 2.15. From these observations, the relation
between the turbulent MIE, the turbulence intensity and the turbulence scale cannot
easily be characterized. However, Ballal and Lefebvre highlighted the existence of
a transition region between a low intensity regime (u′/sL = 1, curves 1, 2 and 3 in
Fig. 2.15) and a high intensity regime (u′/sL > 4, curves 4, 5, 6 in Fig. 2.15), for
which the behavior of MIE appears to be very different. The authors proposed to
extend their 0D analysis of the laminar case to turbulent cases: the critical ignition
energy is still related to a critical ignition volume using Eq.( 2.3), but the critical
radius rc is expressed as a turbulent flame thickness δT , to account for the wrinkling
of the flame front by turbulence:

δT =
λ

ρuCpST

Ç
1 + c1Re

Ç
u′

s0L

åc2å
(2.6)
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c1 and c2 are constants depending on the turbulence characteristics. The term in
factor with the Reynolds number Re represent the additional diffusivity brought by
turbulence. The definition of this term clearly depends on the turbulence regime
but no universal formulation could be derived. Other experimental works, which are
exposed hereafter, confirm the observations of Ballal and Lefevbre and attempted
to provide further explanations to the ignition regimes.

For instance, Akindele et al. (1982) observed in their experiments that the spread-
ing of the radius was very similar for quiescent and low turbulence intensity case
(corresponding to the 1000 RPM fan case), as shown in Fig. 2.6. But the spread-
ing of the radius increases with the turbulence for the higher turbulence intensity
case (2000 and 3500 RPM). Their observations confirm the existence of a transition
regime. Akindele et al. explain that for low turbulence intensities, the flame surface
is wrinkled by turbulence but it remains as a collection of laminar flamelets. For
the higher intensity cases, the authors suggest, as the spreading rate of the radius
much increases, that the structure of the flame front has changed and cannot be
considered anymore as a collection of laminar flamelet.

More recently, the work of Kaminski et al. (2000) gave experimental evidence of
the change of flame structure. In Fig. 2.9, a change of flame structure occurs be-
tween case (b) (low turbulence intensity case) and case (c) (high turbulence intensity
case). While in case (b) the flame front is wrinkled but is continuous, in case (c),
the flame front is disrupted in several burnt gas pockets. The authors propose to an-
alyze their results introducing the Karlovitz number. They calculated the Karlovitz
number for case (b) and case (c) : Ka(b) = 2.44 and Ka(c) = 12.75. According to the
diagram of Peters (1999) (see Fig. 1.4), Ka = 2.44 is situated in the region close of
the wrinked flamelet regime. In this regime, the flame front is a collection of laminar
flames, wrinkled and stretched by the turbulence but keeping their inner laminar
structure. Ka = 12.75 rather belongs to the thickened wrinkled flame regime. Then
some vortices may enter the thermal flame thickness (but not the reaction zone),
which could explain the apparition of pockets of burned gases as the ones observed
in the experiments, but this assumption remains to be demonstrated.

Following these investigations, Shy et al. (2008) measured the minimum ignition
energy of lean methane/air mixtures under increasing turbulence intensities, using
a very short-duration electrical spark (10 µs). The results of their measurements
are presented in Fig. 2.16, showing the measured MIE versus the ratio u′/sL (left)
and the measured MIE versus the Karlovitz number Ka (right). Shy et al. high-
lighted that, for a ratio u′/sL < 12 corresponding to Ka < 26, the MIE increases
almost linearly with the turbulent intensity. For a ratio u′/sL > 12 corresponding
to Ka > 26, the MIE increases exponentially. As in the work of Kaminski et al.
(2000) the authors identified a change in the flame structure, from (Ka < 26) to
(Ka > 26). The dependency of the MIE on the turbulence characteristics is clearly
related to this change of the flame structure.
Finally, Cardin et al. (2013) carried out similar MIE measurements of turbulent
ignition cases, with Laser-induced spark ignition. They found very similar results
concerning the dependency of the MIE to the turbulence intensity as the ones of Shy
et al.. The results obtained by Cardin et al. are illustrated in Fig. 2.17, showing

42



CHAPTER 2. PHYSICS OF SPARK IGNITION

Ka

E
ig
(5
0
%
)
(m
J
)

0 5 10 15 20 25 30 35
0

20

40

60

80

φ= 1.2

φ= 0.6

φ= 1.3

φ= 0.8φ= 1.0

MIE
Transition

φ= 0.7

Figure 2.16: Measured MIE as a function of normalized turbulent intensities (left)
and of the Karlovitz number (right) for methane-air mixtures at φ = 0.6, according
to the study of Shy et al. (2008)

the measured MIE versus the turbulence intensity u′, for different lean equivalence
ratios. Two zones are clearly distinguished: a zone where the MIE does not vary
much with the turbulence intensity, corresponding to u′ < u′crit and a zone where the
MIE strongly increases with the turbulence intensity, corresponding to u′ > u′crit.
The experimental visualization of the very early stages of the kernel development
enabled also the authors to observe the change in the flame kernel structure. Figure
2.18 presents instantaneous images of the kernel emissions at various times after
the laser pulse, for quiescent flow and increasing turbulence intensity flow. The left
column corresponds to a turbulence intensity level situated in the second regime
(after the transition), where the fragmentation of the kernel into pockets of burned
gases can be clearly seen. This flame kernel shape corresponds to a high ratio
MIEturb/MIElam ≈ 5 (Fig. 2.17), whereas a shape of flame kernel close to the
laminar structure, such as the one observed in the middle column in Fig. 2.18, cor-
responds to a ratio MIEturb/MIElam close to unity.
Note again that similar conclusions are established studying turbulent spark plug
ignition cases (Kaminski et al., 2000; Shy et al., 2008) or Laser-induced spark igni-
tion cases (Cardin et al., 2013).
To help understanding these different ignition regimes, numerical simulation would
be a powerful tool of analysis but so far very few attempts have been made up to
now to study this aspect: Chapter 3 presents in detail the different simulation ap-
proaches used for spark ignition, including the one retained for Part III dedicated
to the simulation of Cardin et al. experiments.
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Figure 2.17: Measured MIE of Laser-induced spark ignition for methane-air mixtures
as a function of turbulence intensity, for different equivalence ratios φ. Atmospheric
conditions. Study of Cardin et al. (2013).
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Figure 2.18: Evolution of kernel emissions (full radiation spectrum) at various times
after the start of the laser pulse: 50 µs (row 1), 300 µs (row 2), 600 µs (row 3),
1000 µs (row 4). φ = 0.6. Left column: laminar flow (u′ = 0) — Middle column:
turbulent flow before the MIE transition in Fig. 2.17-left (u′ = 0.54 m/s) — Right
column: turbulent flow after the MIE in Fig. 2.17-left (u′ = 1.88 m/s). Energy
deposited by the Laser Ed = 42 mJ . PhD Cardin (2013).
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Simulation approaches for spark
ignition
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Simulating the full ignition sequence, from the ignition electrical circuit to the
flame kernel development and its interaction with turbulence, would provide very
useful information to the understanding of ignition. Such simulations require the
coupling of very different physical phenomena:

• electromagnetism: to calculate the exact variation of current and voltage in
the electrical ignition circuit, before the breakdown and then during the break-
down, arc phase and glow phase.

• plasma physics : to describe the spark formation and the transfer of energy
from the spark to the gas. Adapted plasma chemistry and thermodynamics
must then be used. Physical timescales range between the ns and the µs;
the spatial resolution required must be fine enough to capture the very short
lifetime species (∆x < 1 µm).

• thermal : to accurately estimate the energy lost at electrodes

• radiation: to accurately estimate the losses of the flame kernel by radiation.

• turbulent combustion: to describe the flame kernel growth and the early inter-
actions with turbulence.
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Coupling all these phenomena would require to resolve very short time scales, with
very fine mesh discretization, during a long time, which is impossible with the current
CPU resources. Besides, there are still incertitudes concerning notably the plasma
phase description: discussions are still open regarding the temperature, pressure,
composition and size of the spark channel. Practically, spark ignition studies focus
on distinct phases of the ignition, according to the mechanisms they aim at charac-
terizing. On the one hand, DNS can provide detailed information on specific aspects
of the ignition process, such as the role of the pressure wave propagation on the flame
kernel formation, the influence of the electrodes geometry, the determination of the
minimum ignition energy of a given mixture... These studies are presented in sec-
tion 3.1, also introducing the modeling problematics addressed in the ignition study
of Part III. On the other hand, LES can partly capture the interactions between
flame kernel and turbulence and its impact on the flame development in complex
configurations, but very strong simplifications of the ignition mechanisms are re-
quired: section 3.2 details the LES ignition models used with the TFLES and the
FSD approach, stressing in which measure the models need to be improved for the
prediction of critical ignition cases.

3.1 DNS of spark ignition

Among the DNS studies of ignition, several types must be distinguished, according
to which part of the ignition process they focus on. Therefore section 3.1.1 first
presents a classification of the different DNS categories, both in order to give a brief
state of the art and to point out the different levels of assumptions required. Then
section 3.1.2 details the approach in the DNS ignition study of Part III and presents
the main problematics.

3.1.1 The different types of DNS of spark ignition

The classification presented in this section is illustrated in Figure 3.1.

Class 1 of DNS: ”breakdown” simulations A first class of simulations focus
only on the breakdown stage, to study the formation of the plasma phase and its
transition to an equilibrium plasma (timescale: ns). For instance, Sher et al. (1992)
determined the state at the end of the breakdown phase, e.g. the temperature inside
the spark channel and the diameter of the channel. More recent works belong to
plasma physics and are beyond the scope of the combustion field.

Classe 2 of DNS: ”spark development and kernel formation simulations”
A second category of simulations mostly discusses how the post-breakdown energy
is transferred to the gas and how the flame kernel forms and develops. Initial con-
ditions, corresponding to the end-breakdown state of the plasma, are required for
these calculations: initial temperature, pressure and diameter of the spark chan-
nel. An exemple of initial conditions is displayed in Fig. 3.2 (Kravchik and Sher,
1994). Discussions are still opened regarding the exact post-breakdown initial state
- temperature, pressure, size of the channel, composition of the plasma - and the
chemistry of the plasma to be used. A description of the energy deposit during the
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Figure 3.1: Sketch illustrating the different classes of simulations

arc phase and glow phase - if studying long duration sparks - is also required.
These studies investigated various aspects: effect of the post-breakdown pressure
wave on the kernel formation (Bradley and Lung, 1987; Sher and Keck, 1986;
Kravchik and Sher, 1994; Thiele et al., 2000a; Morsy and Chung, 2002), effect of
the plasma ionization (Thiele et al., 2000a), influence of the geometry of the elec-
trodes on the kernel formation (Ishii et al., 1992; Thiele et al., 2000b; Bane et al.,
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2015), effect of the temporal spark energy distribution (Sher and Keck, 1986; Ishii
et al., 1992; Yuasa et al., 2002), estimation of the cathode/anode losses and of the
radiation losses (Eisazadeh-Far et al., 2010). Most simulations are limited to two
dimensions.

Figure 3.2: sketch illustrating the initial conditions and the boundary conditions in
the simulation of Kravchik and Sher (1994)

Class 3 of DNS: ”laminar MIE simulations” Some studies focus on the de-
termination of the minimum ignition energy in the laminar case. Then, the physical
time of the simulation must run until the flame kernel self-propagates. The order
of magnitude of this time is the ms. Mechanisms governing the MIE in the laminar
case are essentially the balance between the heat release by the combustion reac-
tions and the thermal heat losses during the phase of growth of the flame kernel.
Therefore corresponding studies do not focus on the phase of formation of the flame
kernel (phase A in Fig. 3.1) but on the phase of the flame kernel growth (phase B in
Fig. 3.1). Accordingly, the following phenomena are not accounted for: breakdown,
arc phase, expansion of the plasma channel, pressure wave formation and propa-
gation. It is also assumed in most studies that no initial radicals pool is present.
Simplified chemistry is often used, for computational cost reasons but some studies
used detailed kinetics (Sloane and Ronney, 1992; Han et al., 2010). The initiation
of combustion is modeled by adding a heat source term in the energy equation. If
temperature is raised and maintained to a sufficient level during a sufficient time,
ignition takes place and a flame kernel is formed. Then, if the total energy of the
heat source, denoted Eign, is sufficient, the flame kernel develops and becomes a
self-propagating flame kernel. The MIE in those simulations is then defined as the
minimum value of total energy Eign, ensuring the flame kernel propagation. Com-
paring the MIE predicted by simulations with experimental measurements of MIE
is delicate. As explained in sections 2.1 and 2.2, an important part of the energy
deposited by the ignition device is dissipated mostly by conduction losses at the
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electrodes - in the case of spark plug ignitions - or by pressure losses - in the case of
Laser-induced spark ignitions. Such simulations cannot well estimate these losses,
as the spark energy input to the gas is modeled. However, despite the strong sim-
plifications of the physics introduced by the model of energy deposit, using this
approach enables to reproduce the dependency of the MIE on the equivalence ra-
tio (Sloane and Schoene, 1988; Sloane, 1990; Wang and Sibulkin, 1993), or on the
Lewis number (Tromans and Furzeland, 1986). Such results confirm that the ther-
mal diffusive equilibrium process taking place during the kernel growth phase is a
first order factor influencing the MIE as predicted in the theory of Lewis and von
Elbe (section 2.3.1).

Class 4 of DNS: ”Turbulent flame kernel development” Last type of DNS
studies the interactions between the flame kernel and turbulence. In most cases, no
ignition phase is accounted for: calculations start from an already self-propagating
flame kernel. Accordingly no information on the minimum ignition energy can be
provided. Most studies consider a spherical flame kernel developing in a decaying
homogeneous isotropic turbulence flow field and investigate the influence of parame-
ters such as turbulence intensity, integral length scale, mean curvature on the flame
kernel growth: Kaminski et al. (2000); Gashi et al. (2005); Thévenin (2005); Basti-
aans et al. (2007); Klein et al. (2008); Dunstan and Jenkins (2009).
To our knowledge, very few attempts have been made to perform turbulent DNS
accounting for the ignition phase. Chakraborty et al. (2007) performed DNS simu-
lations of turbulent ignition in inhomogeneous mixtures, using a heat source term
to model ignition and a single-step chemistry. Authors evidenced that the mixture
could not ignite for high turbulence intensity (corresponding to u′/sL = 12), when
using the same ignition energy as in the laminar case. However, the study largely
focused on the effect of mixture stratifications on the flame kernel development,
with fixed size and duration of the energy deposit. No minimum ignition energy
was determined. Very recently, Patel and Chakraborty (2015) performed DNS of
turbulent ignition in homogeneous mixtures, using a model of energy deposit and
a single-step chemistry. Two equivalence ratios (φ = 0.8 and φ = 1) and different
turbulence conditions were investigated. The study aimed at characterizing the ef-
fect of the turbulence intensity u′ on the ignition energy, when varying the duration
and the size of the energy deposit. Results are consistent with previous observa-
tions: ignition energy increases for leaner equivalence ratio φ = 0.8, the increase of
turbulent velocity fluctuations may lead to misfire. But no comparison with experi-
mental data is made. Besides, the equivalence ratios considered in the study (φ = 1
and φ = 0.8) do not correspond to the very lean combustion regime where ignition
becomes critical in SI engines (φ < 0.7). The ignition study of Part III contributes
therefore to DNS class 4, investigating lean equivalence ratios, using different types
of kinetic schemes and comparing the simulation results to experimental data. How-
ever a certain number of issues must be first addressed in the laminar case, detailed
in the following section 3.1.2.

3.1.2 Simulation approach for the ignition study

In the present ignition study, ignition is modeled by adding a heat source term
Q̇ign(x, t) in the energy equation, as in the DNS class 3 described in section 3.1.1
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and reduced kinetics are used. This strategy is adopted because the long term
objective of the present work is to figure out if reduced chemistry with a simple
thermal energy deposit can be a valid choice for complex engine configurations.
The parameters of the heat source term are the total energy Eign distributed to the
gas, the radius r0 and the duration τdep of the deposit. The various hypothesis of
this type of ignition modeling are first listed. Then, results of previous simulations
are briefly discussed, as they motivated the parametric studies performed in Part
III (Chapter 8).

3.1.2.1 Hypothesis of the ignition approach

1. The plasma phase is not solved. Accordingly a low energy density deposit
should be used, to ensure low temperatures (typically around 2000 K) for
which a chemical description of the plasma is not required. In simulations,
the ignition energy Eign and the deposit radius r0 control the energy density
deposit and must be therefore correctly chosen, this aspect is discussed in
section 3.1.2.2.

2. The formation of the post-breakdown pressure wave is not accounted for. This
implies that the duration of the deposit τdep is longer than the characteristic
time of propagation of the pressure wave, which is of the order of magnitude
of the microsecond. This aspect is discussed in section 3.1.2.2.

3. Reduced kinetics are used: intermediate and radicals species are not accounted
for (simplified scheme) or only a part of them are described (skeletal or analyt-
ical scheme). Previous studies have shown that detailed kinetics are required
to correctly estimate the MIE: this issue is described in section 3.1.2.3.

4. The radicals pool is not represented: ignition is triggered only by thermal
energy. Sloane (1990) studied the effect of adding the initial ignition energy
as pure heat or as a combination of dissociation of the fuel and oxygen with
heat. The study demonstrates that accounting for the energy dissociation in
the total ignition energy has a limited effect on ignition. This aspect was not
further investigated in the present thesis.

5. The modeled energy deposit has a spherical shape, which implies that the
flame kernel is supposed to grow with a spherical form. Some previous studies
accounted for the initial cylindrical shape of the spark, but only in the case
of spark plug ignition with long electrical arc (Han et al., 2010). To our
knowledge, simulations of short duration of the laser induced spark type are
all performed with a spherical deposit.

3.1.2.2 Parameters of the energy deposit

The choice of the ignition parameters Eign, r0 and τdep must be compatible with
previous conclusions relatively to the choice of these parameters and their influence
on MIE prediction are described in the following.
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Energy density D = Eign/r
3
0. The energy density governs the temperature in the

ignition zone and must be limited to verify hypothesis 1. is no more verified. Prac-
tically, thermodynamics and kinetics of reduced schemes are valid only for a range
of temperature that is generally close to 2000 K. Such temperatures correspond to
a low energy density which is not representative of the physical energy deposit of
the breakdown. These are the reasons why in most ignition studies using an energy
deposit model, temperature observed in simulations can exceed 2000 K, some even
reaching 8000 K (Wang and Sibulkin, 1993). The present study follows this path.
However, to account for the fact that at high temperature the molecular diffusivity
µ and the thermal conductivity λ are not well predicted by standard laws such as
the Sutherland’s law, a high temperature law is used: D’Angola law (Capitelli et al.,
2001). In that case, coefficient µ is given by:

log(µ) = log

Ñ
ξ0(T ) +

5∑

j=1

ajσj(T )

é
+

10∑

j=6

ajσj(T ) (3.1)

where ξ0(T ) and σj(T ) are function of the temperature T . Fourier coefficient λ is
given by:

log(λ) = a0 +
6∑

j=1

ajσjlogT +
10∑

j=7

ajγjlogT (3.2)

where σj(T ) and γj(T ) are functions of the temperature T .

Deposit radius r0 Within the range of acceptable energy density values (re-
specting T < 8000 K within the ignition zone), MIE varies with the deposit ra-
dius r0 (Frendi and Sibulkin, 1990; Sloane and Ronney, 1992; Wang and Sibulkin,
1993). For instance, Sloane and Ronney computed the MIE of a stoichiometric
methane/air mixture for different deposit radius r0, using two different simplified
kinetics schemes, as shown in Fig. 3.3-right. The authors reported on the same
graph results obtained by Frendi and Sibulkin (1990), displayed in Fig. 3.3-left. Fi-
nally Fig. 8.4 presents results of Wang and Sibulkin (1993), showing the MIE values
they obtained as a function of the deposit radius r0, for a propane/air mixture.
These results, obtained for different fuels and different kinetic schemes, show a sim-
ilar trend: above a critical value of the deposit radius denoted r0,crit, MIE increases
with the volume of the energy deposit. For smaller radii (r0 < r0,crit), then MIE
seems to be quasi-constant.

Deposit duration τdep. Frendi and Sibulkin (1990) and more recently Han et al.
(2010) characterized the influence of the deposit duration τdep on MIE, when using
a model of energy deposit. Frendi and Sibulkin (1990) determined the MIE of
a stoichiometric methane/air mixture for different values of deposit duration τdep,
keeping the value of the deposit radius r0 constant, and using a one-step chemistry.
Authors used two different sets of conservation equations in 1D spherical coordinates:

• (i) a set denoted constant pressure model where the pressure p is set constant
and uniform.

• (ii) a set denoted variable pressure model corresponding to the classical balance
equations described in 1.1.1.
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Figure 3.3: Figures from Sloane and Ronney (1992): MIE as a function of the energy
deposit radius r0. Atmospheric conditions. Filled symbols correspond to successful
ignition and open symbols correspond to unsuccessful ignition. Left: symbols: re-
sults of Sloane and Ronney, solid line: results of Frendi and Sibulkin (1990). Right:
results of Sloane and Ronney, using two different one-step kinetic scheme.

r0 (mm)

τdep

~r0,crit

Figure 3.4: MIE as a function of the energy deposit radius r0, according to Wang
and Sibulkin (1993). Atmospheric conditions. Kinetic scheme: Jones and Lindstedt
(1988).

The results of the calculations of Frendi and Sibulkin are presented in Fig. 3.5:
values of MIE obtained using the constant pressure model and the variable pressure
model are displayed against the deposit duration τdep, showing that:

• when τdep < τ1, with τ1 ∼ 2 µs as indicated in Fig. 3.5, the MIE predicted by
the variable pressure model is larger than the MIE predicted by the constant
pressure model, while when τdep > τ1, both models predict similar values. This
is due to the fact that when the power density becomes important enough
(corresponding in that case to a duration τdep < 2 µs), a significant pressure
wave is formed, dissipating a part of the deposited energy Eign. Accordingly,
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the temperature reached in the ignition zone using the variable pressure model
is lower than the one obtained using the constant pressure model. Therefore,
more energy is required to ignite with the variable pressure model.

• When τdep > τ1, both models predict similar MIE values: as the power density
becomes less important, the pressure rise is not significant anymore. The
totality of the deposited energy Eign remains in form of a thermal heat, both
for the constant pressure model and for the variable pressure model. Note that
the time τ1 found by the authors is consistent with the characteristic time of
the pressure wave propagation observed in experimental studies (Kono et al.,
1989; Bradley et al., 2004).

• when τdep > τ2, with τ2 ∼ 100 µs, MIE increases with τdep. Authors explain this
finding by a more important contribution of the diffusion heat losses which can
compete with the heat release during the energy deposit. Accordingly, more
energy must be deposited to ignite.

According to these observations, to respect hypothesis 2 (pressure wave propagation
is not accounted for), the deposit duration should be chosen longer than 5 µs.
Also, when modeling a short-duration spark ignition, the deposit duration should
be shorter than 100 µs because otherwise diffusion effects during the energy deposit
phase become significant, which is not representative of a physical ignition.

τ1 τcrit

dep

2

Figure 3.5: Minimum ignition energy (line) as a function of the deposit duration
τdep, using the variable pressure model (plain line) and the constant pressure model
(dashed line). Filled symbols correspond to successful ignition and open symbols
correspond to unsuccessful ignition. Stoichiometric methane/air mixture. Figure
from Frendi and Sibulkin (1990).
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3.1.2.3 Choice of the kinetics

Simplified schemes recovering the laminar flame speed over a certain range of con-
ditions cannot accurately describe other phenomena, in particular auto-ignition,
curvature effects or differential diffusion effects. Besides radicals and intermediate
species are not described. Simplified schemes may be therefore insufficient to de-
scribe ignition.
To evidence this aspect, Sloane and Ronney (1992) determined the MIE of a stoichio-
metric methane/air mixture using a detailed mechanism and compared the values
to the ones obtained using a simplified scheme. Results are displayed in Fig. 3.6.
Discrepancies of MIE prediction vary according to the size of the energy deposit r0:
when the deposit radius is smaller than a certain value (r0 < 0.3 mm), the MIE
predicted using simplified chemistry is 20 times smaller than the MIE predicted
using detailed chemistry, while for larger deposit radii (r0 > 0.3 mm), MIE val-
ues obtained using the simplified and detailed chemistry are of the same order of
magnitude. Sloane and Ronney explain these observations as follows:

• when r0 < 0.3 mm, the characteristic diffusion time τdiff , defined as τdiff =
r20/Dtherm, is small enough for diffusive heat losses to compete with the heat
released by the combustion reactions during the energy deposit. When this
competition occurs, if the heat release is not significant enough to balance the
decrease of the temperature due to heat losses during the energy deposit, then
no ignition takes place. Because the detailed scheme describes the formation
of a thermal radicals pool, the temperature observed during the ignition using
detailed chemistry is much lower that the temperature during ignition obtained
using the simplified scheme, which is exothermic: see Fig. 3.7, comparing
radial profiles of temperature during the energy deposit for a given set of
parameters (Eign, r0, τdep), for the detailed chemistry (right) and the simplified
chemistry (left). From there, authors conclude that more energy is required
to successfully ignite using the detailed kinetic scheme. The description of
radicals in the detailed scheme results in the high discrepancy between the
auto-ignition delay τai of the detailed scheme and the ones of the simplified
scheme, as evidenced in Table 3.1.

• when r0 > 0.3mm, that is for larger energy deposit, the characteristic diffusion
time τdiff is longer. Accordingly, authors conclude that there is no competition
between the heat diffusion and the heat release during the energy deposit phase
and both kinetic mechanisms predict the same order of magnitude of MIE, even
though auto-ignition delays are very different.

Based on their analysis, Sloane and Ronney recommend to use kinetic schemes pre-
dicting both the correct laminar flame speed and auto-ignition delays. As explained,
detailed kinetics cannot be used to describe ignition in complex configurations (sec-
tion 1.1.5). However the recent category of analytical schemes corresponds to the
above prescription of Sloane and Ronney, as these schemes can reproduce both the
correct laminar flame speed and auto-ignition delays, over a certain range of pres-
sure, temperature and equivalence ratio conditions, while keeping affordable CPU
costs. These conclusions motivated the choice to compare a simplified and an ana-
lytical scheme in the ignition study.
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CH4/air φ = 1

τdep = 27.5 μs

simplified 

kinetic

detailed kinetic

Figure 3.6: MIE as a function of the energy deposit radius r0. Open circles: ignition
occurred, filled circles: ignition did not occur. Symbols: results obtained by Sloane
and Ronney (1992) using the detailed kinetic scheme of Sloane (1989). Solid line:
results of Frendi and Sibulkin (1990) using the simplified kinetic scheme of Coffee
et al. (1983)

τdep = 27.5 μs

Eign = 21.4 μJ

r0 = 0.17 mm  

CH4/air  φ = 1

Figure 3.7: Temperature as a function of the radial coordinate r, at different
instants of the energy deposit. Left: Simplified kinetic scheme of Coffee et al.
(1983) (leading to successful ignition). Right: detailed kinetic scheme of Sloane
(1989) (leading to ignition failure). Same ignition parameters in both cases. Study
of Sloane and Ronney (1992).
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Auto-ignition delays τai (µs) for φ = 1

Kinetic scheme Ti = 2222 K Ti = 2000 K Ti = 1500 K

Detailed 18.9 54.9 1500

Simplified 0.17 0.18 1.1

Table 3.1: Auto-ignition delays calculated in Sloane and Ronney (1992) for the
detailed kinetic scheme of Sloane (1989) and the simplified kinetic scheme of Coffee
et al. (1983) .

3.2 Modeling spark plug ignition with LES

Following sections present the actual LES ignition models of the FSD and TF-LES
approaches.

3.2.1 Introduction to the LES ignition modeling

Figure 3.8 recalls the chain of the main physical events related to the spark formation
which are not accounted for or modeled in LES, stressing out the difficulty to relate
the input energy Eign to the available experimental data (energy of the ignition
device Edevice). The exact locations and time distribution of the energy Eign cannot
be provided with details to the LES. But it will be shown in section 3.2.2 that
Eign can nevertheless be estimated from Edevice using a 0D model, and also how
the energy Eign can be distributed in time with reasonable approximations. Then,
sections 3.2.3 and 3.2.4 explain how, from the knowledge of Eign(t), combustion can
be initiated and the flame kernel growth is predicted, using respectively the FSD
approach and the TF-LES approach. It will be explained in particular that, the
initial flame kernel being very small (in fact, smaller than the combustion filter size
∆ or than the thickened laminar flame thickness FδL), a specific treatment of the
reaction rate is required, until the kernel has reached a certain size. Pros and cons
of each approach will be discussed and the need of improving the modeling tools of
ignition justified.

3.2.2 Estimation of the energy Eign

Laser-induced spark ignition case As explained in section 2.2, an important
part of the energy deposited during the breakdown is lost by the propagation of the
shock wave (≈ 85% according to Bradley et al. (2004)). Therefore, the energy Eign
is usually estimated as 15% of the energy of the Laser Edevice.

Spark plug ignition case In that case, a model of electrical circuit, such as the
one proposed by Duclos and Colin (2001) is used to predict Eign(t). The elec-
trical ignition circuit of the model is presented in Fig. 3.9. The inputs of the
model are: the secondary inductance Ls, the secondary resistance Rs and the en-
ergy stored in the secondary inductance Es. Experiments providing only the pri-
mary inductance value Lp, Es is usually estimated following Verhoeven (1997) as
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energy transfered 

to the spark: Espk

thermal energy serving to 

the combustion: Eign

Losses: 

- conduction losses 

at electrodes (Spark 

plug ignition)

- thermal losses, 

radiation losses...

input of the 

LES

ignition 

device:

Edevice

measured

data

spark formation if 

breakdown:

 Edevice>Ebkd

Losses:

shock wave 

propagation

Figure 3.8: Sketch illustrating the chain of events, from the energy deposited by the
ignition device (Edevice) to the thermal energy input used in the LES (Eign. Spark
plug ignition case.)

Figure 3.9: Simplified electrical ignition circuit of the AKTIM model. Figure from
Truffin (2006).

Es = 0.6Emag,prim, where Emag,prim is the energy stored in the primary inductance
given by Emag,prim = 1/2Lpi

2
p. Lp is the primary inductance and ip the primary cur-

rent, which can be determined by experimental measurements. Then, the electrical
circuit model predicts the temporal distribution of the thermal energy transferred
to the gas Eign(t) during the spark plug ignition. 2 stages may be distinguished:

1. A first stage accounts for the voltage rise to the breakdown voltage Vbd. The
voltage rise in the simulation lasts a few µs. Vbd is calculated using Pashen’s
law (Reinmann and Saitzkoff, 1998). If the voltage reaches Vbd, then a spark is
formed and the energy released by the breakdown Ebd is estimated according
to:

Ebd =
1

2
cpV

2
bd (3.3)

where cp is a capacity extrapolated from experimental measurements of Ebd
and Vbd.

2. A second stage predicts the energy transfer during the glow phase. During
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this phase, the total fall voltage between the electrodes can be written such
as:

Vspk(t) = Vcf + Vaf + Vgc(t) (3.4)

Vcf and Vaf are the cathode and anode voltage falls given by Kim and Anderson
(1995). Vgc is the voltage in the gas column along the spark path and it is
given, according to Kim and Anderson by:

Vgc = c1lspki
c2
s p

c3 (3.5)

lspk is the spark length, is the current in the secondary circuit and p the average
pressure in the vicinity of the spark channel. c1, c2 and c3 are model constants.
The secondary current is is calculated from:

is =

√
2Es
Ls

(3.6)

Es is the electrical energy of the secondary circuit, calculated according the
classical law:

dEs(t)

dt
= −Rsi

2
s(t)− Vspkis(t) (3.7)

The first right-hand side term represents the dissipation of electrical energy
by Joule effect, where Rs is the secondary circuit total resistance. The second
term represents the dissipation of energy between the electrodes.
The spark lasts until Es(t) = 0.

Finally, the energy Eign(t) which serves to combustion is given by:

1. At spark timing (denoted tspk), when the voltage V reaches the breakdown
value Vbd, the input ignition energy Eign is estimated from the breakdown
energy Ebd such as (Verhoeven, 1997):

Eign = 0.6Ebd (3.8)

The 0.6 factor accounts for losses during the breakdown and the arc phase,
including losses to electrodes by conduction, by the pressure wave and by
radiation.

2. During the glow phase, Eign is estimated according to (Verhoeven, 1997):

dEign(t)

dt
= Vgcis(t)exp

Ç
− d

2lspk

å
(3.9)

d represents the diameter of the electrode. The exponential term accounts for
the thermal losses of the arc at the electrodes. These losses increase with the
diameter d of the electrode and decrease with the elongation of the arc.

3.2.3 Ignition modeling with the FSD approach

In the FSD approach, the flame surface needs to be initialized, practically by a
deposit of burned gases. Then, the flame kernel is filtered with a combustion filter
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Figure 3.10: scheme of the real flame kernel and of the filtered flame kernel at
ignition time tign (left) and at the transition time to the fully established filtered
flame front tign +∆t (right)

of size ∆ (section 1.3.1.2). The burned gases radius rbg of the flame kernel of volume
Vbg is introduced and defined by:

Vbg =
4

3
πr3bg =

ˆ

Ω
c dV (3.10)

If the burned gases radius rbg of the initial real flame kernel is smaller than the
combustion filter width (rbg < ∆), then c̃(t) < 1, as illustrated in Fig. 3.10-left.
Accordingly, the flame front is not fully established at scale ∆ and the flame surface
Σ entering the reaction rate cannot be estimated using the standard propagation
models presented in section 1.3.1: the gradient based definition Σ = Ξ∆|∇c| can-
not be used). Specific models are required, denoted ignition model, such as the
AKTIMeuler model proposed by Richard et al. (2007) or the transport equation
ISSIM model proposed by Colin and Truffin (2011). These LES combustion sub-
models are called ignition models in the sense that they provide a closure for the
reaction rate during the early instants of the kernel development, that is until the
filtered flame front is fully established at scale ∆, corresponding to the condition:
max(c̃)(t) = 1 (instant tign + ∆t in Fig. 3.10-right). This means that when using
the FSD approach to predict ignition, 3 stages of modeling are required:

1. Stage 1 Estimation of the energy Eign that serves to combustion (see previous
section 3.2.2).

2. Stage 2 Deposit of initial burned gases, according to 0D criteria, described in
section 3.2.3.1.

3. Stage 3 Growth of the flame kernel modeled by the AKTIMeuler or the ISSIM
model, until the flame kernel has a size close to the combustion filter size ∆.
(The size ∆ can be much larger than the critical size of the flame kernel defined
in Chapter 2, section 2.3.1), described in section 3.2.3.2.

3.2.3.1 Deposit of the initial burned gases

The flame kernel is initialized by an instantaneous deposit of burned gases, when
Eign(t) (predicted by the electrical circuit model presented in section 3.2.2) reaches
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a critical value, denoted Ecrit(t). The corresponding timing is denoted tign, such
as Eign(tign) = Ecrit(tign), where Ecrit(t) is given following the studies of Adelman
(1981):

Ecrit(t) =
γ

γ − 1
lspk(t)p(t)πδ

2
L (3.11)

Note that this expression is very similar to expression (2.3) proposed by Ballal and
Lefebvre (1974), representing the energy required to heat and expand the kernel
to the critical radius. Adelman assumes that the kernel has a cylindrical shape of
length lspk, instead of a spherical shape.
When criterion (3.11) is satisfied (instant tign) a mass of burned gases mign

bg is de-
posited in the vicinity of the spark plug, in the critical ignition cylinder of radius δL
and of length lspk, such as:

mign
bg = 〈ρulspk4πδ2L〉 (3.12)

Brackets < > refers to an average in the spark plug vicinity. From the initial
burned gases mass mign

bg , an initial burned gases volume is deduced. Its initial radius
is denoted rign and is chosen in practice close to ∆. The initial cign profile is then
determined, according to:

cign(x, tign) = c0 exp

Ç
−
Åx− xspk

0.6∆

ã2å
(3.13)

The form of the initial cign profil is chosen so that the gradient of c is not too stiff,
to enable a correct numerical resolution. The initial profile thickness is in practice
close to the combustion filter ∆. c0 is calculated to verify:

ˆ

Ω
ρbcign dV = mign

bg (3.14)

3.2.3.2 Growth of the flame kernel by AKTIM and ISSIM models

AKTIMEuler ignition model: it is is based on a 0D concept. During the
ignition period, the reaction rate ω̇c,ign is written using an algebraic closure similar
to the one used in the algebraic model of Boger et al.:

ω̇c,ign = ρusLΞignαAc̃(1− c̃) (3.15)

The coefficient αA is determined so that the total laminar flame surface equals the
laminar flame surface Sm (Eq. 3.17). To account for the sgs wrinkling, the final
reaction rate expression includes a wrinkling factor Ξign that needs to be defined.
Some definitions are first introduced. Sm, surface of the equivalent sphere of radius
rbg is given by:

Sm = 4πr2bg (3.16)

The following condition on α can be now introduced, that imposes the filtered flame
kernel to grow as the equivalent spherical flame kernel :

ˆ

Ω
αAc̃(1− c̃)dV = Sm (3.17)

It is assumed during the kernel growth that, although the flame kernel is wrinkled
by turbulence structures, a global spherical shape is kept. This assumption is valid
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only for short electrical arcs, as in Fig. 2.8. For long electrical arcs, as in Fig. 2.7,
this simplified approach is not adapted.
The global wrinkling Ξign is illustrated in Fig. 3.11 and defined such as:

Stot = SmΞign (3.18)

Figure 3.11: sketch illustrating the wrinkled flame kernel, showing Stot (plain line),
Sm (dotted line). Richard (2005).

During the ignition phase, the wrinkling Ξign is separated in a resolved wrinkling
contribution Ξres, corresponding to the wrinkling of the resolved flame front, and
a sub-grid contribution Ξsgs, corresponding to the wrinkling information lost by to
the filtering operation:

Ξign = ΞresΞsgs (3.19)

Ξres is calculated based on the resolved front information and Ξsgs follows a 0D
transport equation, details may be found in Richard (2005); Richard et al. (2007).

The AKTIMeuler ignition model presents some drawbacks to describe complex
ignition cases. In the case of long electrical arcs, the flame is not spherical and the
approach cannot correctly estimate the growth of the flame kernel. Besides, the
0D description of the sub-grid wrinkling can only be applied to moderate wrinkling
situations. Finally, the AKTIMeuler model cannot describe multi-sparks ignition
because the kernel growth rate is based on integral quantities. The ISSIM model
(Colin and Truffin, 2011), using a transport equation, enables to describe the growth
of the flame kernel in multi-spark ignition and to improve the description of tur-
bulent ignition, thus solving a part of the modeling issues of the AKTIMeuler model.

ISSIM ignition model The reaction rate of the progress variable is modified
according to:

ω̇c = max
Å
ρusLΣ, ρb

cign − c

dt

ã
(3.20)

where dt is the time-step of the computation. With this closure, the value cign
(corresponding to the mass of burned gases mign

bg deposited) can be imposed and

pre-existing flame kernels are also accounted for (via the term ρusLΣ). To describe
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the formation of a new flame kernel, a source term ω̇
ign

Σ is added in the FSD balance
equation (1.61), defined such as:

ω̇
ign

Σ = max

(
Σign −Σ

dt
, 0

)
(3.21)

where Σign recovers the surface of the equivalent sphere containing the volume of
deposited burned gases mign

bg .
Because the flame front is not fully established during ignition (e.g. max(c̃) < 1),
the resolved contribution Cres + Sres + Pres in the FSD transport Eq. (1.61), as
formulated respectively in Eqs. (1.65), (1.62) and (1.64), is not correct and must be
modified. To do so, the flame kernel is locally assumed as a sphere of radius rb and
of surface Stot = 4π(rb)

2Ξ∆. Then, the rate of growth of the local sphere of radius
rb is given by:

drb
dt

= (1 + τ)Ξ∆sL (3.22)

where τ is the expansion ratio (τ = ρu/ρb − 1). Replacing Stot in Eq. (3.22) gives:

1

Stot

dStot
dt

=
1

Ξ∆

dΞ∆
dt

︸ ︷︷ ︸
turbulent stretch

+
2

rb
(1 + τ)Ξ∆sL

︸ ︷︷ ︸
curvature stretch

. (3.23)

In Eq. (3.23), the turbulent stretch term is already modeled by terms Csgs+ Ssgs in
the FSD transport equation (1.61). The stretch term due to curvature must be then
added in the FSD transport equation. Accordingly, the modified FSD transport
equation is written as:

∂Σ

∂t
= Tres + Tsgs + Ssgs + αCsgs + αPres+

α(Cres + Sres) + (1− α)
2

rb
(1 + τ)Ξ∆sL + ω̇ignΣ (3.24)

Coefficient α tracks the instant when the flame front becomes established at scale
∆: α becomes equal to unity when max(c̃) becomes equal to unity. In that case, rb
is close to ∆ (see Fig. 3.10) and α is thus defined according to:

α =
1

2

ñ
1 + tanh

Ç
rb/∆− 0.75

0.15

åô
(3.25)

To enable the description of multi-spark ignitions, the radius rb is not defined by a
global relation like in the AKTIMEuler model (see Eq. (3.10)), but via a transport
equation. rb is not directly transported, the quantity ψ is, defined by:

ρΨ = ρc̃
2

rb
(3.26)

The balance equation for Ψ reads (see Colin and Truffin (2011) for details):

ρ
∂Ψ

∂t
= −∇.(ρũΨ) +∇.

Ç
σcνt,∆
Sct

∇Ψ
å
− (1 + τ)

1

rb
Ξ∆sLρΨ+

2

rb
ω̇c + ω̇

ign

Ψ (3.27)
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In Eq. (3.27), the source term ω̇
ign

Ψ accounts for the creation of the flame kernel,
which formulation is similar as in Eq. (3.21) and is given by:

ω̇
ign

Ψ = max

Ç
2ρb/(ρrb)cign − ρΨ

dt
, 0

å
(3.28)

To close the sgs wrinkling factor Ξ∆,Colin and Truffin (2011) first assumed a moder-
ately wrinkled kernel and henceΞ∆ = 1. Robert et al. (2015) proposed an expression
for Ξ∆ accounting for higher turbulence cases. But describing with accuracy the
evolution of the wrinkling during the ignition phase with high turbulence intensity
remains very delicate. However, the use of the transport equation (3.27) leads to
major improvements:

• Multi-spark ignition (for instance in case of restrike or multi-spark ignition
devices) for which multi-flame kernel are formed, can be described.

• An initial wrinkling can be accounted for: for instance, in the case of long
duration and long electric arc cases, the initial flame kernel not being spherical
but having a cylindrical shape, an initial wrinkling, corresponding to a form
factor, can be then introduced.

3.2.3.3 Conclusions on flame surface density ignition models

In this section, limitations of the flame surface density approach to predict criti-
cal ignition cases (lean equivalence ratio, high turbulence intensity, inhomogeneous
mixtures) are stressed out.
The kernel growth in high intensity turbulence cannot be well described because
of the local sphericity assumption and because of the delicate closure of the sgs
wrinkling. Besides, a very important limitation for the ignition prediction, if not
the most important, concerns the deposit of the initial burned gases (section 3.2.3).
The correlation of Adelman (3.11) is clearly not sufficient to predict with accuracy
if ignition takes place or not. Main reasons are listed below:

• Even if the notion of critical ignition volume was investigated in numerous
studies and even if the minimum ignition energy was found to vary with the
laminar flame thickness, the exact relation between critical ignition energy and
laminar flame thickness is uncertain. Besides, 0D correlations are based on the
planar laminar flame thickness δL although during ignition the flame front is
not established. Accordingly, the correlation of Adelman (3.11) (or any similar
0D criterion) can reproduce the correct trend regarding the variation of the
equivalence ratio, but it cannot be quantitative.

• The flame kernel is assumed cylindrical, therefore the criterion does not ac-
count for the possible elongation of the arc by the flow.

• Effects of turbulence - even without considering the effect of the elongation
of the arc, see the description of the ignition regimes in section 2.3.2) - on
the estimation of ignition energy are not accounted for, since the Adelman
criterion is based on laminar ignition considerations.
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• In the case of a direct injection engine, the local equivalence ratio may vary a
lot in the vicinity of the spark plug. Ignition does not take place everywhere
as assumed in the above models but at certain locations favorable to ignition
(Dahms et al., 2009). This behavior cannot be captured by the correlation
because only homogenous mixtures are considered.

• The mass of deposited burned gases is also based on a correlation (see Eq. (3.12)),
so that there is no physical relation between the ignition energy and the amount
of burned gases.

All these reasons explain why, to simulate complex ignition cases a kinetic approach
(such as the class 3 of DNS described in section 3.1.2 or the ignition model of the
TF-LES approach described in next section 3.2.4) should be preferred. Effects of
lean equivalence ratio, high turbulence intensity, two-phase flow on the ignition can
be directly accounted for, since the reaction rate is closed using Arrhenius laws.

3.2.4 Ignition modeling with the TF-LES approach: Energy
Deposit model

In the Energy Deposit (ED) model proposed by Lacaze et al. (2009), ignition is ex-
actly modeled as in the DNS class 3 (see section 3.1.2): a heat source term Q̇ign(X, t)
is added in the energy equation. Until the flame kernel reaches a certain size, the
thickening factor F is set equal to unity, e.g. the flame front is fully resolved, which
implies to use a mesh with the appropriate resolution. A strategy was proposed by
Thobois (2006) and used by Enaux et al. (2011); Granet et al. (2012) in SI engine
configurations, determining when the thickening factor could be activated.

3.2.4.1 Formulation of the heat source term Q̇ign(X, t)

Laser-induced spark ignition case The Energy Deposit model was originally
dedicated to simulate Laser-induced spark ignition. Lacaze et al. (2009) write a
volumetric Gaussian source term in space and time such as:

Q̇ign(X, t) =
Eign

4π2σ3
rσt

exp

(
−1

2

Ç
r −X0

σr

å2
)
exp

(
−1

2

Ç
t− t0
σt

å2
)

(3.29)

where Eign is the total amount of deposited energy, X0 the coordinates vector of the
center of the deposit, t0 the initial timing of the deposit. σr and σt control the size
and the duration of the deposit, as introduced by Lacaze et al.:

σr =
r0

2
»
ln(10)

(3.30)

and

σt =
τdep

4
»
ln(10)

(3.31)

r0 is the radius and τdep the duration of the deposit. The constant 4
»
ln(10) ensures

that 99% of the input energy Eign is deposited in a duration τdep and in a zone of
width d0.
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Adaptations of the ED model to spark plug ignition cases The ED model
was coupled to the electrical circuit model described in section 3.2.2 (Truffin, 2006).
In this case Q̇(X0, t) reads:

Q̇(X0, t) =
Eign(t)

(2π)3/2σ3
rdt

exp

(
−1

2

Ç
r −X0

σr

å2
)

(3.32)

with dt the time-step of the simulation and Eign(t) given by the electrical circuit
model of Duclos and Colin (2001) described in section 3.2.2.

3.2.4.2 Early instants of the growth of the flame kernel

Thickening is not applied in the energy deposit zone and this, until the flame kernel
has reached a certain size. Indeed, if the flame kernel were thickened by a factor F ,
then the MIE would be multiplied at least by F 3 (since MIE would be proportional
in that case to (FδL)

3 according to Eq. (2.3)). Accordingly, the estimation of the
MIE and the size of the initial flame kernel if applying a thickening factor above
unity are not physical. It would be recommended to apply the thickening factor
only once the flame kernel is self-propagating.
The constraint F = 1 implies the use of a very refined mesh satisfying at least
∆x = δL/nres in the vicinity of the spark plug, which is today not affordable in SI
engines.

3.3 Motivations for the ignition study of Part III

To enable a direct description of ignition, the ED ignition model is used, setting
the thickening factor to unity. Indeed in that case combustion initiation and flame
kernel growth are predicted by kinetics (directly using Arrhenius laws) and thermal
diffusion. There is a direct relation between the amount of deposited energy Eign
and the mass of the resulting burned gases. Also, the flame kernel is fully resolved
during the growth phase. This is not the case when using the FSD approach (section
3.2.3).
However, using the ED model to predict critical ignition cases (low laminar flame
speed, high turbulence intensity) requires additional studies. To our knowledge, no
attempts has been done so far to demonstrate the ability of the approach ”model for
the spark energy deposit combined to reduced kinetics” to predict the correct amount
of ignition energy in critical conditions (section 3.1.1), nor to capture the transition
in the ignition regimes, as evidenced in the experiments of Shy et al. (2008) or Cardin
et al. (2013) (see Fig. 2.16 and 2.17). The objective of the present ignition study is
therefore to determine the ignition parameters and the type of kinetic mechanisms,
enabling an accurate prediction of the ignition energy in the laminar and different
turbulent regimes experimentally characterized by Cardin et al.. Even though the
study uses Laser-induced spark ignition experimental data, the modeling tools and
the conclusions are the same for electric spark ignition cases:

• as pointed out in section 2.2, ignition regimes correspond to an universal phe-
nomenon, which have been observed by different authors, in different configu-
rations, using different ignition devices (Laser and spark plug ignition devices).
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• the ED model can be used whether to simulate Laser-induced spark ignitions
or very short spark plug ignitions. The spark energy deposit is modeled by
a thermal energy deposit, accordingly the nature of the spark (Laser-induced
spark or electric spark) is by construction not accounted for in simulations.

The study aims at bringing new elements on the understanding of the modeling of
the ignition, considering only a short and localized energy deposit, in a lean premixed
mixture. This represents a first step towards the understanding of more complex
ignition cases: long duration electric spark, ignition in inhomogeneous mixtures.
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Introduction to Part II

As explained in section 1.3.5, modeling the sub-grid scale wrinkling factor in spark
ignition engines is delicate: algebraic wrinkling closures are not adequate to describe
the out-of-equilibrium flame kernel development. These closures are derived under
the flame turbulence equilibrium assumption, which is not verified during the tran-
sient growth of the flame kernel: possibly quasi laminar during the first instants
after spark ignition, the flame kernel is then progressively wrinkled by turbulence as
it grows. In recent works (Wang et al., 2011, 2012; Schmitt et al., 2013, 2014; Vey-
nante and Moureau, 2015; Mercier et al., 2015; Hosseinzadeh et al., 2015), a dynamic
wrinkling closure, that determines the a priori unknown parameter of algebraic sgs
wrinkling closure from the resolved fields, was successful employed to predict the
progressive wrinkling of the flame by the turbulence. The method was implemented
to be used in complex configurations requiring unstructured meshes and massively
parallel calculations. According to these previous results, the dynamic wrinkling
model is a promising method to describe the out-of-equilibrium flame development
in SI engines configurations. It represents also an interesting alternative to the use
of a transport equation for the flame surface density, which sgs closures are delicate
to derive and require the adjustment of model parameter according to the level of
turbulence intensity. The present part is therefore dedicated to the evaluation of the
dynamic wrinkling in a SI engine configuration, as it was never applied so far to this
kind of configuration. The specificities of SI engines configurations have revealed
unphysical behavior of the dynamic model, requiring modifications prior to its use
in such configurations.
This part is therefore organized in two chapters:

• Chapter 4 describes the additional studies and modifications of the dynamic
wrinkling model.

• Chapter 5 validates the modified formulation of the dynamic model in the SI
engine configuration. Several LES cycles were performed. Results obtained
using the modified dynamic model are compared against experimental results
and results of reference simulations performed with the ECFM-LES model,
that use a transport equation for the flame surface density.
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Chapter 4

Formulation of a dynamic
wrinkling model adapted to SI
engines configurations
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The present study follows the work of Wang et al. (2012), who successfully repro-
duced the transient growth of the flame kernel in a decaying homogeneous isotropic
turbulence, coupling the dynamic wrinkling model to the propagation model of Boger
et al. (1998). Section 4.1 presents thus the dynamic wrinkling model as formulated
by Wang et al.. Next sections are dedicated to the analysis of the dynamic model
on issues specific to SI engines: the coupling of the dynamic wrinkling model with
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the ignition model is discussed in section 4.2, the propagation of a laminar spher-
ical flame is analyzed in section 4.3. Section 4.4 deals with the interactions of the
flame front with the boundary of the computational domain and finally section 4.5
is dedicated to flame front interactions that occur when the flame is very wrinkled.

4.1 Dynamic wrinkling model of Wang et al. (2012)

Wang et al. (2012) base their study on the dynamic formulation proposed by Charlette
et al. (2002b). Wang et al. apply a dynamic procedure on the following fractal clo-
sure of the sgs wrinkling (see also Eq.(1.80)):

Ξ∆ =

Ç
∆

δc

åβ
(4.1)

where δc is the inner cut-off scale of the flame front wrinkling (Gülder and Small-
wood, 1995). Following the approach of Germano (1992), the unknown parameter,
exponent β, is obtained by calculating in two different manners the reaction rate at
a scale larger than the combustion filter scale ∆. To do so, Charlette et al. introduce

a test-filter, denoted
︷︸︸︷
∆ , which size is equal or larger than the combustion filter ∆:

︷︸︸︷
∆ = αt∆ with αt ≥ 1 (4.2)

Wang et al. (2012) use a Gaussian filter operator for the test-filtering operation,
following the method proposed by Moureau et al. (2011) (see Annexe 9.4). When

convoluting filters ∆ and
︷︸︸︷
∆ , assuming the two filters are Gaussian filtering oper-

ators, a Gaussian filtering operator, denoted “∆ (effective filter) is obtained:

“∆ = γ∆ =

…
∆2 +

︷︸︸︷
∆

2

with γ ≥ 1 (4.3)

The following notations are also introduced:

• q̂: the Reynolds filtered variable at scale “∆, defined such as: q̂ =
︷︸︸︷
q .

•
˜̃q: the Favre filtered variable at scale “∆, defined such as:

︷︸︸︷
ρq̃ = ρ̂˜̃q.

•

︷︸︸︷
Q : any Q quantity filtered using the test-filter

︷︸︸︷
∆

The ”Germano-like” identity proposed by Charlette et al. expresses that the re-
action rate averaged over a given domain (operator <>) is identical when directly
estimating the model at the effective scale “∆ (LHS) or by test-filtering the resolved
reaction rate (RHS): ≠

ω̇“∆(˜̃q)
∑
=

Æ︷ ︸︸ ︷
ω̇∆(q̃)

∏
(4.4)

Note that Eq. (4.4) is not locally verified because writing a local identity supposes
that the shape of the reaction rate is the same at scale ∆ and “∆, which is not the
case. Operator <> is a spatial averaging operator. (Practically, the averaging op-
eration is performed using the same method as for the test-filter operation.)
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To dynamically determine exponent β, Wang et al. propose to close the reaction
rate using the generalized flame surface density (Boger et al., 1998):

ω̇∆(c̃) = ρusLΣ = ρusLΞ∆|∇c| (4.5)

Eq. (4.4) is then recast as:

〈Ξ“∆|∇ĉ|〉 = 〈
︷ ︸︸ ︷
Ξ∆|∇c|〉 (4.6)

Relation (4.6) recovers Ξ∆ = 1 = Ξ“∆ for laminar planar flame. This is not the

case when using the Boger et al. algebraic expression or the Arrhenius form for the
reaction rate, because the shape of the profiles are not conserved in the filtering
operations (Wang et al., 2012; Veynante and Moureau, 2015).
Exponent β is finally recast as:

β ≈
log

Ç
〈
︷ ︸︸ ︷
|∇c̃|〉/〈|∇ˆ̃c|〉

å

log(γ)
(4.7)

The expression of exponent β provided by Eq. (4.7) will be denoted in the fol-
lowing local formulation. If averaging over the whole calculation domain, a global
formulation is obtained for β, which reads in that case:

β =

log

Ü
ˆ

Ω

︷ ︸︸ ︷
|∇c̃| dV/

ˆ

Ω

|∇ˆ̃c|dV

ê

log(γ)
(4.8)

Using this formulation, the dynamic wrinkling model verifies:

• The wrinkling factor Ξ∆ always above unity: ∆ > δc.

• The laminar degenerescence in the planar flame case: the formulation of ex-
ponent β (4.7) ensures that a unity wrinkling factor Ξ∆ is recovered because
in that case exponent β is equal to zero. Indeed, for 1D flames, operators
norm, derivative and test-filter commute, so that Eq. (4.9) leading to β = 0
is verified: ∣∣∣∣∣∣

∂ˆ̃c

∂x

∣∣∣∣∣∣
=

︷ ︸︸ ︷∣∣∣∣∣
∂c̃

∂x

∣∣∣∣∣ (4.9)

• The degenerescence towards the DNS: then ∆ ≪ δc and the sgs wrinkling
factor Ξ∆ tends toward unity.

4.2 Coupling of the dynamic wrinkling model with

the ignition model

FSD ignition models, AKTIMEuler and ISSIM, were presented in section 3.2.3.2.
Note that the ISSIM model is derived for the FSD transport model, therefore it is not
adapted for a coupling with the algebraic model of Boger et al.. Only the algebraic
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AKTIMEuler ignition model is considered for the coupling with the model of Boger
and the dynamic wrinkling model. The coupling between the AKTIMEuler ignition
model and the model of Boger et al. was explained in section 3.2.3: the ignition
model is used until the filtered progress variable c̃ reaches unity, that is when the
flame front is fully established at scale ∆. Then the propagation model of Boger
et al. can be used. This coupling condition is modified when using the dynamic
wrinkling model (section 4.2.1). Practical consequences of this modifications in SI
engine simulations are discussed in section 4.2.2.

4.2.1 Definition of the coupling criterion

t = spark timing

t = transition from

unresolved to fully

resolved flame front

(a)

(b)

(c)
t = flame front fully 

established at scale 

Δ

 scale Δ

^

Figure 4.1: sketch of the profil of the progress variable c, c̃ and ˆ̃c for three different
size of a laminar spherical flame kernel. (a): flame kernel but smaller than the
combustion filter size∆. (b) flame kernel larger than∆ but smaller than the effective
filter size “∆. (c) flame kernel larger than the effective filter size.

When using the dynamic wrinkling model, flame surfaces defined at scale “∆,

|∇ˆ̃c| and
︷ ︸︸ ︷
|∇c̃|, must be estimated. Accordingly, gradients based estimations of flame

surface at scale “∆ are not valid when ˆ̃c < 1. This situation corresponds to a filtered
spherical flame kernel of size smaller than scale “∆ (rbg < “∆). As an illustration,
Fig. 4.1 presents sketches of 1D profils of progress variable c, c̃ and ̂̃c in a laminar
spherical flame kernel of different sizes:

• (a) when rbg < ∆ < “∆, corresponding to ̂̃c < c̃ < 1: the ignition model is
required.

• (b) when ∆ < rbg < “∆, corresponding to c̃ = 1 but ̂̃c < 1: flame surface |∇c̃|
can be correctly estimated but not flame surfaces |∇ˆ̃c| and

︷ ︸︸ ︷
|∇c̃|. The dynamic

procedure cannot be use, the ignition model is still required.

• (c) when rbg > “∆, corresponding to ˆ̃c = 1, then flame surfaces |∇ˆ̃c| and
︷ ︸︸ ︷
|∇c̃|

can be correctly estimated and the dynamic procedure can be applied.
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Note that when the local formulation (Eq. (4.7)) of the dynamic wrinkling model

is used, flame surfaces |∇ˆ̃c| and
︷ ︸︸ ︷
|∇c̃| are then averaged in a zone of width ∆ave,

which corresponds to the width of the local averaging operator <>. Accordingly,

quantities < |∇ˆ̃c| > and <
︷ ︸︸ ︷
|∇c̃| > are not correctly estimated when < ˆ̃c > is smaller

that unity. Denoting “∆moy the resulting filtering scale after applying the test-filter

operator
︷︸︸︷
∆ and the averaging operator ∆ave, “∆moy can be estimated according to:

“∆moy =

…
“∆2

+∆2
ave = ∆

»
γ2 + αave2 (4.10)

Finally, the local dynamic model should be employed only if the flame kernel has
an equivalent radius rbg (calculated according to Eq. (3.10)) such as:

rbg > “∆moy (4.11)

For instance with ∆ave = 2∆ and “∆ = 1.4∆, Eq. (4.11) gives rbg > 2.45∆, instead
of rbg > ∆ when no dynamic procedure is applied (section 3.2.3).

4.2.2 Consequences of the coupling criterion in SI engine
configuration

Condition (4.11) causes to extend the phase during which the FSD ignition model
must be used: this phase lasts until the flame kernel has reached a size rbg ∼ “∆moy.
A timing ttrans,dyn may be introduced, that corresponds to the instant in the engine

cycle when rbg ∼ “∆moy. When no dynamic procedure is applied, the ignition phase
lasts only until rbg ∼ ∆ (see Fig. 3.10): the corresponding instant in the engine cycle
is denoted ttrans, with ttrans < ttrans,dyn. Practical tests in engine configuration have
shown that the difference between ttrans and ttrans,dyn can reach 1-2 CA, which is
consequent considering that ttrans is usually equal to 2-4 CA and that the ignition
phase has a major impact on the global flame development. To extend the ignition
phase represents then a major drawback to the use of the dynamic wrinkling model
in SI engines.

A solution to this issue consists in refining the mesh in the vicinity of the spark
plug. The duration of the ignition phase would be shortened, hence reducing the
dependency to the ignition model. Indeed when refining the mesh, then the transi-
tion burned gases radius rbg,trans,dyn is decreased and the instant when the dynamic
procedure can be applied occurs sooner in the engine cycle. This strategy has a CPU
cost, but it is expected that the benefice of using the dynamic method compensates
the supplementary CPU cost.

4.3 Propagation of a laminar spherical flame us-

ing the dynamic wrinkling model

During the first instants of the flame kernel growth, the flame kernel may not be
much wrinkled by turbulence. Accordingly, the dynamic model must predict wrin-
kling values close to unity when the flame kernel is quasi laminar. The laminar be-
havior of the dynamic model is verified for the planar flame but was never verified for
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the spherical case. This section proposes thus to study the laminar degenerescence in
the spherical case. Only the local formulation (4.7) is considered: conclusions using
the global formulation (4.8) are similar but focus is on the local formulation which
is preferred over the global formulation in SI engine configurations. Results of the
simulations are analyzed in section 4.3.1, before defining a laminar degenerescence
criterion in section 4.3.2.

4.3.1 Simulations: results and analysis

An already established laminar spherical flame is propagated in a 3D domain, using
the propagation model of Boger et al. coupled to the dynamic wrinkling model. Pa-
rameters of the mixture are gathered in Tab. 4.1, the calculation domain is described
in Tab. 4.2 and the parameters of the dynamic model are detailed in Tab. 4.3. The
3D laminar flame is initialized using a profile of the filtered progress variable c such
as:

c(r) =
c0
2

Å
1− tanh

Å r
∆

ãã
(4.12)

where c0 is calculated to recover rbg,ini = 7.4 mm (see Eq. (3.10), the value of rbg,ini
was chosen in practice to verify rbg,ini > “∆). Finally, surface averaged quantities βs
and Ξ∆,s

are introduced:

βs =

´

Ω βΣ dV
´

ΩΣ dV
(4.13)

Ξ∆,s
=

´

ΩΞ∆|∇c| dV
´

Ω|∇c| dV (4.14)

Pressure P Temperature T Mixture δL (Blint’s correlation)

1.105 Pa 300 K propane, φ = 1 0.37 mm

Table 4.1: Mixture parameters

Length of the domain L Cell size ∆x Boundary Conditions

(NSCBC method)

60 mm 0.6 mm outlet type with Pboundary = 1.105 Pa

Table 4.2: Parameters of the calculation domain

To correctly behave in the laminar spherical case, the dynamic procedure must
predict a value of exponent β equal to zero, to ensure a wrinkling equal to unity.
Unfortunately, simulation results demonstrated that this is not the case.
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combustion filter ∆ test-filter
︷︸︸︷
∆ averaging filter ∆ave δc

∆ = 7∆x ∆ 2∆ 3δL

Table 4.3: Parameters for the dynamic model
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Figure 4.2: Evolution of the surface averaged exponent βs as a function of rbg/“∆

Figure 4.2 presents the evolution of the surface averaged exponent βs as a function
of the adimensional burned gases radius rbg/“∆. Figure 4.3 presents the radial profil
of exponent β in the flame front, at three different timings of the flame kernel growth,
corresponding to three different values of the burned gases radius rbg. These results
clearly show that exponent β is not equal to zero as it would be required. Also
exponent β decreases toward zero as the radius of the flame kernel increases, which
suggests that β is governed by the curvature of the flame front. More precisely,
curvature effects may be described as follows:

• global curvature effects: for a given position within the flame front (for instance
position c̃ = 0.5, as indicated in Fig. 4.3 by the filled circles), values of
exponent β decrease when the burned gases radius rbg increases, that is when
the global curvature curvg = 2/rbg decreases. This is also evidenced in Fig.
4.2: the surface averaged exponent βs decreases as the global curvature curvg
decreases. For small values of the global curvature curvg < 1/“∆ - that is
when the spherical flame tends towards the planar flame -, β becomes very
close to zero (β < 0.03), which is consistent with the fact that the dynamic
model correctly degenerates for the planar flame. β < 0.03 corresponds to
Ξ∆ = 1.05 at atmospheric conditions and Ξ∆ = 1.15 at engine conditions (the
ratio ∆/δc entering the expression of the wrinkling changes with the laminar
flame thickness). This value of exponent β can therefore be considered as an
acceptable maximum value for a laminar flame. This leads to the conclusion
that the dynamic model can predict a laminar spherical flame only for rbg > 2“∆
approximately.

• local curvature effects: for a given value of the burned gases radius rbg, values
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Figure 4.3: Plain line: radial profile of exponent β at three instants of the flame
kernel growth, corresponding to three values of the burned gases radius rbg. Dashed
line: radial profile of c̃. Filled circles: values of exponent β corresponding to the
position c̃ = 0.5 in the flame front.

of exponent β decrease within the flame front when the radial coordinate r
increases, that is when the local curvature curvl = 2/r decreases. This also
implies that exponent β is not constant within the flame front, which would
have been recommended in order to predict a constant value of wrinkling in the
flame front. However, the local curvature effect becomes much less significant
when the global curvature decreases, that is for larger flame kernels: when

curvg < “∆−1
, β is quasi constant within the flame front.

According to these observations, exponent β clearly depends on the curvature of
the flame front. The dynamic model interprets the curvature of the flame front as a
wrinkling, whether the curvature is due to the action of the turbulence or whether
the curvature is due to the laminar sphericity of the flame. However a criterion
can be established, defining a minimal value of the burned gases radius rbg above
which curvature effects are not significant anymore (see next section 4.3.2). This
conclusion is already suggested in Fig. 4.3: when rbg = 2.15“∆ then exponent β is
very close to zero (β ∼ 0.03). Corresponding values of wrinkling are then very close
to unity.

4.3.2 A criterion for the laminar degeneration

To further analyze why the dynamic model interprets the laminar curvature as
a wrinkling, the expression of exponent β (4.7) for a laminar spherical flame is
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developed in spherical coordinates. Calculations are detailed in Annexe 9.4. The
final expression of exponent β is reported below:

β(r) =

log

à

1 +
γ2 − 1

12γ2

Æ
(c+)

2

∣∣∣∣∣
∂c̃

∂r

∣∣∣∣∣

∏

≠∣∣∣∣∂̂̃c∂r
∣∣∣∣
∑

í

log(γ)
(4.15)

where the non-dimensional curvature c+ is defined by:

c+ =
“∆
r

(4.16)

Expression (4.15) shows that exponent β takes non-zero values when the curvature
is non zero, accordingly the sgs wrinkling factor Ξ∆ is larger than unity when the
curvature c+ is non-zero: the dynamic model interprets the curvature of the laminar
flame front as a wrinkling. The larger the curvature c+, the larger the value of β,
as observed in Figs. 4.2 and 4.3. Writing the Taylor expansion of β(r) given by Eq.
(4.15) leads to the following observation: the degeneration towards the planar flame
(i.e. when c+ → 0) goes in (c+)

2
. A minimal value of the burned gases radius rbg,min

can be defined, from which exponent β becomes very close to zero. In practice,
according to the results of the simulation, rbg,min = 1.5− 2“∆. In that case, β ∼ 0.05
(see Fig. 4.2), corresponding to Ξ∆ ∼ 1.08 at atmospheric conditions and Ξ∆ ∼ 1.25
at engine conditions. This implies that, to respect the laminar degeneration and
avoid over predicted values of wrinkling factor, the dynamic wrinkling model must
be employed only once the flame kernel has reached a size rbg,min = 1.5−2“∆. But in
fact this condition is automatically verified, because of the ignition coupling criterion
(section 4.2). The dynamic procedure can be applied to a flame kernel only of the size
“∆moy. In practice, when rbg ∼ ∆moy, the laminar curvature effects described above

are no more significant: the term 〈|c+2 |∇c̃|〉/〈|∇ˆ̃c|〉 in the expression of exponent β
(4.15) is much smaller than unity, so that the laminar degeneration is quasi verified.
To illustrate these conclusions, Fig. 4.4 displays the evolution of βs (4.4(a)) and of
Ξ∆,s

(4.4(b)) as a function of the non-dimensional burned gases radius r+bg = rbg/“∆,

for two different sizes of the combustion filter ∆ (plain line nres = 5, dashed line
nres = 7).

It can be observed that:

• when rbg > 0.75“∆, profiles of β function of rbg/“∆ are self-similar. This confirms
that β varies with the curvature c+ in expression (4.15).

• when rbg < 0.75“∆, self-similarity is not verified, because in that case the flame

front is not fully established at scale “∆: the gradients at scale “∆ cannot be
correctly estimated.

• when rbg > 2“∆, βs < 0.04 and Ξ∆,s
< 1.05 at atmospheric conditions, which

is very close to unity. Accordingly, when rbg > 2“∆, the laminar degeneration is

quasi verified. The value 2“∆ is also very close to the minimal size of the flame
kernel found in section 4.2 above which the dynamic procedure can be practically
applied.
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Figure 4.4: Evolution of βs (a) and Ξ∆,s
(b) as a function of rbg/“∆, for two different

size of the combustion filter ∆. local formulation. “∆ = ∆ and ∆ave = 2∆.

These new investigations on the dynamic wrinkling model highlighted an unde-
sired behavior of the dynamic model, which interprets the laminar curvature of the
flame front as a wrinkling. However, it was also evidenced that the dynamic pro-
cedure can only be applied to a flame kernel of a certain size rbg,trans,dyn, for which
laminar curvature effects become insignificant on the wrinkling prediction. As a
result, no correction of the dynamic model should be required, provided that the
criterion on the size of the flame kernel is respected.

4.4 Flame front close to the boundaries of the

computational domain

First tests of the dynamic model in the SI engine configuration - presented in details
in Chapter 5 - highlighted limitations of the dynamic model as it was originally
formulated by Wang et al. (2012). Unphysical behavior of the dynamic model,
corresponding to very high values of the wrinkling (typically Ξ∆ > 50), was observed
in two specific situations. The first situation is detailed in this section and occurs
when the flame front is close to the boundary of the domain. The second situation
will be detailed in section 4.5.

4.4.1 Description of the problem in the SI engine configu-
ration

The boundary problem is illustrated in Fig. 4.5, showing an isosurface of the flame
kernel (c̃ = 0.5) inside the engine combustion chamber, colored by the wrinkling
factor Ξ∆. The scale for the wrinkling Ξ∆ was saturated to Ξ∆ = 30 in order
to clearly evidence the zones of interest. The dynamic model predicts unphysical
large values of the sgs wrinkling factor Ξ∆ close to the boundary of the compu-
tational domain. The corresponding value of the exponent β is indicated. Such
high values of wrinkling led to incoherent values of the reaction rate affecting the
global evolution of the in-cylinder pressure. The phenomenon described above is
obviously not compatible with engine simulations. To understand this problem, the
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Figure 4.5: view of the flame kernel in the SI engine configuration (see description
in section 5.1.2), isosurface of c̃ = 0.5 colored by Ξ∆, black line: contour of the cut
plane

propagation of a 1D planar flame is analyzed in section 4.4.2 and modifications of
the dynamic model are proposed. Then, modifications are validated on non-planar
flames in section 4.4.3.

4.4.2 Analysis of the 1D planar flame case

Section 4.4.2.1 presents a simple test case of a 1D planar flame, at atmospheric
conditions, propagating towards the boundary of the calculation domain. Thanks
to this analysis, a modified formulation for exponent β is proposed in section 4.4.2.2,
to recover physical values of the wrinkling factor Ξ∆.

4.4.2.1 1D planar flame propagating towards the boundary of the com-
putational domain

A 2D square domain of length L = 20 cm with a grid size ∆x = 60 mm is considered.
Mixture and dynamic model parameters are those given in Tab. 4.1 in Tab. 4.3
respectively.
The 1D flame propagates towards the left boundary of the computational domain.

Figure 4.6(a) shows flame surfaces Σ1 =
︷ ︸︸ ︷
|∇c̃| and Σ2 = |∇ˆ̃c|, while Fig. 4.6(b)

displays exponent β, when the flame front is at a distance d such as d < “∆ from
the boundary of the domain. It can be seen that for x such as x < “∆/2 from the
boundary, then Σ1 > Σ2 and β > 0. The difference between Σ1 and Σ2 increases as
the position of the flame front gets closer to the boundary.

To understand why flame surfaces Σ1 and Σ2 are different close to the boundary,
it is recalled that Σ1 is obtained first calculating the gradient of c̃ and then test-
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Figure 4.6: Behavior of the dynamic wrinkling when the flame front is at a distance

d < “∆ from the boundary: 1D profile of Σ1 =
︷ ︸︸ ︷
|∇c̃| , Σ2 = |∇ˆ̃c| (a) and β (Eq. (4.7))

(b). x = 0 corresponds to the boundary of the domain.

filtering, while Σ2 is obtained first test-filtering c̃ and then calculating the gradient.
Second, the numerical operators gradient and test-filter are centered operators. Ac-
cordingly, if Σ1 and Σ2 are different in the 1D planar case close to the boundary,
this is because the commutation between the operator gradient - more precisely
derivative - and test-filter is no more ensured, as these centered operators become
truncated close to the boundary. To demonstrate this, numerical expressions of
flame surfaces Σ1 and Σ2 are established for the 1D planar flame (see Annexe 9.4).
To do so, an hexahedron mesh is considered. Expressions of operators derivative (de-
noted D) and operator test-filter (denoted T ) correspond to the ones implemented
in the AVBP code. Finally, the stencil S of operators D ∗ T (or T ∗ D) is intro-
duced, corresponding to the number of points required to complete the numerical
calculation of operations test-filter and then derivative (respectively derivative and
then test-filter). Conclusions of the calculations detailed in Annexe 9.4 are listed
below:

1. when the stencil S of operators D ∗ T (or D ∗ T ) is truncated, then oper-
ators derivative and test-filter do not commute anymore: D ∗ T 6= D ∗ T .
Accordingly, Σ1 6= Σ2. It is also demonstrated that Σ1 > Σ2.

2. the more the stencil S is truncated, the more important is the numerical
commutation error, the higher is the resulting exponent β, as also clearly
evidenced in Fig. 4.6.

3. conclusions of points (1) and (2) do not depend on the shape of the test-
filter and derivative operators. The commutation problem will be observed
whenever these operators are centered operators.

4. the size of the zone impacted by the problem is close to “∆/2.
Note that when calculating averaged quantities < Σ1 > and < Σ2 >, the numerical
problem described above is not restrained to the zone of width “∆ but is spread
over a larger zone by the averaging operation. In practice the width of this zone
is therefore close to ∆ave/2. This is the reason why in Fig. 4.6 - (b), exponent β
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is non-zero in the nodes situated at a distance x > “∆/2 from the boundary, while
when x > “∆/2, Σ1 = Σ2.

Thanks to these analysis, a modified formulation of the exponent β is now pro-
posed in the following section 4.4.2.2, that ensures Σ1 = Σ2 for the 1D planar flame,
even close to the boundary of the domain.

4.4.2.2 Modified formulation for exponent β

To avoid unphysical values of wrinkling factor close to the domain boundary, several
solutions can be considered:

• (i) To impose a law of the wall for the wrinkling, forcing the wrinkling towards
unity at the wall. This implies to refine at the boundary in a zone of width at
least “∆/2, but this is not affordable in real engine configurations.

• (ii) To implement a new filtering operator that would ensure the numerical
commutation everywhere in the calculation domain, but this strategy may not
be compatible with massively parallel codes and unstructured meshes.

• (iii) To establish a modified formulation of exponent β where the numerical
commutation operation - which causes the problem close to the boundary - is
avoided. This last option is the one that was investigated and is now presented.

The modified formulation replaces Σ2 = |∇ˆ̃c| by Σ2,mod = |
︷︸︸︷
∇c̃ |, leading to the

following expression for exponent β, denoted now βmod:

βmod =
log

Ç
〈
︷ ︸︸ ︷
|∇c̃|〉/〈|

︷︸︸︷
∇c̃ |〉

å

log(γ)
(4.17)

With this formulation, flame surfaces Σ1 and Σ2,mod are equal for a 1D planar flame,
because operators norm and test-filter commute in the 1D planar case. There is no
more commutation required between operator derivative and test-filter as with the
initial formulation of β Eq. (4.7). Figure. 4.7 displays the axial profiles of quantities
β, βmod, Σ1, Σ2 and Σ2,mod, for the same 1D planar flame presented in section 4.4.2.1.
It can be seen that:

• Σ1 = Σ2,mod in the whole calculation domain, because operators norm and
test-filter commute everywhere in the calculation domain for the 1D planar
flame. Accordingly, βmod = 0 in the whole calculation domain, ensuring that
the wrinkling Ξ∆ is equal everywhere to unity.

• far from the boundary, when d > “∆ and when the mesh is regular, operators
derivative and test-filter commute (Annexe 9.4), leading to:

Σ2 = |∇ˆ̃c| = |
︷︸︸︷
∇c̃ | = Σ2,mod (4.18)

Thanks to Eq. (4.18), the wrinkling factor Ξ∆ is unchanged far from the
boundary, when the mesh is regular. Demonstration can be found in Annexe
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9.4 for the 1D planar flame case and can be extended to the 3D case. Note
that Eq. (4.18) is not verified anymore for non-regular mesh. However, it
will be explained in next section that practical tests evidenced in that case
Σ2 ≈ Σ2,mod.
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Figure 4.7: Axial profiles in a 1D planar flame of quantities c̃, Σ1, Σ2, Σ2,mod, β
(Eq. (4.7)) and βmod (Eq. (4.17)). The 1D planar flame propagates towards the
boundary of the domain (d = 0).

4.4.3 First tests of the modified formulation on non planar
flames

The modified formulation (4.17) is now applied to the freely propagating laminar
spherical flame described in section 4.3. This second validation verifies that the
modified formation enables to recover a physical behavior of the sgs wrinkling factor
Ξ∆ when the flame is non planar and when using a regular mesh.

The spherical flame propagates until it reaches a distance d < “∆ from the domain
boundary. Figure 4.8 displays the profile of filtered progress variable c̃, exponent
βmod (Eq. (4.17)), compared to the profile of exponent β (Eq. (4.7)). Profiles are
obtained from the same field of c̃. The effect of the correction is very clear:

• for the nodes situated at d < “∆/2 from the boundary, βmod tends toward
zero as expected, because the local curvature of the flame front decreases (see
section 4.3.1). On the contrary, values of exponent β according to the initial
formulation Eq. (4.7) increase as the normalized distance d/“∆ to the boundary
of the domain decreases (as previously observed in Fig. 4.6-(b) for the planar
flame).

• For the nodes situated at d > “∆/2 from the boundary, values of βmod and of
β are the same, which confirms that Σ2,mod = Σ2 for the non planar flame, as
predicted by Eq. (4.18).

Finally, the modification is tested in the case of 3D flame inside a SI engine combus-
tion chamber. In this type of configuration, cells are tetrahedrons and are deformed
as the piston moves. Accordingly, analytical derivations presented in section 4.4.2
are no more valid because the cell size ∆x varies with time and space: this implies
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that the commutation between filtering operator and derivative operator is never
verified. Accordingly: Σ2 6= Σ2,mod and β2 6= β2,mod everywhere in the calcula-
tion domain. However, as it is often accepted in the LES community to neglect
the numerical commutation errors when writing the LES equations (Ghosal, 2004;
Moureau et al., 2005), commutation errors due to the irregularity of the mesh can be
neglected. Therefore it can be considered that Σ2,mod ≈ Σ2 far from the boundary.
As an illustration, Fig. 4.9 presents a cut inside an engine combustion chamber,
showing that when the flame front is at a distance d > “∆, values of Ξ∆ and Ξ∆,mod

are very similar, thus confirming that despite the non-regular mesh, Σ2,mod ≈ Σ2.

When d < “∆ the modified formulation ensures reasonable values of the wrinkling:
using exponent βmod, values of Ξ∆,mod

close to the boundary of the domain are
Ξ∆,mod

≈ 5, while using the initial formation for exponent β, values of Ξ∆,mod
≈ 55

are found.
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Figure 4.8: Radial profiles of exponent βmod (Eq. (4.17)) (dashed line) and β

(Eq(̃4.7)) (plain line), as a function of the normalized distance d/“∆. The 1D spher-
ical flame is at a distance d < “∆ from the boundary of the domain (d = 0). The
center of the spherical flame is situated at d/“∆ = 5.1.

The problem encountered when the flame front becomes close to the boundary of
the computational domain was thus identified. It is due to a numerical issue: numer-
ical operators test-filter and derivative employed for the calculation of flame surfaces
Σ1 and Σ2 entering the expression of the exponent β do not commute anymore close
to the boundary, as they are centered operators. A modified expression for the flame
surface Σ2 was proposed. Wrinkling factor values equal to unity were recovered for
the 1D planar flame case and reasonable wrinkling values are obtained for 3D flames
in the SI engine configuration. Next section 4.5 presents the last problem identified
in the engine configuration and which concerns fronts interactions.
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Figure 4.9: 1D profiles inside the combustion chamber of a SI engine configuration of
exponent βmod (Eq. (4.17)) (dashed line) and β (Eq. (4.7)) (plain line), of the corre-
sponding sgs wrinkling factors Ξ∆,mod

(plain line) and Ξ∆ (dashed line). Profile of

c̃: dotted/dashed black line. z=0 corresponds to the boundary of the computational
domain.

(b)Figure 4.10: Front interactions in the SI engine configuration (see description in
section 5.1.2), isosurface of c̃ = 0.5 colored by the sgs factor Ξ∆.

4.5 Flame front interactions

The dynamic model was found to predict large values of the sgs wrinkling factor Ξ∆
in certain zones of the flame kernel, where fronts are practically at a distance shorter
than the test-filter width, as illustrated in Figure 4.10. The zone where Ξ∆ > 30
corresponds to a zone where two lobes of the flame front face each other. This large
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values of Ξ∆ lead to incoherent reaction rates values and a correction is required.
The problem is characterized considering the interaction of two 1D planar flames.
This simplified situation is analyzed in section 4.5.1 and modifications of the initial
dynamic wrinkling model are discussed. Then a first test of the correction in the SI
engine configuration is presented in section 4.5.2.

4.5.1 Flame fronts interactions in the 1D planar case
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Figure 4.11: Two interacting one-dimensional planar flame fronts at a distance d,

Σ1 =
︷ ︸︸ ︷
|∇c̃| , Σ2 = |∇ˆ̃c| . (a): d > “∆. (b): d < “∆.

Fig. 4.11 illustrates the interaction of two 1D planar flames situated at a distance

d from each other. Profiles of ˆ̃c and of flame surfaces Σ1 =
︷ ︸︸ ︷
|∇c̃| and Σ2 = |∇ˆ̃c| are

displayed. The symmetry point between the two flame fronts is indicated with letter
I. Two cases are illustrated. Figure (4.11a) on top displays a situation without front
interactions problem. The distance between fronts d is larger than “∆, which allows
the dynamic model to predict Σ1 = Σ2, i.e. to predict a wrinkling factor equal to
unity. On the contrary, Fig. (4.11a) at the bottom illustrates a case where the two
flame fronts interact. In this case, the distance d is smaller than “∆, therefore c̃ is
not null (nor equal to unity) in a zone of width “∆ centered on point I, while ∇ˆ̃c is
null in point I. This leads to an ill-posed definition of the sgs wrinkling factor at
scale “∆:

Ξ“∆ =
’|∇c|
|∇ĉ| (4.19)

Figure (4.11b) also evidences that Σ1 ≫ Σ2 in the zone of width “∆ centered on
point I. Accordingly the dynamic model predicts large values of the sgs wrinkling
factor Ξ∆ in this zone.

To avoid this problem, the estimation of the flame surface Σ2 is modified in the
locations of the flame front where fronts interact. Σ2 is replaced by a flame surface
Σ3, defined at scale “∆, but which does not tend toward zero where front interacts.
The following expression for flame surface Σ3 defined at scale “∆ is proposed:

Σ3 =

︷ ︸︸ ︷
N̂.N|∇c̃| (4.20)
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In this expression, N and N̂ are the normal vectors to the resolved flame front at
scale ∆ and “∆ respectively:

N = − ∇c̃
|∇c̃| and N̂ = − ∇ˆ̃c

|∇ˆ̃c|
(4.21)

With expression 4.20, Σ3 does not approach zero unlike Σ2, where there are front
interactions like in point I in Fig. 4.11.
Note that the normal N̂ is not defined in point I, as the gradient ∇ˆ̃c is null. It is
practically set to zero in the code when the gradient ∇ˆ̃c is null.

To recover the flame surface Σ2 when there is no fronts interaction, Σ2 is corrected
according to:

Σ2,corr = (1− ζ̂)Σ2 + ζ̂ Σ3 (4.22)

Flag ζ̂ is defined such as ζ̂ > 0 where fronts interact and ζ̂ = 0 elsewhere. To do so,
a flag ζ is defined such as:

ζ =





1 if N.N̂ < 1− ε

0 if not
(4.23)

This definition is based on following practical considerations on 3D flame fronts:

• when there is no front interaction at scale “∆, then the zone of size “∆ contains
only one flame front: this situation is illustrated in Fig. 4.12-(a) and corre-
sponds to a mildly wrinkled flame front. In that case normal vectors N and
N̂ are quasi collinear: ζ = 0.

• when flame fronts interact at scale “∆, the filtering zone of width “∆ contains
several flame fronts: this situation is illustrated in Fig. 4.12-(b). Accordingly,
the smallest wrinkling scale is smaller than the test-filtering scale: λmin < “∆.
Then N and N̂ have different directions because some spatial frequencies of
the resolved flame front are removed by the test-filtering operation: ζ = 1.

The flag ζ is then test-filtered as flame front interactions induce high values of Ξ∆
over a zone of characteristic length “∆.

Test of the modified formulation in the 1D case The modified dynamic
model is used on Fig. 4.11 1D fronts interactions canonical case. The following
points must be validated:

1. the flag ζ corresponds to a Dirac function because N̂=N everywhere, except
in point I where N̂ is practically set to zero when the gradient ∇ˆ̃c is null. ζ̂
results thus of the test-filtering of the Dirac function.

2. since N̂=N (except in point I), flame surfaces Σ3 (Eq. 4.20) and Σ1 =
︷ ︸︸ ︷
|∇c̃|

are equal.

90



CHAPTER 4. FORMULATION OF A DYNAMIC WRINKLING MODEL
ADAPTED TO SI ENGINES CONFIGURATIONS

N n

BG

FG

Nn

min

min

with flame front 

interactions

no flame front 

interactions

(b)

(a)

Figure 4.12: Sketch of flame fronts. Red surface: surface estimated at the combus-
tion filter ∆ scale — blue surface: surface estimated at the effective filter “∆ scale
— Black circle: effective filter “∆. (a) Situation without front interactions at scale
“∆; (b): Situation with flame front interactions.

Profiles of flag ζ̂ and of flame surfaces Σ1, Σ2, Σ2,corr and Σ3 are displayed in
Fig. 4.13-(a). Points 1. and 2. are verified. Since Σ3 is equal to Σ1, the flame
surface Σ2,corr reads:

Σ2,corr = (1− ζ̂)Σ2 + ζ̂Σ1 (4.24)

In the locations where flag ζ̂ is close to unity, Σ2 is close to zero, thus Σ2,corr ≈ Σ1,
as shown in Fig. 4.13-(a). As a result, the wrinkling factor Ξ∆ recovers values close
to unity in the 1D planar case: Ξ∆ ≈ 1 (Fig. 4.13-(b)).

4.5.2 Test in the SI engine configuration

The correction Eq. (4.24) is applied to a resolved flame kernel in the engine con-
figuration exhibiting large values of wrinkling in certain locations, as in Fig. 4.14.
The parameter ǫ in Eq. (4.23) is set to 0.1. Lower values of wrinkling factors Ξ∆
are predicted in the corresponding locations, as seen in Fig. 4.14-b and c. These
zones are detected by the sensor ζ̂, as shown in Fig. 4.14-a, which is equal to zero
in the zone where no large values of wrinkling factors are present, showing that the
correction is effective.

4.6 Conclusion

In this chapter, the dynamic wrinkling model of Wang et al. (2012) was studied,
in view to its application in a SI engine configurations. Specific issues to SI engine
were first addressed prior the tests in the engine configuration: (i) coupling with
the ignition model, (ii) verification of the laminar degeneration for laminar spherical
flames. Concerning (i), the dynamic procedure can be used only if the flame front is
fully established at the scale of the effective filter “∆, that is when the flame kernel has
a size close to the effective filter width “∆. Concerning (ii), the laminar degeneration
is not ensured in the spherical case: the dynamic model predicts winkling values
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Figure 4.13: Effect of the correction (4.22) in the 1D planar flame interactions case
(engine conditions). (a) profiles of flag ζ̂ and flame surfaces Σ1, Σ2, Σ2,corr and Σ3.
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Figure 4.14: c̃ = 0.5-isosurface of the flame kernel colored by (a): flag ζ̂; (b):
corrected wrinkling Ξ∆,corr

; (c): original wrinkling Ξ∆.

higher than unity for laminar spherical flames. However, these values remain close
to unity for kernels of size “∆ and decrease quickly towards unity as the curvature of
the front decreases.
The main drawback of the dynamic model is therefore that it can be applied only
on a flame kernel of size close to “∆. This implies to refine in the spark plug zone, in
order to apply sooner in the cycle the dynamic procedure. Then, first tests in the
SI engine configuration evidenced practical difficulties: the dynamic model predicts
large values of wrinkling leading to incoherent reaction rate values, when the flame
front is close to the domain boundary and when fronts interact. Modifications were
proposed and tested on canonical cases. In the next chapter, the modified dynamic
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model is applied to simulate several engine cycles and to assess its ability to predict
out-of-equilibrium wrinkling values, with no need of parameter adjustment.
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In this chapter, the dynamic wrinkling model is applied in a spark ignition engine
configuration, applying the two modifications proposed in sections 4.4 and 4.5. The
numerical set-up is first presented, then results of simulations are analyzed in order
to evaluate the ability of the dynamic wrinkling model to predict out-of-equilibrium
wrinkling values, with no parameter adjustment.

5.1 Numerical set-up

5.1.1 Validation strategy

The validation of the modified dynamic model in the engine configuration has several
objectives:

1. to verify that the modifications proposed in sections 4.4.2 and in 4.5 ensure a
physical behavior of the dynamic model in engine conditions.

2. to confirm the ability of the modified dynamic model to predict out-of-equilibrium
wrinkling factors values, that is to predict the transient growth of the flame
kernel, first quasi-laminar after ignition and then progressively wrinkled by
turbulence.
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3. to evaluate the ability of the modified dynamic model to self-adapt, without
case by case parameter adjustment.

4. to compare the local and the global formulations, as the turbulence inside the
combustion chamber is not isotropic.

Accordingly, results obtained using the dynamic wrinkling model coupled to the
Boger et al. (1998) propagation model are compared against:

• results obtained using the ECFM-LES model proposed by Richard et al. (2007)
and modified by Robert et al. (2015), based on the transport equation for the
flame surface density (3.24).

• results obtained using the equilibrium formulation of the wrinkling factor
(1.76), coupled to the Boger et al. model.

Simulations were performed in the ICAMDAC engine configuration, described in
next section. Table 5.1 summarizes the several types of simulations considered.

Simulations model study

A ECFM-LES Robert et al. (2015)

B Boger et al. + eq. wrinkling Eq. (1.76) present study

C Boger et al + modified dyn. global wrinkling present study

D Boger et al.+ modified dyn. local wrinkling present study

Table 5.1: The different types of simulations performed in the ICAMDAC engine
configuration.

5.1.2 Description of the engine configuration

The ICAMDAC engine of IFPEn is a four-valve downsized single cylinder engine
with direct injection. The engine is fueled with iso-octane and works under homoge-
neous conditions. The numerical strategy and the mesh for the ICAMDAC configu-
ration were set up in the framework of the PhD works of A. Robert (IFPEn) and of
A. Misdariis (CERFACS). Two engine regimes were characterized, corresponding to
two different revolution per minute (RPM) (Table. 5.2). The computational domain
is displayed in Fig. 5.1, while Fig. 5.2 shows a view of the mesh in the engine during
the ignition phase. The spark plug is not meshed but the zone around the location
of the spark plug is locally refined in order to initiate a flame kernel of reasonable
size (≈ 1 mm). Each cycle of the engine was divided into 44 phases, in order to
ensure the quality of the mesh. Number of cells in the mesh varies between 1.07 to
12 millions (during the combustion), according to the position of the piston during
the combustion cycle. Numerical settings are reported in Table 5.3.
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Case RPM Spark Timing IMEP

1 1800 8 CAD ATDC 19 bars

2 1300 13 CAD ATDC 20 bars

Table 5.2: specifications for the two engine regimes. CA ATDC: crank angle after
top dead center.

outlet

Figure 5.1: Representation of the calculation domain, from A. Robert (2014) .

Bougie
location of the 

spark plug

Figure 5.2: View of the mesh of the ICAMDAC engine during the phase of ignition,
from Misdariis (2015).

numerical scheme TTGC (during combustion phase)

sgs tensor model Smagorinsky with Cs = 0.18

boundary conditions NSCBC method

Table 5.3: Numerical parameters of simulations.

5.1.3 Choice of the simulated engine cycles

Robert et al. (2015) simulated 15 LES cycles, using the ECFM-LES model in the
ICAMDAC engine configuration. Results obtained are displayed in Fig. 5.3, com-
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Figure 5.3: Instantaneous in-cylinder pressure for the ICAMDAC configuration
(RPM = 1800, IMEP = 19 bars, spark timing = 8 CA ATDC). Experimental mea-
surements (braun) and LES (black). Robert et al. (2015).

RPM slow cycle. average cycle fast cycle

1800 1-S 1-M 1-F

1300 2-S 2-M 2-F

Table 5.4: Notations employed for the different cycles simulated in the present study.

paring the in-cylinder pressure predicted by the LES cycles and measured in the
experiments. Robert et al. simulations were chosen as the reference simulations
(simulations A in Table 5.1). The three other types of simulations (B,C,D) were
performed in the present work using the same numerical settings as in Robert et al.
(section 5.1.2). Only a reduced number of cycles were simulated, chosen among the
cycles of simulations A. For each cycle, the initial solution was taken from the exist-
ing simulations A at a given timing which will be specified in the following. Chosen
cycles correspond to a cycle presenting a high pressure peak (indicated as fast cy-
cle in Fig. 5.3 and denoted in the following by letter F ), an average pressure peak
(average cycle, M) and a low pressure peak (slow cycle, S) inside the experimental
envelope. Thus the cycle-to-cycle variability can be accounted for. Last but not
least, the two engine regimes (Table 5.2) were investigated to vary the conditions
of turbulence. In total 6 cycles (see notations in Table 5.4) are simulated, for the
three types of simulations B,C,D.

The model parameters used in simulations are gathered in Table 5.5. Parameter
αt,CFM refers to parameter α1 in the expression (1.63) of the sgs strain term, and
parameter αt,Bog refers to parameter α1 in the expression (1.76) of the sgs equilibrium
wrinkling factor formulation. Both parameters depends on the engine regime. αt,Bog
was adjusted to reproduce the pressure of cycle 1-M of the reference simulation A.

98



CHAPTER 5. VALIDATION OF THE MODIFIED DYNAMIC WRINKLING
MODEL IN THE ICAMDAC ENGINE CONFIGURATION

Simulations Model RPM Parameters

A
ECFM-LES

1800 αt,CFM = 1.8

1300 αt,CFM = 1.4

Simulations Ξ∆ Parameters

B equilibrium Eq. (1.76) αt,Bog = 3.3

δc γ αave

C dynamic global 3δL 1.42 -

D dynamic local 3δL 1.42 1.5

Table 5.5: Model parameters used for the reference simulations A, and present
simulations B, C, D. Coefficient γ refers to the width of the effective filter ∆̂ = γ∆
(Eq. (4.3)), and αave to the width of the local averaging operator, ∆ave = αave∆
(see section 4.1). The combustion filter size is ∆ = 8∆x .

RPM slow cycle ave cycle fast cycle

1800 10.8 11.8 12.1

1300 16 15.8 15.52

Table 5.6: Start timing of the present simulations in CA ATDC

5.1.4 Initial solutions

As explained in section 4.2, the dynamic wrinkling model can be applied only to a
kernel of size rbg ∼ “∆. Two options may be considered for the simulations:

1. to use an ignition model - such as the AKTIMEuler ignition model - until
the flame kernel has reached the sufficient size rbg ∼ “∆. This option will be
preferred in future but required further developments, as discussed in section
4.2.

2. to initiate the calculation with an already growing flame kernel of size rbg ∼ “∆.
This option is retained here as a first step. Accordingly, the initial solution of
each cycle corresponds to a solution of simulation A verifying rbg ∼ “∆. Timing
of initial solutions for the different cycles and the different engine regime are
gathered in Table 5.6.

5.2 Results and discussions

During the calculations exponent β is updated every 50 iterations. Tests showed
that more frequent updates do not significantly change the results as the code time
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step is based on acoustic CFL numbers while the model parameter is expected to
evolve with convection times. The additional CPU cost induced by the dynamic
procedure is about 20% compared to ECFM-LES computations. Fig. 5.4 presents
the in-cylinder pressure predicted in simulations (A, B ,C ,D) for the different
cycles and the different engine regimes. The experimental envelop is displayed in
grey.
The in-cylinder pressure predicted by the dynamic model is within the experimental
envelop and follows the cycle-to-cycle variations, for both local and global formula-
tions. The local formulation shows even a better agreement with the ECFM-LES
reference simulations from Robert et al. (2015) than the global one. The equilibrium
formulation, with a model constant αt,Bog adjusted to reproduce the pressure level
of cycle 1-M, predicts pressure peaks outside the envelop for cycles 1-S, 2-M and
2-S.

Figure 5.4: In-cylinder pressure vs crank angle for the different simulations cases de-
tailed in Tab. 5.4. Black plain line: reference (A), squares: equilibrium formulation
(B), triangles: global dynamic formulation (C), circles: local dynamic formulation
(D).
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Evolution of the mean wrinkling < Ξ∆ > (Eq.(5.1)) and of the surface averaged
velocity fluctuations at scale ∆ < u′∆ > (Eq.(5.2)) are analyzed.

< Ξ∆ > =

´

ΩΞ∆|∇c̃|dV
´

Ω|∇c̃|dV (5.1)

< u′∆ > =

´

Ω u′∆Ξ∆|∇c̃|dV
´

ΩΞ∆|∇c̃|dV (5.2)

Out-of-equilibrium flame development prediction Fig. 5.5 shows the mean
wrinkling factor < Ξ∆ >, comparing total and resolved flame surface in the com-
bustion chamber, for the four types of simulations. For the reference simulations A
(ECFM-LES model), the mean wrinkling factor increases as the flame kernel grows
and is wrinkled by turbulence, then it decreases as the flame surface is destroyed
near the walls. Simulations C and D (dynamic model) predict exactly the same
behavior, demonstrating that the dynamic model, computing exponent β on the
fly, predicts out-of-equilibrium wrinkling values. Dynamic wrinkling factor values
are also very similar to the ones predicted by the ECFM-LES model, excepted the
peak observed near the end of the combustion, which has no impact on the overall
consumption rate as corresponding to a time where less than 1 % of the initial fresh
gases remain in the combustion chamber. On the other hand, simulations B (equi-
librium formulation) are not as predictive. Derived assuming a flame-turbulence
equilibrium, this formulation under-predicts the wrinkling after +38 CAD ATDC
because u′∆ has already strongly decreased: see Fig. 5.6 displaying the temporal
evolution of the surface averaged sub-grid scale turbulence intensity u′∆ calculated
according to Colin et al. (2000). This explains the prediction of pressure levels out-
side the experimental envelope for cycles with a pressure peak occuring after +38
CAD ATDC, e.g. cycles 1− S, 2− S and 2− A.

Self-adaptation to the turbulence conditions The dynamic model is found
to self-adapt to the turbulence intensity. Thus, Fig. 5.6 shows lower values of
< u′∆ > in Case 2 (RPM 1300) compared to Case 1 (RPM 1800). The dynamic
model predicts accordingly lower 〈Ξ∆〉 values for Case 2, but with no need of pa-
rameter adjustment, whereas the parameter αt,CFM of the ECFM-LES model has
been decreases from 1.8 to 1.4 from Case 1 to Case 2, to predict lower 〈Ξ∆〉 values
between Case 1 and Case 2.

Advantage of the local formulation Figure 5.4 shows that the pressure evo-
lution between simulations C (global formulation) and D (local formulation) differs
significantly, simulations D showing a better agreement with the reference simula-
tions A. This confirms that, as turbulence inside the combustion chamber is not
isotropic, a local determination of exponent β is required to correctly predict the
growth of the flame kernel. To confirm this, the spatial distribution of βloc is dis-
played in Fig. 5.7, for two different crank angle. The surface averaged value βloc,s is
indicated by the red plain line while the value predicted by the global formulation
(βglob) is indicated by the dashed black line. Corresponding values of Ξ∆, Ξ∆,s

and

Ξ∆,glob
are also presented (right).

The mean value of βloc is close to βglob, meaning that averaging surfaces Σ1 and Σ2
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Figure 5.5: Temporal evolution of 〈Ξ∆〉 = Stot/Sres, with Sres =
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Ω|∇c̃|dV and
Stot =
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ΩΞ∆|∇c̃|dV . Black plain line: reference (A), squares: equilibrium for-
mulation (B), triangles: global dynamic formulation (C), circles: local dynamic
formulation (D). See Tab. 5.6 for cases correspondance.
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to calculate βglob is similar to averaging local βloc values. When the βloc distribu-
tion is nearly symmetrical as at 22 CAD ATDC (Fig. 5.7b) < Ξglob > is close to
< Ξloc >. On the other hand, when the distribution presents a long tail towards
large βloc values as at 40 CAD ATDC, mean wrinkling factors estimated with the
global formulation are substantially smaller than those using the local formulation
(Fig. 5.7d). This finding is explained by the exponential relation between Ξ∆ and β.
Thus, the local formulation allows to account for the non-uniformity of the turbu-
lence field in the engine, which is very significant considering the resulting difference
of pressure levels predicted by the local and global formulations.

0

0.4

0.8

0 0.2 0.4
0

0.4

0.8

0 5 10 15 20 25

(a): distribution of β - CA +22

(b): distribution of β - CA +40

(c): distribution of Ξ
∆
 - CA +22

(d): distribution of Ξ
∆
 - CA +40

Figure 5.7: distributions of βloc (a)-(b) and of Ξ∆,loc
(c)-(d). Dashed black line:

βglob and < Ξ∆,glob
>=

´

ΩΞ∆,glob
|∇c̃|dV/

´

Ω|∇c̃|dV computed with the global

formulation. Red plain line: surface average values < βloc >=
´

Ω βlocΣdV/Stot and
< Ξ∆,loc

>= Sres/Stot computed with the local formulation. Σ = Ξ∆|∇c̃|.

5.3 Conclusion

In this chapter, the modified dynamic wrinkling model coupled to the FSD alge-
braic Boger et al. model was applied in a spark ignition configuration. As a first
validation step, calculations were started from an already grown and wrinkled flame
kernel, as recommended by the analysis established in the previous chapter. Sev-
eral engine cycles with strong cycle-to- cycle variability were simulated and results
compared against results previously obtained with the reference ECFM-LES model.
The dynamic model was proved to very well predict out-of-equilibrium wrinkling
values and to account for the cycle-to-cycle variability, with no need for any model
parameter adjustment and a moderate 20% CPU cost increase. These results con-
firm the strong potential of the dynamic approach .
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Introduction to Part III

This part is dedicated to the simulations of the Laser-induced spark ignition cases
experimentally investigated by Cardin et al. (2013). Motivations were presented in
section 3.3.
The part is organized as follows:

• Chapter 6 describes the premixed methane/air Laser-induced spark ignition
cases of Cardin et al. (2013). Main experimental results are presented.

• Chapter 7 presents the set-up employed in the simulations and discusses the
parametric studies performed.

• Chapter 8 is dedicated to the simulations of the laminar ignition cases. The
purpose of the study is to:

– determine the ignition parameters (ignition energy, deposit radius...) and
to characterize the role of kinetics (simplified and analytic schemes) in
the laminar case.

– better understand the ignition process in the laminar case observed in
the experiments of Cardin et al. (2013).

• Chapter 9 is dedicated to the simulations of the turbulent ignition cases.
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Chapter 6

Presentation of the Laser-induced
spark ignition experiments
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This chapter describes the Laser-induced spark ignition experiments of Cardin
et al. (2013). The ignition trials were conducted in premixed methane/air mixtures
at atmospheric conditions. Full details of the experiments can be found in the PhD
manuscript of Cardin (2013). The experimental set-up and diagnostics that were
employed are first briefly described in section 6.1.1. Main results are presented in
section 6.2.

6.1 Experimental set-up and methods of measure

6.1.1 Description of the experimental set-up

All ignition trials were performed in a vertical wind tunnel, which is represented in
the sketch of Fig. 6.1. It is composed of a vertical divergent-convergent chamber,
containing a glass ball bed and a honeycomb to attenuate residual turbulent pertur-
bations. The convergent provides a laminar and stationary flow with a flat velocity
profile equal to 4 m/s. The MuSIG (Multi Scale Injection Grid, Mazellier et al.
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Figure 6.1: sketch illustrating the experimental set-up used by Cardin et al. (2013)

(2010)) is placed on the convergent to generate a homogeneous and isotropic tur-
bulence with various turbulence characteristic (turbulence intensity u′ and integral
length lt). Details will be given in next section 6.1.2.

This ignition system is illustrated in the sketch of Fig. 6.2, along with the different
measurement devices:

• The spark is generated by a Laser Nd:Yag (wavelength is λ = 532 nm). The
duration of the pulse is τpulse = 8.2 ns. To generate the spark at a given height
xspark above the turbulence grids, a system composed of a beam expander and
a lens, with a focal length f of 200 mm, is used.

• The two energy meters determine the deposited energy Ed. Note that Ed is
not equal to the energy of the Laser beam, therefore its determination requires
a specific measurement procedure (which is not detailed here).

• A system including an intensified camera records images of the kernel devel-
opment (kernel emission intensity), at times ranging from 20 µs to 3 ms after
the breakdown. The camera is inclined from the laser beam with an angle of
24 degrees. The entire radiation spectrum emitted by the kernel is collected.

• The success or failure of an ignition trial is determined from the temporal
evolution of the light that is emitted by the flame kernel is recorded during
30 ms. The detection system is placed 20 mm above the spark. When the
ignition is successful, Cardin (2013) mentions that the passage of the flame
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kernel in front of the detection system is observed around 10 ms after the start
of the ignition laser, while when the ignition is not successful, no flame kernel
passage is observed.
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Figure 6.2: sketch of the ignition and measurement systems (top view). Cardin
et al. (2013)

6.1.2 Properties of the turbulence generated by the MuSIG

Turbulence properties of the MuSIG are gathered in Tab. 6.1 (see Mazellier et al.
(2010) for the details). As stressed by Cardin et al., grid turbulence decays spatially,
between the moment of the energy deposition (corresponding to the position xspk
in Fig. 6.3) and the moment when the flame kernel has reached the position xkernel.
To account for this phenomenon, Cardin et al. spatially averaged all turbulence
properties (operation denoted by < >), between positions xspark and xspark + H
(see Fig. 6.3). Values obtained are reported in Tab. 6.1 as a function of the height
of the energy deposition xspark above the last grid of the MuSIG. The mean axial
velocity U , the integral length scale lt, the Kolmogorov length scale ηk, and the
Kolmogorov time scale τk are also given. Values for ηk and τk were calculated based
on the following relations:

ηk =

Ç
ν3

ǫ

å1/4

(6.1)

and

τk =
Åν
ǫ

ã1/2
(6.2)

where the kinematic viscosity ν and the turbulent dissipation rate ǫ were measured
according to (Mazellier et al., 2010; Renou et al., 2002).

6.2 Experimental results

Section 6.2.1 presents the results of the laminar ignition cases, which are essential to
understand the results established in the turbulent case, presented in section 6.2.2.
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xspark < U > < u′ > < lt > < ηk > < τk >

(mm) (m/s) (m/s) (mm) (µm) (µs)

60 6.36 1.88 4.91 50 128

65 6.05 1.72 4.96 51 136

70 5.78 1.58 5.06 54 148

80 5.36 1.34 5.35 59 181

90 4.08 1.14 6.75 65 222

100 4.89 1.00 6.21 71 268

124 4.66 0.77 7.38 85 379

144 4.55 0.66 8.25 94 460

Table 6.1: Properties of the turbulence generated by the MuSIG (Mazellier et al.,
2010). Average quantities were obtained by spatial average (Cardin et al., 2013) .

 < >

Figure 6.3: Sketch illustrating the spatial averaging operation < > of the MuSIG
turbulence properties displayed in Tab 6.1 (Cardin et al., 2013).

6.2.1 Laminar ignition cases

6.2.1.1 MIE measurements

Results of minimum ignition energy measurements in the laminar case (values are
denoted MIE0) for the different equivalence ratios are reported in Tab. 6.2. Values
of the uncertainty on the MIE0 values, ∆MIE0, are also indicated. The method
employed by Cardin et al. to measure MIE is explained in Annexe 9.4. To validate
their results, the authors compared their measurements against values reported in
the literature for the same pressure and temperature conditions: Lewis and Von Elbe
(1987) and Huang et al. (2007) (spark plug ignition cases), Beduneau et al. (2003)

112



CHAPTER 6. PRESENTATION OF THE LASER-INDUCED SPARK
IGNITION EXPERIMENTS

φ 0.55 0.58 0.6 0.63 0.65 0.7 0.75 0.8 0.85

MIE0 (mJ) 6.25 3.68 3.27 2.58 1.9 0.7 1.10 0.85 0.6

∆MIE0 0.42 0.37 0.31 0.32 0.29 0.31 0.18 0.17 0.13

Table 6.2: Measurements of MIE in the laminar flow (denoted MIE0 ) as a function
of the equivalence ratio φ, premixed methane/air mixture. ∆MIE0 is the uncertainty
on the MIE0 value. (Cardin, 2013)

(using two different focal length f) and Phuoc and White (1999) (Laser-induced
spark ignition cases). The comparison is displayed in Fig. 6.4. All results are
consistent: MIE0 values decrease with the equivalence ratio φ. However, MIE values
measured in the different studies differ. It is well known in the literature that
MIE values determined in spark plug ignition cases are different from the ones of
Laser-induced spark ignition cases (main reasons were mentioned in section 2.2).
To explain the differences of the MIE values between the different Laser-induced
spark ignition studies, Cardin et al. follow the conclusions established by Beduneau
et al. (2003): the MIE depends on the volume of the energy deposited by the Laser
beam, denoted Vd. The volume Vd is illustrated in the sketch of Fig. 6.5. According
to Beduneau et al. (2003), when the volume Vd decreases, the energy density of
the deposit increases, therefore the breakdown threshold is decreased and the MIE
decreases. Cardin have thus estimated the volume of energy deposition volume
in their study and the ignition volume in the study of Phuoc and White and of
Beduneau et al.. They could establish that:

(Vd)Beduneau,f=50 mm < (Vd)Cardin < (Vd)Beduneau,f=100 mm < (Vd)Phuoc (6.3)

which is consistent with the MIE results:

(MIE)Beduneau,f=50 mm < (MIE)Cardin < (MIE)Beduneau,f=100 mm < (MIE)Phuoc
(6.4)

These observations are important, because they highlight the fact that the MIE
depends on the energy density deposited by the Laser, this energy density depending
on the Laser wavelength and on the focal lens characteristics.

6.2.1.2 Evolution of the flame kernel characteristics during ignition

Prior to study ignition in turbulent mixtures, the flame kernel characteristics in
laminar flow are determined. Attention is paid in particular to the evolution of the
flame kernel: size, shape and emissions intensity.

Size of the flame kernel Figure 6.8 displays instantaneous images of the kernel,
at times ranging from t = 50 µs to t = 1500 µs, for different equivalence ratios. For
each equivalence ratio, the MIE0 is deposited value and a misfire and a fire case are
displayed. The size of the kernel decreases as the equivalence ratio φ increases. This
is because the deposited energy Ed decreases with the equivalence ratio. A smaller
deposited energy Ed leads to the formation of a smaller plasma. This can be seen
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Figure 6.4: MIE measurements in the laminar case (MIE0) as a function of the equiv-
alence ratio φ in laminar methane/air mixtures. Comparison with data reported by
Lewis and Von Elbe (1987), Phuoc and White (1999), Huang et al. (2007), Beduneau
et al. (2003) and Cardin et al. (2013). Graph from Cardin et al. (2013).
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Figure 6.5: Sketch of the energy deposit volume Vd at the focal point, with the
dimensions l and r measured by Cardin (2013).

in Fig. 6.6, showing images of the spark for different Laser energy and in Fig. 6.7
which displays the dimensions of the plasma (width and length) for different Laser
energy and different focal length f : dimensions of the plasma decrease when the
deposited energy Ed decreases. A smaller plasma leads to a smaller flame kernel.

Definition of the chain branching time τCB Figure 6.9 presents the tempo-
ral evolution of the kernel emission intensity, obtained by post-processing of the
instantaneous emission images of the flame kernel recorded by the intensified cam-
era (indicated in Fig. 6.2). In Fig. 6.9 a very high emission intensity peak is first
seen, caused by the important concentration of radicals generated by the break-
down. Then, the mean emission intensity decreases. The authors suggest that this
is because radicals recombine, leading to a decreased radical concentration in the
hot kernel. The decrease of the mean intensity is globally the same for all cases,
which means that the recombination process is independent of ignition success and
of equivalence ratio. This is confirmed by observing the instant t = 50 µs in Fig. 6.8:
the appearance of the kernel is very similar in the firing cases and the non-firing
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Figure 6.6: Recordings by ICCD camera of the spark in air, at t = 11 ns after the
Laser shot, for different deposited energy Ed and same focal length f . Images from
Cardin (2013).
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Figure 6.7: dimensions of the plasma (length and width) as a function of the de-
posited energy Ed, for three different focal length f = 75, 100 and 150 mm. Instant
t = 11 ns. Graph from Cardin (2013).

cases. A few hundreds µs after the start of the breakdown process, the curves of
firing and misfiring cases in Fig. 6.9 start to evolve differently. For firing cases, after
a certain critical time, the mean intensity increases, while for the non-firing cases
it keeps decreasing. This critical time, denoted by the authors τCB, depends on the
equivalence ratio φ: when the equivalence ratio increases from φ = 0.58 to φ = 0.75,
the critical time decreases from τCB = 820 µs to τCB = 150 µs. This is consistent
with Fig. 6.8: for instance for φ = 0.75, almost no kernel emission can be seen at
t = 300 µs, while for φ = 0.55, some emissions can still be observed at t = 1500 µs.
The authors interpret the critical time τCB as a chemical time, which represents
the time required for the chain branching reactions to develop. They explain that
during this time, the number of radicals generated by the breakdown must be suffi-
ciently high to generate enough chemical reactions to cause the hot kernel to release
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a sufficient amount of energy to grow and compensate heat losses. Based on the
mean intensity curves, the authors determine the critical time τCB for the different
equivalence ratios: τCB is obtained intersecting the two parts of the mean emission
intensity curves displayed in Fig. 6.9 (left part: exponential behavior, right part:
quasi-linear behavior). Values of τCB are displayed in the graph of Fig. 6.10 and
also reported in Tab. 6.3. Authors also indicated the value of τCB for equivalence
ratio φ = 1, extrapolated from the study of Beduneau et al. (2009). τCB is a key
quantity, because as discussed in the next section 6.2.2, Cardin et al. suggest that
the transition in the turbulent ignition regime occurs when the Kolmogorov time τk
becomes smaller than the characteristic time τCB.

equivalence ratio φ 0.55 0.58 0.6 0.63 0.65 0.7 0.75 0.8 0.85

MIE0 (mJ) 6.25 3.68 3.27 2.58 1.9 1.43 1.1 0.85 0.67

τCB (µs) 927 822 711 567 304 167 150 140 148

Table 6.3: Values of the chain-brainching time τCB determined by Cardin et al.
(2013), for different equivalence ratios φ. Corresponding MIE0 values are also re-
ported.

6.2.2 Turbulent ignition cases

The results established in the turbulence case by Cardin et al. were presented in
section 2.3.2, in Figs. 2.17 and 2.18. To interpret the ignition regimes, Cardin et al.
explain that when the Kolmogorov time τk is of the same order of magnitude or
larger than the chain-branching time τCB, then turbulence does not interfere with
the initiation of the combustion reactions. This is why the MIE measured remains
close the MIE value in the laminar case (MIE0). In Fig. 2.18, left and middle
columns correspond to this situation: the shape of the kernel remains spherical and
is not much wrinkled. When the Kolmogorov time τk becomes smaller than the
chain-branching time τCB, then turbulence does interfere with the initiation of the
chain-branching reactions. The flame front is disrupted, as seen in Fig. 2.18-right
column, more energy is required to ignite because of the increased energy dissipation
by turbulence.
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Figure 6.8: Instantaneous emission (total spectrum) images of the kernel, for dif-
ferent equivalence ratios. The deposited energy Ed is the MIE0 value of the corre-
sponding equivalence ratio. The color scale is the same except for timing t = 50 µs.
Cardin (2013).
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Figure 6.9: Temporal evolution of the mean emission intensity of the flame kernel
for firing and nonfiring cases, for different equivalence ratios. The deposited energy
is the MIE0 value of the corresponding equivalence ratio. Cardin et al. (2013).
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In this chapter, set-up and methods employed in the ignition simulations are
presented.
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7.1 Presentation of the ignition cases

The different parameters used in the ignition simulations are presented and their
choice justified when necessary: parameters of the mixture (equivalence ratio φ and
Lewis numbers Lek) in section 7.1.1, the energy deposit parameters (duration τdep
and radius r0) in section 7.1.2. The different kinetic schemes employed are presented
in section 7.1.3 and the numerical set-up in section 7.1.4.

7.1.1 Mixture parameters

7.1.1.1 Equivalence ratio φ

The ignition study aims at improving the understanding of critical ignition cases
with low laminar flame sL. These ignition cases correspond to engine conditions
with very lean equivalence ratio or with stoichiometric equivalence ratio and high
EGR rate. To facilitate the calculation in terms of CPU resources, ignition cases
with very lean equivalence ratios were investigated because these cases present a
laminar flame thickness that is larger than cases near the stoichiometry: then the
cell size ∆x required to simulate lean equivalence ratio ignition case can be larger.
Accordingly, among the different equivalence ratios investigated in the experiments
of Cardin et al. (2013), the very lean equivalence ratio case φ = 0.6 was chosen. The
case φ = 0.55 was also considered, closest equivalence ratio to the lean flammability
limit for which experimental measurements are provided. Finally, the equivalence
ratio φ = 0.85 was investigated as well, as a reference of non-critical ignition case.

7.1.1.2 Species Lewis number Lek

Lewis numbers are essential to determine the MIE, as pointed out in studies con-
sidering (Champion et al., 1986; Tromans and Furzeland, 1986; Chen et al., 2011).
Effects of the Lewis number on the MIE when using the 2-step kinetic scheme and
the analytic scheme must be therefore evaluated. Besides, when using the high
temperature D’Angola law (section 3.1.2.2), Lewis numbers are governed by tem-
perature and vary with space and time. A parametric study is then also required to
characterize these effects.

According to its definition, Lewis numbers Lek = Dth/Dk depend on the law em-
ployed to calculate the laminar viscosity µ(T ), entering the species diffusivity coeffi-
cient Dk, and to calculate the thermal Fourier coefficient λ(T ), entering the thermal
diffusivity Dth. As explained in section 3.1.2.2, the D’Angola law is used to correctly
estimate the laminar viscosity µ and the thermal Fourier coefficient λ. But using
D’Angola Eqs. (3.1) and (3.2) to respectively compute coefficients µ and λ implies
that the resulting Lewis number Lek locally depends on the temperature T , leading
to:

Lek(T ) =
Dth(T )

Dk(T )
=

λ(T )Sck
µ(T )Cp(T )

(7.1)

where the Schmidt number Sck is constant and extrapolated from 1D flame cal-
culations using complex transport coefficients. In order to characterize the effect
of the Lewis number Lek on the MIE estimation, but still correctly estimating the
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diffusivity at high temperature, different groups of simulations are considered, cor-
responding to different values of Lewis number Lek (see Table 7.1):

1. Diffusion 1 (D1): both coefficients µ and λ are calculated using the D’Angola
law (Eqs. (3.1) and (3.2)). The species Schmidt number Sck are for all species:
Sck = 0.7. Accordingly, the Lewis number Lek locally depends on the tem-
perature and is the same for all species.

2. Diffusion 2 (D2): coefficient µ is calculated using the D’Angola law (Equa-
tion (3.1)) but the thermal Fourier coefficient λ is calculated according to the
classical relation:

λ(T ) =
µ(T )Cp(T )

Pr
(7.2)

and following relation is imposed, to ensure unity Lewis numbers (Lek = 1):

Sck = Pr (7.3)

Performing 1D methane/air flame complex chemistry calculations, Pr = 0.7
was found the best fit to complex diffusion law.

3. Diffusion 3 (D3): coefficient µ is calculated using the D’Angola law. Thermal
Fourier coefficient λ is calculated according to Equation (7.2). The Sck values
may differ from one species to another and may differ from the Prandtl number
Pr; they are obtained from complex diffusion laws.

Comparing simulations of group (D1) and (D2) Lek = 1 will characterize the high
temperature diffusion effects on MIE prediction. Note that simulations using clas-
sical diffusion law, such as the Sutherland’s law, are not performed as these laws
do not predict the correct diffusivity at high temperatures. Finally, comparing sim-
ulations of group (D2) and (D3) will characterize eventual discrepancies of MIE
prediction between Lek = 1 and Lek 6= 1.

Groups laminar viscosity µ Fourier coefficient λ Lek

D1 D’Angola law D’Angola law Le(T )

D2 D’Angola law Eq.(7.2) Lek = 1

D3 D’Angola law Eq.(7.2) Lek 6= 1

Table 7.1: The different groups of simulations, corresponding to different Lewis
number Lek.

7.1.2 Parameters of the energy deposit

7.1.2.1 Deposit duration τdep

The energy deposit duration τdep is fixed to an unique value for all calculations and
corresponds to a short duration, since Cardin et al. (2013) used a Laser beam of
8.2 ns duration (section 6.1.1). The deposit duration τdep is determined according
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to the hypothesis presented in section 3.1.2.2 and to the conclusions established by
Frendi and Sibulkin (1990). τdep is chosen such as:

τdep = 25 µs (7.4)

Main conclusions of Frendi and Sibulkin study justifying this choice are recalled
below:

• if τdep < 2 − 5 µs, then τdep becomes of the same order of magnitude as the
characteristic time of the pressure wave propagation, which dissipates a part of
the input energy Eign. As it was assumed that the present ignition simulations
do not account for the pressure wave propagation (section 3.1.2.2), the duration
τd is chosen longer than 5 µs.

• if τdep > 100 µs, then the deposit duration becomes of the same order of
magnitude as the heat diffusion time τdiff . This situation does not correspond
to a physical short duration spark ignition. An estimation of τdiff will be
proposed in section 7.2.4 to confirm the conclusions of Frendi and Sibulkin.
Also, when τd > 100 µs, τdep becomes of the same order of magnitude as the
Kolmogorov time τk, which smallest value in Cardin et al. (2013) experiments
is τk = 128 µs (Table 6.1).

According to these observations, the deposit duration τdep must verify 10 µs < τdep <
100 µs. The duration τdep = 25 µs was finally chosen, after performing additional
tests using τdep = 50 µs and τdep = 15 µs, which showed that there was no significant
variations of the MIE.

7.1.2.2 Deposit radius r0

The dependency of the MIE on the deposit radius r0 was investigated by previous
studies, presented in section 3.1.2.2. Despite these existing analysis, parametric
studies MIE = f(r0) are performed because: (i) values of MIE for different de-
posit radii r0 must be determined for the present study, (ii) two types of kinetic
schemes are compared in the ignition study and the comparison of MIE prediction
for different deposit radii r0 can provide very useful information; (iii) thanks to this
parametric study, further understanding of the relation between size of the energy
deposit and size of the initial flame kernel is provided (see section 8.2).

The parametric study consists to determine for a given deposit radius r0 which
energy Eign is required to successfully ignite or not. As it will be evidenced in
Chapter 8, the range of deposit radius r0 investigated depends in fact on several
factors: equivalence ratio φ and temperature in the ignition zone.

7.1.3 Kinetic schemes employed

According to Sloane and Ronney (1992) (section 3.1.2.3), kinetic schemes should
recover both the laminar flame speed sL and the auto-ignition delays τai to correctly
predict ignition. Simplified kinetic schemes, which are widely used in complex con-
figurations because of their reduced CPU costs, cannot today recover both the cor-
rect laminar flame speed and the correct auto-ignition delays. On the other hand,
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analytical schemes have a strong potential to predict ignition in complex configu-
rations, because they can reproduce correct auto-ignition delays and laminar flame
speeds with affordable CPU costs (section 1.1.5). A problematic which is therefore
addressed in the ignition study is to characterize eventual ignition discrepancies
(in terms of MIE, flame kernel growth rate), when using an analytical chemistry
and a simplified chemistry. The study will help in particular to determine if an
accurate prediction of auto-ignition delays and of radicals formation is required to
predict ignition. The study will finally provide an useful evaluation of analytical
kinetic schemes, which are currently object of high interest for the LES commu-
nity (Franzelli et al., 2013; Bauerheim et al., 2015), for all problems requiring more
precise chemical description (for pollutants formation).

7.1.3.1 Analytical schemes

The analytical scheme used is the present study was proposed in the PhD thesis of T.
Jaravel (CERFACS), derived using the code Yarc developed by Pepiot (2008). The
reference detailed scheme is the GRImech 2.11 (Bowman et al., 1995) presenting
49 species and 277 reactions. Targets conditions are a set of five laminar freely-
propagating premixed flames, of equivalence ratio ranging between φ = 0.6 and
φ = 1.4, at atmospheric pressure and temperature. The final skeletal mechanism
presents nsk = 40 species.
In the final analytical mechanism, 22 species are transported : CH4, O2, N2, CO,
CO2,H2O, H2, H, O, OH, HO2, CH3, CH2O, H2O2, CH3OH, C2H2, C2H6, C2H4,
NO, NO2, HCN, N2O. 15 following species are assumed to be to the QSS : CH2,
CH2(S), HCO, CH2OH, C, CH, C2H3, C2H5, CH3O, HCCO, NH2, NCO, HNCO,
HNCO, HOCN.

7.1.3.2 Simplified scheme

A 2-step simplified kinetic scheme is used. The pre-exponential Arrhenius constant
A and the activation energy Ea coefficients were adjusted in order to recover the
laminar flame speed sL predicted by the detailed mechanism GRImech. The corre-
sponding kinetic parameters are given in Table 7.2.

reaction A (cm3mol−1s−1) β Ea(cal.mol−1

CH4+
3
2
O2→ CO+2H2O 3.6 ∗ 109 0.0 35500

forward coefficients νCH4
= 0.5, νO2

= 0.65

CO+1
2
O2 ↔ CO2 2 ∗ 108 0.7 12000

Table 7.2: Parameters for the 2-step simplified scheme for CH4/air used in the
ignition study.

123



CHAPTER 7. SET UP METHODS FOR THE IGNITION STUDY

7.1.4 Numerical setup for the laminar 3D ignition case

The size of the calculation domain is constrained by the size of the energy deposit and
by the flame kernel growth rate. Two types of domain were used for the simulations
of laminar ignition:

• Domain D1: 3D square domaine of length L = 3.2 mm for ignition cases
with a small initial radius r0 < 1.6 mm. Physical simulation time: 3 ms.

• Domain D2: 3D square domaine of length L = 6.4 mm for ignition cases
with large initial radius: r0 > 1.6 mm. Physical simulation time: 6 ms.

The cell size ∆x is constrained by the number of points required to:

• discretize the energy deposit.

• discretize the flame front at small radii, and the intermediate and radicals
profiles when using the analytical chemistry.

The chosen grid resolutions for the different ignition cases are specified in Table 7.3.
Boundary conditions are standard Navier-Stokes boundary conditions (NSCB (Poinsot
and Lele, 1992)) of non-reflecting outlet type, with Poutlet = Patm.

equivalence ratio simplified scheme analytical scheme

φ = 0.6 / φ = 0.55 ∆x = 50 µm ∆x = 40 µm

φ = 0.85 ∆x = 25 µm ∆x = 25 µm

Table 7.3: Grid resolution used for the different equivalence ratios and the different
kinetic schemes

7.2 Preliminary calculations for the ignition study

The ignition process results of an auto-ignition phenomenon and on the balance be-
tween heat diffusion and flame propagation. Accordingly, to characterize ignition,
following quantities must be evaluated: the laminar flame speed sL, the flame thick-
ness δL, the auto-ignition delays τai and the characteristic heat diffusion time τdiff .
Calculations of the auto-ignition delays τai are therefore presented in section 7.2.1,
calculations of 1D flames in section 7.2.2. In section 7.2.3, a definition of an ignition
time τign accounting for the temporal variation of temperature during ignition is
proposed. Finally, the estimation of the characteristic heat diffusion time τdiff is
presented in section 7.2.4.

7.2.1 Auto-ignition delays τai

Auto-ignition delays τai of the 2-step, analytical scheme and detailed mechanism
GRImech are presented in Fig. 7.1, for the equivalence ratio φ = 0.6. Conclusions
are similar to the ones established by Sloane and Ronney (1992) (Table 3.1): the sim-
plified kinetic scheme predicts ignition delays much shorter than the ones predicted
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by the detailed mechanism. Also, auto-ignition delays predicted by the analytical
scheme are in very good agreement with the auto-ignition delays predicted by the
detailed mechanism, which is consistent with the conditions of reduction used to
derive this scheme.

0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1
1000K/T

FG
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100

10000

1e+06

τ
a
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µ
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Figure 7.1: Ignition delays τai (CHEMKIN calculation). blue circle: GRImech, green
square: analytical scheme, red triangle: 2-step simplified scheme.

7.2.2 1D flame calculations

Results of the 1D flames calculation using AVBP are presented below. The compu-
tational domain is 2D, of length L = 20 mm and of width l = 20 cm. The grid cell
is ∆x = 50 µm for the case φ = 0.55 and φ = 0.6 and ∆x = 25 µm for the case
φ = 0.85. Boundary conditions are indicated in Fig. 7.2.

symmetry

symmetry

non reflecting inlet

- T = Tatm

- P = Patm

- u = sL

non reflecting outlet

- P = Patm

fresh gases burned gases

Figure 7.2: Sketch illustrating the 2D computational domain for the 1D flame cal-
culations. Boundary conditions are determined according to the NSCBC method
Poinsot and Lele (1992).

Results Figure 7.3 presents 1D temperature profiles obtained using the simplified
scheme (plain line) and the analytical scheme (dashed line) and using the detailed
mechanism GRImech (dashed line with symbols, CHEMKIN calculation). The pro-
files obtained for the three equivalence ratios are displayed. Values of the laminar
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Figure 7.3: 1D temperature profile of planar laminar flame, for equivalence ratios
φ = 0.55, φ = 0.6 and φ = 0.85. Plain line: 2-step kinetic scheme (D2), dashed line:
analytical scheme (D2), symbols: GRImech mechanism (CHEMKIN calculation).

flame speed sL and of the laminar flame thickness δL obtained for the different
schemes and for the equivalence ratios φ = 0.6, φ = 0.55 and φ = 0.85 in Table 7.4,
7.6 and 7.5 respectively. The laminar flame thickness δL is calculated according to:

δL =
T bg − T fg

max
∣∣∣∣∂T∂x

∣∣∣∣
(7.5)

while the laminar flame speed sL is calculated according to:

sL =
−Ω̇F

ρuYF l
(7.6)

where Ω̇F is the overall fuel consumption rate and l the width of the simulation
domain.

scheme sL (cm/s) δL (mm) ∆xmin (µm) nres

GRImech 11.56 0.96 5 200

analytical scheme (D2, Lek = 1) 11 0.95 50 20

simplified scheme (D2, Lek = 1) 11.42 0.93 100 10

Table 7.4: Laminar flame speed calculation CH4/air, φ = 0.6. Simulations (D2).
∆xmin indicates the minimal discretization required.

In Fig. 7.3, the analytical scheme very well reproduces the temperature profile
of the detailed mechanism GRImech for the three equivalence ratios. The 2-step
kinetic scheme shows good agreement with the two other schemes for equivalence
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scheme sL (cm/s) δL (mm)

GRImech 31.2 0.48

analytical scheme (D2, Lek = 1) 27 0.5

simplified scheme (D2, Lek = 1) 33 0.39

Table 7.5: Laminar flame speed calculation CH4/air, φ = 0.85

scheme sL (cm/s) δL (mm)

GRImech 7.95 1.42

analytical scheme (D2, Lek = 1) 7.06 1.4

simplified scheme (D2, Lek = 1) 8.51 1.18

Table 7.6: Laminar flame speed calculation CH4/air, φ = 0.55

ratios φ = 0.6 and φ = 0.55, even if the temperature profile is slightly steeper. For
the equivalence ratio φ = 0.85, the same laminar flame speed as the one predicted by
the GRImech mechanism is recovered but the temperature profile is much steeper.

Lewis effect As the value of the Lewis number of the fuel is close to unity
(LeCH4

= 0.96), effects of the Lewis number Lek (between case (D2, Lek = 1)
and case (D3, Lek 6= 1)) on the 1D profiles of temperature and main species is
not significant. Figure 7.4 presents 1D profiles of CH4 and H20 obtained with the
analytical scheme, for calculations of group (D2) and (D3).
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Figure 7.4: 1D profile of CH4 (left) and H2O (right) for equivalence ratio φ = 0.6,
analytical scheme. Plain line: (D2, Lek = 1), dashed line: (D3, Lek 6= 1).

7.2.3 Ignition time τign

7.2.3.1 Definition

In a 3D ignition case, temperature (and pressure) vary both in space and time.
Auto-ignition delays τai calculated in homogeneous reactors (section 7.2.1) are not
sufficient to characterize 3D ignition cases. A better characterization should account
for the variation of the temperature with time and space. In the present study, a
method to determine the ignition time τign is proposed, accounting for the variation
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of the temperature with time. The ignition time τign is calculated based on the
variation of enthalpy in the center of the ignition zone during a 3D ignition case.
The calculation procedure is illustrated in Fig. 7.5 and detailed below:

• Step 1: determination of the total enthalpy in the center of the
ignition zone A 3D ignition case is first considered (equivalence ratio φ, initial
pressure Pini = Patm and initial temperature Tini = Tatm). Thermal energy
Eign(r0, τdep) is deposited, using the ED model. The chemical terms in the
species transport equation and in the energy equation are set to zero. Doing so
enables to determine the evolution of enthalpy h(r, t) of the mixture, only due
to the deposit of energy Eign(r0, τdep), and not due to both the energy deposit
and the heat released by the combustion reactions. The enthalpy h(0, t) in the
center of the deposit are stored versus time in the variable denoted h0,ini(t).

• Step 2: calculation of the ignition delay in a constant pressure re-
actor A constant pressure homogeneous reactor is then considered, with a
methane/air mixture at the same equivalence ratio φ, at the pressure PHR =
Patm and at a enthalpie hHR(t) varying with time, such as hHR(t) = h0,ini(t).
The ignition time τign is then defined as the time when only 5% of the fuel
mass fraction remains:

YCH4
(τign) = 0.05YCH4,ini (7.7)

3D ignition domain

Q(Eign,r0,τdep)

ωk(X,t) = 0

enthalpy 

h(x,t)

constant pressure 

homogeneous reactor
YF(t)

CH4/air φ = 0.6

τign
enthalpy 

 h(0,t)

Step 1

Step 2

ED model
.

.

Figure 7.5: Sketch illustrating the calculation procedure of the ignition time τign.

7.2.3.2 Results and analysis

An example of the calculation of the ignition time τign, using the simplified kinetic
scheme, is displayed in Fig. 7.6, showing the evolution of the temperature T ∗(t) of
the constant pressure reactor (plain line), of T0,ini(t) the temperature corresponding
to the enthalpy h0,ini (dashed line ) and of the fuel mass fraction YCH4

(t). The
increase of the temperature T ∗ due to reactions while the fuel is consumed is clearly
evidenced.
Using this method, ignition times τign were determined for different ignition param-
eters (Eign, r0) - corresponding in fact to different energy density Eign/r30 (denoted
D) - using the simplified scheme and the analytical scheme. Results are reported
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Figure 7.6: Calculation of the ignition time τign, for the ignition parameters Eign =
0.56 mJ and r0 = 1.125 mm. Top: fuel mass fraction YF versus time. Bottom:
imposed temperature of the constant pressure homogeneous reactor T0,ini (plain
line) and the constant pressure reactor temperature T ∗ (plain line) versus time.

in Fig. 7.7: the values of τign are displayed as a function of the energy density
D = Eign/r30, which governs the level of temperature. First conclusions can be
drawn from this simple analysis:

• There is an asymptotical value of the energy density Dcrit, for which the ig-
nition time τign exponentially increases and tends toward infinity. When the
energy density is below the critical value (D < Dcrit), the temperature is not
raised to a sufficient level during a sufficient time for the combustion reactions
to significantly occur.

• The value of Dcrit is different when using the simplified scheme and when using
the analytical scheme: Dcrit,analytic > Dcrit,simplified. This difference is related
to the difference in terms of auto-ignition delays τai, presented in section 7.2.1.
Indeed, because the auto-ignition delays of the simplified scheme are shorter
than the analytical scheme ones, combustion can occur at lower temperature
when using the simplified kinetic scheme.

• when the energy density is higher than the critical energy density of the an-
alytical scheme (D > Dcrit,analytic), the ignition times τign obtained using the
simplified chemistry and the analytical chemistry are very close, although auto-
ignition delays τai are very different (see Fig. 7.1). Explanation is as follows:
when the energy density is higher than the critical energy density of the analyt-
ical scheme (D > Dcrit,analytic), the temperature in the center of the energy de-
posit is high (T > 2500 K). At this temperature, even if the auto-ignition de-
lays predicted by the simplified scheme and the analytical scheme are different
(τai,simplified(T = 3000 K) = 0.4 µs, while τai,simplified(T = 3000 K) = 4.4 µs),
auto-ignition delays τai are both short enough for combustion reactions to
significantly take place during the energy deposit of duration τdep = 25 µs.

• when the energy density is high (D > 0.5 mJ/m3 in Fig. 7.7), then the ignition
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time τign is smaller or equal to the deposit duration τdep, which shows that
ignition takes place very quickly, whatever the kinetic scheme.
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Figure 7.7: ignition time τign function of the energy density D = Eign/r30 for the
simplified scheme (filled circles) and the analytical scheme (filled diamond). The
deposit duration τd is indicated with the dotted line.

7.2.4 Heat diffusion time τdiff

Considering a sphere of radius Ri maintained to an uniform temperature Ti, the heat
diffusion time τdiff is given by solving the heat equation in spherical coordinates. It
can be estimated according to:

τdiff (Ti) ∼
R2
i

Dth(Ti)
(7.8)

Practically, the temperature field is not uniform, because of the Gaussian shape
of the energy deposit but the approximation can be used in a first analysis. Heat
diffusion times τdiff (T ) were estimated for different temperatures T in the ignition
zone, using the different thermal diffusivity law of λ for the groups D1, D2 (see
Table 7.1). Values are displayed in Fig. 7.8. Diffusion times τdiff are of the order of
magnitude of tens of µs for high temperature (T ≫ 2000), and differ between case
D1 and D2. At lower temperature (T ∼ 2000 K), close the adiabatic temperature,
diffusion times are similar for cases D1 and D2. Values are of the order of magnitude
of hundreds of microsecondes, which is much longer than the deposit duration τdep.

7.2.5 Conclusion

In this chapter parameters and kinetic schemes used in the ignition study were
presented. Important physical quantities to analyze the ignition results were deter-
mined: laminar flame speed and thickness, auto-ignition delays, heat diffusion time.
An ignition time τign was also defined, accounting for the variation of temperature
with time during ignition. Ignition times were calculated for different energy densi-
ties of the energy deposit. A novel and important conclusion concerns the fact that

130



CHAPTER 7. SET UP METHODS FOR THE IGNITION STUDY

1200 2000 3000 4000 5000
T (°K)

1

10

100

1000

τ
d

if
f 

(µ
s)

D1
D2

Figure 7.8: characteristic heat diffusion time τdiff as a function of the temperature
T , calculated for the different thermal diffusivity law of λ. τdiff is calculated using
Relation (7.8), for a methane/air mixture φ = 0.6 and considering an energy deposit
Eign = 0.42 mJ and r0 = 0.75 mm.

above a certain energy density, the 2-step and the analytical kinetic scheme pre-
dict similar values of the ignition time τign, although auto-ignition delays are very
different. This aspect will play an essential role in the 3D ignition cases (section
8.3.1).
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Laminar ignition cases
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This chapter presents the laminar ignition study. Section 8.1 discusses the results
of the different MIE parametric studies, using the 2-step kinetic scheme. Then
section 8.2 presents a finer analysis of the process of ignition and extinction observed
in the simulations. Section 8.3 is dedicated to the ignition prediction using the
analytical scheme. Finally, the results of the simulations are discussed in section 8.4
against the experimental results established by Cardin et al. (2013).

8.1 Global analysis: MIE parametric study using

the 2-step kinetic scheme

Following parametric studies establish how MIE varies when: the deposit radius r0
varies (section 8.1.2), the equivalence ratio φ varies (section 8.1.3), the Lewis num-
ber varies (section 8.1.4). Analysis enable to define ignition criteria and to better
understand the ignition process when using the energy deposit model.
Before presenting the parametric studies, unsuccessful ignition cases are first de-
scribed in section 8.1.1, as two different types of unsuccessful ignition were observed
when determining the MIE and must be distinguished.
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8.1.1 Description of unsuccessful ignitions

Two different types of unsuccessful ignition observed when determining the MIE,
denoted A and B, are described below:

• failure A: extinction following the energy deposit (Fig. 8.1). The
temperature is not raised to a sufficient level during the energy deposit phase,
therefore no significant heat released by the combustion is observed, as il-
lustrated in Fig. 8.1. The temperature in the center of the ignition zone is
displayed versus time, for a reactive case (red plain line) and for the same
case for which chemical terms have been set to zero (blue dotted line). The
temperature relaxes the same way for both cases, thus evidencing that the
heat released by combustion is not significant.

• failure B: extinction following a phase of growth of the flame kernel
(Fig. 8.2). The temperature is locally raised to a sufficient level during the
energy deposit phase, combustion successfully initiates and a phase of growth
of the flame kernel is observed, before it cools down, as illustrated in Fig. 8.2
(the burned gases radius rbg is calculated as following Eq. (3.10)). In Fig. 8.2-
right, the temperature first increases because of the thermal energy deposit,
then because of the heat release (the 2-step kinetic scheme which was used in
this case is exothermic). Until t ∼ 0.5 ms, the temperature decreases due to
diffusive heat losses, then it relaxes toward the adiabatic flame temperature
as the flame kernel grows (Fig. 8.2-left). After t ∼ 1.5 ms, the temperature
in the center of the flame kernel starts decreasing and the flame kernel cools
down, corresponding to a decrease of the burned gases radius in Fig. 8.2-left.

0 500 1000 1500

t (µs)

0

500

1000

1500

2000

T
m

a
x
 (

°K
)

E
0
 = 0.56 mJ | d

0
 = 2.25 mm

Le(T)

Figure 8.1: Ignition failure A: temperature versus time in the center of the ignition
zone. Red plain line: reactive case, blue dotted line: same case with chemical terms
set to zero. 2-step kinetic scheme, φ = 0.6. Eign = 0.56 mJ , d0 = 2.25 mm.

8.1.2 Dependency of the MIE on the deposit radius r0

To determine the relation between MIE and deposit radius r0, ignition calculations
were run with different sets of ignition parameters (Eign, r0). Results - e.g. success or
failure A or failure B - were then reported in a diagram Eign function of the deposit
radius r0 (Fig. 8.3). Iso-energy density lines, corresponding to D = Eign/r30 = cst
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Figure 8.2: Ignition failure B. Left: temperature versus time in the center of the
kernel. Red plain line: reactive case, blue dotted line: same case with chemical
terms set to zero. Right: burned gases radius rbg versus time. 2-step kinetic scheme,
φ = 0.6. Eign = 0.322 mJ, r0 = 0.85 mm.

are also displayed in the diagram (dotted and dashed lines). Meaning of the symbols
is as follows:

• Circle symbols: success.

• Cross symbols: ignition failure A (Fig. 8.1).

• Square symbols: ignition failure B (Fig. 8.2).

MIE values may be thus estimated by the line passing by circles and square symbols
or circles and cross symbols.

8.1.2.1 Description of the diagram

In Fig. 8.3, two zones can be clearly distinguished, as in the results of Sloane and
Ronney (1992) or Frendi and Sibulkin (1990) (see Fig. 3.3 and 3.3). These two zones
are represented by rectangles and the limit between the two zones, corresponding to
r0 = r0,crit, is also drawn.

• in zone Z1, corresponding to r0 > r0,crit: MIE is proportional to r30, as evi-
denced by the iso-energy density line (the red dashed line Dign,crit in Fig. 8.3)
exactly passing between points of success and of failure of ignition. In this
zone, unsuccessful ignitions are only of type A (cross symbols only, no square
symbol). This means that ignition can occur if and only if a critical ignition
temperature Tign,crit (corresponding to the critical energy density Dign,crit) is
reached in a certain ignition volume. Otherwise, the heat release is not sig-
nificant enough to balance the diffusive heat losses during the energy deposit
phase and the kernel starts cooling down just after the energy deposit. These
conclusions are similar to previous results, such as the ones established by
Wang and Sibulkin (1993). Fig. 8.4 is taken from their study. It shows, as a
function of the deposit radius, on the right ordinate the MIE and on the left
ordinate, the ignition temperature Tign defined in their study as the tempera-
ture in the center of the ignition zone at the end of the energy deposit (that is
T (0, τdep)). In the zone r0 > r0,crit, this temperature reaches a constant level
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Figure 8.3: Dependency of the MIE on the ignition energy input radius r0 for the
2-step kinetic scheme. φ = 0.6. Red dashed line and dotted lines: iso-energy
density lines D = Eign/r30 = cst. Circle symbols: successful ignition. Cross symbols:
unsuccessful ignition A, extinction following the energy deposit. Square symbols:
unsuccessful ignition B, extinction following a phase of growth of the flame kernel.
Filled red symbol: reference energy density Dref defined in section 8.1.2.3.

(Tminign ≈ 1000 K), while MIE is proportional to the energy deposit volume.
This means that following classical relation can be written:

MIE ∝ 4

3
πr30ρ

uCp∆T (8.1)

with ∆T = (Tign,crit − T0). Wang and Sibulkin (1993) suggest that Tign,crit
should not depend on the deposit radius r0. In our case, because the energy
deposit has a Gaussian shape, Tign,crit represents in fact an average tempera-
ture within the ignition zone and does depend on the deposit radius r0 because
of the diffusion effects. An estimation of Tign,crit is proposed for the present
simulations, comparing the evolution of the temperature in successful and
unsuccessful ignition cases. To do so, the temperature in the center of the
ignition zone is displayed in Fig.8.5 versus time, for a successful ignition case
(left) and an unsuccessful ignition case (right). The evolution of the temper-
ature for the same cases, where chemical terms have been set to zero is also
displayed (dashed line). The comparison of these cases provides an estimation
of the critical ignition temperature: Tign,crit,simplified ≈ 1600 K. Practically,
Tign,crit,simplified varies with the radius of the energy deposit r0 because of the
diffusive effects but the order of magnitude of variations is only of a few hun-
dreds of Kelvin.
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• in zone Z2, corresponding to r0 < r0,crit, MIE remains quasi constant (blue
plain line in Fig. 8.3). Ignition can fail even if the energy density D of the
deposit is high, i.e. if the ignition temperature is high (unsuccessful ignition
case B). This observation is consistent with the previous results of Wang and
Sibulkin: in Fig. 8.4 the ignition temperature increases as the deposit radius
r0 decreases. For those unsuccessful ignition cases (case B), the flame kernel
starts growing but cannot reach the critical size, as illustrated in Fig. 8.6. The
burned gases radius rbg is displayed versus time, for ignition cases of zone Z2
with different ignition energy Eign, but with the same ignition energy density
D. The closer the ignition energy Eign is to the MIE, the larger the flame ker-
nel grows, before cooling down. The critical radius rbg,crit can be determined
as the last radius reached before extinction. In Fig. 8.6, the critical radius
rbg,crit is close to 1.18 mm.

Results also suggest a relation between the critical deposit radius r0,crit and the
critical burned radius rbg,crit: when r0 > r0,crit, if the ignition energy Eign is sufficient
to initiate the combustion, then the flame kernel necessarily reaches the critical
radius rbg,crit, but when r0 < r0,crit then the ignition energy must sustain the flame
kernel to the critical size of radius rbg,crit. Radii r0 and rbg,crit are not equal, mostly
because of the diffusion effects occurring within the ignition zone. However it can
be observed in the diagram of Fig. 8.3 that r0,crit ≈ 1.1 mm, while in Fig. 8.6,
the burned gases radius rbg,crit is close to ≈ 1.18 mm. These two values are close
to the laminar flame thickness δL (see Table 7.4), which is consistent with the 0D
ignition theories (Ballal and Lefebvre, 1974; Champion et al., 1986) (see section
2.3.1) relating the critical ignition volume to the laminar flame thickness.

r0 (mm)

~r0,crit

Figure 8.4: Effect of the ignition energy input radius r0 on the ignition kernel
temperature T (0, tig) and on the minimum ignition energy, according to the study
of Wang and Sibulkin (1992)
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Figure 8.6: Temporal evolution of the burned gases radius rbg for different ignition
energy Eign and same ignition energy density D = Eign/r30 in zone Z2. 2-step kinetic
scheme, (D1). φ = 0.6.

8.1.2.2 Definition of ignition criteria

Based on the analysis of the diagram in Fig. 8.3, two ignition criteria can be defined:

1. Criterion 1: Eign must be sufficient for the critical ignition temperature
Tign,crit to be reached in the ignition zone. The critical ignition temperature
corresponds to the temperature for which the heat release can balance the
diffusive heat losses during the energy deposit phase, so that a flame kernel
can form and start growing.

2. Criterion 2: Eign must be sufficient to sustain the flame kernel until it reaches
the critical size of radius rbg,crit, which is related to the laminar flame thickness
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δL.

Practically in a successful ignition case, Criterion 1 is verified before Criterion 2.
But depending on the zone of the diagram, only one of the two criteria is required
to successfully ignite. The ignition criterion depends on the value of the deposit
radius r0:

• Zone 1, when r0 > r0,crit, the ignition criterion is Criterion 1, because in
that case verifying Criterion 1 implies that Criterion 2 is also verified. Indeed,
when r0 > r0,crit, the part of the ignition volume where the temperature is
above the critical ignition temperature (Criterion 1) is large enough to ensure,
that once diffusion occurred, the resulting flame kernel is above the critical
size of radius rbg,crit (Criterion 2).

• Zone 2, when r0 < r0,crit, the ignition criterion is Criterion 2, because in
that case verifying Criterion 2 implies that Criterion 1 is also verified. The
energy density required to sustain the flame kernel to the critical size rbg,crit
(Criterion 2) is higher than the critical energy density Dcrit required to observe
the significant apparition of burned gases (Criterion 1).

8.1.2.3 Choice of a reference energy density Dref

From the diagram of Fig. 8.3, a reference energy density Dref can be defined. Dref

will serve to define the ignition parameters of the turbulent ignition cases presented
in Chapter 9 and to compare the MIE predicted in simulations to the experimental
results of Cardin et al. (2013). Dref is chosen in zone Z2 of the diagram of Fig. 8.3
and is indicated by the red filled circle (value Dref = 1.0196 mJ/mm3). Reason of
this choice is that Dref must correspond to a high density energy deposit. Indeed
this type of ignition mimics the high temperature peak of the breakdown (in simu-
lations, the maximal temperature can for instance reach 8000 K), followed by a heat
relaxation phase and then a phase of growth of the flame kernel. This situation is
closer to a physical short duration spark ignition case than an ignition case of zone
Z1, of lower energy density.

8.1.3 Effect of the equivalence ratio φ on MIE

In order to confirm the analysis presented in section 8.1.2.1 for the equivalence
ratio φ = 0.6, a similar parametric study MIE function of the deposit radius r0 is
performed for the equivalence ratio φ = 0.85. Then, MIE values determined with
the reference energy density Dref are compared to the experimental values of Cardin
et al. (2013) and to the 0D criterion of Ballal and Lefebvre, for equivalence ratios
φ = 0.55, φ = 0.6 and φ = 0.85.

8.1.3.1 Diagram MIE function of the deposit radius r0 for the equiva-
lence ratio φ = 0.85

Results of the parametric study MIE function of the deposit radius r0 for the equiv-
alence ratio φ = 0.85. are displayed in Fig. 8.7. The MIE estimated for the equiv-
alence ratio φ = 0.6 is also indicated (dashed line). As for the case φ = 0.6 (see
Fig. 8.3), zones Z1 and Z2 are clearly identified. Following observations can be also
made:

139



CHAPTER 8. LAMINAR IGNITION CASES

0.4 0.5 0.6 0.7 0.8 0.9 1 1.2 1.4 1.6 1.8

r
0
(mm)

0.04

0.08
0.1

0.2

0.3

0.6

1

1.5

2
2.5

1

E
ig
n
(m
J)

φ = 0.6

φ = 0.85

zone Z2

r0,crit(φ=0.85)

r0,crit(φ=0.6)

Figure 8.7: Ignition energy Eign as a function of the deposit radius r0. Symbols (for
φ = 0.85) cross: unsuccessful ignition A and square: unsuccessful ignition case B,
circle: successful ignition (see section 8.1.1 for the details). Lines estimate the MIE
for the case φ = 0.85 (plain line) and φ = 0.6 (dashed line). 2-step kinetic scheme,
(D2).

• In zone Z1, the slope of the MIE line is similar for equivalence ratios φ = 0.6
and φ = 0.85, which means that the critical energy density Dign,crit is sim-
ilar. Reason is that the critical ignition temperature Tign,crit results of the
competition between the heat diffusion and the heat released by the combus-
tion reactions during the deposit phase. The heat release is governed by the
auto-ignition delays during the deposit phase, which do not vary much from
φ = 0.6 to φ = 0.85.

• In zone Z2, MIE values for case φ = 0.85 are smaller than for case φ =
0.6, which is consistent with experimental results (Ballal and Lefebvre, 1974;
Champion et al., 1986; Beduneau et al., 2009; Cardin et al., 2013), 0D models
predictions(Ballal and Lefebvre, 1974; Champion et al., 1986) and previous
simulations (Sloane, 1990). A more quantitative comparison with the results
of Cardin et al. (2013) is proposed in next section 8.1.3.2.

• the critical radius r0,crit is smaller for case φ = 0.85 than for case φ = 0.6. This
is consistent with the explanation proposed in section 8.1.2, relating r0,crit to
the laminar flame thickness (Tab 8.1, values of the critical burned gases radius
rbg are also reported).
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φ = 0.6 φ = 0.85

δL (mm) 0.93 0.39

r0,crit (mm) 1.1 0.55

rbg,crit (mm) 1.18 0.6

Table 8.1: Comparison of the laminar flame thickness calculated in section. 7.2.2
(first row), the critical deposit radius r0,crit determined in Fig. 8.7 (second row) and
the critical burned gases radius rbg determined in Figs. 8.6 and 8.8 (third row).
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Figure 8.8: Temporal evolution of the burned gases radius rbg for different ignition
energy Eign and same ignition energy density D = Eign/r30 = Dref . 2-step kinetic
scheme, (D2). φ = 0.85.

8.1.3.2 Validation of MIE predicted in simulations

MIE were determined for the three equivalence ratios φ = 0.55, φ = 0.6 and φ =
0.85, for the reference energy density Dref defined in section 8.1.2.3. Values are
reported in Table 8.2, with the ones predicted using the correlation of Ballal and
Lefebvre (2.13) and the ones extrapolated from the measurements of Cardin (2013).
The authors recommend an estimation of the effective MIE value MIEeff such as:
MIEeff = 0.15 ∗MIELaser, because about 85% of the measured Laser energy is
dissipated by the propagation of the post-breakdown pressure wave, which is not
accounted for in the present simulations. Criterion of Ballal and Lefebvre (1974) is
recalled below:

MIE =
4

3
πδL

3ρu(Tadiab − T0) (8.2)

The results of the simulations verify that MIE decreases with the equivalence ratio
φ, respecting the same trend as the one observed in the experiments of Cardin and as
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the one predicted by the 0D criterion of Eq. (8.2)(see also section 2.3.1). Moreover,
the values predicted in the simulations are close to the MIEeff values estimated
from the measurements. In the correlation (8.2), the laminar flame thickness must
be divided by a parameter α set to α = 2.8 to recover the same MIE value as the
one estimated from the experimental measurements. This highlights that 0D criteria
can reproduce the correct physical trend MIE function of the equivalence ratio φ
but cannot be quantitative.

MIE prediction φ = 0.55 φ = 0.6 φ = 0.85

simulations (simplified kinetics-(D2)) 0.85 mJ 0.47 mJ 0.072 mJ

Correlation (8.2) 1 mJ 0.49 mJ 0.071 mJ

Experiments: 0.15 ∗MIELaser 0.94 mJ 0.49 mJ 0.1 mJ

Table 8.2: MIE calculations (mJ): comparison of the MIE calculated in the sim-
ulations (first row), predicted using the correlation of Ballal and Lefebvre (1974)
with δL divided by α = 2.58 (second row) and estimated from the measurements of
Cardin et al. (2013) (third row).

8.1.4 Effect of Lewis numbers Lek on MIE

To characterize the effect of the Lewis numbers Lek on MIE, MIE obtained in
simulations (D1), (D2) and (D3) (Tab. 8.3) are compared for equivalence ratios
φ = 0.55, φ = 0.6 and φ = 0.85, with the reference energy density Dref . Then, to
characterize the influence of the diffusivity law on the MIE prediction, the diagram
MIE function of the deposit radius r0 is established for simulations (D1) and (D2),
for the equivalence ratio φ = 0.6. Differences are analyzed.

Groups laminar viscosity µ Fourier coefficient λ Lek

D1 D’Angola law D’Angola law Le(T )

D2 D’Angola law Eq.(7.2) Lek = 1

D3 D’Angola law Eq.(7.2) Lek 6= 1

Table 8.3: The different groups of simulations, corresponding to different Lewis
number Lek, see section 7.1.1.2.

8.1.4.1 Different equivalence ratios φ, reference energy density Dref

MIE values obtained in simulations (D1), (D2) and (D3) are reported in Table 8.4.
Results of groups (D2) and (D3) are first commented. For these groups, the law
to calculate the Fourier thermal coefficient λ is the same (λ = µCp/Pr), only the
species Schmidt numbers Sck differ. According to the results gathered in Table 8.4:

MIE(D2) > MIE(D3) (8.3)
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Groups as def. in Table 8.3 Lek φ = 0.55 φ = 0.6 φ = 0.85

(D1) Lek(T ) x 0.28 0.035

(D2) Lek = 1 0.85 0.47 0.072

(D3) Lek 6= 1 0.75 0.4 x

Table 8.4: MIE calculations (mJ): effect of Lewis numbers Lek. for different equiv-
alence ratios φ and different Lewis numbers Lek (see Tab. 8.3). Reference energy
density Dref (see section 8.1.2.3). 2-step simplified kinetic scheme. Cross symbols
corresponds to cases that were not simulated.

Differences observed between simulations (D2) (Lek = 1) and simulations (D3)
(Lek 6= 1 with LeCH4

= 0.98) are consistent with previous results (Champion et al.,
1986; Tromans and Furzeland, 1986). These studies explain that when LeF < 1,
then MIE decreases and vice versa (which is verified in the relation (8.3)). Indeed,
when LeF < 1, then Dth < Dk: species, in particular the fuel, diffuse faster than the
heat, accordingly the MIE decreases. When LeF > 1, then Dth > Dk, heat diffuses
faster than the species, accordingly MIE increases.
To explain the difference of MIE predictions between group (D1) and the two other
groups (D2, D3), Fig. 8.9 displays a profile of the Lewis number Le(D3)(T ) for an
ignition case of group (D1), at different timings of the ignition. At t = 20 µs, that
is during the energy deposit, the Lewis number is very high: Le(D1)(T ) ≫ 1. Then,
at longer time t > 100 µs, Le(D1)(T ) becomes smaller than unity. To complete
the analysis, it is recalled that the reference energy density Dref chosen for these
ignition cases is situated in zone Z2 (r0 < r0,crit). In that case, the ignition criterion
is Criterion 2: the ignition energy Eign must be sufficient to sustain the flame
kernel until it reaches the critical size. Thus, the key phase is the phase of growth
of the flame kernel. This implies that the key parameter is not the value of Lewis
numbers Lek during the energy deposit phase, but during the phase of the flame
kernel growth. During this phase, according to Fig. 8.9, Le(D1)(T ) < 1, that is
Le(D1) < Le(D2), which is consistent with the MIE results: MIE predicted in case
(D1) is smaller than MIE predicted in case (D2).

8.1.4.2 Variable energy density D, equivalence ratio φ = 0.6

A parametric study MIE function of the deposit radius r0 is performed for groups
(D1) and (D2), for the equivalence ratio φ = 0.6. Results are reported in Fig. 8.10:

• In zone Z1: results do not depend on the diffusivity law, because the energy
density, that is the ignition temperature Tign, are low (Tign < 2000K). Expla-
nations are detailed in the following. When r0 > r0,crit, the ignition criterion
is Criterion 1, the ignition temperature must be higher than the critical ig-
nition temperature (Tign > Tign,crit). The critical temperature Tign,crit results
from the balance between the chemical heat release - that depends on kinetics
- and the diffusive heat losses - that depend on thermal diffusivity law. It was
established in section 8.1.2.1 that Tign,crit ≈ 1600 K. At this temperature,
the thermal diffusivity predicted by the D’Angola law and Equation (7.2) are
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Figure 8.9: cut of the Lewis number Le(T ) inside the flame kernel at t = 20 µs,
t = 100 µs and t = 1 ms. Simulation (D1), ignition parameters Eign = 0.42 mJ,
r0 = 0.75 mJ.
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Figure 8.10: Effect of the thermal diffusivity law on the MIE prediction. Black
plain line: simulations (D1). Red dotted line: simulations (D2). Cross symbols:
unsuccessful ignition A, square symbols: unsuccessful ignition B, circle symbols:
successful ignition (see section 8.1.2 for details)

very similar, as illustrated in Fig. 8.11. The thermal diffusivity coefficient Dth

is displayed versus temperature, for the two different diffusivity law of simu-
lations (D1) and (D2). When T < 1500 K, the diffusivity coefficients are very
similar. When T > 1500 K, D’Angola law predicts a slightly higher diffusivity
coefficient. The difference becomes significant only when T > 2500 K, which
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is much higher than the critical ignition temperature Tign,crit. Accordingly, in
zone Z2, MIE predictions do not depend on the thermal diffusivity law.
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Figure 8.11: Diffusivity coefficient Dth as a function of the temperature, for two
different laws of the thermal diffusivity coefficient λ.

• In zone Z2: MIE values obtained using the D’Angola law are smaller than the
MIE values obtained using Equation (7.2) from a factor ≈ 2. This difference
was explained in section 8.1.4.1. To provide an additional illustration of these
results, Fig. 8.12 displays the temporal evolution of the temperature in the
center of the ignition zone for an ignition case (D1) and for an ignition case
(D2). Both simulations were performed with the same ignition parameters
(Eign, r0). Although the D’Angola Law predicts a higher thermal diffusivity
coefficient at high temperature (circle symbols in Fig. 8.11), therefore leading
to a lower temperature peak at t ∼ 25 µs (dashed line in Fig. 8.12), the
flame kernel of simulation (D1) becomes a self-propagating flame kernel. On
the contrary, Eq. (7.2) predicts a lower thermal diffusivity coefficient at high
temperature (red line in Fig. 8.11), therefore leading to a higher temperature
peak at t ∼ 25 µs (plain line in Fig. 8.12), but the flame kernel of simulation
(D2) does not become a self-propagating flame kernel and cools down after
1 ms, because its fuel Lewis number LeF is higher than the fuel Lewis number
of (D1), LeF,(D2) > LeF,(D1). These observations confirm the previous analysis:
when r0 < r0,crit, the key phase for the ignition is the phase of growth of the
flame kernel, governed by the balance between heat release and heat losses,
thus governed by the Lewis number.

The analysis of the influence of the diffusivity law on MIE prediction bring new
elements: for large deposit radii (r0 > r0,crit), the diffusivity law has not significant
influence on MIE prediction, as the ignition temperature is low (Tign ∼ 2000 K).
For small deposit radii (r0 < r0,crit) corresponding to high ignition temperature
(Tign ≫ 2000K), the diffusivity law influences MIE prediction. However, this is
not due to the heat diffusion effects during the high temperature phase (which last
about 100 µs), but to heat diffusion effects during the phase of growth of the flame
kernel, when temperature is lower.
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Figure 8.12: Influence of the λ thermal Fourier coefficient on the flame kernel forma-
tion and propagation: evolution of the temperature in the center of the flame kernel.
Black plain line: Simulations (D1). Black dotted line: Simulations (D2). Energy
deposit parameters (Eign = 0.42 mJ, r0 = 0.75 mm). Simplified kinetic scheme,
φ = 0.6.

8.2 Analysis of the ignition process
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Figure 8.13: sketch of the diagram MIE function of the deposit radius r0, indicating
the ignition case of zone Z1 (blue), analyzed in section 8.2.1 and of zone Z2 (red),
analyzed in section 8.2.2.

In this section, successful ignitions are described in more details, for ignition
cases of zones Z1 (section 8.1.2.1) and Z2 (section 8.2.2), indicated in Fig. 8.13.
Focus is on the time required to form burned gases in the zone of width r0.

8.2.1 Ignition in zone Z1

Figure 8.14-top shows the temporal evolution of the fuel mass fraction YF in different
locations of the ignition zone, for a successful ignition case. Corresponding temper-
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Figure 8.14: Zone Z1: temporal evolution of the fuel mass fraction Yf (top) and of
the temperature T (bottom) in different locations of the ignition zone. r+ = r/r0
where r is the distance to the center of the ignition zone and r0 is the deposit radius.
Eign = 0.84 mJ, r0 = 1.25 mm. φ = 0.6, 2-step kinetic scheme.

atures are displayed in Fig. 8.14-bottom. The fuel consumption time τcons,F (r) is
defined as the time required to consume 95% of the fuel in a given location of the
ignition zone:

YF (r, τcons,F ) = 0.05YF,ini (8.4)

The values of τcons,F (r) in different locations of the ignition zone are reported in
Table 8.5. In locations r/r0 ≤ 0.15, fuel is consumed before t = 100 µs, because
temperature is higher than the critical ignition temperature (Fig. 8.14-bottom). In
locations r/r0 > 0.15, fuel is consumed after t > 1 ms. In this latter case, the
temperature becomes higher than the critical ignition temperature only once the
diffusion of temperature and species have become significant (Fig. 8.14-bottom). A
practical consequence is that the size of the flame kernel at the end of the energy
deposit (radius rbg(τdep)) is much smaller than the input parameter r0 of the ignition
model. In fact, rbg(τdep) can even be equal to zero, because first burned gases appear
just after the end of the energy deposit (as in Tab. 8.5). The flame kernel reaches
the size r0 only after several hundreds of µs, as illustrated in Fig. 8.15.

r/r0 0 0.15 0.65 0.95

τcons,F (µs) 27 76 1171 > 3000

Table 8.5: Values of τcons,F as defined in Eq. (8.4), for different locations r+ = r/r0
in the ignition zone. Eign = 0.84 mJ, r0 = 1.25 mm. φ = 0.6, 2-step kinetic scheme.
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Figure 8.15: Time evolution of the burned gases radius rbg for an ignition case of
zone Z1. Eign = 2.1 mJ and r0 = 1.75 mm. (D3), 2-step kinetic scheme. φ = 0.6.

8.2.2 Ignition in zone Z2
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Figure 8.16: Zone 2. Top: temporal evolution of the fuel mass fraction YF in different
locations of the ignition zone r+ = r/r0 , r is the distance to the center of the ignition
zone and r0 the deposit radius. Bottom: temporal evolution of the temperature in
different locations r+ of the ignition zone. 2-step kinetic scheme, (D3), Eign = 0.42
mJ, r0 = 0.745 mm.

Figure 8.16-top displays the temporal evolution of the fuel mass fraction YF in
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different locations of the ignition zone. Temporal evolutions of the corresponding
temperature are displayed in Fig. 8.16-bottom. The fuel is consumed within the
ignition zone between τcons,F (0) = 13 µs (center of the ignition zone, r = 0) and
τcons,F (r0) ≈ 50 µs (limit of the ignition zone r = r0). In fact, values τcons,F (r = 0)
and τcons,F (r = r0) are very similar and are of the order of magnitude of the deposit
duration τdep. This means that ignition occurs much faster than the heat diffusion
within the whole ignition zone:

τcons,F (r ≤ r0) ≪ τdiff (r ≤ r0) (8.5)

Relation (8.5) is due to the fact that the ignition temperature is much higher than the
critical ignition temperature (Tign ≫ 1600 K) in the whole ignition zone (Fig. 8.16-
bottom). A practical consequence is that the radius of the flame kernel at the end
of the energy deposit rbg(τdep) is very close to the deposit radius r0, as illustrated in
Fig. 8.17.
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Figure 8.17: Zone Z2, successful ignition: time evolution of the burned gases radius
rbg. Eign = 0.42 mJ and r0 = 0.745 mm. φ = 0.6, (D3), 2-step kinetic scheme.

8.3 Influence of the kinetics: ignition prediction

using the analytical scheme

The purpose of this section is to characterize the differences in terms of MIE predic-
tion between the simplified and the analytical scheme and to understand in which
measure the use of the analytical scheme coupled to the energy deposit model can
better describe ignition. To do so, MIE predictions using the analytical and the
2-step kinetics scheme are compared for different energy densities in section 8.3.1.
Then results obtained in the present study are confronted to results of Sloane and
Ronney in 8.3.2. Finally the evolution of the radicals concentration during ignition
is described in section 8.3.3.
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8.3.1 Global analysis: comparison of the MIE prediction us-
ing the 2-step kinetic scheme and the analytic scheme

A parametric study MIE function of the deposit radius r0 was performed using the
analytic scheme. Results are reported with the results obtained using the 2-step
kinetic scheme (section 8.1.2) on the same diagram Eign function of the deposit
radius r0, for the equivalence ratios φ = 0.6 (Fig. 8.18-left) and φ = 0.85 (Fig. 8.18-
right). Similar trends are obtained using the analytical scheme and the 2-step kinetic
scheme, for both equivalence ratios. Thus, in zone Z1 (r0 > r0,crit), MIE is propor-
tional to the energy deposit volume, while in zone Z2 (r0 < r0,crit) MIE is quasi
constant. The two parts of the diagram are detailed below:

0.4 0.5 0.6 0.7 0.8 0.9 11

r
0
(mm)

0.2

0.3

0.4

0.5

0.75

1

1.5

E
ig
n
(m
J)

φ = 0.6

0.4 0.5 0.6 0.7 0.8 0.9 11

r
0
(mm)

0.06

0.1

0.2

0.3

E
ig
n
(m
J)

φ = 0.85

Figure 8.18: MIE as a function of the energy deposit radius r0, using the 2-step
kinetic scheme (black) and the analytic scheme (red). φ = 0.6 (left) and φ = 0.85
(right). Simulations (D2).

zone Z1 (r0 > r0,crit): for a given deposit radius r0, the MIE values predicted
using the analytical scheme are higher than the MIE values predicted using the 2-
step kinetic scheme. This implies that the energy density required to ignite using the
analytical scheme is higher than the one required to ignite using the 2-step kinetic
scheme. This result was already evidenced when calculating the ignition time τign
on homogeneous reactor, as presented in section 7.2.3.2 (see Fig. 7.6). These results
can also be interpreted in terms of critical ignition temperature Tign,crit:

Tign,crit,analytic > Tign,crit,simplified (8.6)

where Tign,crit,simplified is the critical ignition temperature of the 2-step kinetic scheme
as defined in section 8.1.2.1. Tign,crit,analytic can be equivalently determined for the
analytical scheme. Thus, Fig. 8.19 shows the temporal evolution of the temperature
in the center of the ignition zone for a successful ignition case (left) and an unsuc-
cessful ignition case (right), using the analytical scheme. Successful and unsuccessful
ignition cases have the same energy deposit radius r0 and close ignition energy Eign.
The evolution of the temperature for the same cases for which chemical terms are
set to zero is also displayed (dashed line). This gives an estimation of the critical
ignition temperature in the center of the ignition zone: Tign,crit,analytic ≈ 2400 K.
This result confirms Relation (8.6), since it was established in section 8.1.2.1 that
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Tign,crit,simplified ≈ 1600 K, using an energy deposit with the same deposit radius r0.
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Figure 8.19: Estimation of the critical ignition temperature for the analytical scheme
Tign,crit,analytic. Temperature in the center of the ignition zone versus time. Left:
Eign = 0.93 mJ, r0 = 1.2 mm; Right: Eign = 0.9 mJ, r0 = 1.2 mm. Plain line:
reactive case, dashed line: same case with chemical terms set to zero. Analytical
scheme. φ = 0.6. Diffusion law (D3).

Zone 2 (r0 < r0,crit): The analytical scheme and the 2-step kinetic schemes pre-
dict very close values of MIE. This is because, when r0 < r0,crit, the ignition tem-
perature Tign is high (in practice above 2500 K), higher than both the critical tem-
perature Tign,crit of the 2-step kinetic and the critical temperature Tign,crit of the an-
alytical scheme. Accordingly, both kinetic schemes predict a heat release important
enough to balance the diffusive effects during the energy deposit phase and a phase
of growth of the flame kernel is observed. These observations are once again consis-
tent with the calculation of the ignition time τign presented in section 7.2.3.2: it was
established that, when the energy density D = Eign/r30 is above the critical energy
density of the analytical scheme Dcrit,analytic (that is when Tign > Tign,crit,analytic),
then the ignition times τign obtained using the simplified and analytical chemistry
are similar and are close to the deposit duration τdep (see Fig. 7.7).
Once the flame kernel is formed, it must reach the critical size to become a self
propagating flame kernel. Because the critical size is related to the laminar flame
thickness δL and that both kinetic schemes predict the same laminar flame thickness,
the MIE values predicted by the two kinetic schemes are similar.

Results are now confronted in next section 8.3.2 to the results obtained by Sloane
and Ronney (1992), who compared simplified and detailed chemistry (3.1.2.3).

8.3.2 Discussion of the results established by Sloane and
Ronney

Conclusions established in the previous section differ from the ones of Sloane and
Ronney (1992). In the following, elements to explain this discrepancy are proposed.
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Figure 8.20: MIE as a function of the energy deposit radius r0. Symbols: results
obtained by Sloane and Ronney (1992) using the detailed kinetic scheme of Sloane
(1989). Open circles: ignition occurred, filled circles: ignition failed to occur. Solid
line: results of Frendi and Sibulkin (1990) using the simplified kinetic scheme of
Coffee et al. (1983).

Figure 8.20 displays the MIE values obtained by Sloane and Ronney as a function
of the deposit radius r0. Main conclusions of the study of Sloane and Ronney are
summarized (see also section 3.1.2.3):

• when r0 < 0.01 cm, MIE predicted using the detailed chemistry (circle symbols
in Fig. 8.20) is higher by a factor 20 that the one predicted using the simplified
chemistry (solid line).

• when r0 > 0.03 cm, there is only a factor ≈ 2 between the MIE predicted using
the detailed chemistry and the MIE predicted using the simplified chemistry.

In order to discuss these results, it must be first recalled that Sloane and Ronney
(1992) simulated the ignition of a methane/air mixture for the equivalence ratio
φ = 1. Then, following observations can be made:

• when r0 > 0.03 cm (Fig. 8.20), the difference observed between the MIE
predicted using the detailed mechanism and the simplified mechanism is similar
to the one observed in the present ignition study (factor ≈ 2 of difference, see
Fig. 8.18). It was explained in section 8.3.1 that this difference is due to
the difference in terms of critical ignition temperature Tign,crit, the critical
ignition temperature of the analytical scheme being higher than the one of the
simplified scheme. Even if Sloane and Ronney (1992) did not establish similar
conclusions regarding the existence of a critical ignition temperature, they also
observed that during ignition, temperature obtained using the detailed scheme
is lower than the temperature obtained using a simplified scheme, for the same
ignition parameters (Eign, r0) (Fig. 3.7).
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• when r0 < 0.01 cm, the deposit radius is very small. Very small deposit
radius implies, as suggested by Sloane and Ronney, that the characteristic heat
diffusion time τdiff (Eq. (7.8)) becomes short enough to compete with auto-
ignition during the energy deposit phase, even when the ignition temperature is
high (Tign > 2000 K). Accordingly, auto-ignition delays prediction is essential
to determine the MIE.

This phenomenon is not observed in the present simulations, because leaner
equivalence ratios are considered. As the ignition volume is related to the
laminar flame thickness (see Fig. 8.18), the ignition volume increases for leaner
equivalence ratios. For instance the smallest deposit radius r0 considered in the
present simulations is r0,min = 0.4 mm. Accordingly, characteristic diffusion
times are longer and there is no competition between heat diffusion and auto-
ignition during the energy deposit phase.
Further investigations would be required to confirm this hypothesis, e.g. to
determine the MIE using analytical and simplified scheme for the equivalence
ratio φ = 1. However, stoichiometric ignition cases (presenting high laminar
flame speed and very small ignition volume) are no object of particular interest,
because then, MIE is very low and ignition is always successful with the current
ignition devices.

8.3.3 Analysis of the radicals production during ignition

In this section, the evolution of the concentration of radicals during ignition is an-
alyzed, for different cases of successful and unsuccessful ignitions. The evolution
of the burned gases radius rbg (see section 8.2) is not commented, because mech-
anisms of ignition are the same as the 2-step kinetic scheme ones (section 8.3.1,).
The radicals description is the key difference. In the following, the critical ignition
temperature Tign,crit,analytic is related to the production of the radicals. The critical
ignition temperature of the analytical scheme Tign,crit,analytic is directly related to the
production of a sufficient amount of radicals to initiate the combustion via the chain
branching reactions. These radicals are typically radicals OH, H or O. To evidence
this phenomenon, Fig. 8.21 presents the time evolution of the average mass fraction
of these radicals, in a successful and in an unsuccessful ignition cases, with the same
deposit radius r0 and close ignition energy Eign. (These two ignition cases are the
same as the ones illustrated in Fig. 8.19). The mean mass fraction [Ri] of the radical
Ri is defined by:

[Ri] =

´

Ω YRidV

V
(8.7)

where YRi is the mass fraction of radical Ri and V the volume of the domain of
simulation.
Figure 8.21 shows that a slight change of energy density can trigger a significant
apparition of these radicals: for the same deposit radius r0, Eign = 0.9 mJ is not
sufficient to ignite, while Eign = 0.93 mJ is sufficient. There is a dramatic differ-
ence between the radicals mean mass fractions of the successful (dashed line) and
unsuccessful (plain line) ignitions. The concentration of radicals in the unsuccessful
ignition case vanishes in a hundred µs, while in the successful ignition case, the
amount of radical generated during the first 100 µs is large enough to initiate the
chemical chain branching reactions. This on-off behavior is fully consistent with
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the analysis performed in section 7.2.3.2, when calculating the ignition time τign on
homogeneous reactors: as the energy density D decreases toward Dcrit,analytic, the
ignition time τign exponentially increases until it becomes infinity: no ignition takes
place. This behavior somehow brings a more physical interpretation of the critical
ignition temperature than the one of the simplified scheme, which is purely governed
by the balance between the exothermic heat release and the diffusive heat losses.
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Figure 8.21: Evolution of the mean mass fractions of different radicals versus time,
predicted by the analytical scheme. Dashed line (successful ignition): Eign = 0.93
mJ, r0 = 1.2 mm; plain line (unsuccessful ignition): Eign = 0.9 mJ, r0 = 1.2 mm
(Zone Z2).

8.4 Comparison of simulations results against ex-

perimental data and analysis

In this section, simulations results are compared against the experimental results
of Cardin et al.. The MIE values determined in the simulations were compared in
Tab. 8.2 for three different equivalence ratios against the experimental values. A
good agreement with the values measured by Cardin et al. was found. However,
several other important experimental results must be discussed. In particular Cardin
et al. define a chemical time τCB from their measurement in the laminar case (see
section 6.2.1.2); authors base their analysis of the turbulent ignition regimes on the
comparison between the time τCB with the Kolmogorov time τk. It is therefore
essential to well understand the physical meaning of the characteristic time τCB:
this aspect is discussed in section 8.4.1. This enables to determine in section 8.4.2
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if a similar characteristic time can be defined in simulations. A second important
result extracted from the experiments concerns the size of the flame kernel. As
pointed out in the study of Klein et al. (2006), the size of the initial flame kernel
determines kernel-turbulence interactions. Therefore this aspect is discussed in last
section 8.4.3.

8.4.1 Chain branching time τCB

Cardin et al. define a chain branching time τCB as the duration required to ob-
serve an increase of the mean emission intensity of the flame kernel (see Fig. 6.9).
Authors interpret τCB as a chemical time, corresponding to the initiation of the
chain-branching reactions. Cardin (2013) suggests that this relation may be ex-
plained by the dependency of the MIE on the equivalence ratio but do not provide
any further details. In order to better understand this aspect, an interpretation of
the time τCB is proposed in the following. Figure 8.22 displays two of the mean emis-
sion intensity curves presented in section 6.2.1.2, for the equivalence ratios φ = 0.58
and φ = 0.75, respectively. For each case, the two parts of the curve are clearly
indicated (τCB was determined as the intersection of the left exponential part, in
blue, and of the right linear part, in red). For each part, a dominant mechanism
governing the evolution of the kernel emissions is proposed:

• in the left part (blue line), the decrease of the emissions intensity is governed by
the plasma relaxation. The corresponding characteristic time is larger for φ =
0.58 than for φ = 0.75. In fact, the four emissions intensity curves displayed
in Fig. 6.9 suggest that the relaxation time increases when the equivalence
ratio φ decreases. An explanation could be: because the deposited energy Ed
increases when φ decreases, the relaxation time increases when φ decreases.
Indeed, when the deposited energy Ed (equal to the MIE of the corresponding
equivalence ratio) increases, the spark is then larger (see Fig. 6.7, showing
the dimensions of the spark for different deposited energy Ed): it can be then
reasonably assumed that the relaxation time of the flame kernel emissions,
denoted τdiff,em, increases.

• in the right part (red part), the increase of the emissions is governed by the
rate of growth of the flame kernel. The increase of the emissions is clearly
more important for φ = 0.75 than for φ = 0.58 as confirmed by Fig. 6.9. As
the rate of growth of the flame kernel is related to the flame time τc (Eq. 1.41),
a simple way to verify these observations is to estimate the flame time τc for
the different equivalence ratios. Values of the flame time τc are reported in
Tab. 8.6 and displayed in Fig. 8.23 against the equivalence ratio φ. Values
of the chain-branching time τCB are also displayed. Both characteristic times
follow the same trend, strongly increasing for leaner equivalence ratios, thus
confirming the proposed analysis.

Following interpretation of the time τCB is thus suggested: the time τCB results
of the equilibrium between, on one hand the plasma (characteristic time τdiff,em)
and on the other hand the growth of the flame kernel (characteristic time related
to the flame time τc). Once the time τCB is reached, the combustion reactions
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Figure 8.22: Temporal evolution of the mean emission intensity of the flame kernel
for firing and nonfiring cases, for two different equivalence ratios, φ = 0.58 and
φ = 0.75. The deposited energy is the MIE0 value of the corresponding equivalence
ratio. Cardin et al. (2013).

generate more heat (respectively more radicals) than heat is diffused by the post-
breakdown relaxation and by the thermal diffusive losses at the flame kernel surface

156



CHAPTER 8. LAMINAR IGNITION CASES

equivalence ratio φ 0.55 0.6 0.63 0.65 0.7 0.75 0.8 0.85

τCB (µs) 927 711 567 304 167 150 140 148

τc (ms) 1623 830 619 514 345 252 202 165

Table 8.6: Values of the chain branching time τCB determined by Cardin et al.
(2013) and of the flame time τc (Eq. 1.41), for different equivalence ratios φ.

(respectively radicals recombination). This interpretation is consistent with the 0D
theories of ignition, as the one proposed by Ballal and Lefebvre (1974): when the
deposited energy is the minimum ignition energy, the characteristic time of diffusion
and of reaction are at equilibrium. If such an interpretation is correct, then the time
τCB is equivalent to a diffusion time or to a reaction time, such as:

τCB ∝ δ2L
Dth

(8.8)

Assuming that the minimum ignition energy and the ignition volume are related by
the criterion (2.3), MIE ∝ δ3L, then τCB should verify:

τCB ∝ (MIE)2/3 (8.9)

To verify this, experimental values of MIE0 are displayed against the τCB values
in Fig. 8.24 for the different equivalence ratios φ (values of τCB and of MIE are
reported in Tab. 6.3). In Fig. 8.24, Eq.(8.9) is well verified for all equivalence ratios
between φ = 0.58 and φ = 0.7, which confirms the proposed interpretation of the
time. For φ = 0.55, the measured value of MIE is higher than the one predicted
by Eq. (8.9). A possible explanation is that this equivalence ratio is very close to
the lean flammability limit and more energy than predicted by theory is required
for ignition. For larger equivalence ratios φ > 0.7, values of τCB reach a plateau
(τCB ≈ 150 µs), while according to Eq. (8.9), values of τCB should keep decreasing
as MIE decreases. A possible explanation is that a minimal relaxation time of the
plasma is required. It would correspond to the duration required for excited species
to relax and radicals to recombine, even if the ignition volume keeps decreasing.

8.4.2 Definition of an ignition characteristic time in simula-
tions

This section proposes to determine if a characteristic time related to τCB can be
defined in the simulations, although no breakdown is accounted for in simulation.
This will also help to confirm the interpretation of the time τCB proposed in the
previous section 8.4.1.

The issue is to be able to define from simulations a physical quantity, which
temporal evolution would present the same characteristics as the mean emissions
intensity of the flame kernel. As a preliminary step, a very simple approach is
proposed, based on the following consideration: the mean emissions correspond to
the full radiation spectrum emitted by the kernel (see section 6.1.1). It is thus
assumed that the evolution of the kernel emissions is similar to the evolution of the
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Figure 8.23: Different characteristic times plotted as a function of the equivalence
ratio φ. Circle symbols: chain branching time τCB, square symbols: flame time τc.

150 200 400 600 800 1000

τ
CB

(µs)

0.8

1

2

3

4

5

6

M
IE

 (
m

J)

φ = 0.55

φ = 0.85

φ = 0.8

φ = 0.75

φ = 0.7

φ = 0.65

φ = 0.63

φ = 0.6

φ = 0.58

slope 2/3

Figure 8.24: MIE (measurements of Cardin et al.) plotted as a function of the chain
branching time τCB as defined by Cardin et al., for equivalence ratios φ = 0.55 to
φ = 0.85 (see Table 6.3).

heat produced by the kernel. Accordingly a mean temperature of the kernel, denoted
Tave and defined hereafter, is calculated. Tave represents an average temperature
within a zone of ”hot” gases, accounting both for the growth of the hot zone and
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for the diffusion effects within this zone. Tave(t) is calculated according to:

Tave(t) =

´

T>Ts
T (X, t)dV
´

T>Ts
dV

(8.10)

where Ts is an arbitrary level of temperature, chosen here as Ts = 310 K (the choice
of Ts changes the value of Tave but not its temporal evolution). Fig. 8.25 shows the
evolution of Tave with time, for the equivalence ratios φ = 0.6 and φ = 0.85. For
each equivalence ratio, Tave was calculated in a case of successful and unsuccessful
ignition, for very close ignition energy Eign (see the ignition parameters in Tab 8.7).
In Fig. 8.25, a peak of Tave can be observed, corresponding to the rise of temperature
induced by the energy deposit and by the exothermic heat release of the combustion
reactions during the first 50 µs. Note that the peak of Tave is higher for the case
φ = 0.6 than for the case φ = 0.85. This is because the energy Eign is higher in the
case φ = 0.6 than in the case φ = 0.85. Also diffusion effects within the ignition
zone are more important in the case φ = 0.85 than in the case φ = 0.6, because the
deposit radius r0 in the case φ = 0.85 is twice smaller than the deposit radius r0
in the case φ = 0.6 (see ignition parameters in Tab. 8.7). Then, the temperature
Tave decreases, because of heat diffusion. After a certain time, denoted τcrit and
indicated in the Fig 8.25, Tave increases in the case of successful ignition, while Tave
keeps decreasing in the case of unsuccessful ignition. Note that the curves of Tave
show a similar trend as the experimental emission intensity curves of Fig. 6.9: a
peak of temperature/emissions, followed by a relaxation and then an new increase
of temperature/emissions, after a characteristic time (τcrit or τCB) that varies with
the equivalence ratio φ. Moreover, values of the characteristic time τcrit for the
equivalence ratios φ = 0.6 and φ = 0.85 are close to the values of τCB (see Tab. 8.8).
Besides, in the case of successful ignition, the temperature Tave grows faster (once
t > τcrit) for the equivalence ratio φ = 0.85 than for φ = 0.6. Similar conclusions
were established when describing the mean emission intensity curves in Fig. 8.22 :
the rate of growth of the emissions when t > τCB increases with the equivalence
ratio. The increase of the rate of growth of Tave with the equivalence ratio is easily
explained by the fact that the adiabatic temperature Tadiab for φ = 0.85 is higher
than the one for φ = 0.6 and that sL(φ = 0.85) is higher than sL(φ = 0.6).

A similar characteristic time of ignition seems to be observed in the simulations
and in the experiments. A last important feature of the ignition remains to be
evaluated in order to fully assess the results of the laminar simulation studies: it
concerned the size of the flame kernel, which is discussed in the next section 8.4.3.

8.4.3 Shape and size of the flame kernel

Simulations predict a MIE value and a characteristic time of successful ignition
similar to the ones measured in the experiments. Recovering the correct size of
the initial kernel in the laminar case is also essential to predict the ignition in the
turbulent case: interactions between the vortices of the turbulence and the flame
kernel change depending on the size of the flame kernel.
Images of the kernel at different times are displayed in Fig. 6.8. Assuming a spherical
shape, the radius rkernel of the kernel can be estimated, for instance at t = 50 µs,
for different equivalence ratios. The values of rkernel are reported for the equivalence
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Figure 8.25: Left: φ = 0.6, Right φ = 0.85. Plain line: successful ignition. Dashed
line: unsuccessful ignition. Ignition parameters are detailed in Tab. 8.7.

ratios φ = 0.55, φ = 0.6 and φ = 0.85 in Tab. 8.9. Values of the burned gases
radius rbg at the instant t = 50 µs determined in the simulations are also reported,
along with the values of the laminar flame thickness δL. Values of rbg(t = 50 µs)
were determined for the successful ignition cases described in section 8.1.3 (with the
reference energy density Dref ). For all considered equivalence ratios:

rbg(t = 50 µs) < δL < rkernel(t = 50 µs) (8.11)

Besides, comparing burned gases radius rbg with estimated experimental values of
the kernel radius at longer times evidences a growing difference, as illustrated in
Fig. 8.26. This large discrepancy between simulation and experiments does not
depend on the kinetic scheme. According to these observations, the correct MIE is
recovered but the volume of the flame kernel in the simulations is much smaller than
the volume of the flame kernel estimated from the experimental images of Fig. 6.8.

Eign (mJ) r0 (mm)

φ = 0.6
success 0.42 0.745

failure 0.35 0.7

φ = 0.85
success 0.084 0.87

failure 0.078 0.84

Table 8.7: Ignition parameters (Eign, r0) for the ignition cases displayed in Fig. 8.25
2-step kinetics. (D2).
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equivalence ratio φ 0.6 0.85

τCB (µs) 711 148

τcrit (µs) 1000 180

Table 8.8: Values of the chain branching time τCB determined by Cardin et al.
(2013) and of the critical time τcrit determined in the simulations in Fig. 8.25

A possible explanation would be that the ignition volume (or which is equivalent,
the reference energy density Dref ) was not correctly chosen in the simulations. To
verify this, a very simple test was conducted for the equivalence ratio φ = 0.6:
ignition parameters (r0, Eign) were determined to obtain a flame kernel of same size
than the size of the real flame kernel measured in Fig. 6.8 at t = 50 µs: rbg(t =
50 µs) ≈ rkernel(t = 50 µs), with Eign being the minimum ignition energy. Ignition
parameters were determined for both the 2-step kinetic scheme and the analytical
scheme and are reported in Tab. 8.10. Note that for this range of deposit radius
r0 (r0 ≫ r0,crit), the ignition simulations cases are now situated in zone Z1 in the
diagram MIE function of the deposit radius r0 (see Fig. 8.3). According to Tab. 8.10
and recalling that for φ = 0.6, MIECardin = 3.42 mJ:

0.15 ∗MIECardin ≪MIE2,step ≪MIEanalytical (8.12)

As explained in section 8.1.3, the experimental value of MIECardin is multiplied by
a factor 0.15 to be compared against the MIE values determined in the simulations,
because simulations do not account for the energy losses due to the pressure wave
propagation. Relation MIE2,step ≪ MIEanalytical is easily explained by the fact
that the ignition temperature of the analytical scheme is larger than the ignition
temperature of the simplified scheme (see section 8.3). Relation 0.15∗MIECardin ≪
MIE2,step demonstrates that both the correct MIE and the correct ignition volume
cannot be recovered in the simulations, and this whatever the chosen energy density
Eign/r30. Either the MIE is correct but the flame kernel is too small compared to
experiments, either the flame kernel is comparable to experiments and the MIE is
too large. Several possibilities to explain this discrepancy are proposed hereafter.

equivalence ratio φ 0.55 0.6 0.85

rkernel(t = 50 µs) (mm) 1.8 1.5 X

rbg(t = 50 µs) (mm) 0.96 0.75 0.45

δL (mm) 1.29 0.96 0.5

Table 8.9: Comparison of the value of kernel radius rkern at t = 50 µs (experi-
ments), of the burned gases radius rbg at t = 50 µs (simulations) and of the laminar
flame thickness δL (1D flame calculations using the GRI 3.0 mechanism). The cross
corresponds to non-available experimental data.

Plasma chemistry effects No radicals pool is accounted for in the simulations.
In a real spark ignition, highly reactive radicals are generated by the breakdown
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ignition parameters Eign r0

2-step kinetics scheme 3.5 mJ 3 mm

analytical kinetic scheme 8 mJ 3 mm

Table 8.10: Determination of the MIE when imposing the values of rbg(t = 50 µs) ≈
rkernel , for the 2-step kinetic scheme and the analytical scheme. φ = 0.6.

and represent a chemical source to sustain combustion. In the simulations, these
radicals are replaced by thermal energy (2-step kinetic scheme) or by radicals gen-
erated via a thermal path (analytical scheme). A possible explanation to the fact
that the MIE found in simulation is higher than the extrapolated value from the
experimental measurements (0.15 ∗MIEcardin), would be due to the radicals gener-
ated by the breakdown, promoting combustion. Unfortunately this point cannot be
easily verified as the composition of the radical pool is unknown.

Pressure wave effects In the energy deposit model, a spherical shape of the
flame kernel is assumed. The sphericity assumption is also used to determine the
values of rkernel in the kernel images of Fig. 6.8. In fact, this assumption is not
valide: the kernel does not develop as a sphere. As illustrated in Fig. 6.6, just after
the breakdown, the plasma presents a non-symmetrical ellipsoidal shape. Then,
the post-breakdown pressure wave induces gas dynamic effects, strongly affecting
the development of the gas kernel (Spiglanin et al., 1995; Morsy and Chung, 2002;
Bradley et al., 2004), that is non-spherical. For instance it can be seen in Fig. 8.27
that the spark takes first an ellipsoidal shape (instants t = 5 µs on the right and
instant t = 5 = 3 µs on the left). Then it develops orthogonally to the Laser direction
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(between t > 5 µs and t ∼ 50 µs), while the pressure wave expands (Fig. 8.27-left).
Bradley et al. mention a form of doughnut: the flame kernel is not spherical but
presents a toroidal shape. Around t ∼ 90 µs, a third-lobe structure appears in the
front of the flame kernel, that keeps growing at longer times (Fig. 8.27 right and
left). Bradley et al. explain that these complex shapes of the kernel results from
the initial non-symmetrical ellipsoidal shape of the plasma. Now coming back to
the images of the flame kernel recored in the study of Cardin displayed in Fig. 6.8,
the flame kernel appears there to be spherical, because these images were taken
in the same direction as the Laser beam, which is the direction of the torus axis
and not perpendicular to it. Therefore, the toroidal shape and the structure of the
third-lobe cannot be observed. Note that in the images of Fig. 6.8, a hole in the
center of the kernel can be observed, that should correspond to the center of the
torus. According to these observations, a guess is that the characteristic length in
experiments to be compared with the deposit radius r0 in simulations is not the
length rkernel (length of the torus), but rather the height of the torus, denoted h.
From there, it can be reasonably assumed than the height h of the torus is smaller
than the length rkernel. If this assumption is verified, then this would explain why,
when the deposit radius r0 is chosen to verify rbg(t = 50 µs) = rkernel, the value of
the MIE found is simulation is larger than the experimental value: the volume of
the sphere of radius rkernel is larger than the volume of the torus of length rkernel
and of height h ≪ rkernel, therefore more energy is required to ignite the sphere of
radius rkernel than the tore.
Unfortunately, verifying these assumptions from the available experimental data is
not possible. From a simulation point of view it would be also delicate to verify it.
Initial conditions of the spark channel (pressure, temperature, shape, dimensions)
are primordial to accurately predict the gas motions: the exact shape and dimensions
of the kernel depend on these conditions (Bradley et al., 2004). Furthermore, CPU
resources are today limited to perform both the calculation of the plasma channel
expansion, resolving the complex gas motions and determining the MIE. No such
study exists to our knowledge, but this would be an interesting path to investigate.

8.5 Conclusions

In this chapter, LES of ignition in quiescent laminar lean methane/air mixtures were
performed, using the ED model (Lacaze et al., 2009) and setting the thickening fac-
tor of the TF-LES approach to unity. Several parametric studies were conducted,
to determine the numerical and physical ignition parameters.
Focus was first on the influence of equivalence ratio φ, deposit radius r0 and Lewis
numbers Lek on MIE prediction, when using a 2-step kinetic scheme. Corresponding
parametric studies enabled to clearly define two ignition criteria and to relate them
to the size of the deposit radius r0. Thus, when the radius r0 is larger than the crit-
ical value r0,crit, related to the laminar flame thickness δL, the mixture ignites if and
only if a critical ignition temperature is reached. The critical ignition temperature
is governed by the balance between heat diffusion and heat released by combustion
during the deposit phase. Accordingly the critical ignition temperature was found
to be independent of equivalence ratio and Lewis numbers, which have no significant
effect on the auto-ignition of the mixture during the deposit phase. When the radius
r0 is smaller than the critical value r0,crit, the ignition energy Eign must be sufficient
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Figure 8.27: Right: Iso-contours of the fluorescence signal (OH radical) of the ker-
nel at different instants after the breakdown (mixture H2/O2/Ar) Spiglanin et al.
(1995). Left: Imacon schlieren images of non-igniting propane-air mixture, φ = 0.45.
Incident Laser energy: 224 mJ. Bradley et al. (2004)

to sustain the flame kernel until it self-propagates. A critical burned gases rbg was
defined, corresponding to the size above which the flame kernel is self-sustained.
Values were found to be related to the laminar flame thickness δL, in agreement
with previous literature results. Finally the high-temperature effects during the en-
ergy deposit phase were characterized: accounting for the correct diffusivity using
the D’Angola law during the high temperature phase (T > 2000 K) has in fact a
limited effect on ignition. The key phase is the flame kernel growth phase, when the
temperature is lower (T < 2000K).
In a second part, a more detailed analysis of the ignition mechanism in simulations
was proposed and highlighted the differences of the ignition process, according to
the size of the deposit radius r0. When the deposit radius r0 is smaller than the
critical radius r0, ignition occurs fast in the zone of width r0, in a time close to the
deposit duration τdep. For larger deposit radii (r0 > r0,crit), ignition is still fast in
the center of the ignition zone, where burned gases appear after a time close the
deposit duration τdep, but at larger radii, diffusion effects become significant and
ignition occurs later.
In a third section, ignition simulations were performed with an analytical scheme.
MIE values obtained with this scheme and the 2-step simplified scheme were com-
pared. The analytical scheme was found to behave the same way as the 2-step
kinetic scheme: once the critical ignition temperature is reached, chemical reactions
quantitatively take place in a few µs. The critical size above which the flame kernel
becomes self-sustained was found to be close to the one predicted by the 2-step
kinetic scheme. The major difference between the two schemes concerns the value
of the critical ignition temperature which is higher for the analytical scheme, be-
cause this scheme accounts for the creation of a radicals pool following the thermal
energy deposit. This results in different MIE prediction, the MIE predicted by the
analytical scheme being higher than the one predicted by the 2-step kinetic scheme
by about a factor 2-3, when the energy density of the deposit is lower.
Finally, simulations results were confronted to the experimental results of Cardin
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et al. (2013). MIE values determined in simulations were found to be in good agree-
ment with experimental values. A new interpretation of the characteristic time τCB
defined in experiments by Cardin et al. (2013) was proposed, based on a balance
between the plasma relaxation process and the growth of the flame kernel. This
interpretation was confirmed by the simulations, where a time similar to τCB can
be defined. However, an important element of discrepancy between simulations and
experiments concerns the shape and size of the flame kernel. On the experimental
images of kernel emissions, the kernel appears spherical, and with a radius about
twice larger as the radius found in simulations. In fact, the kernel is not spherical
but develops with a toroidal shape, which volume could possibly be similar to the
volume of the flame kernel in simulations. This could be an element of explanation
to the fact that the size of the kernel is smaller in simulations than in experiments,
although the MIE and the characteristic time τCB are similar. To verify this, future
simulations should account for the non-spherical kernel development, that can be
predicted only by describing the initially cylindrical or ellipsoidal spark expansion.
In this context, the first tests of turbulent ignition cases presented in next Chapter
9 will provide additional elements to serve this discussion: as shape and size of the
flame kernel are essential in flame-turbulence interactions, the difference in terms
of shape between simulation and experiments could result in differences in terms of
MIE in the turbulent case.
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Chapter 9

Toward DNS of turbulent ignition
cases

Contents

In this chapter, first simulations of the turbulent ignition cases experimentally
characterized by Cardin et al. (2013) are presented. The laminar ignition study pre-
sented in Chapter 8 enabled to determine the reference ignition parameters (Eign,
r0) and to highlight the governing mechanisms in the laminar case. Conclusions es-
tablished in the laminar case will help to analyze the results of the turbulent tests.
Only a reduced number of turbulence conditions could be investigated, they are first
presented, along with the method of generation of the initial homogeneous isotropic
turbulence field. Ignition results are then detailed and elements of discussions pro-
posed.

9.1 Cases considered

Among the different turbulence conditions investigated by Cardin et al. (see section
6.1.2), two conditions of turbulence were chosen, indicated in Fig. 9.1:

• Condition 1 corresponds to a low turbulence intensity: u′ = 0.68 m/s, before
the ignition transition for the lean equivalence ratio φ = 0.6 (left part of the
MIE diagram in Fig. 9.1).

• Condition 2 corresponds to a high turbulence intensity: u′ = 1.43 m/s, after
the ignition transition for the lean equivalence ratio φ = 0.6 (right part of the
MIE diagram in Fig. 9.1).

Turbulence characteristics (turbulence intensity u′, kinetic energy dissipation rate ǫ
and integral length scale lt) are reported in Tab. 9.2. Values of the integral scale
lt were calculated based on the experimental value of the dissipation rate ǫ, more
precise than the measure of the integral length scale (see Mazellier et al. (2010))
such as:

lt =
u′3

ǫ
(9.1)

In those first tests, attention is paid in particular:
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Condition 1

u' = 0.68 m/s

lt = 3.21 mm

Condition 2

u' = 1.43 m/s

lt = 4.39 mm

ignition

transition

Figure 9.1: Measured MIE in the experiments of Cardin et al. (2013), for the equiv-
alence ratios φ = 0.55, φ = 0.58 and φ = 0.6. Conditions 1 and 2 correspond to the
conditions chosen for the simulations.

Condition 1 Condition 2

u′ (m/s) 0.68 1.43

ǫ (m2.s−1) 96 668

lt (mm) Eq. (9.1) 3.21 4.39

Table 9.1: turbulence properties of the initial flow field for simulations

• to assess whether ratios MIE/MIE0 follow experimental trends.

• to investigate changes in flame kernel shapes with turbulence conditions. (see
Fig. 2.18) .

The energy density of the energy deposit D = Eign/r30 is the reference energy den-
sity Dref defined in section 8.1.2.3. A few parametric studies were performed, to
investigate possible causes of variations in the turbulent flame kernel development:

1. Lewis number Lek: calculations were performed for unity (group (D2), see
Tab. 7.1) and non-unity (group (D3)) Lewis numbers Lek.

2. kinetics: calculations were performed using the 2-step and the analytical
schemes.

Before presenting the results of the different tests in section 9.3.1, the numerical
set-up is described in next section 9.2.
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9.2 Numerical set-up

9.2.1 Calculation domain

The parameters of the calculation domain are summarized in Tab. 9.2. Cells are
hexahedrons and the mesh resolution is set to ∆x = 50 µm (see section 7.1.4).
According to the estimations of the turbulent properties provided in the study of
Cardin et al. (2013) (see Tab 6.1), the Kolmogorov scale ηk ranges between 50 µm
and 94 µm, thus the cell size ∆x is not small enough to discretize the Kolmogorov
structures (2 points of resolution are required according to the Nyquist criterion).
However the resolution of the LES remains very close to a DNS. The calculation is
a square 3D domaine of length L = 12 mm, containing thus 13.4 millions nodes.
The domain must contain at least 2 to 3 times the integral length scale to capture
the whole range of turbulence structures.

Hexahedrons size ∆x length of the domain L Boundary conditions

50 µm 12 mm periodic

Table 9.2: Parameters of the calculation domain used for the turbulent ignition cases

9.2.2 Generation of the homogeneous isotropic turbulence
velocity field

To obtain the same turbulence properties as in the experiments, two solutions can be
used. The first one consists to calculate the whole experimental device, e.g. the wind
tunnel and the turbulence grids. But doing so requires specific cold flow calculations
and very important CPU resources. Besides nothing ensures that the calculated tur-
bulence flow field will have exactly the same properties as in the experiments. The
second solution consists to generate a homogeneous isotropic turbulence (HIT) flow
field, using a synthetic initial turbulence spectrum, with the turbulence properties
(turbulence intensity u′, dissipation rate ǫ) measured in experiments (see Tab. 9.2).
Note that in simulations the turbulence is a temporally decaying turbulence, the
simulation domain being convected at the mean velocity U0. In experiments the
turbulence is temporally and spatially decaying (see section 6.1.2).
The HIT is initialized with a Passot-Pouquet spectrum (Passot and Pouquet, 1987).
As the initial Passot-Pouquet spectrum is not a solution of the Navier-Stokes equa-
tions, cold flow calculations were performed to obtain the turbulence flow field with
the desired turbulence properties (u′, ǫ). Calculations must last an eddy turnover
time which corresponds here to 1 for condition 1 and 3 ms for condition 2. As an
illustration, the evolution of the cold flow turbulence characteristics (u′, ǫ) are dis-
played in Fig. 9.2. The red point at time t = tini indicates the initial solution for
the ignition calculations. Until the time tini, the dissipation rate ǫ increases, as the
turbulence spectrum fills with smaller scales. At time t = tini, the dissipation rate
reaches a minimal value, corresponding to the instant when the turbulence spectrum
is filled with all scales until the cell cut-off scale 2∆x. Then the dissipation rate ǫ
decreases, because turbulence dissipates. As complementary information, Fig. 9.3
displays the turbulence spectrum for different times between t = 0 and t = tini,
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showing the spectrum filling with smaller scales, while the turbulence intensity de-
creases.
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Figure 9.2: Cold flow calculation of the turbulence (Condition 2) initialized by
the Passot-Pouquet spectrum. Top: turbulence intensity u′ versus time. Bottom:
dissipation rate ǫ = −dκ/dt versus time, where κ is the total kinetic energy in the
calculation domain. Red point: initial solution for the calculation of ignition .
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Figure 9.3: Turbulence spectrum at different times of the cold flow calculation
presented in Fig. 9.2, between timing t = 0 and t = tini.

9.3 Results and discussions

9.3.1 Results of the simulations

Fig. 9.3.1 displays the ratios Eign/MIE0 calculated in the simulations using the 2-
step kinetic scheme, the analytical scheme and different Lewis number values. The
MIE0 value corresponds to the values of the MIE determined in the laminar case (see
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Figure 9.4: Eign/MIE0 values obtained in simulations using the 2-step kinetic scheme
(red) and the analytical scheme (blue). Circle: successful ignition. Squares: un-
successful ignition. Triangle: experimental measurements of the ratio MIE/MIE0,
Cardin et al. (2013). φ = 0.6. Left: group (D3) simulations. Right: group (D2)
simulations .

Tab. 8.2). As in the laminar case, circle symbols denote a successful ignition, while
square symbols denote unsuccessful ignition where the flame kernel extinguishes after
a phase of growth that can last several ms (see section 8.1.2). The ratio MIE/MIE0

determined in simulations is then situated in-between the circle and square symbols,
for each turbulence conditions. Experimental values of the ratio MIE/MIE0 are also
reported. Following observations can be made:

• Simulations results do not vary much with Lewis numbers nor with the type of
kinetics. This may be explained by the fact that in simulations, kinetics behave
as in the laminar case: because auto-ignition occurs very quickly (∼ 20 µs),
it is not affected by turbulence. The characteristic time of ignition is much
smaller than the Kolmogorov time τk and turbulence acts only during the
phase of growth of the flame kernel. Even if the response of the flame to the
strain depends on kinetic scheme and Lewis numbers, they seem to have in
practice a limited effect on the prediction of the ratio MIE/MIE0.

• In simulations, the ratio MIE/MIE0 linearly increases with the turbulence.
On the contrary, a plateau is observed in experiments, which predict that the
ratios MIE/MIE0 are equal to unity until a certain value of turbulence intensity
u′crit (see also Fig. 2.17 displaying all turbulence conditions investigated in
experiments).

• Same order of magnitude of the ratio MIE/MIE0 for the high turbulence inten-
sity case (condition 2) is predicted in simulations and in experiments. How-
ever, when simulating the same ignition case with the turbulence conditions
2 but at the equivalence ratio φ = 0.55, then the difference between the ra-
tio MIE/MIE0 predicted in simulations and the one measured experimentally
becomes important: as seen in Fig. 9.5, the ratio MIE/MIE0 predicted in
simulations is twice smaller than the one measured experimentally for the
equivalence ratio φ = 0.55.
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Figure 9.5: Eign/MIE0 values obtained in simulations using the 2-step kinetic
scheme. Circle: successful ignition. Square: unsuccessful ignition. Triangle: ex-
perimental measurements of the ratio MIE/MIE0 Cardin et al. (2013). φ = 0.55,
group (D3).

Additional information are provided by 3D fields observations. Figure 9.6 dis-
plays 3D isosurfaces of temperature, for the turbulence conditions 1 and 2, at three
different times after ignition. The flame kernel is less wrinkled for the low (u’ =
0.68 m/s, before ignition transition) than for high (u’ = 1.43 m/s, after ignition
transition) turbulence conditions. But in this latter case, the aspect of the flame
kernel is very different from experimental findings. Simulations predict that the
flame front remains continuous, even though it is wrinkled. According to the ex-
perimental observations, the flame is disrupted, from early timings (t < 700 µs), as
seen in Fig. 2.18, right column. Possible elements of explanations will be discussed
in section 9.3.2. However the differences in terms of flame kernel aspect are con-
sistent with numerically under-predicted MIE in the high turbulence intensity case
(condition 2): when the flame front remains continuous, diffusive heat losses are less
important than when the flame front is disrupted, therefore less energy is required
to ignite.
Simulating ignitions with higher turbulence intensity and different equivalence ratios
would be necessary to confirm these findings, in particular to confirm that simula-
tions under-predict the minimum ignition energy in the high turbulence intensity
regime. Note that to generate the turbulence corresponding to higher turbulence
intensity cases (for instance u′ > 1.43 m/s for the equivalence ratio φ = 0.6), a
larger simulation domain would be required, because then the integral length scale
lt increases. For reasons of CPU resources and time, such calculations were not
performed. However, the results of these first tests are already sufficient to conclude
that the simulation approach adopted here is not predictive enough.

9.3.2 Discussions

The previous results are now discussed.

Shape and size of the initial flame kernel A first possible explanation is based
on finding that in the laminar case, the development of the flame kernel also dif-
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condition 1

condition 2

(a) t = 0.5 ms (b) t = 1 ms (c) t=1.5 ms

Eign = 0.57 mJ

r0 = 0.825 mm

Eign = 1.1 mJ

r0= 1 mm

Figure 9.6: Isosurfaces of temperature (T = Tadiab and T = 450 K), at three different
timings after ignition. Top: Condition 1 (u′ = 0.68 m/s). Bottom: Condition 2
(u′ = 1.43 m/s). φ = 0.6, 2-step kinetics, simulations (D3).

fers in simulations and experiments (see section 8.4.3). Instead of developing as
a sphere, as in simulations, the kernel develops with a toroidal shape, then with
a third-lobe structure, without relaxing toward a spherical shape even at longer
times (see Fig. 8.27). Shape and size of the kernel are essential parameters for
flame-turbulence interactions. It can be reasonably assumed that, for high turbu-
lence intensity cases, a toroidal flame kernel is more deformed by turbulence than
a spherical flame kernel. Unfortunately, as explained in section 8.4.3, the images
of the kernel recorded in the study of Cardin et al. (2013) (Fig. 2.18) were taken
in the same direction as the Laser beam, therefore these cannot help to validate
this hypothesis: the toroidal shape of the flame kernel and the third-lobe can be
observed only if images are recorded perpendicular to the Laser beam. In their
Laser-ignition study, Mulla et al. (2015) recorded such images: Fig. 9.7 displays
instantaneous OH-PLIF of the flame kernel developing in a turbulent flow of various
Reynolds number Re, recorded in the direction perpendicular to the Laser beam. In
these experiments, a methane/air mixture coming out of a Bunsen burner is ignited
at a given distance above the burner lips. The Reynolds number in the left image
(Re = 575) corresponds to the laminar flow regime for pipe flow. In this image, the
two toroids (upstream and downstream parts) of the kernel and the third-lobe can
be well identified. For the higher Reynolds number corresponding to the turbulent
flow regime (middle and right images), the three segments can still be observed but
the toroids are stretched and the third lobe appears disintegrated. These effects
become stronger when the Reynolds number increases. Such observations could ex-
plain why in the images of Fig. 2.18-right column recorded by Cardin et al. (2013),
the flame kernel is so fragmented and disrupted: images show the planar projec-
tion of the tore and of the third-lobe. If the tore is stretched and the front-lobe
torn apart, then their projection in a plan perpendicular to the axis of the torus
may present this fragmented aspect. If these explanations are correct, then they
also enable to understand why the minimum ignition energy so drastically increases
for high turbulence intensity: very fragmented flame kernels require much higher
ignition energy, because their heat losses are drastically increased.
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Figure 9.7: Instantaneous OH-PLIF images of igniting methane/air mixture at φ =
0.6, for different Reynolds number, study of Mulla et al. (2015). The white cross
mark indicates the approximate location of focus of the ignition-laser beam. Mean
pulse energy of the Laser: E = 138 mJ.

If this analysis is correct, future works should then understand how to precisely
relate the deformations of the flame kernel described above to the evolution of the
ratio MIE/MIE0 with the turbulence intensity u′ and with the equivalence ratio φ.

To complete the discussions, other possible causes of the discrepancy between sim-
ulations and experiments are proposed.

Turbulence properties turbulence properties may not be exactly the same as in
the experiments. The procedure of generation of the initial turbulence flow field can
be trusted to recover very close turbulence intensity u′ and integral length scale lt
to the ones of the experiment. But nothing enables to verify the turbulence prop-
erties at longer times. Also a more precise technique could be used to generate the
turbulence flow field: a rigorous DNS could be performed, using a more elaborate
initial spectrum than the Passot-Pouquet spectrum to generate the homogeneous
isotropic turbulence. However such procedure would be at the expense of increased
CPU costs. Besides, according to the analysis presented above, possible impreci-
sions of the turbulence properties alone cannot explain the discrepancies between
simulations and experiments and it is believed that the kernel shape is the first order
explanation.

Plasma chemistry effects as proposed by Cardin et al. (2013), chemical effects
may play the key role and the ignition regimes may result of the competition between
initiation of the chain-branching reaction (characteristic time τCB) and turbulence.
In that case a more advanced modeling of the breakdown process would be required,
such as the description of an initial radical pool

9.4 Conclusions

This chapter was devoted to preliminary simulations of turbulent ignition cases
experimentally characterized by Cardin et al. (2013). The energy deposit model
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(Lacaze et al., 2009) was used to simulate the ignition in a homogeneous isotropic
turbulence flow field. Only two turbulence conditions were investigated, for reasons
of CPU resources and of time. The comparison to experimental results led to the
conclusion that both minimum ignition energy prediction and flame kernel aspect
are not correctly predicted in simulations. A probable explanation was proposed,
different from the analysis proposed by Cardin et al. (2013). The exponential in-
crease of MIE in the high turbulence intensity regime was attributed not to the
Kolmogorov time τk becoming smaller than the chain branching time τCB (Cardin
et al., 2013), but to the very important wrinkling of the flame kernel, presenting a
three-segments shape that is very easily stretched and torn apart at high Karlovitz
number (Ka > 20 in the present study). Neglecting in simulations the non-spherical
flame kernel development caused by the post-breakdown pressure wave propagation
distorts the flame-turbulence interactions, resulting in a incorrect prediction of the
minimum ignition energy and of the flame kernel aspect. Further investigations are
required to validate this hypothesis. For instance, numerical simulations account-
ing for the ellipsoidal or cylindrical shape of the spark, with initial conditions of
temperature and pressure characteristic of the post-breakdown state, should be per-
formed in turbulent flows, for longer times of the order of one milliseconde. Only
then the toroidal development of the flame kernel could be described, its impact
on the flame turbulence interactions characterized and its influence on the min-
imum ignition energy determined. However performing such simulations are not
only very CPU demanding but also very delicate because, as already mentioned in
section 8.5, initial conditions for the spark are essential to predict how the kernel
will develop. No clear rule exists today to set these initial conditions. But if such
simulations could be performed, results will represent a consequent progress in the
understanding of ignition and of its modeling in LES. For instance, if it is found
out that the toroidal development of the kernel is a reasonable explanation to the
ignition regimes, then no advanced modeling to account for the radicals generated
by the breakdown would be required. Reduced chemistry would be then sufficient
to describe the ignition. On the contrary, if the toroidal development of the flame
kernel cannot explain the ignition regime, then plasma chemical effects should be
closely investigated.
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Conclusions & Perspectives

This thesis contributed to the improvement of LES modeling tools for the pre-
diction of cycle-to-cycle variability induced by ignitions in spark ignition engines,
when the combustion regime is lean or stoichiometric diluted. The existing TF-LES
approach was chosen. During the early stages of the combustion phase, the flame
kernel must be fully resolved until it reaches a certain size, to correctly predict the
diffusive processes that are essential to ignition. Then, a sub-grid wrinkling model
can be used to predict the turbulent flame propagation but the model should de-
scribe the out-of-equilibrium flame development. In this context, two distinct issues
were addressed: the ignition prediction and the prediction of the sub-grid wrinkling
factor during the turbulent propagation phase.

Dynamic wrinkling modeling

The dynamic wrinkling model of Wang et al. (2012) was studied in a first part.
Practical difficulties were identified when using the dynamic model in the SI engine
configurations. First, a numerical problem due to test-filter implementation was
evidenced. Then, a problem in the wrinkling factor definition when fronts interact
at a distance shorter than the test-filtering scale was pointed out. Modifications of
the initial wrinkling model were proposed and tested in academical configurations.
Then, first validations of the modified dynamic model were performed in the SI
engine configuration and results compared against simulations performed with the
ECFM-LES model. The study demonstrated the potential of the dynamic approach
to reproduce the out-of-equilibrium flame behavior and to account for the cycle-to-
cycle variability without any model parameter adjustment.

Coupling the modified dynamic wrinkling model with the TF-LES model should
provide a model at least as predictive as ECFM-LES.
In a future work, coupling the dynamic model with the ignition phase will enable
to simulate the full combustion phase in the engine. However, as the dynamic
procedure assumes an already established flame front at the effective scale “∆, the
duration of the ignition phase if using the dynamic model is larger than the duration
of the ignition phase when using no dynamic wrinkling model because the transition
to the fully established flame front at scale ∆ takes place before the transition to
the fully established flame front at scale “∆. This implies to refine the mesh in the
ignition zone until the flame kernel reaches a size close to “∆, at the expense of CPU
time.
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Ignition prediction

In a second part, LES of turbulent spark ignitions in lean methane/air mixtures
at atmospheric conditions were performed, setting the thickening factor F to unity.
The ignition is modeled by a heat source term (ED model) and reduced chemistry
was used. The propagation of the pressure wave induced by the intense breakdown
deposit was not accounted for. Simulations were compared to recent experimental
data of Cardin et al. (2013), who characterized the ignition regimes by measuring
the minimum ignition energy for different turbulence properties.
Parametric studies to determine the numerical and physical ignition parameters of
the ED model were first performed in the laminar case. Results highlighted that
the chosen ignition approach could predict reasonable values of MIE in the laminar
case, if the ignition parameters are correctly chosen. In particular, energy density
and ignition volume appeared as key parameters. Then, ignition predictions ob-
tained with a 2-step and an analytical kinetic mechanism were compared, enabling
not only to further understand the role of the kinetics when modeling ignition with
a heat source term but also to propose a novel validation of an analytical kinetic
scheme. An important conclusion concerns the fact that, in the case of high density
modeled energy deposit and for lean equivalence ratios (φ < 0.9), the 2-step and
the analytical kinetic schemes predict very similar MIE. Analysis of the ignition
process suggested that in those conditions, simplified kinetic schemes are as much
adequate as schemes predicting both the correct auto-ignition delays and laminar
flame speed. However, for lower energy density deposit, corresponding for instance
to the glow phase, the 2-step kinetic scheme underestimated MIE, confirming that
kinetic schemes predicting the correct auto-ignition delays, like analytical schemes,
must be used. This may be also the case for stoichiometric equivalence ratios, as
evidenced by Sloane and Ronney (1992).
In the turbulent case, the ignition approach was found not to be sufficient to cap-
ture the transition from low to high turbulence intensity evidenced in Cardin et al.
experiments. The MIE predicted in simulations linearly increases with the turbu-
lent intensity, whatever the kinetic scheme or the parameters of the energy deposit,
unlike to experimental MIE which exponentially increases with the turbulence in-
tensity, from a critical turbulence intensity. In addition to this, simulations predict
a continuous although wrinkled flame front, while the kernel appears in experiments
fragmented in high turbulence intensity cases. Results analysis showed that a more
accurate description of the spark deposit is required to describe ignition. Two inves-
tigation paths were proposed, to help determining first-order mechanisms leading to
the different ignition regimes: (i) to account for the plasma chemistry effects in the
modeling of the spark energy deposit, for instance by describing an initial radicals
pool. This implies to determine an initial chemical composition representative of
the post-breakdown state and to use adequate kinetic mechanisms, which is not
straightforward. (ii) To account for the post-breakdown pressure wave propagation
which induces the development of the flame kernel into a donut shape. This implies
to determine the initial conditions of the spark just after breakdown in terms of
pressure, temperature and size, which is also a question of debate.

In addition to these fundamental aspects, the following issues could be addressed
to help deriving fully predictive ignition models:
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• To set up practical tools to simulate ignition in real engine configurations. In
particular a strategy of mesh refinement in the ignition zone must be defined,
for instance by coupling the ignition calculation domain corresponding to the
refined zone in the vicinity of the spark plug to the whole calculation domain
of the engine combustion chamber, as proposed by Bonhomme et al. (2014).
Determining the size of the refined zone and the duration when it needs to be
refined will demand specific studies, to find the best compromise between CPU
time and ignition prediction. Concerning kinetics, results obtained with the
analytical scheme should be confirmed for heavier fuels, such as isooctane. As
analytical schemes are very recent, systematic reduction methods are currently
developed and an open question is to determine if this type of scheme still
allows affordable CPU time for heavier fuels.

• To account for the deposit of energy along the electrical arc in the case of long-
duration spark ignition. As existing ignition models assume a spherical shape
of the initial flame kernel, this should represent a consequent improvement,
both for the TF-LES and FSD ignition models. A solution consists to use
Lagrangian particles to track the position of the arc deformed by the flow, the
ignition energy can be then deposited along the arc path.

• To study ignition in two phase flow conditions and to determine ignition prob-
abilities. Simulations could be performed in configurations close to real con-
figurations conditions, such as the KIAI burner of CORIA laboratory.
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Appendix A: Dynamic wrinkling
model

Numerical implementation of the test-filter opera-

tor

The implementation method retained for the test-filter
︷︸︸︷
∆ is proposed by Moureau

et al. (2011), based on the resolution of a diffusion equation. This kind of implemen-
tation is well adapted to unstructured meshes and for massively parallel calculations.
The filtering procedure is detailed in the following, as one of the problems which was
encountered when using the dynamic wrinkling model in the engine configuration
concerns the nature of the filter (centered operator).

Moureau et al. propose to approximate the filtering of any scalar φ when filtered
with a 1D Gaussian shape filtering, using the Taylor series development of the fil-
tering function, truncated to the first non zero term:

︷︸︸︷
φ = φ+

︷︸︸︷
∆

2

24

∂2φ

∂x2
(2)

Equation (2) is then generalized to multidimensional cases, such as:

︷︸︸︷
φ = φ+

︷︸︸︷
∆

2

24
∆φ (3)

Resolving Eq. (3) is equivalent to resolving a diffusion equation, introducing the
diffusivity coefficient νeff :

∂φ

∂t
= νeff

∂2φ

∂x2
(4)

Time discretizing Eq. (4) gives:

φn+1 − φn

∆t
= νeff

∂2φ

∂x2
(5)

where ∆t is the time-step of the numerical calculation. Then:

φn+1 = φn + νeff∆t
∂2φ

∂x2
(6)

The filtering Eq. (2) is thus equivalent to diffusion Eq. (6) and diffusivity coefficient
νeff can be calculated according to:

︷︸︸︷
∆

2

24
= νeff∆t (7)
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When explicitly solving the diffusion equation (6), stability is governed by the
Fourier number criterion F defined by:

F =
νeff∆t

∆2
x

(8)

For the diffusion equation to be numerically stable, the Fourier number F must be
smaller than unity: F < 1. In practice, the resolution of Eq. (6) is resolved in nit

sub-steps. Then, diffusivity coefficient becomes νeff/nit and nit must verify:

F =
1

24

Ö︷︸︸︷
∆

∆x

è2

1

nit
< 1 (9)

For a given Fourier number F , a criterion defining the minimal number of iterations
nit,min required to resolve the equation can be defined:

nit,min = 1 + E



1

F

1

24

Ö︷︸︸︷
∆

∆x

è2


= 1 + E

ñ
1

F

1

24
(αtnres)

2

ô
(10)

where αt =
︷︸︸︷
∆ /∆ (Eq. (4.2)), nres is the number of resolution points (∆ = nres∆x)

and E refers to the integer part operator.
Introducing the following definition for ψeff :

ψeff =

︷︸︸︷
∆

2

24
(11)

The numerical system of equations reads:

︷︸︸︷
φ

(0)

= φ + ψeff

nit,min
∆φ

︷︸︸︷
φ

(1)

=
︷︸︸︷
φ

(0)

+ ψeff

nit,min
∆
︷︸︸︷
φ

(0)

.. = .. + ..

.. = .. + ..

︷︸︸︷
φ

(nit,min)

=
︷︸︸︷
φ

(nit,min−1)

+ ψeff

nit,min
∆
︷︸︸︷
φ

(nit,min−1)

The minimal number of iterations nit,min depends on the number of grid points
of resolution nres and the Fourier number F , which depends in practice on the
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steepness of the profil and on the cell size ∆x. The minimal number of iterations
required for the filtering is at least nit = 2. Indeed, considering a maximal value of
Fourier number F = 1, a minimal value of parameter αt = 1 (corresponding to a

test-filter of size
︷︸︸︷
∆ = ∆) and a minimal number of grid points in the flame front

such as nres = 7, then Eq. (10) gives nit,min = 2.
Using the dynamic procedure implies an additional CPU cost, due to the filtering
operation, which is not the case when using algebraic closures for the sgs wrinkling.
However results obtained using the dynamic wrinkling model represent a consequent
progress and it is possible to optimize in the simulations the frequency of the dynamic
calculation: chapter 5 will demonstrate the interest of the dynamic model for SI
engine configurations, which additional CPU cost remains below 20%.

Numerical calculations of the filtering procedure

using the diffusion operator proposed by Moureau

et al.

The analytical expression of the equations system of the test-filtering operation T

is first recalled:

︷︸︸︷
φ

(0)

= φ + ψeff

nit,min
∆φ

︷︸︸︷
φ

(1)

=
︷︸︸︷
φ

(0)

+ ψeff

nit,min
∆
︷︸︸︷
φ

(0)

.. = .. + ..

.. = .. + ..

︷︸︸︷
φ

(nit,min)

=
︷︸︸︷
φ

(nit,min−1)

+ ψeff

nit,min
∆
︷︸︸︷
φ

(nit,min−1)

Denoting ψeff such as:

ψeff =

︷︸︸︷
∆

2

24
(12)

and nit,min given by:

nit,min = 1 + E

Ö
1

F

1

24

Ö︷︸︸︷
∆

∆x

è2è
(13)

Notations introduced in 4.4.2 are recalled. R1 = T ∗ G is the numerical operator
obtained when calculating the gradient (operator G ) and then test-filtering (oper-
ator T ), while R2 = G ∗ T is the numerical operator obtained when test-filtering
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(operator T ) and then calculating the gradient (operator G ). For clarity’s sake, case
nit,min = 1 is considered. A 2D calculation domain with hexahedrons is considered.
The problem is mono dimensional in the x dimension. The different calculation
steps are described in the following:

1. when the flame front is ”far” from the border of the computational domain,
that is when all stencils Si are complete (all nodes of the stencil are in the
calculation domain)

2. when the scalar is ”close” to the border of the computational domain, that is
when stencils Si are incomplete.

The purpose is to demonstrate that when the flame front is situated at a distance
d < Si, then the commutativity between the numerical operators derivative and
filter is no more verified so that R1 6= R2.

Calculation ”far from the border”

1. calculation of the gradient ∇φ|i In AVBP, the calculation of gradients use
the cell-vertex approach. Gradients are first calculated in the cells, using approxi-
mation (16) (Step 1 in Fig. 8):

˚

Ω

∇φdV ≈
‹

Ω

φi nidS (14)

where ni is the normal to the cell face. In the present case ni = ex. This gives for
instance in cell a in Fig. 8:

∇φ|a(∆x)
3 ≈ (φi−1 − φi)(∆x)

2 (15)

Gradient in the node i is calculated using the gradient values calculated in the
neighbor cells which are scattered back to the nodes (step 2 in Fig. 8).
Final value in the node i of ∇φ|i is:

∇c̃|i =
φi−1 − φi+1

2∆x
(16)

2. Calculation of ∇·(ψeff∇φ) To calculate the divergence∇·F, Green-Ostrogradsky
theorem is applied:

˚

Ω

∇ · FdV =

‹

Ω

F.ndS (17)

Divergence in the node i results of the sum of fluxes in each neighbor cells. See
Fig. ?? for the calculation of ∇ · (ψeff∇φ):

Divergence of ∇ · (ψeff∇φ) in the node i is thus given by:

∇ · (ψeff∇φ)|i = ψeff

∇φ|i−1 − ∇φ|i+1

2∆x
(18)

= ψeff

Ç
1

2∆x

å2

(φi−2 − φi + φi+2) (19)
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Figure 8: numerical calculation of gradients (∇φ) in AVBP: gradients values calcu-
lated in the celles are redistributed to the nodes.

3. Calculation of the filtering function Using Eq. (16) and (19),
︷︸︸︷
φ in the

node i reads: ︷︸︸︷
φi = φi + ψeff

Ç
1

2∆x

å2

(φi−2 − 2φi + φi+2) (20)

4. Calculation of ∇̂̃c Equation (20) is applied for φ = c̃, which gives:

̂̃ci = c̃i + ψeff

Ç
1

2∆x

å2

(c̃i−2 − 2c̃i + c̃i+2) (21)

Then ∇̂̃c
∣∣∣
i
can be calculated using Equation (21) according to:

∇̂̃c
∣∣∣
i

=
1

2∆x

Ä̂̃ci−1 − ̂̃ci+1

ä

=
c̃i−1 − c̃i+1

2∆x
+
ψeff

2∆x

Ç
1

2∆x

å2

(c̃i−3 − 3c̃i−1 + 3c̃i+1 − c̃i+3) (22)

5. Calculation of
︷︸︸︷
∇c̃ Applying φ = ∇c̃ in Equation (20) gives:

︷ ︸︸ ︷
∇c̃|i = ∇c̃|i + ψeff

Ç
1

2∆x

å2 Ä
∇c̃|i−2 − 2 ∇c̃|i + ∇c̃|i+2

ä
(23)

Replacing ∇c̃|i by its expression (16):

︷ ︸︸ ︷
∇c̃|i =

c̃i−1 − c̃i+1

2∆x
+
ψeff

2∆x

Ç
1

2∆x

å2

(c̃i−3 − 3c̃i−1 + 3c̃i+1 − c̃i+3) (24)
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Commutativity between test-filter operator ︷︸︸︷ and derivative is verified, as Eq. (22)
and (22) are equal:

︷ ︸︸ ︷
∇c̃|i = ∇̂̃c

∣∣∣
i

(25)

Finally it can be noted that the stencil of the operation ”derivative convoluted to
filtering” (or ”filtering convoluted to derivative”) when nit = 1 is 3∆x.

Calculation ”close” to the border

According to Eqs. (24) and (22), when nit = 1 the stencil of the numerical operator
Ri is Si = 3∆x. Accordingly, when the calculation of Σ1,x or Σ2,x is performed at
a distance d < 3∆x from the border of the domain, Eqs (24) and (22) can not be
used. In the following, expressions of Σ1,x and Σ2,x are established, when d < 3∆x

(for nit = 1), demonstrating that Σ1,x > Σ2,x. To do so, the situation of Fig. 9 is
considered: node i is situated at d = 3∆x from the border of the computational
domain. Calculations of Σ1,x and Σ2,x in the node (i− 2) (blue point) are detailed
step by step.

1. Calculation of the gradient at the border Because the stencil of the
gradient operator is equal to ∆x, the expression of the gradient in the node situated
at the border (blue point i − 2 in Fig. 9) is changed. Values in the nodes i − 1,
i, etc..are unchanged. Calculation of the gradient in point i − 2 (blue point) is
presented in Fig. 9:

∇φ|i−2 =
φi−2 − φi−1

∆x
(26)

ii-1i-2

Figure 9: calculation of ∇φ at the border (blue point, denoted by index i − 2):
gradient is not centered anymore but degenerates in forward difference. red point
corresponds to the nodes in which quantities Σ1 and Σ2 are calculated (denoted by
index i).
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Calculation of ∇ · (ψeff∇φ) at the border Because the stencil of the diffusivity
operator is 2∆x (see Eq. (19)), the calculation of ∇·(ψeff∇φ) is changed in the nodes
i− 2 and i− 1.

Fig. 10 illustrates the calculation in the node i − 2: as for the gradient calcula-
tion presented above, the expression of the divergence in node i− 2 is changed and
is given by:

∇ · (ψeff∇φ)|i−2 = ψeff

∇φ|i−2 − ∇φ|i−1

∆x
(27)

Replacing ∇φ|i−2 by its expression established in Eq. (26), while ∇φ|i−1 is replaced
using Eq. (16), leads to:

∇ · (ψeff∇φ)|i−2 = ψeff

Ç
1

∆x

å2 Çφi + φi−2

2
− φi−1

å
(28)

In the node i− 1, the expression of divergence (18) is unchanged and reads:

∇ · (ψeff∇φ)|i−1 = ψeff

∇φ|i−2 − ∇φ|i
2∆x

(29)

Replacing the value of ∇φ|i−2 by its changed expression (26), the final expression
for the diffusive flux in the node i− 1 reads:

∇ · (ψeff∇φ)|i−1 =
ψeff

2

Ç
1

∆x

å2 Ç
φi−2 + φi+1 −

3

2
φi−1

å
(30)

ii-1i-2

ψeff
∇φ|i−2

−∇φ|i−1

∆x

ψeff
∇φ|i−2

−∇φ|i−1

∆x

Figure 10: Calculation of the divergence at the border
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Calculation of ∇̂̃c at the border (node i− 2) Replacing φ = ˆ̃c in Expression
(26) gives:

∇̂̃c
∣∣∣
i−2

=
1

∆x

Ä̂̃ci−2 − ̂̃ci−1

ä
(31)

̂̃ci−2 and ̂̃ci−1 are expressed using respectively Eq. (30) and Eq. (28):

̂̃ci−2 = c̃i−2 + ψeff

Ç
1

∆x

å2 Ç c̃i + c̃i−2

2
− c̃i−1

å
(32)

̂̃ci−1 = c̃i−1 +
ψeff

2

Ç
1

∆x

å2 Ç
c̃i−2 + c̃i+1 −

3

2
c̃i−1

å
(33)

which gives:

∇̂̃c
∣∣∣
i−2

=
c̃i−2 − c̃i−1

∆x
+
ψeff

2∆x

Ç
1

∆x

å2 Ç
c̃i − c̃i+1 −

1

2
c̃i−1

å
(34)

Calculation of
︷︸︸︷
∇c̃ at the border (node i − 2) Using Expression (28) with

φ = ∇c̃|i−2 gives:

︷︸︸︷
∇c̃|i−2 = ∇c̃|i−2 + ψeff

Ç
1

∆x

å2 Ç∇c̃|i + ∇c̃|i−2

2
− ∇c̃|i−1

å
(35)

Using Eq. (26) for ∇c̃|i−2, Eq. (16) for ∇c̃|i−1 and ∇c̃|i leads to:
︷︸︸︷
∇c̃|i−2 =

c̃i−2 − c̃i−1

∆x
+

1

2∆x

Ç
ψeff

2∆x

å2 Ç
c̃i−2 −

3

2
c̃i−1 −

1

2
c̃i+1 + c̃i

å
(36)

We remark that Eq. (34) and Eq. (36) are not equivalent, e.g.:

︷︸︸︷
∇c̃|i−2 6= ∇̂̃c

∣∣∣
i−2

(37)

Values of
︷︸︸︷
∇c̃|i−1,

︷︸︸︷
∇c̃|i, ∇̂̃c

∣∣∣
i−1

and ∇̂̃c
∣∣∣
i
can also be calculated from a similar

manner and it is then easily demonstrated that
︷︸︸︷
∇c̃|i−1 6= ∇̂̃c

∣∣∣
i−1

and
︷︸︸︷
∇c̃|i 6= ∇̂̃c

∣∣∣
i
.

The demonstration was performed for nit = 1. In practice nit > 1 (see section
9.4). When nit = 1, then Si = 3∆x (see Eq. (24) or Eq. (22)). In the general
case, as the stencil of the test-filtering operator T is equal to 2∆x (see Eq. 20),
Si = (2nit + 1)∆x.

Expression of exponent β in spherical coordinates

This implies to express flames surfaces Σ1 = |∇̂̃c| and Σ2 =
︷ ︸︸ ︷
|∇c̃|, using the an-

alytical expression of the test-filter given by Equation (3) By obvious symmetry
considerations, fields only depend on the radial coordinate r.
Following notations are first introduced:

Σ1,r =

︷ ︸︸ ︷∣∣∣∣∣
∂c̃

∂r

∣∣∣∣∣ (38)
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and

Σ2,r =

∣∣∣∣∣
∂̂̃c
∂r

∣∣∣∣∣ (39)

Σ1,r can be expressed, using the filtering Equation (3) applied to the scalar
∣∣∣∣∂c̃∂r

∣∣∣∣:

Σ1,r =

∣∣∣∣∣
∂c̃

∂r

∣∣∣∣∣+ ψeff

(
∂2

∂r2

∣∣∣∣∣
∂c̃

∂r

∣∣∣∣∣+
2

r

∂

∂r

∣∣∣∣∣
∂c̃

∂r

∣∣∣∣∣

)
(40)

On the other hand, the analytical expression of ˆ̃c - it is recalled that ˆ̃c is the notation

for
︷︸︸︷
c̃ - can be written, using the filtering Equation (3) applied to the scalar c̃:

̂̃c = c̃+ ψeff

(
∂2c̃

∂r2
+

2

r

∂c̃

∂r

)
(41)

Σ2,r can be then developed as:

Σ2,r =

∣∣∣∣∣
∂

∂r

(
c̃+ ψeff

(
∂2c̃

∂r2
+

2

r

∂c̃

∂r

))∣∣∣∣∣

=

∣∣∣∣∣

Ç
1− 2ψeff

r2

å
∂c̃

∂r
+ ψeff

(
∂3c̃

∂r3
+

2

r

∂2c̃

∂r2

)∣∣∣∣∣ (42)

Noticing that ∂c̃∂r = −
∣∣∣∣∂c̃∂r

∣∣∣∣, Σ2,r can be recast such as:

Σ2,r =

∣∣∣∣∣−
Ç
1− 2ψeff

r2

å ∣∣∣∣∣
∂c̃

∂r

∣∣∣∣∣− ψeff

(
∂2

∂r2

∣∣∣∣∣
∂c̃

∂r

∣∣∣∣∣+
2

r

∂

∂r

∣∣∣∣∣
∂c̃

∂r

∣∣∣∣∣

)∣∣∣∣∣

=

Ç
1− 2ψeff

r2

å ∣∣∣∣∣
∂c̃

∂r

∣∣∣∣∣+ ψeff

(
∂2

∂r2

∣∣∣∣∣
∂c̃

∂r

∣∣∣∣∣+
2

r

∂

∂r

∣∣∣∣∣
∂c̃

∂r

∣∣∣∣∣

)
(43)

Σ1,r and Σ2,r are thus related to each other according to:

Σ1,r = Σ2,r +
2ψeff

r2

∣∣∣∣∣
∂c̃

∂r

∣∣∣∣∣ (44)

Replacing ψeff by its definition (11), ratio ψeff/r2 reads:

ψeff

r2
=

1

24

︷︸︸︷
∆

2

r2
=

1

24

Ç
γ∆

r

å2

=
1

24

γ2 − 1

γ2

(“∆
r

)2

(45)

A non-dimensional curvature c+ can be then introduced, defined by:

c+ =
“∆
r

(46)

Replacing c+ in the expressions of Σ1,r (40) and of Σ2,r (43) enables to establish the
final expression of exponent β(r):

β(r) =

log

à

1 +
γ2 − 1

12γ2

Æ
(c+)

2

∣∣∣∣∣
∂c̃

∂r

∣∣∣∣∣

∏

〈Σ2,r〉

í

log(γ)
(47)
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Appendix B: Experimental
method of determination of the
MIE
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Fig. 12. Number of recordings as a function of thedeposited energy (energy classesFigure 11: Number of recordings as a function of the deposited energy (energy
classes of 0.2 mJ wide). Methane/air flame, U = 0.60, < u′ >= 0.66 m/s.(Cardin
et al., 2013) .

Variability of MIE can have several causes: turbulence, mixture inhomogeneities
but also the variability induced by the stochastic nature of the Laser breakdown.
Even in a laminar flow, variability is observed from the moment of formation of the
plasma, which means that a same deposited energy Ed can lead to fire or misfire.
To determine the MIE for a given equivalence ratio φ and given turbulence condi-
tions, Cardin et al. conducted 800 ignition trials. They varied the energy deposited
by the Laser Ed, to observe the ignition probability taking values from 0 to 1. To
determine ignition probability, classes of deposited energy Ed were defined, with
20 trials at least within each class. The ignition probability was calculated for each
energy class as the ratio of the number of successful ignition trials out of the number
of trials in the class. An exemple is shown in Fig. 11. The MIE was then defined as
the energy Ed leading to a probability of ignition of 50%. An exemple of an ignition
probability curve on which Cardin et al. based their calculations of MIE is displayed
in Fig. 12.
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Title: Large Eddy simulation of the turbulent spark ignition and of the flame propagation
in spark ignition engines
Keywords: premixed combustion, spark ignition, spark ignition engines

Abstract: The use of lean equivalence
ratios or high EGR rates in spark igni-
tion engines (SIE) enables to optimize CO2
and NOx emissions; however too important
dilution rates leads to increased cycle-to-
cycle variability. These latter are mostly
due to the ignition phase, which becomes
critical when dilution rates are important.
The ECFM-LES model currently used in
IFPEN, which is based on the flame sur-
face density concept, is not sufficient to de-
scribe ignition in these critical conditions.
The TF-LES approach was chosen in this
study, principally because it directly re-
solved chemistry and can thus model igni-
tion via a local raise of the temperature.
The present work defines and evaluates a
simulation strategy for TF-LES in SIE con-
figurations, that enables a fine prediction of
critical ignitions and of the turbulent flame
propagation.
In the first part, DNS of turbulent igni-
tion were performed. The ignition phase
was modeled using a thermal energy deposit
(Lacaze et al. (2009)). Simulations repro-
duced the ignition experiments of Cardin et
al. (2013) in which the minimum ignition
energy (MIE) of lean premixed methane/air
mixtures was measured, for different turbu-
lence characteristics. The main purpose of
the study was to determine the numerical
and physical model parameters, which en-
able to reproduce Cardin et al. experiments.
Two types of kinetic schemes were evalu-
ated: a simplified kinetic scheme and an an-
alytical kinetic scheme (ARC) that recovers
both the auto-ignition delays and the lam-
inar flame speed. Results analysis enabled

to define ignition criteria and to highlight
the differences in terms of ignition predic-
tion using the two kinetic schemes. Results
also demonstrated that the chosen approach
could recover correct levels of ignition en-
ergy for laminar and low Karlovitz number
cases (Ka<10). For higher Karlovitz num-
ber cases, the ED model was found to be in-
sufficient to predict the ignition and a finer
description of the energy deposit is required.
In the second part, a dynamic wrinkling
model (Wang et al., 2012) was studied to de-
scribe the out-of-equilibrium behavior of the
flame during the propagation phase. Studies
on laminar spherical flames were first per-
formed, to assess the laminar degeneration
of the model. Then, as first tests in an en-
gine configuration have revealed incompati-
bilities of the model, modifications were pro-
posed. The modified dynamic model was
finally tested in the ICAMDAC engine con-
figuration. Results of the simulations were
compared against previous results obtained
with the ECFM-LES model using a trans-
port equation for the flame surface den-
sity that can describe the out-of-equilibrium
wrinkling of the flame. Results obtained
with the dynamic model are in very good
agreement with the ECFM-LES model, thus
demonstrating the ability of the dynamic
model to predict out-of-equilibrium values
in the engine configuration. Besides, the
dynamic model self-adapts to the turbu-
lence conditions, hence does not require any
model parameter adjustment, as is it the
case for models based on the flame surface
density transport equation.
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