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intéressant, parce qu’on est curieux, sans doute, mais

surtout parce qu’elles sont utiles.

Gilles Godefroy, Les mathématiques mode d’emploi







Abstract / Résumé / Resumen

Abstract

If a one-phrase summary of the subject of this thesis were required, it would be something like: miscellaneous
large (but finite) dimensional phenomena in quantum information theory. That said, it could nonetheless be
helpful to briefly elaborate. Starting from the observation that quantum physics unavoidably has to deal with
high dimensional objects, basically two routes can be taken: either try and reduce their study to that of lower
dimensional ones, or try and understand what kind of universal properties might precisely emerge in this regime.
We actually do not choose which of these two attitudes to follow here, and rather oscillate between one and the
other.

In the first part of this manuscript (Chapters 5 and 6), our aim is to reduce as much as possible the complexity
of certain quantum processes, while of course still preserving their essential characteristics. The two types of
processes we are interested in are quantum channels and quantum measurements. In both cases, complexity of
a transformation is measured by the number of operators needed to describe its action, and proximity of the
approximating transformation towards the original one is defined in terms of closeness between the two outputs,
whatever the input. We propose universal ways of achieving our quantum channel compression and quantum
measurement sparsification goals (based on random constructions) and prove their optimality.

Oppositely, the second part of this manuscript (Chapters 7, 8 and 9) is specifically dedicated to the analysis
of high dimensional quantum systems and some of their typical features. Stress is put on multipartite systems
and on entanglement-related properties of theirs. We essentially establish the following: as the dimensions of the
underlying spaces grow, being barely distinguishable by local observers is a generic trait of multipartite quantum
states, and being very rough approximations of separability itself is a generic trait of separability relaxations.
On the technical side, these statements stem mainly from average estimates for suprema of Gaussian processes,
combined with the concentration of measure phenomenon.

In the third part of this manuscript (Chapters 10 and 11), we eventually come back to a more dimensionality
reduction state of mind. This time though, the strategy is to make use of the symmetries inherent to each
particular situation we are looking at in order to derive a problem-dependent simplification. By quantitatively
relating permutation-symmetry and independence, we are able to show the multiplicative behaviour of several
quantities showing up in quantum information theory (such as support functions of sets of states, winning
probabilities in multi-player non-local games etc.). The main tool we develop for that purpose is an adaptable
de Finetti type result.



Résumé

S’il fallait résumer le sujet de cette thése en une expression, cela pourrait étre quelque chose comme: phénoménes
de grande dimension (mais néanmoins finie) en théorie quantique de l'information. Cela étant dit, essayons
toutefois de développer briévement. La physique quantique a inéluctablement affaire & des objets de grande
dimension. Partant de cette observation, il y a, en gros, deux stratégies qui peuvent étre adoptées: ou bien
essayer de ramener leur étude a celle de situations de plus petite dimension, ou bien essayer de comprendre
quels sont les comportements universels précisément, susceptibles d’émerger dans ce régime. Nous ne donnons ici
notre préférence a aucune de ces deux attitudes, mais au contraire oscillons constamment entre I'une et 'autre.

Notre but dans la premiére partie de ce manuscrit (Chapitres 5 et 6) est de réduire autant que possible la
complexité de certains processus quantiques, tout en préservant, évidemment, leurs caractéristiques essentielles.
Les deux types de processus auxquels nous nous intéressons sont les canaux quantiques et les mesures quantiques.
Dans les deux cas, la complexité d’'une transformation est mesurée par le nombre d’opérateurs nécessaires pour
décrire son action, tandis que la proximité entre la transformation d’origine et son approximation est définie
par le fait que, quel que soit I'état d’entrée, les deux états de sortie doivent étre proches I'un de 'autre. Nous
proposons des solutions universelles (basées sur des constructions aléatoires) a ces problémes de compression de
canaux quantiques et d’amenuisement, de mesures quantiques, et nous prouvons leur optimalité.

La deuxiéme partie de ce manuscrit (Chapitres 7, 8 et 9) est, au contraire, spécifiquement dédiée a ’analyse
de systémes quantiques de grande dimension et certains de leurs traits typiques. L’accent est mis sur les
systémes multi-partites et leurs propriétés ayant un lien avec I'intrication. Les principaux résultats auxquels nous
aboutissons peuvent se résumer de la fagon suivante: lorsque les dimensions des espaces sous-jacents augmentent,
il est générique pour les états quantiques multi-partites d’étre a peine distinguables par des observateurs locaux,
et il est générique pour les relaxations de la notion de séparabilité d’en étre des approximations trés grossiéres.
Sur le plan technique, ces assertions sont établies grace a des estimations moyennes de suprema de processus
gaussiens, combinées avec le phénoméne de concentration de la mesure.

Dans la troisiéme partie de ce manuscrit (Chapitres 10 et 11), nous revenons pour finir a notre état d’esprit
de réduction de dimensionnalité. Cette fois pourtant, la stratégie est plutdt: pour chaque situation donnée,
tenter d’utiliser au maximum les symétries qui lui sont inhérentes afin d’obtenir une simplification qui lui soit
propre. En reliant de maniére quantitative symétrie par permutation et indépendance, nous nous retrouvons
en mesure de montrer le comportement multiplicatif de plusieurs quantités apparaissant en théorie quantique
de linformation (fonctions de support d’ensembles d’états, probabilités de succés dans des jeux multi-joueurs
non locaux etc.). L’outil principal que nous développons dans cette optique est un résultat de type de Finetti
particulierement malléable.



Resumen

En unas palabras, el tema de esta tesis se podria resumir como: fenémenos varios en alta (pero finita) dimension
en teoria cuantica de la informacion. Dicho esto, sin embargo podemos dar algunos detalles de méas. Empezando
con la observacion que la fisica cudntica ineludiblemente tiene que tratar con objetos de alta dimensién, se
pueden seguir esencialmente dos caminos: o intentar reducir su estudio al de otros que tienen dimensién mas
baja, o intentar comprender qué tipo de comportamiento universal surge precisamente en este régimen. Aqui
no elegimos cuél de estas dos posturas hay que adoptar, sino que oscilamos constantemente entre una y la otra.

En la primera parte de este manuscrito (Capitulos 5 y 6), nuestro objetivo es reducir al minimo posible la
complejidad de ciertos procesos cuanticos, preservando sus caracteristicas esenciales. Los dos tipos de procesos
que nos interesan son canales cudnticos y medidas cuanticas. En ambos casos, la complejidad de una trans-
formacion se cuantifica con el niimero de operadores necesarios para describir su accion, y la proximidad entre
la transformacioén de origen y su aproximacién se define por el hecho de que, cualquiera que sea el estado de
entrada, los respectivos estados de salida deben ser suficientemente similares. Proponemos maneras universales
de alcanzar nuestras metas de compresion de canales cuanticos y rarefaccion de medidas cuénticas (basadas en

construcciones aleatorias) y demostramos su optimalidad.

En contrapartida, la segunda parte de este manuscrito (Capitulos 7, 8 y 9) se dedica especificamente al anali-
sis de sistemos cuénticos de alta dimensién y sus rasgos tipicos. El énfasis se pone sobre sistemos multipartidos
y sus propiedades de entrelazamiento. En resumen, establecemos principalmente lo siguiente: cuando las dimen-
siones de los espacios subyacentes aumentan, es genérico para estados cuanticos multipartidos ser practicamente
indistinguible mediante observaciones locales, y es genérico para relajaciones de la nociéon de separabilidad ser
burdas aproximaciones de ella. Desde un punto de vista técnico, estos resultados se derivan de estimaciones de
promedio para supremosa de procesos gaussianos, combinadas con el fenémeno de concentracién de la medida.

En la tercera parte de este manuscrito (Capitulos 10 y 11), finalmente volvemos a una filsofia de reduccion
de dimensionalidad. Pero esta vez, nuestra estrategia es utilizar las simetrias inherentes a cada situacién
particular que consideramos para derivar una simplificacién adecuada. Vinculamos de manera cuantitativa
simetria por permutaciéon y independencia, lo que nos permite establecer el comportamiento multiplicativo de
varias cuantidades que ocurren en teoria cuéantica de la informaciéon (funciones de soporte de conjuntos de
estados, probabilidad de éxito en juegos multi-jugadores no locales etc.). La principal herramienta técnica que
desarrollamos con este fin es un resultado de tipo de Finetti muy adaptable.
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Chapter 1

What is this thesis about and how is this
manuscript organized?

1.1 Motivations and context of the thesis

A one-particle quantum system in a pure state is described by a unit vector in some Hilbert space (or to be
precise, by the projection onto the corresponding line). For multi-particle systems, the associated Hilbert space
is simply given by the tensor product of the individual ones. Its dimension thus grows exponentially with the
number of subsystems, making the classical modelling of quantum systems practically unfeasible as soon as
more than a few particles are involved.

One way around this curse of dimensionality is to make use of any extra information which may be held,
a priori, on the state of the system under consideration. One could know, for instance, that the latter has
certain symmetries, and exploit the reduction in the effective number of degrees of freedom that this fact
implies. The archetypical example is the following: Assume that a system is composed of n indistinguishable
particles (meaning that their labelling is irrelevant), with associated finite-dimensional Hilbert space H. Then,
a pure state of such system actually lives in the symmetric subspace Sym"(H) of H®", whose dimension is only
polynomial, rather than exponential, in n.

On the other hand, one should not conclude too quickly that having to deal with high dimensional objects
is necessarily a misfortune. Indeed, it may also be the case that, as the dimension grows, certain universal
behaviours emerge. This is precisely what asymptotic geometric analysis and random matrix theory teach us.
In quantum information theory, these subfields of mathematics can serve at least two main purposes. First of
all, they may be used as a tool to determine what are the properties that big quantum systems, subject to
whatever relevant restrictions, are expected to exhibit. More concretely, one could be interested in knowing
what are the typical characteristics of either quantum states or quantum transformations, under several types
of constraints such as locality, noise, energy etc. Second of all, they may help in proving the existence of objects
having a given property. In this context, the paradigmatic idea is that constructing the latter explicitly might
be harder than asserting that a suitably chosen random one will do with overwhelming probability. And with
both aims in view, high dimension of the underlying space is an asset, what makes average features become
generic.

The purpose of this thesis is therefore clearly two-sided: in some places the focus is on how to reduce the
study of large (or even infinite) dimensional situations to that of lower dimensional ones, while in some others
the goal is precisely to understand the typical aspects which may arise as the dimension of the studied object
grows. The latter objective is clearly the underlying motivation of Part III. As for the former objective, two
different routes can be taken to achieve it. The first approach, which is the one followed in Part II, consists
in trying to compress the initial data set as much as possible while still preserving the essential information it
contains. The second approach consists in exploiting potential additional knowledge on the initial data to argue
that they already belong, effectively, to a much smaller set. This is the spirit of Part TV.

All the questions posed here initially arise from quantum information theory. But in order to solve them,
several fields of pure mathematics had to get heavily involved. For a start, random matrix theory plays undeni-
ably a prominent role in all our work. Nevertheless, we are not so much preoccupied with the asymptotic study
of random matrices, as (free) probabilists usually are, but rather with the non-asymptotic one. Indeed, for the
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applications we have in mind, knowing that a certain behaviour emerges almost surely in the regime where the
size of the matrix goes to infinity is not so useful: we need instead to understand, for a large but finite size,
what is the probability that the properties of the matrix do not deviate too much from their limiting ones. This
is where concentration of measure enters the picture, allowing us to assert that, if the function we are looking
at is regular enough, then it should be close to its expected value with overwhelming probability as the size
of its random input grows. We exploit this key phenomenon under multiple forms throughout these pages. It
however appears clear that, before even trying to bound the deviation probability of a given function (and more
often than not, also as an end in itself), we have to be able to estimate its average value. For that purpose,
we usually call in geometric and probabilistic techniques in Banach space theory. Besides, taking advantage
of the symmetries of our problem, is an idea that we try to apply whenever possible. With that goal in view,
information theory tools, both classical and quantum, are crucial to us. They are in fact what makes it for
instance possible to relate in a quantitative way exchangeability and independence.

1.2 Structure of the present manuscript

Each chapter revolves around a piece of work which either already led to a paper (sometimes published yet,
sometimes in preprint form still) or should lead to one shortly. In each case though, modifications have been
done on the original version. Occasionally it is just a matter of notation or presentation, to simply fit better
with the rest of the manuscript (unfortunately, it is likely that neither complete non-redundancy nor absolute
style unity have been achieved between the chapters). But here and there further developments, that were
investigated only afterwards, have also been added.

The remainder of this introductory part is dedicated to setting the common ground and tools on which
subsequent parts develop. If it achieves the goal it was designed for, Chapter 2 could be renamed “Everything
you need to know about quantum physics if you are a mathematician willing to read this manuscript”. As for
Chapters 3 and 4, they can be seen as the two toolboxes in which we will regularly dig: in Chapter 3 for all
the basics about permutation-symmetry, and in Chapter 4 for all the basics about high dimensional convex
geometry and deviation inequalities.

Ag already mentioned, the core scientific material in this thesis is then divided into three parts. Let us try
to summarize in a few words the content of each of them, even though the needed definitions in order to do so
in a satisfactory way have not been introduced yet (see Chapter 2 for most of them). Precisely for that matter,
it is only at the beginning of each part that a proper account is made of its objectives, its main achievements
(and techniques to reach them), its non-ignorable difficulties etc.

The main theme of Part II is that of approximating complex processes by simpler ones. In Chapter 5 the
question which is investigated is: given a quantum channel, to how much can its number of Kraus operators be
brought down, with the constraint that each input state is still sent close to its original output state? In some
sense, Chapter 6 deals with a similar issue. Nevertheless, the channels which are now considered are quantum-
classical channels (aka quantum measurements), and the approximation requirement is completely different:
namely that, for each input state, outcome statistics close to its original ones are obtained. Our objective in
both cases is to exhibit universal schemes which attain the maximum doable compression.

The goal of Part III is to study several properties of quantum states (more specifically, entanglement-related
properties of multipartite quantum states), and see how (un)common they become as the size of the quantum
system grows. Chapter 7 is in line with Chapter 6 since it also focusses on the issue of distinguishing quantum
states from their measurement outcome statistics. But this time the question is: how well can local observers,
having access only to their own subsystem, typically perform in this task? Then, in both Chapters 8 and 9,
the aim is to quantify the average strength of certain semidefinite relaxations of separability. In Chapter 8,
stress is put on exporting entanglement detection tools from the bipartite setting, relying on positive maps, to
certify genuinely multipartite entanglement. Oppositely, the interest in Chapter 9 is in a purely bipartite and
not positive map based separability criterion (more precisely, a complete hierarchy of necessary conditions for
bi-separability build on symmetric extensions).

This opens naturally the route to Part IV, where symmetries are exploited to their maximum, with the
purpose of reducing the understanding of permutation-invariant scenarios to that of i.i.d. ones. Hence, a major
difference with Part IT is that we are now making extensive use of the specificities of the situation we have
at hand in order to get a highly problem-dependent simplification. Chapter 10 is dedicated to setting a very
general and adaptable framework in which one can indeed do so. As a consequence, several quantities arising
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in quantum information theory can be shown to exhibit a multiplicative behaviour. Chapter 11 is then entirely
devoted to seeing through one important application of the previously developed machinery, namely to the
parallel repetition problem for multi-player non-local games.

Perhaps now is the time to fleetingly elaborate on the choice of the thesis title. There are two distinct ways
in which we are principally dealing with “high dimension™: either because we are looking at one system whose
underlying dimension is large, or because we are looking at many copies of a system. Yet, in both situations
“symmetries” play a central role. To attack the first problem, it is usually tools from asymptotic geometric
analysis that we call on for help. This field of mathematics can be seen as a middle ground between geometry
(which traditionally deals with small-dimensional objects) and functional analysis (which traditionally deals
with infinite-dimensional objects). And its whole purpose is to identify and exploit approximate symmetries
that escaped both the too rigid area of geometry and the too qualitative area of functional analysis. As for
the second issue, it is usually tackled via information theory techniques. And it is more often than not making
use of the permutation-symmetry of the multi-copy scenario which allows relating asymptotic performances to
single-shot ones, and hence get an understanding of them.

This manuscript essentially puts together the material appearing in the following publications or preprints:
e C. Lancien. Quantum channel compression.
In preparation. (cf. Chapter 5)

e G. Aubrun and C. Lancien. Zonoids and sparsification of quantum measurements.
Positivity, 20(1):1 23, 2016. arXiv[quant-ph]:1309.6003 (cf. Chapter 6)

e G. Aubrun and C. Lancien. Locally restricted measurements on a multipartite quantum system: data hiding
is generic.
Quant. Inf. Comput., 15(5-6):512-540, 2014. arXiv|[quant-ph|:1406.1959. (cf. Chapter 7)

e O. Giihne, M. Huber, C. Lancien and R. Sengupta. Relaxations of separability in multipartite systems:

semidefinite programs, witnesses and volumes.
J. Phys. A: Math. Theor., 48(505302), 2015. arXiv[quant-ph]:1504.01029. (cf. Chapter 8)

e C. Lancien. k-extendibility of high-dimensional bipartite quantum states.
Preprint. arXiv[quant-ph|:1504.06459. (cf. Chapter 9)

e C. Lancien and A. Winter. Flexible constrained de Finetti reductions and applications.
Preprint. arXiv[quant-ph]:1605.09013. (cf. Chapter 10)

e C. Lancien and A. Winter. Parallel repetition and concentration for (sub-)no-signalling games via a flexible
constrained de Finetti reduction.
Preprint. arXiv|quant-ph|:1506.07002. (cf. Chapter 11)

Other publications or preprints on which this manuscript does not focus:
e C. Lancien and A. Winter. Distinguishing multi-partite states by local measurements.
Commun. Math. Phys., 323:555-573, 2013. arXiv[quant-ph]:1206.2884.

e G. Adesso, S. Di Martino, M. Huber, C. Lancien, M. Piani and A. Winter. Should entanglement measures
be monogamous or faithful?
Preprint. arXiv[quant-ph]:1604.02189.

1.3 Notation and conventions

Here is a list of notation that shall be used repeatedly throughout the whole manuscript (it might happen
though that some are recalled as the text goes). Oppositely, notation which are needed more sporadically will
be introduced only in due time.

Given a complex Hilbert space H, we denote by % (H) the space of all linear operators on H. When H = C¢
is finite-dimensional (which will almost always be the case we will be dealing with), we identify £ (H) with the
space of d x d complex matrices. Important subsets of & (H) include: the group of unitary operators on H, which
we denote by U(H), the space of Hermitian operators on H, which we denote by # (H), the cone of positive
semidefinite operators on H, which we denote by % (H). The notation Id (or Idy if there is a risk of confusion)
stands for the identity operator on H, while the notation Fd (or Fdy) is used for the identity (super-)operator
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on Z(H). Also, for any X € £(H), we denote by X1 its adjoint (i.e. transpose conjugate) and by | X| = VXTX
its absolute value.

For each p € [1,4o00], we define | - ||, as the Schatten p-norm on £ (H), i.e.

VX € L(H), |X], = (Tr[X")"” if p e [, +oo and [ X[ = Tim_[X]],.

Particular instances of interest are the trace class norm || - |1, the Hilbert Schmidt norm ||-||2 (which is nothing
else than the Euclidean norm arising from the Hilbert-Schmidt inner product (X,Y) — Tr (XTY) on £(H)),
and the operator norm ||| .. Most of the time, we will look at Schatten p-norms not on the full space £ (H) but
in restriction to its subspace % (H). We denote by B,(H), resp. S,(H), the corresponding unit ball, resp. sphere,
in 7 (H). In the special case p = 2, we may also use the notation Byg(H) and Sgs(H) instead.

We denote by | - ||, as well the p-norms on R? or C%. One exception is again the Euclidean norm || - ||z, for
which we shall usually simply use the notation || - ||, while S~ and Sqa stand for the corresponding Euclidean
unit spheres in R? and C?, respectively.

The notation | - | stands both for the cardinality when applied to a finite set and for the dimension when
applied to a finite-dimensional Hilbert space.

Given n € N, we may use the shorthand notation [n] for {1,...,n}, and we denote by &(n), resp. B(n), the
set of permutations, resp. partitions, of [n].

In the remainder of this manuscript, we are often interested in the asymptotic regime, when the dimensions
of the underlying finite-dimensional Hilbert spaces tend to infinity. In that setting, the letters C., ¢, cq,...
will always denote (non-negative) numerical constants, independent from any other parameters such as the
dimension. The value of these constants may change from occurrence to occurrence. Similarly c(e) denotes a
constant depending only on the parameter . Also, given functions f, g of the underlying dimension d, we will
write f = O(g), resp. f = Q(g), if there exists C' > 0 such that, for all d € N, f(d) < Cg(d), resp. f(d) > g(d)/C,
and we will write f = ©(g) if both f = O(g) and f = Q(g) hold.

When working with a random variable X, we will use the notation P(€(X)) to denote the probability of
the event €(X), and the notation E (f(X)) to denote the expectation of the function f(X).

More quantum information orientated notation include (see Chapter 2, Sections 2.1 and 2.2, for the corre-
sponding definitions): @ (H) for the set of quantum states on the Hilbert space H, S(H;:---:Hy) for the set of
separable quantum states on the tensor product Hilbert space H; ®- - -®@Hy, (across the k-partite cut Hy: - - - :Hyg).



Chapter 2

The mathematics of quantum information
theory in a nutshell

The purpose of this chapter is to explain why certain mathematical notions enter the theory of quantum me-
chanics, by giving an idea of their physical interpretation. There is no attempt to being exhaustive, far from
that, the accent being put only on concepts that will then play a central role throughout this manuscript. The
reader is for instance referred to the lecture notes [177], Chapter 1, 2 and 3, for a much more comprehensive
justification of the correspondence between mathematical objects and physical situations in the quantum me-
chanical framework. The book [14], Chapters 2 and 3, would be another recommendation for going way deeper
into that topic.

2.1 Quantum states and observables: preparation and measurement

In quantum mechanics, the state of a system is described by a unit vector ¢ in a complex separable Hilbert space
(H, {-]-)). The physical picture is then the following: There exists a distinguished orthonormal basis {e;, i € I}
of H, where I is countable (finite or infinite) and labels the possible “levels” of the system. If ¢ = e; for some
i € I, then (as one would expect) the system is said to be in level i. But in general, 1 is in a superposition of
the basis vectors, i.e.

b= (eld)es,

iel
And the only thing that one can tell is that the probability of obtaining outcome i € I when measuring its level
is given by |(e;[1))|>. We already see with this description that, for any a € C such that |a|?> = 1, states ¢

and «at) cannot be distinguished. It is therefore more accurate to say that the state of the quantum system is
characterized by the rank-1 projection [¢)){v)| on H, which reads

X = (esl)(wle;)]ese;l.

i,j€1

And hence, simply rewriting what we just explained, the probability of obtaining outcome i € I when measuring
its level is given by Tr (|e; )e;||w)1)]).

This describes well the situation where the physical system under consideration can be perfectly prepared
and kept in any given target state 1. Such scenario is of course completely idealistic, and in a more realistic
framework noise has to be taken into account. The latter may arise either from imprecisions in the preparation
procedure or from interactions of the system of interest with its environment. In both cases, one can only assign
probabilities {p,, © € X} to the system being in one amongst the so-called pure states {|t,}¢.|, * € X}. And
the true state of the system is the so-called mized state p defined as

zeX

Here again, the formula for the probability of getting outcome ¢ € I when measuring the system’s level reads
Tr (lei)Xeilp)-
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Hence, probabilities appear at two very distinct stages in quantum mechanics: Just as in classical mechanics,
they model our ignorance of the precise state in which the system is. But they also occur, more fundamentally,
because even having perfect knowledge of the system’s state, we cannot (in general) predict with certainty which
value a measurement performed on it will yield. That is why the measurement process, as a transition from
possibilities to facts, plays such a central role in the quantum theory.

Up to now, we mentioned only one specific measurement, namely the one performed in the canonical basis
of H, which determines the level of the system. Its action on a state p consists in sending it on one amongst the
pure states {|e;}e;|, ¢ € I}, with respective probabilities {Tr (Je;Xe;|p), ¢ € I}. Still looking at this particular
measurement, one could however consider the case where it cannot be performed with such perfect accuracy.
For instance, it could be that levels which are too close to one another are simply seen as being the same,
or that certain outcomes are sometimes mistaken for one another. The resulting “blurred” measurement gives
outcomes labelled by j € J, and its action on a state p consists in sending it on one amongst the mixed states
{M;/Tr M;, j € J}, with respective probabilities {Tr(M;p), j € J}, where for each j € J, there exists a
probability distribution {p;;, i € I'} such that M; = . p;lei)Xeil.

Let us summarize and formalize the above discussion, focussing for simplicity on the finite-dimensional case,
which is the one we shall almost exclusively consider in the sequel. The Hilbert space associated to a d-level
quantum system can simply be identified with C?, equipped with its canonical inner product. The state of such
quantum system is entirely characterized by a density operator p on C?, which is nothing else than a convex
combination (or mixture) of rank-1 projectors on C? (or pure states on C%). Equivalently, p has to satisfy
the two properties of being positive semidefinite and having trace 1. Denoting by % (C?) the set of Hermitian
operators on C%, the set of density operators on C? is thus defined as

D(CY) = conv{[ ), ¥ € C [(¥l¥)]* =1} = {p € H(C?), p=0, Trp=1}.

Besides, a measurement on such quantum system is described by a Positive Operator-Valued Measure (POVM),
which is a resolution of the identity on C%, i.e. a set of positive semidefinite operators summing to the identity
on C%.

Understanding the geometry of the set @(C?) and of certain of its subsets is a wide topic, upon which
we shall touch in several places of this manuscript (see [27] or [14], Chapters 2 and 9, for a comprehensive
exposition). For now, let us just state some immediate facts. 9(C?) is a compact convex set whose extreme
points are exactly the pure states, i.e. the rank-1 states. It is included in {M € #(C¢), Tr M = 1}, hyperplane
of #(C?), where it has non-empty interior. @(C?) is therefore a convex body of real dimension d? — 1 (recall
that % (C?) has real dimension d?). Its center of mass is the so-called mazimally mived state 1d/d.

2.2 Composite quantum systems: separability vs entanglement

Assume now that the quantum system under consideration is composed of k subsystems, with associated Hilbert
spaces Hy, ..., Hg. Then, the Hilbert space associated to the global k-partite system is simply the tensor product
Hilbert space H = H; ® - - - @ Hg. A state p on H is called separable if it can be written as a convex combination
of product states, i.e. states of the form p; ® --- ® pr where p1,...,pg are states on Hy, ..., Hy respectively.
Otherwise, it is called entangled.

As we shall later see on several occasions, the dichotomy between separability and entanglement is funda-
mental in quantum information theory (see in particular Chapters 7, 8, 9 and 10). So let us start here with a
few basic observations. If a pure state is separable, then it is necessarily product, which means that its local
subsystems are completely uncorrelated. In the general mixed case, a separable state may have local subsystems
which exhibit correlations, but classical ones only (in the sense that such state can always be prepared by local
parties sharing just common randomness).

In the finite-dimensional case, the set of separable states on C1 ®---® C¥%* = C? (i.e. d = dy x --- X dy) is
thus defined as

S(Ch:....cdk) = conv{p1 @ @pp, V1<i<k, p € @(Cdi)}.

And the extreme points of §(C%:...:C%) are actually easy to characterize: these are precisely the pure
separable states, i.e. the pure product states. Just as @(C?), S(C%:-..:C%) has real dimension d> — 1 and
its center of mass is the maximally mixed state Id/d (here again, see [27] or [14], Chapters 2 and 9, for a much
more exhaustive presentation).
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For the sake of clarity, let us focus for now on the bipartite case H = H; ® Hy. Given a state p on H, we
can define its reduced state on the first subsystem p; = Trs p, which is the state on H; characterized by the
property that, for any operator M; on Hy, Tr(p; M;) = Tr(p M1 ® Ids). Conversely, given a state p; on Hy, we
say that a state p on H is an extension of py if Tro p = p1, and that it is more precisely a purification of p; if
it is additionally pure. For any state ps on Hs, the state p; ® po is obviously an extension of p;, and when the
latter is pure its extensions are in fact necessarily of this product form (see e.g. [51], Chapter 2). This means in
other words that a system in a pure state cannot share any kind of correlations (not even classical ones) with
another system.

2.3 Evolution of a quantum system

When talking about the time evolution of a physical system (classical or quantum), two cases have to be
distinguished: that of closed systems and that of open systems. A closed system is one which is considered
perfectly isolated from the outside world, and thus undergoes reversible dynamics only. On the contrary, when
studying an open system, one takes into account that it may interact with its surrounding, so that irreversibility
may arise from this coupling (it is only the system of interest accompanied by its environment which is seen as
a whole as closed).

Let us see how these ideas are mathematically formalized when looking at a quantum system, with associated
Hilbert space H. If the system is considered closed, the evolutions it may undergo are unitary transformations.
This means that there exists a unitary operator U on H such that, if it is in the initial state p, then it is brought
in the final state UpUT. If this time the system is considered open, coupled with some ancilla Hilbert space K,
it is the global system H ® K which is subject to a unitary transformation. Hence, there exist a unitary operator
U on H® K and a pure state |))¢)| on K such that, at the level of the system of interest, if it is in the initial
state p, then it is brought in the final state Trx (Up ® |y)(1|UT).

A crucial observation is that these two situations can be encompassed into one common description, by saying
that the evolution of a quantum system is, in full generality, characterized by a so-called completely positive and
trace preserving (CPTP) map [168]. Let us explain what this means. A linear map W from operators on H to
operators on H' is positive (P) if, for any positive semidefinite operator X on H, N (X) is a positive semidefinite
operator on H'. And it is completely positive (CP) if, for any K, the linear map N ® Fd from operators on
H ® K to operators on H ® K is positive. Besides, it is called trace preserving (TP) if, as the name suggests,
for any trace-class operator X on H, Tr &/ (X) = Tr X. A CPTP map W is therefore usually referred to as a
quantum channel, transforming the input state p into the output state N (p).

These definitions will be crucial to us in Chapter 5, and to some extent also in Chapter 10. Note that
the measurement procedure described before falls into this category: a POVM is a particular type of quantum
channel, which maps quantum states to probability distributions, and is thus sometimes called a quantum-
classical (QC) channel. These QC channels will be thoroughly studied in Chapters 6 and 7. Oppositely, a
preparation procedure, which consists in mapping a probability distribution to a mixture of quantum states, is
sometimes called a classical-quantum (CQ) channel. And the fully classical analogue of these notions is simply
that of a stochastic map (aka conditional probability distribution), which will play a central role in Chapter 11.

2.4 Separability criteria on multipartite quantum systems

Already in the bipartite case, deciding whether a given state is entangled or separable is known to be, in general,
a hard task, both from a mathematical and computational point of view. In fact, even the weak membership
problem for separability (i.e. deciding if the state under consideration is far away from or close to the set of
separable states) is a NP-hard problem [90, 80]. There exist necessary conditions for separability, though, which
are much easier to check. A whole family of them is based on the following easy observation: if p is a separable
state on H; ® Hy, then for any positive map N from operators on H; to operators on H}, &) ® Fda(p) is a
positive semidefinite operator on H; ® Hs.

Widely studied and used examples of positive (yet not completely positive) maps, giving rise to a corre-
sponding (non trivial) necessary condition for separability, include:
¢ The transposition map 7 : X € Z2(H) — XT € 2(H) [146, 108].
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e The reduction map R : X € Z(H) — (Tr X)Id — X € £ (H) [107].

e The Choi map € : X € Z(H) —» —X + (JH| — 1)A(X) + A’(X) € £(H), where the action of A and A’ on
any X € Q(H) is defined by, for each 1 < Z,j < |H|, A(Xi,j) = 51'7in71' and A/(Xi7j) = 51'7in_171‘_1 [47]

Taken altogether, these separability tests based on positive maps actually define a necessary and sufficient
condition for separability: a state p on H; ® Hy is separable if and only if, for all positive maps N; from
operators on Hj to operators on Hj, N ® Fda(p) is a positive semidefinite operator on Hj ® Hy [46]. This result
is a fundamental one in quantum information theory. It translates in the language of so-called entanglement
witnesses as follows: If a state p on Hy ® Hy is entangled, then there exists a block-positive operator M on
H; ® Hy such that Tr(pM) < 0 [108]. M is thus said to witness the entanglement of p, since for any separable
state o on Hy ® Ha, we have Tr(ocM) > 0. In other words, the operator M defines a hyperplane in % (H; ® Hs)
which separates the convex body S(H;:Hs) from the point p. One given entanglement witness can only detect
the entanglement in a small fraction of states (those on the same side as p of the hyperplane it defines). However,
entanglement witnesses carry the advantage of being experimentally easily accessible.

In the multipartite case, the picture becomes even more complex. Indeed, checking separability of a given
state across all bipartite splitting of the subsystems is not enough to guarantee that it is fully separable.
Motivated by this easy observation, one can define a hierarchy of relaxations of the latter notion: a state
on Hy ® --- ® Hy, is f-separable, where 2 < ¢ < k, if it is a convex combination of states, each of which is
separable across a given splitting of the &k subsystems into ¢ groups (note that, in general, there is no splitting
of the k subsystems into ¢ groups across which an ¢-separable state is separable). k-separability is then just
full separability, while a state which is not 2-separable is called genuinely multipartite entangled. These various
notions of separability are illustrated in the tripartite case H = H; @ Ho @ H3 in Figure 2.1 (where z : y, 2 denotes
the set of states on H which are separable across the bipartite cut H,:H, ® H.).

Figure 2.1: Several degrees of separability on a tripartite system
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All these notions concerning entanglement detection will be crucial in several places of this manuscript, most
notably in Chapters 8 and 9, but also to a lesser extent in Chapters 7 and 10.

2.5 A few notions from quantum Shannon theory

(Classical information theory is concerned with quantifying the amount of information and correlations present
in probability distributions. By analogy, quantum information theory is concerned with doing the same for
density operators. We gather here some basic definitions and facts from the quantum Shannon theory that we
shall later need here and there. The reader is for instance referred to the book [176], Chapter 11, for a complete
expounding of these notions.

The von Neumann entropy of a quantum state p is defined as

S(p) == —Tr(plogp).

It is always non-negative, and equal to 0 if and only if p is a pure state. In the case where the underlying Hilbert
space H is finite-dimensional, it is upper-bounded by log|H|, with equality if and only if p is the maximally
mixed state Id/|H|.
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The mutual information of a state p, on a bipartite Hilbert space H; ® Ha, is defined as

I(H1:Hz)(p) := S(p1) + S(p2) — S(p).

By sub-additivity of the quantum entropy [5], it is always non-negative, and equal to 0 if and only if p = p; ® pa,
i.e. if and only if there is no correlation (not even classical ones) between the two subsystems.

The conditional mutual information of a state p, on a tripartite Hilbert space H; ® Hy ® Hg, is defined as

I(H1:Ha[Hs)(p) := S(p13) + S(p2s) — S(ps) — S(p).

By strong sub-additivity of the quantum entropy [134], it is always non-negative.

Finally, the relative entropy between states p and o is defined as

D(pllo) := Tr(p(log p — log 7).

It is always non-negative, and infinite whenever the support of p and the orthogonal of the support of o have
a non-zero intersection. For a state p on a bipartite Hilbert space H; ® Ho, we have the notable property that
D(pllpr ® p2) = I(H1:Hz)(p).

The main reason why we shall later be interested in these entropic quantities is because several measures of
the amount of entanglement present in multipartite quantum systems can be built from them. We will need all
these definitions chiefly in Chapters 5 and 10.
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Chapter 3

Permutation-symmetry and de Finetti
type theorems

This chapter collects together some standard definitions and results revolving around permutation-symmetry in
quantum information theory. The reader is referred to the review [93] or to the lecture notes [174], Chapter 22,
for a much more satisfying treatment of this material. Here, we focus only on what we will make use of in this
manuscript (most notably in Chapters 9, 10 and 11, but also more punctually in Chapter 7, and at a technical
rather than fundamental level, in Chapters 5 and 6).

3.1 The symmetric subspace: a brief review of some basic notions
and facts

Let H be a Hilbert space and {|i), 1 < ¢ < |H|} be an orthonormal basis of H (with the convention that
{1,...,|H|} = N whenever H is infinite-dimensional). For any n € N and any permutation 7 € &(n), denote
by U(m) € U(H®") the associated permutation unitary on H®" characterized by

Note that this definition is actually independent of the basis. The n-symmetric subspace of H®™ can then be
defined as the simultaneous +1-eigenspace of all U(w)’s,

Sym" (H) := {W;) cH® : V71 e&(n), Un)) = WJ)}
=Span < |vi,,...i,) = Z lir()) @+ @ ligmy) @ 1<d1 <o+ <y < |H|
TeS(n)

The orthogonal projector onto Sym” (H) may thus be written as

)

1
Poymn(m) = RUGE > [Vitcsin ) (Wi

" re6(n) 1Ki1 < Sin < H|

where for each 1 < iy < -+ <4, < [H|, |¢4,,...i,) denotes the unit vector having same direction as |v;, . ;). In
the case where H is finite-dimensional, this can also be re-written as

H -1
Powean = ("IN [ owierar,

where di) stands for the uniform probability measure on the unit sphere Sy of H. This is due to Schur’s Lemma,
since Sym™ (H) is an irreducible representation of the commutant action of {U(w), m € &(n)}, which is that of
the local unitaries {U®", U € U(H)} (see e.g. [165] for more group representation background).

A state p on H®" is said to be permutation-invariant if it satisfies U(7)pU(7)" = p for all 7 € &(n). This
condition is actually equivalent to the existence of a unit vector ) € Sym" (H® H’), where H' = H, such that
p = Try [¢)X1p|. That is why permutation-invariant states are also sometimes simply referred to as symmetric
states.
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3.2 Permutation-invariant states in the bipartite finite-dimensional
case

The permutation-invariant states on (C?)®2 are the so-called Werner states. These are mixtures of the (fully)
symmetric state s and the (fully) antisymmetric state m, on (C?)®2 (which are defined as the renormalized
projectors onto the symmetric and antisymmetric subspaces of (C%)®?2, respectively). Concretely, set

Sym?(CY) := Span {|i1, iz) + |iz,31) : 1< i <ig < d},
Asym?(C%) := Span {|i1,is) — |ig,i1) : 1 <ip < iy <d}.

We then have the orthogonal direct sum decomposition

(€)™ = sym?(C?) & Asym®(C?), with {dim(sym2(0d)) =d(d+1)/2

The two states m, and 7, on (C%)®? are therefore defined as

2 2

Ts 1= mPSymz(Cd) and 7, := mPAsme(Cd)'

And we define next, for each 0 < A < 1, the Werner state py := A, + (1 — A\)7, on (C4)®2.

This one-parameter family of states was introduced in [175] in order to understand the relation between
entanglement and violation of Bell inequalities. It has received considerable interest since then. Indeed, due to
their symmetry property, quantities which may be hard to compute in general become much easier to analyze for
Werner states. And still, permutation-invariance is an assumption which is more often than not natural to make,
so that they encompass a wide enough range of situations. For instance, separability vs entanglement is simple
to characterize for Werner states, because it coincides with their being positive under partial transposition or
not (see Chapter 2, Section 2.4, for definitions). The result is that p) is separable for 1/2 < A < 1 and entangled
for 0 <A< 1/2]175].

3.3 Classical and quantum de Finetti type theorems

The motivation behind all de Finetti type theorems is to reduce the study of permutation-invariant scenarios
to that of i.i.d. ones. This is precisely what the seminal classical finite de Finetti theorem, proved by Diaconis
and Freedman in [60], enables. Indeed, it tells us that the marginal probability distribution (in a few random
variables) of an exchangeable probability distribution (in a lot of random variables) is well-approximated by a
convex combination of product probability distributions. More precisely, we have the quantitative error-bound
provided by Theorem 3.3.1 below.

Theorem 3.3.1 (Classical finite de Finetti theorem, [60]). Let P be an exchangeable probability distribution
in n random variables, meaning that, for any = € &(n), P or = P"™. For any k < n, denote by P*) the
marginal probability distribution of P™) in k random variables. Then, there exists a probability distribution u
on the set of probability distributions in 1 random variable such that

k‘2
<=
1

HP“” - /Q Q% du(Q)

The first quantum analogue of this result was established by Christandl, Kénig, Mitchison and Renner in
[48]. The statement is of similar spirit: the reduced state (on a few subsystems) of a permutation-invariant state
(on a lot of subsystems) is well-approximated by a convex combination of product states. Again, the worst-case
error can be quantitatively upper-bounded, which is the content of Theorem 3.3.2 below.

Theorem 3.3.2 (Quantum finite de Finetti theorem, [48]). Let p(™) be a permutation-invariant state on (C%)®",
meaning that, for any © € &(n), U(m)p™U(m)t = p™). For any k < n, denote by p*) = Tr(cayen—+ ™) the
reduced state of p() on (CH®k . Then, there exists a probability distribution u on the set of states on C¢ such
that

2kd?
< )
n

Ty

1
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Note that the main difference between these two theorems is that the classical one applies to probability
distributions on an infinite size alphabet while the quantum one only applies to quantum states on a finite-
dimensional Hilbert space. And it is known that the appearance of the dimension in the upper bound is not
an artefact of the proof techniques: there actually exist permutation-invariant states p(") on (Cd)®" which are
such that the distance of p(*) to the set of separable states on (C%)®* scales as kd/n (see [48], Section C, or
[143], Section III, for such examples).

In Chapter 9, a hierarchy of necessary conditions for separability, based on symmetric extensions, is studied
in extensive depth. And it is Theorem 3.3.2 under this precise form which allows to prove that this hierarchy
converges to separability. However, in many applications, one does not actually need such a strong approxima-
tion result: knowing only that the considered permutation-invariant state can be upper bounded by a convex
combination of tensor power states (up to some multiplicative factor C) is enough. Indeed, assume that you
have such an operator-ordering, and that you know that a given order-preserving linear form f satisfies f <e,
for some 0 < ¢ < 1, on 1-particle states. Then, you can conclude that f®" < Ce” on permutation-invariant
n-particle states, which decays exponentially to 0 with n. These de Finetti results of different kind are usually
referred to as de Finetti reductions or post-selection lemmas. Establishing and applying appropriate variants of
them is at the heart of Chapters 10 and 11.
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Chapter 4
Asymptotic geometric analysis toolbox

This chapter gathers several notions from asymptotic geometric analysis that will be used in many places of this
manuscript. Section 4.1 introduces standard definitions, notation and results from classical convex geometry, in
particular related to estimating the size of a convex body, which is something that we will have to do at various
occasions. Section 4.2 summarizes two basic incarnations of the concentration of measure phenomenon (taking
the view point of either functions on a sphere or sums of independent random variables), on which we shall
build later more elaborate deviation estimates, tailored to our specific needs. Additional functional analytic
tools (e.g. from random matrix theory or from the local theory of Banach spaces), which play a more sporadic
role in this manuscript, will be introduced only in due time.

4.1 Classical convex geometry

The standard convex geometry concepts expounded in this section will be crucial tools in (at least part of)
Chapters 6, 7, 8 and 9. The reader is e.g. referred to the lecture notes [20] or [173] for a detailed and accessible
presentation.

4.1.1 Some vocabulary

We work in the Euclidean space R"™, where we denote by || - || the Euclidean norm, and by B", resp. S"~ !, the
associated unit ball, resp. sphere. We denote by vol,,(-) or simply vol(-) the n-dimensional Lebesgue measure.
A convezr body K C R™ is a convex compact set with non-empty interior. A convex body K is symmetric if
K=-K.

The gauge (or Minkowski functional) associated to a convex body K in R™ is the function || - ||k defined for
xz € R" by

|z||lx :=inf{t >0 : z € tK}.

This is a norm if and only if K is symmetric. In such case, this actually defines a one-to-one correspondence
between norms on R™ and symmetric convex bodies in R™: K is simply the unit ball for ||-|| . This identification
has the following elementary properties: K C L if and only if |- |5 > || - ||, and for all £ > 0, || |lix = || - || x /t-

If K C R™is a convex body with origin in its interior, the polar of K is the convex body K° defined as
K°:={yeR" : Ve e K, (z,y) <1}
In the symmetric case, the norms || - || and || - |k are dual to each other, meaning that
Ve R, |zllge =sup{(z,y) : [lyllx <1} =sup{(z,y) : y € K},

If x € S"~!, we shall sometimes call the quantity defined above the support function of K in the direction z,
and use the notation

hic(x) := ] rce.

Note that Ay (x) is the distance from the origin to the hyperplane tangent to K in the direction x.

Two global invariants associated to a convex body K C R”, the volume radius and the mean width, will
play an important role in many of our proofs.
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Definition 4.1.1. The volume radius of a convex body K C R" is defined as

vol K )l/n

vrad(K) := (vol Bn

In words, vrad(K) is the radius of the Euclidean ball with same volume as K.

Definition 4.1.2. The mean width of a subset K C R™ is defined as
K):= d
w(i) = [ ) dofu),

where o is the uniform probability measure on S™~*. In words, w(K) is the average, for u uniformly distributed
on S"71, of the (half-)width of K in the direction u (see Figure 4.1).

Figure 4.1: Width of the convex body K in the direction u

If K is a convex body, we have

w(E) = [ o) = [ Julle dotu)

Moreover, one can check that the mean width satisfies the additivity property w(K + L) = w(K) 4+ w(L), for
any K, L C R™ bounded.

The inequality below (see e.g. [148], Corollary 1.4, for a proof) is a fundamental result which compares the
volume radius and the mean width. It asserts that, among sets of given volume, the mean width is minimized
for Euclidean balls.

Theorem 4.1.3 (Urysohn inequality). For any convex body K C R™, we have
vrad(K) < w(K).

It is convenient to compute the mean width using Gaussian rather than spherical integration. Let G be a
standard Gaussian vector in R”, i.e. such that its coordinates, in any orthonormal basis, are independent and
following a Gaussian distribution with mean 0 and variance 1. Denoting v, = E |G| ~n— 100 v/, we have, for
any compact set K C R™,

we(K) := Emax(G, z) = y,w(K).
reK
The Gaussian mean width has the advantage over the spherical one of being independent from the ambient
dimension. Indeed, if K C F is a compact set in a subspace E of R"™, the value of wg(K) does not depend on
whether it is computed in F or in R, contrary to w(K). It is also usually easier to compute. For example, it
allows to compute the mean width of a segment: if « € S”~! is a unit vector, then

1 /2 2
o, = w(conv{tu}) = \/> ~ .
Yn V T n—+o0 ™
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It also shows how to control the mean width of an intersection or a projection. Let K C R"™ be a compact
set, and £ C R™ be a k-dimensional subspace. Denoting by Pg the orthogonal projection onto E, we have
wa(PpK) < wg(K), and therefore

w(K N E) < w(PpK) < 3—"11;(}{). (4.1)
k

We will also need the two following lemmas, which are incarnations of the familiar “union bound”. Lemma
4.1.4 appears for example in [131], Chapter 3, under the equivalent formulation via suprema of Gaussian
processes. Lemma 4.1.5 on the other hand, seems to appear nowhere in the literature, even under a different
phrasing. Since it is a result that we will use at several occasions (in Chapters 7 and 8) we write a short proof
of it for completeness. The route we follow is the “usual” one in that setting, detailed e.g. in [131], Chapter 3,

to which the reader is referred for the details that we may pass over.

Lemma 4.1.4 (Bounding the mean width of a polytope). Let vyi,...,vn be points in R™ such that v; € AB™
for every index 1 < i < N, for some A > 0. Then,

2In N
w (conv(vy,...,on)) <A - .
n

Lemma 4.1.5 (Bounding the mean width of a union). Let K7, ..., Ky be convez sets in R™ such that K; C AB™
for every index 1 < i < N, for some A > 0. Then,

N 2In N
w | conv U K; || <2 max w(K;)+ A .
~ 1<i<N n

Proof. By homogeneity, it is enough to prove Lemma 4.1.5 in the case A = 1. Now, for G a standard Gaussian
in R™, we have that, for any ¢ > 0 (to be fixed later),

N +o0
E max |hg, (G) — wa(K;)| < 5+Z/6 P(|hk, (G) — wa(K;)| > t)dt.

1<i<N

Yet, by the Gaussian concentration inequality (see e.g. [131], Chapter 1, and also Section 4.2 below for a more
detailed exposition of closely related results), we know that, for each 1 <i < N,

V>0, P(|hi,(G) —we(K:)| > t) <e /2
This is because, by the assumption K; C B", hg, is a 1-Lipschitz function:

We therefore have in the end

+oo
E max |hK7.(G) —wG(Kl.)| < 5+N/ 67t2/2dt < 5+N\/?652/2.
1<i<N ' s B)

Choosing 0 = v/2In N in the above inequality eventually yields

1<i<N 1<i< <i<

E max hg,(G) < 2 max wg(K;)+ vV2InN + \/Zg 2 < ma%wg(Ki)—i—\/anN) .

And going back to spherical rather than Gaussian variables gives precisely the advertised result. O

4.1.2 Some volume inequalities
We will use several times (in Chapters 7, 8 and 9) the following result, established by Milman and Pajor.

Theorem 4.1.6 (Milman—Pajor inequality, [140], Corollary 3). If K, L are convex bodies in R™ with the same
center of mass, then

vrad(K N L)vrad(K — L) > vrad(K)vrad(L),

where K — L={x—vy : x € K, y € L} stands for the Minkowski sum of the convez bodies K and —L.
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Choosing K = —L in Theorem 4.1.6 yields the following corollary.

Corollary 4.1.7. If K is a convex body in R™ with center of mass at the origin, then
1
vrad(K N —K) > ivrad(K)7
and more generally for any orthogonal transformation 0,

1 vrad(K)?

AdKNOK)) > -————.
wad(K 010(K) > 5 50

The latter inequality is simply because, on the one hand, vrad(f(K)) = vrad(K), and on the other hand,
by Theorem 4.1.3, vrad(K — 6(K)) < w(K — 0(K)) = w(K) + w(0(K)) = 2w(K).

We will typically use Corollary 4.1.7 in the following way: if K is a convex body with center of mass at the
origin which satisfies a “reverse” Urysohn inequality, i.e. vrad(K) > aw(K) for some constant 0 < a < 1, we
can conclude that the volume radius of K N@(K) is comparable to the volume radius of K.

Another volume inequality which will be useful to us (in Chapter 7) is the one below, due to Rogers and
Shepard.

Theorem 4.1.8 (Rogers—Shephard inequality, [153]). Let u € S"~1, h > 0, and consider the affine hyperplane
H={zeR" : (x,u) = h}.

Let K be a convex body inside H and L = conv(K,—K). Then,

2n—1
2hvol,,_1(K) < vol, (L) < 2hvol,,_1(K)
n
Consequently,
vrad(L) ~ hY/"vrad(K)'=1/", (4.2)

We can infer from equation (4.2) that for sets K with “reasonable” volume (which will be the case of all the
sets that we will consider) vrad(K) and vrad(L) are comparable.

4.2 Concentration of measure and deviation inequalities

4.2.1 From individual to global concentration estimates

Levy’s Lemma guarantees that, in high dimension, regular enough functions typically do not deviate much from
their average behaviour. We will use repeatedly variations and refinements of this general paradigm (in Chapter
7 a multi-variate version, in Chapter 8 a Gaussian rather than spherical version, in Chapter 9 a local version).
So let us recall precisely the seminal formulation here.

Lemma 4.2.1 (Levy’s Lemma for Lipschitz functions on the sphere, [132]). Let n € N. For any L-Lipschitz
function f: S"1 — R and any t > 0, if x is uniformly distributed on S™1, then

P(|f(@) —Ef]>t) < e/
where ¢ > 0 is a universal constant.

Combining such type of individual deviation probability estimates and a discretization with nets of reasonable
size, one can then usually derive global deviation probability estimates via the union bound. Let us specify
what we mean.

Definition 4.2.2. Fiz e > 0, and let || - |4, - ||y be two norms in R", with associated unit balls By, B,. 9 is an
e-net for || - ||, within By if d C By and, for all v € By, there exists ' € d such that ||z — 2’|, < e.

Usually, one is interested in having such a discretized version of a given unit ball with as few elements as
possible. Now, just observing that an e-separated set with maximal cardinality actually forms an e-net, it is
easy to get the following cardinality upper bound by simply comparing volumes.
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Lemma 4.2.3 (Bounding the cardinality of nets via a volumetric argument, [148], Lemmas 4.16 and 4.10). Fix
€>0, and let || - ||y, ] - ||, be two norms in R™, with associated unit balls By, B,. Then, there exists an e-net
for || - ||, within By satisfying

vol ((2/¢)By + By)
vol (Bb)

] <

So in particular, there exists an e-net o for || - |4 within By such that |d| < (1+2/¢)".

Subsequently, making use of both Lemmas 4.2.1 and 4.2.3 in a careful way, one gets the celebrated Dvoret-
zky’s Theorem, which is quoted below. This is precisely the kind of strategy we adopt in Chapters 5 and 6 to
go from individual to global concentration phenomenon.

Lemma 4.2.4 (Dvoretzky’s Theorem for Lipschitz functions on the sphere, [139, 83, 162]). Let n € N. For
any symmetric L-Lipschitz function f : S"~' — R and any t > 0, if H is a uniformly distributed Cnt*/L?-
dimensional subspace of R™, with C' > 0 a universal constant, then

PEBzecHNS" " : |f(z) —Ef|>t) <e /P
where ¢ > 0 is a universal constant.

This tangible version of Dvoretzky’s theorem is essentially due to Milman [139], but with a dependence on
t in the maximal dimension of H which scales as t2/log(1/t). This extra logarithmic factor was later removed
by Gordon in [83] and by Schechtman in [162] (the latter proof is based on concentration of measure, like the
original one, while the former proof uses instead comparison inequalities for Gaussian processes).

4.2.2 1, random variables

The reader is for instance referred to the review [42], Chapter 1, for a complete presentation of the theory of
Orlicz spaces. A particular instance of these are the so-called L, spaces, of which we gather here only the few
properties that we will need to exploit.

For any o > 1, a random variable X is called a 1), random variable if its ¢,-norm || X||y, is finite. The
latter may be defined in several equivalent ways, the most standard one being through the Orlicz function
x — exp(z®) — 1. This characterization is not the one that will be most practical for us though, and we
shall rather use the one via the growth of absolute moments, which leads to the equivalent norm (see e.g. [42],
Corollary 1.1.6)

(Elep)l/p

[ X = sup
v pEN pl/a

A )y, resp. 19, random variable is also referred to as as sub-exponential, resp. sub-gaussian. Indeed, the
11-norm, resp. g-norm, of a random variable quantifies the exponential, resp. gaussian, decay of its tail.

As a crucial tool in several of our coming reasonings (in Chapters 5 and 6), we will need the Bernstein-type
deviation inequality for a sum of independent ¢, random variables which is quoted below (see e.g. [42], Theorem
1.2.5, for a proof).

Theorem 4.2.5 (Bernstein’s inequality). Let Xi,...,Xx be N independent centered 11 random variables.
) 2
Setting M = maxi<i<n || Xilly, and 0> =32, <,y (1Xilly,) /N, we have

1 2 ¢
Vit>0, P<|N;Xi >t> < 2exp <—cNmin (027M)>’

where ¢ > 0 is a universal constant.

We see in Theorem 4.2.5 above that, for a sum of independent ; random variables, there are two distinct
regimes which enter the picture in the behaviour of the tail: sub-gaussian for moderate deviations (when the
central limit phenomenon dominates) and sub-exponential for large deviations (when the prominent role is
played by the tails of the individual variables).
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Part 11

Complexity reduction in quantum
information theory
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A central issue in asymptotic geometric analysis is that of quantifying how close a given, potentially complex,
convex body is to one which is easier to describe. There are several reasons why a convex body may be considered
simple: because there is an efficient way of deciding membership for it (algorithmic point of view), because it
is the unit ball for a Euclidean norm or because it has few vertices/faces (geometric point of view), because it
can be covered with few Euclidean balls (entropic point of view) etc. There are also several notions of distance
between convex bodies that one might consider depending on the context. In any case, two sample (dual)
take-home messages from asymptotic geometric analysis are: given a high dimensional convex body, firstly most
of its information is already encoded in its projection onto a lower dimensional subspace, and secondly most of
its complexity disappears when looking at its section by a lower dimensional subspace. Mathematically, these
two results are known, respectively, as the Johnson—Lindenstrauss lemma and as the Dvoretzky theorem. From
an information theory standpoint, they have a clear data-compression interpretation, with an achievability side
(preservation of almost all information when projecting onto a subspace of dimension above a certain value) and
a converse side (loss of almost all information when intersecting with a subspace of dimension below a certain
value).

Similar considerations appear in many contexts of quantum information theory. Phrased very generally, a
natural wonder would usually be: given an ideal process, with many (even potentially infinitely many) degrees
of freedom, is it possible to approximate it by a more realistic one, i.e. one which can be described with few
parameters? Or in other words: by just allowing some small error, can we execute a task which potentially
requires a lot of resources with much less resources? In this part, we take a closer look at two such problems:
the question of compressing a quantum channel into one with a small environment is treated in Chapter 5, and
the question of sparsifying a quantum measurement into one with few outcomes is treated in Chapter 6. Here
is a summary of the main results in each of them.

Chapter 5 deals with the following problem: given a quantum channel N, find a quantum channel N with
environment as small as possible such that, for any input state p, the output states N (p) and N (p) are close to
one another. We investigate different notions of closeness: standard ones quantified in terms of Schatten p-norm
distance, but also stronger ones defined in terms of operator ordering. Those are especially well-suited for then
deriving closeness results involving, for instance, entropic output quantities. In brief, our main result is that any
channel ¥ with input and output dimensions d can be approximated, say in (1—1)-norm distance, by a channel
N with environment dimension O(dlog d), hence much smaller than the a priori environment dimension d? of V.
In the case where W is sufficiently noisy (meaning that all its output states are sufficiently mixed), this result
can be improved to O(d). Such dimensional dependence is shown to be optimal, contrary to the general one for
which we do not know whether or not the log d factor can be removed. On the technical side, all our statements
stem, as a first crucial step, from large deviation inequalities for sums of independent sub-exponential random
variables.

In Chapter 6, attention is focussed on a particular kind of quantum channels, namely quantum-classical
channels (i.e. POVMs). However, the notion of approximation which is investigated there is completely different
from that of Chapter 5. Let us specify what we mean. One can associate to any POVM M its so-called
distinguishability norm || - ||m, which quantifies how well it performs in the task of discriminating two quantum
states. Given a POVM M, with potentially many (or even infinitely many) outcomes, we are interested in
constructing a POVM M/, with as few outcomes as possible, behaving almost as the POVM M in terms of
distinguishability norm (in the sense that || - |[m =~ || - |lm’, up to some small error). This notion of closeness
between POVMs thus has an operational significance: two POVMs are comparable if they yield comparable
biases on any pair of states to be discriminated. Our first realization is that the unit ball for a POVM’s
distinguishability norm is a very particular object: precisely, its polar is, in general, a zonoid, and in the case
of a discrete POVM, a zonotope. What kind of convex body are these? A zonotope is the Minkowski sum of
a finite number of segments, while a zonoid is the limit of a sequence of zonotopes (in Hausdorfl distance).
So our problem can almost be rephrased as: to approximate a zonoid by a zonotope, how many segments are
needed? And this turns out to be a well-studied topic in classical convex geometry. Exporting these ideas
from the local theory of Banach spaces, we are able to prove the following main results: on C? a POVM
which is symmetric enough (such as e.g. the uniform POVM, the most symmetric one) can be sparsified by a
POVM with O(d?) outcomes, and any POVM can be sparsified by a sub-POVM with O(d?logd) outcomes.
The dimensional dependence in the former result is optimal, and we leave it open whether or not the latter
result can be improved. What is more, we can also deal with the multipartite setting, after considering the
appropriate notion of tensor product for zonoids. We establish the, desirable but not a priori obvious, fact that
local POVMs can be sparsified locally.
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Looking at it more closely afterwards, there are analogies between Chapters 5 and 6 which go beyond their
common complexity reduction motivation. To begin with, we propose in both cases a universal random con-
struction which has the property of working optimally in very balanced situations (such as the fully randomizing
channel or the uniform POVM), but maybe not as well in very unbalanced ones. Hence the question of coming
up with more adaptive schemes in one instance or the other. Note that this issue is far from being specific to
the two problems we are dealing with. On the contrary, it is for instance a recurrent one when trying to embed
a Banach space into another one almost isometrically: how can their geometry be taken into account in a clever
way? Furthermore, the routes we follow in both chapters in order to establish our main theorems have the exact
same spirit (which is, admittedly, a very standard one): first we prove concentration for one fixed data point
(which follows from certain random variables having a nice sub-exponential behaviour), and then we derive
concentration for all data points by discretizing our data set with a well-chosen net. The reader is referred
to Chapter 4, Section 4.2, for the archetypal example of this strategy, namely the derivation of Dvoretzky’s
theorem from Levy’s lemma.
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Chapter 5
Quantum channel compression

Based on “Quantum channel compression” [127].

We study the problem of approximating a quantum channel by one with as few Kraus operators as possible
(in the sense that, for any input state, the output states of the two channels should be close to one another).
Our main result is that any quantum channel mapping states on some input Hilbert space A to states on some
output Hilbert space B can be compressed into one with order dlogd Kraus operators, where d = max(|A|, |B|),
hence much less than |A[|B|. In the case where the channel’s outputs are all very mixed, this can be improved
to order d. We discuss the optimality of this result as well as some consequences.

5.1 Introduction

Quantum channels are the most general framework in which the transformations that a quantum system may
undergo are described. These are defined as completely positive and trace preserving (CPTP) maps from the
set of bounded operators on some input Hilbert space A to the set of bounded operators on some output
Hilbert space B. Indeed, to be a physically valid evolution in the open system setting, a linear map N has to
preserve quantum states (i.e. positive semi-definiteness and unit-trace conditions) even when tensorized with the
identity map Fd on an auxiliary system. The reader is referred to Chapter 2, Section 2.3, for a more developed
exposition.

In the remainder of this chapter, we shall use the general notation introduced in Chapter 1, Section 1.3 (in
particular concerning operators and operator-norms on Hilbert spaces). Also, given a finite-dimensional Hilbert
space H (which will be the case of all the Hilbert spaces we will deal with in the sequel) we shall denote by |H]|
its dimension.

So assume from now on that the Hilbert spaces A and B are finite-dimensional. Then, we know by Choi’s
representation theorem [46] that a CPTP map N : £(A) — £(B) can always be written as

JV:XESL’(A)HXS:KI'XKZ € £(B), (5.1)

i=1

where the operators K; : A — B, 1 <7 < s, are called the Kraus operators of & and satisfy the normalization
relation > 7, K;LKi = Ida. The minimal s € N such that & can be decomposed in the Kraus form (5.1) is
called the Kraus rank of W, which we shall denote by rx (). By Stinespring’s dilatation theorem [168], another
alternative way of characterizing a CPTP map N : £(A) — £(B) is as follows

N:X e2L(A)w Trg (VXVT) € 2(B), (5.2)

for some environment Hilbert space E and some isometry V : A < B® E (i.e. VIV = 1da). In such picture,
ri (W) is then nothing else than the minimal environment dimension |E| € N such that & may be expressed
in the Stinespring form (5.2). It may be worth pointing out that there is a lot of freedom in representation
(5.1): two sets of Kraus operators {K;, 1 <i < s} and {L;, 1 <i < s} give rise to the same quantum channel
as soon as there exists a unitary U on C® such that, for all 1 <i <'s, L; = >37_, U;;K;. On the contrary,
representation (5.2) is essentially unique, up to the (usually irrelevant) transformation V +— (Id ® U)V, for U
a unitary on E. That is why we will often prefer working with the latter than with the former.

45



46

Yet another way of viewing the Kraus rank of a CPTP map N : £(A) — £(B) is as the rank of its associated
Choi-Jamiolkowski state. Denoting by 1 a maximally entangled state on A ® A, i.e. |[¢) = Zlill i) //|A] for
{l#), 1 <i < |A|} an orthonormal basis of A, the latter is defined as the state 7(N) = Fd @ N(y)) on A @ B.
Consequently, it holds that any quantum channel from A to B has Kraus rank at most |A||B|. And the extremal
such quantum channels have Kraus rank less than |A|. In particular, the case rx (W) = 1 corresponds to N
being a unitary, hence reversible, evolution, whereas whenever rx (W) > 1, one can view N as a noisy summary
of a unitary evolution on a larger system. The Kraus rank of a quantum channel can thus legitimately be seen
as a measure of its “complexity”: it quantifies the minimal amount of ancillary resources needed to implement
it (or equivalently the amount of degrees of freedom in it that one is ignorant of). A natural question in this
context would therefore be: given any quantum channel, is it possible to reduce its complexity while not affecting
too much its action, or in other words to find a channel with much smaller Kraus rank which approximately
simulates it?

One last definition we shall need concerning CP maps is the following: the conjugate (or dual) of a CP map
N :ZL(A) — Z(B) is the CP map &* : £(B) — £(A) defined by

VX €2(A), VY € 2(B), Tr(N(X)Y) = Te(XN*(V)).

It is characterized as well by saying that {K;, 1 < i < s} is a set of Kraus operators for W if and only if
{L; = K;f, 1 < i < s} is a set of Kraus operators for N/*. Hence obviously, # and N* have same Kraus
rank, while the trace-preservingness condition > . | K j K; = 1Id for N is equivalent to the unitality condition
S LiL} =1d for #*.

5.2 Quantum channel approximation: definitions and already known
facts

Before going any further, we need to specify a bit what we mean by “approximating a quantum channel”; since
indeed, several definitions of approximation may be considered. In our setting, the most natural one is probably
that of approximation in (1—1)-norm: given CPTP maps N, N : £(A) — 2£(B), we will say that & is an
g-approximation of W in (1—1)-norm, where ¢ > 0 is some fixed parameter, if

YV peD(A),

7o) = (o), <e. (5.3)

One could think at first sight that an even more natural error quantification in such context would be in terms
of completely-bounded (1—1)-norm (aka diamond norm). That is, in order to call &/ an e-approximation of N,
we would require that, for any Hilbert space A’,

VpeDA®A), Hﬁ@jd(p)—mwd(p)”l <e. (5.4)

Nevertheless, this notion of approximation is too strong for our purposes. Indeed, if N and N satisfy equation
(5.4), it implies in particular that their associated Choi-Jamiolkowski states have to be e-close in trace-norm
distance. And this, in general, is possible only if & and N have a number of Kraus operators which scale the
same: for instance, if 7(WN) = P/rg(N) with P a projector on a rg(N)-dimensional subspace of A @ B, then
HT(JVA) — 7(N)|1 < € can hold only if rK(Jv) > (1 —¢/2)rg(N). So no environment dimensionality reduction
can be achieved in that sense.

The question of quantum channel compression has already been studied in one specific case, which is the one
of the fully randomizing (or depolarizing) channel. Let us recall what is known there. The fully randomizing

channel R : L(A) — £(A) is the CPTP map with same input and output spaces defined by

1d
so that, in particular, all input states p € D(A) are sent to the maximally mixed state Id/|A| € D(A). R has
maximal Kraus rank |A|? (because 7(%) is simply Id/|A|?, and hence has rank |A|?). This was of course to
be expected, if adhering to the intuitive idea that the bigger is the Kraus rank of channel, the noisier is the
channel. One possible minimal Kraus decomposition for R is

|A]
1
R:XePA)— aE > Vi XVE e 2(A),

ij=1
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where for each 1 < 14,7 < |A|, V;; = S4%% with ¥,, 3, the generalized Pauli operators on A. It was initially
established in [99] and later improved in [9] that there exist almost randomizing channels with drastically
smaller Kraus rank. More specifically, the following was proved: for any 0 < ¢ < 1, the CPTP map R can
be e-approximated in (1—1)-norm by a CPTP map & with Kraus rank at most C|A|/e2, where C' > 0 is a
universal constant. Actually, something stronger was established, namely

VpeD(A), -

which obviously implies that, for any 1 < p < oo, % is an g-approximation of & in (1—p)-norm, in the sense
that

VpeD(A),

< e (5.5)

The question we investigate here is whether such kind of statement actually holds true for any channel. Note
however that, for a channel which is not the fully randomizing one, the notion of approximation in Schatten
p-norm appearing in equation (5.5) is maybe not what we would expect as being the “correct” one. In fact,
it would seem more accurate to quantify closeness in terms of relative error. Hence, given a CPTP map
N : 2(A) = 2(B), we would rather be interested in finding a CPTP map N : £(A) — %(B) with Kraus rank
as small as possible, and such that

Ve DA <IN,

p

7 () = ¥ (p)

5.3 Statement of the main results

Theorem 5.3.1. Fiz 0 < e <1 and let N : L(A) — L(B) be a CPTP map with Kraus rank |E| > |Al,|B|.
Then, there exists a CP map N : £(A) — £(B) with Kraus rank at most C max(|A|,|B|)log(|E|/¢)/e? (where
C > 0 is a universal constant) and such that

Vpea(n), ¢ (W) + i) <TG - ¥ ) <= (V0 + ). (5.6)

Remark 5.3.2. Note that zfﬁ satisfies equation (5.6), then it especially implies that it approzimates N in any
Schatten-norm in the following sense

YPEN. ¥ pe o), [Fo) - v < (IO, + iy )

In particular, we have the worth pointing out (1—1)-norm approzimation of N by N

V p e D(A),

in which we can further impose that N is strictly, and not just up to an error 2e, trace preserving (cf. the proof
of Theorem 5.5.1).

One important question at that point is the one of optimality in Theorem 5.3.1. A first obvious observation
to make in order to answer it is the following: if a CP map has Kraus-rank s, then it necessarily sends rank
1 inputs on rank at most s outputs. This is of course informative only if s is smaller than the output space
dimension. But as we shall see, having this is mind will be useful to prove that certain channels cannot be
compressed further than as guaranteed by Theorem 5.3.1.

Our constructions will be based on the existence of so-called tight normalized frames. Namely, for any
N,d € N with N > d, there exist unit vectors [¢1),..., 1) in C? such that

L X
N el = —
k=1

Denoting by {|j), 1 < j < d} an orthonormal basis of C?, a possible way of constructing such vectors is e.g. to
make the choice

U

VI<EkSN, |g) = Z IR | . (5.7)



48

Note that if this so, then any basis vector |j), 1 < j < d, is such that, for each 1 < k < N, |(¢x]5)]? = 1/d.
Let us now come back to our objective. What we want to exhibit here are CPTP maps N : Z2(A) — Z(B)
with either one or the other of the following two properties: if a CP map N : Z(A) — £(B) satisfies

Id ~ Id
VRe#, (A), (1-e)N(R)-— 6(T1°R)® <SNR)<(14+e)N(R)+e(TrR)—= B (5.8)
then it necessarily has to be such that either rx (N) > |A| or ri(N) > [B|. Besides, note that the CP maps
N, N fulfilling condition (5.8) above is equivalent to the conjugate CP maps ./V*,./V* fulfilling condition (5.9)

below

< F*(R) < (14 )W*(R) + =(Tr R) .S

VRe#(B), (1—e)N"(R)—e(TrR) i Bl

5 < (5.9)

Depending on what we want to establish, it will be more convenient to work with either one or the other of
these requirements.

Assume first of all that |B| > |A[, and consider M : £(A) — £(B) a so-called quantum-classical channel
(aka measurement). More specifically, define the CPTP map

B
A
M X € L(A) ||B|| Z ;| X i) @i X | € 2(B), (5.10)
where {|z;), 1 <14 < |B[} is an orthonormal basis of B and [¢1), ..., [¢|g|) are unit vectors of A, defined in terms

of an orthonormal basis {|j), 1 < j < |A|} of A as by equation (5.7). Just to connect with the considerations
in Chapter 6, note that this tight normalized frame assumption implies that {(|A[/|B])|vX¢i|},<; <5 forms
a rank-1 POVM on A (hence a posteriori the justification of the denomination for (). Setting, for each
1 <i < [B|, K; = /JA[/IB]|&:)ts], we can clearly re-write Ml : X € 2(A) — Yl K, XK] € 2(B),
rr (M) < |B|. And what we actually want to show is that it is even impossible to approximate J( in the sense
of Theorem 5. 3 1 with strictly less than |B| Kraus operators. Observe that by construction, say, |1) is such that,
for each 1 < i < |BJ, [{(¥4]|1)|> = 1/|A], so that M (|1)1]) = Id/|B|. Yet, assume that a: £(A) — Z(B) is a
CPTP map wch that /L, A0 fulfill equation (5.8) for some 0 < ¢ < 1/2. Then, the Lh.s. of equation (5.8) yields
in particular, ./#L(|1>(1|) (1 —2¢)1d/|B|, so that /%(\1)(1|) has to have full rank. And therefore, it cannot be
that r g (M ) < |B].

Assume now that |A| > |B|, and consider N : £(A) — £(B) a so-called classical-quantum channel. More
specifically, define the CPTP map

[A]

N X €L(A) = > (il Xla)ihi)bi| € £(B), (5.11)
where {|z;), 1 <4 < |A|} is an orthonormal basis of A and [¢1),...,[1|s|) are unit vectors in B. Setting, for
each 1 < i < |A|, K; = |[¢;)(z;], we can clearly re-write N : X € Z(A) — Ziill K XK! € 2(B),sorg(N) <|Al.
Now, we want to show that, at least for certain choices of [¢1),...,[1a]), it is even impossible to approximate

N in the sense of Theorem 5.3.1 with strictly less than |A| Kraus operators. For that, we impose that they are
defined in terms of an orthonormal basis {|j), 1 < j < |BJ|} of B as by equation (5.7). Since the conjugate of N
is the CP unital map

|Al
N* X € LB) = Y (il X|i)|wi)i| € L(A),

i=1
we have in this case that M = (|B|/|A|)N* is precisely of the form (5.10) (with the roles of A and B switched).
Hence, as we already showed, if Al : Z(B) = ZL(A) is a CPTP map such that A, A fulfill equation (5.8)
(with the roles of A and B switched) for some 0 < & < 1/2, then it cannot be that rx (M) < |A|. This means
equivalently that if N'* : £(B) — 2(A) is a CP map such that #*, /'* fulfill equation (5.9) for some 0 < & < 1/2,
then it cannot be that rK(Jv) = r(N*) < |Al.

Summarizing, we just established that n > max(|A|,|B|) is for sure necessary in Theorem 5.3.1. But it is
not clear whether or not the log |[E| factor can be removed. In the case of “well-behaved” channels, whose range
is only composed of sufficiently mixed states, we can answer affirmatively, which is the content of Theorem 5.3.3
below. However, we leave the question open in general.
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Theorem 5.3.3. Fiz 0 < e <1 and let N : L(A) — L(B) be a CPTP map with Kraus rank |E| > |Al,|B|.
Then, there exists a CP map N : £(A) — 2L(B) with Kraus rank at most C max(|A|,|B|)/e? (where C > 0 is a
universal constant) and such that

sup [ (o) = ()| < e swp [N (p)le
PED(A) o0 PED(A)

5.4 Proof of the main results

As a crucial step in establishing Theorems 5.3.1 and 5.3.3, we will need a large deviation inequality for sums of
independent 1, (aka sub-exponential) random variables, known as Bernstein’s inequality. All needed definitions
and results concerning 1, random variables are gathered in Chapter 4, Section 4.2. Our application of Bernstein’s
inequality (recalled as Theorem 4.2.5 in Chapter 4, Section 4.2) to a suitably chosen sum of independent 1)
random variables will yield Proposition 5.4.1 below. Note that in the latter, as well as in several other places in
the remainder of this chapter, we shall use the following shorthand notation, whenever no confusion is at risk:
given a unit vector ¢ in C", we also denote by ¢ the corresponding pure state |p)¢| on C™.

Proposition 5.4.1. Let N : 2(A) — L(B) be a CPTP map with Kraus rank |E|, defined by
Y p e BA), W(p) = Trs [VoVT], (5.12)

for some isometry V : A — B ® E.
For any given unit vector ¢ in E define next the CP map N, : £(A) — £(B) by

VpeD(A), No(p) = |E| Trg [(Id®@ ¢) VeV (Id® ¢)] . (5.13)

Now, fix unit vectors x in A, y in B, and pick random unit vectors p1,...,p, in E, independently and
uniformly. Then,

V0<e<l, P (‘i > WlNy, (@) ly) — Wl (@) |y)| > (| (x) |y)> <e o,

i=1

where ¢ > 0 is a universal constant.

In order to derive this concentration result, we will need first of all an estimate on the 7-norm of a certain
random variable appearing in our construction. This is the content of Lemma 5.4.2 below.

Lemma 5.4.2. Fiz d,s € N. Let o be a state on C?® C* and y be a unit vector in C%. Neat, for ¢ a uniformly
distributed unit vector in C* define the random variable

Xy(oyy)=Trly®pal.

Then, X,(o,y) is a Y1 random variable with mean and 1-norm satisfying

1 1
EX,(o,y) = ;Tr ly@Ido] and || X (o,y)|e, < ;Tr [y®Ido]. (5.14)

Proof. To begin with, recall that, for any p € N, we have, for ¢ a uniformly distributed unit vector in C?,

1
o Psymr(cs);
s 1 Yy
)

E(p®p —

where Pgyy,r(cs) denotes the orthogonal projector onto the completely symmetric subspace of (C*)®? (see [93]
and Chapter 3, Section 3.1, of this manuscript for further details).

Now, setting 0, = Trga [y ® Id o], positive operator on C*, we see that X,(0,y) = Tr[po,]. Hence, we
clearly have for a start the first statement in equation (5.14), namely

1 1
EX,(0.y) = Tr[ldo,] =~ Trly®ldo].

What is more, for any p € N, [X,(0,y)[" = (Tr[p o))" = Tr [¢®P 0$P]. And therefore,

1 P
E|X,(o,y) = W Tr [ngmp(cs)afp} < (s+p_1) Tr [affp] < (g Tr [ay]) ,
P P



50

where the last inequality is simply by the rough bounds p! < p? and (s 4+ p — 1)!/(s — 1)! > sP. So in the end,
we get as wanted the second statement in equation (5.14), namely
1
(B X, (0, 9)")""
p

[Xe (o, )]y, = sup <-Trly®ldo].
peEN S

This concludes the proof of Lemma 5.4.2. O
Proof of Proposition 5.4.1. Note first of all that we can obviously re-write
N (2)y) =Tr [y@IdVaVT] and V ¢ € Sg, (ylN,(2)ly) = [E] Tr [y @ o VaVT].

Next, for each 1 < i < n, define the random variable Y; = (y|N,,(2)|y). By Lemma 5.4.2, combined with the
observation just made above, we know that these are independent 1); random variables with mean (y|V (z)|y)
and 11-norm upper bounded by (y|V (z)|y). So by Bernstein’s inequality, recalled as Theorem 4.2.5 in Chapter

4, Section 4.2, we get that
>1) < s (e (G rwiom))
xp | —con min , ,
(YN (@)]y)* " (y| N ()]y)

Vt>O,P<| ZY (y| ¥ (2)|y)

where ¢y > 0 is a universal constant. And hence,

V0<5<1,P<’ ZY (Y| () |y)

> E<y|J\f(9C)|y>> e one

which is precisely the result announced in Proposition 5.4.1. O

Having at hand the “fixed z, 3" concentration inequality of Proposition 5.4.1, we can now get its “for all z,y”
counterparts by a standard net-argument. It appears as the following Propositions 5.4.3 and 5.4.4. Note that
the approach is very similar to the one leading to the derivation of Dvoretzky’s theorem from Levy’s lemma,
recalled in Chapter 4, Section 4.2.

Proposition 5.4.3. Let N : £(A) — £(B) be a CPTP map, as characterized by equation (5.12), and for
each unit vector ¢ in E define the CP map N, : L(A) — £ (B) as in equation (5.13). Neat, for ¢i1,...,¢n
independent uniformly distributed unit vectors in E, set N m) = (ZZ 1 Mo )/n Then, for any 0 < e <1,

—Cne
€ )

g

P (7€ Sa.w € S, |y (0) — ¥ @) < @l + ) =1 (

where ¢ > 0 is a universal constant.

Proof. Fix 0 < o, < 1 and consider ¢l,,%g minimal «, f-nets within the unit spheres of A,B, so that by a
standard volumetric argument |o,| < (3/a)?1,|Bs| < (3/6)P! (see Lemma 4.2.3 in Chapter 4, Section 4.2).
Then, by Proposition 5.4.1 and the union bound, we get that, for any ¢ > 0,

2/A| 2|B| .
P (V2 €day € By, |yl N (x) — N(@)y)] < eyl (2)]y) > 1 (2) <g) e (5.15)

Now, fix € > 0 and suppose that € : £(A) — £(B) is a Hermiticity-preserving map which is such that
Vaeda VyeBs [(y8)y)| <elylN (z)ly). (5.16)
Assume that € additionally satisfies the boundedness property
Va € Sa, VyeSg, [(yé)y) <|El (5.17)

Note that if € is Hermicity-preserving, then for any z,y, sup, ., [{(y|€(Ju)v'|)|y)| = sup, |[(y|€(lv)v])|y)| and
SUP,, 4 | (W[E(|z)z])|w')| = sup,, [(w|E(|z)(z|)|w)| (this is because for any X, €(XT) = €(X)T). Hence, it will
be useful to us later on to keep in mind that assumption (5.17) is actually equivalent to

V:I;M%JESAa Vyay/esl?n {
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Then, for any unit vectors z € Sa, y € S, we know by definition that there exist & € d,, § € Bg such that
llx — Z|| < «, ||y — g|| < 8. Hence, first of all

[{yl&(zXDly)| < [(@l8(zXeDID)] + [{y — gl8(|z)XzD]h)] + [{y|8(lzXz )]y — 5)]
< [(gl&(|=z)z))|9)] + 25[El,

where the second inequality follows from the boundedness property (5.17) of €, combined with the fact that
lly — 9|l < . Then similarly, because ||z — Z|| < «,

[{gl&(z)=)g)] < [{g]6(
(gl&(jz)z

Putting together the two previous upper bounds, we see that we actually have

<|
<|

[{yl&(lz)z)ly)| < [{gl8(2Xz)9)| + 2[El(a + B) < eIV ([2)z])[9) + 2[El (e + 5),

where the second inequality is by assumption (5.16) on €. Now, arguing just as before (using this time that N
satisfies the boundedness property |(y|V (|z)X2'|)|y’)| < 1 for any z,2’ € Sp and y,y’ € Sg), we get

@V (ZXz)|g) < (I (e )XzD]y) + 2(a+ B).
So eventually, what we obtain is

[(y8(@)ly)] < (N (@)ly) +2(c+ B)) +2[E|(a + B) < eyl (2)ly) + 4[E|(a + B).

Therefore, choosing o = 3 = ¢/(8|E||B|) (and observing that, by the way N, is constructed, N, — N fulfills
condition (5.17)), it follows from equation (5.15) that, for any & > 0,

3

P (¥ o € Sy € S [0y (0) — F )| < <l @) + ) > 1

—Ccne
€ )

e

which is exactly what we wanted to show. O

Proposition 5.4.4. Let N : £(A) — £(B) be a CPTP map, as characterized by equation (5.12), and for
each unit vector ¢ in E define the CP map N, : £(A) — Z£(B) as in equation (5.13). Next, for v1,...,¢n
independent uniformly distributed unit vectors in E, set N m) = (Z:-L:l ‘/Vw)/n. Then, for any 0 < e < 1,

P ( sup (Y[ Npo (z) — N(z)|y)] <& sup <yN(x)y>> > 1 - 225lAIHBlgene®,
rESA,YESE rESA,YESE

where ¢ > 0 is a universal constant.

Proof. We will argue in a way very similar to what was done in the proof of Proposition 5.4.3, and hence skip
some of the details here. Again, fix 0 < «,f < 1/4 and consider d,,%Bs minimal «, S-nets within the unit
spheres of A,B. Now, fix ¢ > 0 and suppose that € : £(A) — £(B) is a Hermiticity-preserving map which is
such that,

Vaeda VyeBs [(y8()]y)| <elylN (z)ly).

Then, for any unit vectors = € Sa, y € Sg,

[(ylB (X)) y)| <e({ylN (zXl)ly) + 20sup, i YIN ([0XV'Dly) + 28 5upy, 4 (W] N (12)E])|w"))
+ 2asup,, o [(GIE o)V )G + 2B sup,, o [{w[E () ])w)],

where Z € d,, § € Bg are such that ||z — 2| < «, |ly — || < 8. And consequently, taking supremum over unit
vectors € Sa, y € Sp, we get

sup, , [(y|€(2)[y)| < e(1 +2(a + B)) sup, , (y|N ()[y) + 2(a + B) sup, , |[(y[E(z)|y)],

that is equivalently,

sup, , [(y|€(@)|y)| < e sup, , (Y| (2)]y)-

1—2(a+p)
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Therefore, choosing o = 3 = 1/5, so that (1+2(a+))/(1—2(a+3)) =9 and 3/a = 3/8 = 15, we eventually
obtain that, for any 0 < e < 1,

P ( sup  [(y| Ny () — N (@)]y)| <9 sup <yIJV(w)Iy>> > 1 152AR BN menst,

z€SA,YyESB zESA,YESB

which, after relabelling 9¢ in e, implies precisely the result announced in Proposition 5.4.4. L]

Proof of Theorem 5.3.1. Because operator-ordering is preserved by convex combinations, it follows from Propo-
sition 5.4.3 that there exists a universal constant ¢ > 0 such that, for any £ > 0,

Id 24IEIIB 2(|A[+]BJ) ,
Npolo) =300 < (¥ + g7) ) =1 (Z2) emene’

P(Vpeez(A), -

The r.h.s. of the latter inequality becomes larger than, say, 1/2 as soon as n > C max(|A[,|B|)log(|E|/¢)/£2,
for C' > 0 some universal constant.

Recapitulating, what we have shown sofar is that there exists a completely positive map N (™) with Kraus
rank n < C'max(|Al, |B|)log(|E|/e)/e?, for C > 0 some universal constant, such that,

VpeDA), — (N(p) i |I§|) <N (p)— K(p) < e (N(p) i |I§|) . (5.18)

In particular, equation (5.18) implies that, for any p € D(A),

Tr (N (™ (p)) — 1| < 2e, so that N () is almost
trace preserving, up to an error 2e. As a consequence of equation (5.18), we also have

VpeD(A),

‘N(”)(p) - JV(/O)H1 < 2, (5.19)
and to get only such trace-norm approximation, it is actually possible to impose that N () is strictly trace
preserving. Indeed, denote by {Kj,...,K,} a set of Kraus operators for N and set S = S K;rKZ
Equation (5.19) guarantees that ||S — Id||oc < 2e, so that S is in particular invertible, as soon as ¢ < 1/2.
Hence, assume in the sequel that, in fact, ¢ < 1/4, and consider the completely positive map N having
{K1S~1/2 .. K,571/2} as a set of Kraus operators, which means that & (.) = (" (§-1/2 . §=1/2) The
latter is trace preserving by construction, and such that

YV peD(A),

[ 0) = w ()| < || T () = Dp)| + [ p) = W (0| < 5. (5.20)

Indeed, for any p € D(A), we have the chain of inequalities
157120872 = plly < (IS0 + Ml ) o1l ™2 = Tdlloo < (1+ 2 +1) 26 < 32,

where the first inequality follows from the triangle and Holder inequalities (after simply noticing that, setting
A =1d — S~1/2, we can rewrite S~/2pS~1/2 — p as Apld 4+ S~'/2pA), while the second inequality is because,
for any 0 < = < 1/4, (1 +22)"Y2 > 1 — 2 and (1 — 22)"%2 < 1 + 22, so that ||[S™/2?|, < 1+ 2¢ and
S7/2 —1d|| < 2¢. This implies that, for any p € D(A),

Hﬁ(n)(p) _N(n)(p)Hl _ HN(n) (5—1/2p5—1/2 _ p)H1 < 3¢,

which, combined with (5.19), justifies the last inequality in (5.20).
This concludes the proof of Theorem 5.3.1 and of Remark 5.3.2 following it. 0

Proof of Theorem 5.3.3. By extremality of pure states amongst all states, it follows from Proposition 5.4.4 that
there exists a universal constant ¢ > 0 such that, for any € > 0,

P sup [[Nm(p) = N(p)|| <& sup [N(p)| | =1~ 144lAl+IBlgmens?,
PED(A) °° PED(A)

The r.h.s. of the latter inequality becomes larger than, say, 1/2 as soon as n > C max(|A|,|B|)/e?, for C > 0
some universal constant. And the proof of Theorem 5.3.3 is thus complete. O
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5.5 Consequences and applications

5.5.1 Approximation in terms of output entropies or fidelities

This section gathers some (more or less straightforward) corollaries of Theorem 5.3.1 concerning approximation
of quantum channels in other distance measures than the (1—1)-norm distance mostly studied up to now.
Given a state p on some Hilbert space H, we define, for any p €]1, oo, its Rényi entropy of order p as

p
Sp(P) = *p 1 log ||P||pa

and the latter definition is extended by continuity to p € {1,000} as

Si(p) = S(p) = —Tr(plog p) and S (p) = —10g Amax(p)-

Rényi p-entropies thus measure the amount of information present in a quantum state, generalizing the case
p = 1 of the von Neumann entropy introduced in Chapter 2, Section 2.5. Besides, given states p,o on some
Hilbert space H, their fidelity is defined as F(p,0) = ||\/pv/o||1-

Now, given a channel N, from some input Hilbert space A to some output Hilbert space B, it is quite impor-
tant to understand quantities such as its minimum output Rényi p-entropy, i.e. S;ni“ (W) = min,ega) Sp (./V (p)),
or its maximum output fidelity with a fixed state o on B, i.e. F™(N,0) = max,eqa) F (N (p), o). Hence the
interest of having a channel N which is simpler than N but nevertheless shares approximately the same S;“i“
and F™(. o).

Proposition 5.5.1. Let N : £(A) — £(B) be a CPTP map, and assume that the CP map N Z(A) — 2(B)
satisfies

Id

VpEDA). (1=)N(p) —erg < (o) < (14 el (p) +2 d

B (5.21)
for some 0 < e < 1/2. Then, for any p €]1, 0], we have

p
p—1

p
p—1

Y pe D(A), S,(N(p)) — 2e < Sp(N(p)) < Sp(W(p)) + de.

Hence, for any p €]1, 0], N is close to N in terms of output p-entropies, in the sense that

YV peDA), 4de.

Sy (p) = Sy (o) < T

Proof. Setting o = N(p), ¢ = ﬁ(p) and 7 = Id/|B|, we can re-write equation (5.21) as the two inequalities

1 54 €
o
1—¢ 1—¢

6<(1+e)og+erand o < 7 < (14 2e)0 + 2er.

By operator monotonicity and the triangle inequality for || - ||,, these imply the two estimates
ol < (X +e)llolly +ellrlly and [lofl, < (1+2e)[|o]], + 2|7, (5.22)
Now, from the first inequality in equation (5.22), we get

e 7l
Ltelal,

log [|7]l, < log (1 +&)llollp +ellTllp) <log(1+¢e) +log|loll, + <loglolp + 2¢,

where we used first that log is non-decreasing, then twice that log(1 + ) < z, and finally that ||o|, < ||7]|,-
Similarly, we derive from the second inequality in equation (5.22) that

log [|of|, < log||a ]|, + 4e.
Multiplying the two previous inequalities by —p/(p — 1) < 0, we eventually obtain

4e.

5(3) > Sy(0) — - P -2c and S,(0) > 5,(5) -

p—1
And all the conclusions of Proposition 5.5.1 follow. O
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Proposition 5.5.2. Let N : Z(A) — £(B) be a CPTP map, and assume that the CP map N : £(A) — £(B)
satisfies

~ 2e
Ve D), [ (o) -w )| < g B (5.23)

for some 0 < e < 1/2. Then, we have

S(ﬁ(p)) - S(./V(p))‘ set 10§TB| + 1/ logE\B|'

Hence, N is close to N in terms of output entropies, in the sense that

S(F(p) - S (p)| < avE.

vV peD(A),

vV peD(A),

Proof. By Fannes-Audenaert inequality [19], equation (5.23) implies that

s - s <~ s (m) - () (- m)

Now, for any 0 < z < 1/2, we have on the one hand zlog(1/z) < \/x, while we have on the other hand
log(1/(1 — x)) < log(1l + 2x) < 2x so that (1 — x)log(1/(1 — x)) < 2z. All the conclusions of Proposition 5.5.2
then follow. O

Theorem 5.5.3. Fiz 0 < e <1 and let N : L(A) — L(B) be a CPTP map with Kraus rank |E| > |A],|B|.
Then, there ezists a CP map N : £(A) — £(B) with Kraus rank at most C max(|A|, |B|)log(|E|/e)/e? (where
C > 0 is a universal constant) and such that

So(W(p)) = Sp(¥ ()| < 25

Vpell, oo, VpeD(A), \p_ls.

Besides, there exists a CPTP map N' : £(A) — %(B) with Kraus rank at most C max(|A|, |B|) log®(|E|/2) /e*
(where C' > 0 is a universal constant) and such that

YV peD(A),

S (p) = S (p)| <. (5.24)
Proof. This is a direct consequence of Theorem 5.3.1, combined with Propositions 5.5.1 and 5.5.2. ]

We already argued about optimality in Theorem 5.3.1, showing that there indeed exist some CPTP maps
N Z(A) — Z(B) for which at least |A| or |B| Kraus operators are needed to approximate them in the sense of
equation (5.6). We will now establish that, even to get the weaker notion of approximation of equation (5.24),
a Kraus-rank of at least |A| or |B| might, in some cases, still be necessary.

Let V : X € £(A) — Trg(VXVT) € £(B) be a CPTP map with isometry V : A — B®E. Given p € D(A),
we consider its input entropy S(p), its output entropy S (N (p)), and its entropy exchange S (p, N). The latter
quantity is defined as follows: let @44 be an extension of pa, Parpr = (Idar ® Va_pg) vara, and set

S(pa,Nasp) =S (Trgarpe) = S(Tras QaBE) -

By non-negativity of the loss and the noise of a quantum channel, we then have (see [81], Section 4.5)
VpeD(A), [S(p) = SN (p)l < S(p, N).

Yet, for any p € D(A), obviously S(p,N) < log |E|. And hence as a consequence,
log [E[ > max {[S(p) — S(N(p))| : p € D(A)}.

In particular, we may derive the two following lower bounds on |E|, for certain CPTP maps W,

Id
T a: N (0a) = 137 = [E] > (B and 3 vy N(

Ida

w) —yp = [F] > Al (5.25)

And this remains approximately true for an approximation of N. Concretely, let E Z(A) — £(B) be a CPTP
map such that

VpeD(A),

S(K(p)) - S(N(p))] <e.
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If ¥ satisfies the first condition in equation (5.25), then
S(ﬁ (¥a)) = S(N (Ya)) —e =log|B| — ¢, so that logTK(ﬁ) > log |B| — ¢, i.e. rK(JV) >e °|B|.

And if W satisfies the second condition in equation (5.25), then

~ (1d Id ~ ~
S <./V <|Af|‘>) <S8 <JV <|AA>> +e=¢, sothat logrg (V) >log|A| —¢, ie. rg(N) = e °|Al
Therefore, the conclusion of this study is that, in Theorem 5.5.3, rg (JV) > (1 — e)max(|A[,|B]) is for sure
necessary, in general, to have the entropy approximation (5.24). It additionally tells us that there is a channel-
dependent lower bound on rg (./V) so that the latter holds, namely

rr (W) = (1 - e)max{|S(p) - SN (p)] : peD(A)}.

Proposition 5.5.4. Let N : £(A) — £(B) be a CPTP map, and assume that the CP map N : £(A) — £(B)

satisfies

Id

¥ peD(A), (1—e)W(p) == <N(p) < (1+)N(p) + ‘BB’ (5.26)

for some 0 < e < 1/2. Then, N is close to N in terms of output fidelities, in the sense that

3

VpeDA),Ywe B(B), 7

Ve

F(F(p),w) = F(¥(p),w)| <

Proof. As noted in the proof of Proposition 5.5.1, setting o = N (p), & = N (p) and 7 = Id/|B|, we can re-write
equation (5.26) as the two inequalities 0 < (14 ¢)o 4+ e7 and o < (1 + 2¢)7 + 2e7. By operator monotonicity
of F(-,w), and the fact that it is upper bounded by 1, these imply the two estimates

F(o,w) < MF(U,LU)—F\/gF(T,w) gF(g’w)+%+\@’

F(o,w) < VI+2e F(G,w) + V2 F(1,0) < F(G,w) + ¢ + V2¢.

Finally, just observing that e < y/e/2 for 0 < & < 1/2, the conclusion of Proposition 5.5.4 directly follows. [

Theorem 5.5.5. Fiz 0 < e <1 and let N : L(A) — L(B) be a CPTP map with Kraus rank |E| > |Al,|B|.
Then, there exists a CP map N : £(A) — £(B) with Kraus rank at most C max(|A[,|B|)log(|E|/¢)/e* (where
C > 0 is a universal constant) and such that

Y p€ B(A),Y w e D(B),

F((p),w) = F(¥(p),w)| <.

Proof. This is a direct consequence of Theorem 5.3.1, combined with Proposition 5.5.4. O

5.5.2 Destruction of correlations with few resources

It was observed in [99], Section 3, that an e-randomizing channel (i.e. a channel which is an e-approximation
of the fully randomizing channel) approximately destroys the correlations between the system it acts on and
any system the latter might be coupled to, in the following two senses: First of all, a state which is initially
just classically correlated becomes almost uncorrelated (or in other words any separable state is sent close to
a product state, in 1-norm distance). And second of all, whatever the initial state, the correlations present in
it become almost invisible to local observers (or in other words any state is sent close to a product state, in
one-way-LOCC-norm distance). Hence, having an e-randomizing channel with few Kraus operators can be seen
as having an efficient way to decouple a system of interest from its environment. Thanks to Theorem 5.3.1,
we can generalize these results into Theorem 5.5.6 below. The reader is referred to Chapter 7 for a precise
definition of locally restricted measurement norms (such as the one-way-LOCC-norm) and much more on the
topic of data-locking and data-hiding.
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Theorem 5.5.6. Let A, B, C be Hilbert spaces, and assume that d = max(|A|,|B|) < +o0. For any 0 <e <1
and o € D(B), there exists a CPTP map N : £(A) — £(B) with Kraus rank at most Cdlog(d/c)/e* (where
C > 0 is a universal constant) and such that

Y pac € S(AC), ‘JV ® Fd(pac) — op @ chI <e, (5.27)

Y pac € DA ®C),

N®.5d g H <e. 5.28
‘ ® (pAC) UB®pC LOCC—(B:C) c ( )

Proof. Define the completely forgetful CPTP map N : X4 € Z(A) — (Tr X4)of € £(B) (i.e. N sends every
input state on the output state o). By Theorem 5.3.1, there exists a CPTP map N : £(A) — £(B) with
Kraus rank at most Cdlog(d/c)/e? such that

Y pa € D(A)

‘ﬁ(PA) (pa) H e le. HJV (pa) —UBHl <e

Now, following the exact same route as in the proofs of Lemmas I1I.1 and II1.2 in [99], we get that this implies
precisely equations (5.27) and (5.28), respectively. We will therefore only briefly recall the arguments here.
Concerning equation (5.27), let pac € S(A:C), ie. pac =, pzpff) ® p(gf). Then,

500 (7 (6) o) .| < e (42) i,

where the last inequality is because, by assumption, for each x, ||./V(pff)) - orBHl g,and ) p, =1
As for equation (5.28), let M = (M,(;) ® Mgc))gu € LOCC™(B:C), i.e. for each z, 0 < Mg;),MCx) < Id,
and ), Mg) =1d. Then, for any pac € D(A @ C),

|7 © Fd(pac) - & @ Fa(pac)| = |1 [ME) 0 ME) (F © Fd(pac) - & @ Fa(pac)) |
S b () () ]
<32 () o (v |

x

<6,

HJV\ ®jd(pAc) — 05 ® chl =

<6,

where the next-to-last inequality is be(‘auqe lpac| < ($) H < 1, while the last inequality
N (MG) — N+ (M ﬂ”))H sTrM z)/|B| and Y, Tt M) = |Bl. O

5.5.3 The case of Werner channels

An interesting case to which Theorem 5.3.3 applies is that of the so-called Werner channels. These are defined
as the family of CPTP maps

Wy : X € L(A) (TrX)Id+ (2A —1)X"] € £(A), 0< A< L.

1
[A| +21 -1
Denoting by ms and m, the symmetric and anti-symmetric states on A ® A, it is easy to check that, for
each 0 < A < 1, the Choi-Jamiolkowski state 7(7)) associated to T is nothing else than the Werner state
pa = Mg+ (1 — A7, (see Chapter 3, Section 3.2, for all definitions if need be). Hence, W) has Kraus rank |A|?
whenever 0 < A < 1, and |A|(|A]| + 1)/2, resp. |A|(J]A] — 1)/2, when A =1, resp. A =0, i.e. in any case full or
almost full Kraus rank. These channels are thus typically of the kind that we would like to compress into more
economical ones. What is more, they have the property of having only very mixed output states. Indeed,

()||OC{QA/(|A|+2>\—1) ifA>1/2 2

max < —.
1% 1/(JAl 42X — 1) if A< 1/2 |A]

PED(A)

So by Theorem 5.3.3, we get that, for each 0 < A < 1, given 0 < € < 1, there exists a CP map W/Vj\ cL(A) > 2(A)
with Kraus rank at most C|A|/e? (where C' > 0 is a universal constant) such that

VpeDA

€
o) =) <o
o |A]
In words, this means that the Werner CPTP maps can be (£/|A])-approximated in (1—00)-norm distance (hence
in particular e-approximated in (1—1)-norm distance) by CP maps having Kraus rank C|A|/e? < |A|%
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5.6 Discussion

We have generalized in several senses the result established in [99] and [9]. First, we have shown that it holds
for all quantum channels and not only for the fully randomizing one: any CPTP map from £ (A) to £(B) can
be e-approximated in (1—1)-norm distance by a CPTP map with Kraus rank of order dlog(d/e)/e?, where
d = max(|A[, |B|). Second, we have established that a stronger notion of approximation can actually be proven,
namely an e-ordering of the two CP maps, which allows to derive approximation results in terms of various
output quantities (that are tighter than those induced by the rougher norm distance closeness). In the case
where the channel under consideration is, as the fully randomizing channel, very noisy (meaning that all output
states are very mixed), the extra log(d/e) factor in our result can be removed. However, we do not know if this
is true in general. On a related note, our study of optimality shows that there exist channels which cannot be
compressed below order d Kraus operators (even to achieve the weakest notions of approximation). But what
about channel-dependent lower bounds? For a given channel, would there be a more clever construction than
ours (i.e. a non-universal one) that would enable its compression to a number of Kraus operators whose log
would be, for instance, of order its maximum input-output entropy difference?

Finally, full or partial derandomization of our construction would be desirable. Here again the main difficulty
is that most of the techniques which apply to very noisy channels may fail in general. Let us specify a bit what we
mean. In [9], two approximation schemes were proposed for the fully randomizing channel & : £(C%) — £(C9).
They consisted in taking as Kraus operators {U;/y/n, 1 < i < n} with Uy, ..., U, sampled either from the Haar
measure on U(C?) or from any other isotropic (aka unitary 1-design) measure on U(C?). Tt was then shown
that, in order to approximate R up to error £/d in (1—00)-norm, n of order d/s? was enough in the Haar-
distributed case and n of order dlog® d/e? was enough in the, more general, isotropically-distributed case. The
advantage of the second result compared to the first one is that there exist isotropic measures which are much
simpler than the Haar measure on U (C%), in particular discrete ones (e.g. the uniform measure over any unitary
orthogonal basis of £ (C?)). Hence, from a practical point of view, generating such a measure is arguably more
realistic than generating the Haar measure (the reader is e.g. referred to [36] for a more precise formulation
of the claim that implementing a Haar distributed unitary is hard and an extensive discussion on how to
approximate such a unitary by a more easily implementable one). Now, if N : £(C?) — 2(C%) is a channel,
with environment C®, such that sup,cq(cay [V (p)|lc < C/d, then arguments of the same type apply to our
construction: to approximate N up to error €/d in (1—00)-norm by sampling unit vectors in C*, order d/e?
of them is enough if they are Haar-distributed (which is the content of Theorem 5.3.1) and order dlog®d/e?
of them is enough if they are only assumed to be isotropically-distributed. Here as well, the gain in terms of
needed amount of randomness is obvious: there exist isotropic measures which are much simpler to sample from
than the Haar-measure on Scs (e.g. the uniform measure on any orthonormal basis of C*). Unfortunately, this
whole reasoning (based on Dudley’s upper bounding of Bernoulli averages by covering number integrals and on
a sharp entropy estimate for the suprema of empirical processes in Banach spaces) fails completely for channels
that have some of their outputs which are too pure.
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Chapter 6

Zonoids and sparsification of quantum
measurements

Based on “Zonoids and sparsification of quantum measurements”, in collaboration with G. Aubrun [12].

In this chapter, we establish a connection between zonoids (a concept from classical convex geometry) and the
distinguishability norms associated to quantum measurements or POVMs (Positive Operator-Valued Measures),
recently introduced in quantum information theory.

This correspondence allows us to state and prove the POVM version of classical results from the local theory
of Banach spaces about the approximation of zonoids by zonotopes. We show that on C?, the uniform POVM
(the most symmetric POVM) can be sparsified, i.e. approximated by a discrete POVM, the latter having only
O(d?) outcomes. We also show that similar (but weaker) approximation results actually hold for any POVM
on C4.

By considering an appropriate notion of tensor product for zonoids, we extend our results to the multipartite
setting: we show, roughly speaking, that local POVMs may be sparsified locally. In particular, the local uniform
POVM on C% @ --- ® C% can be approximated by a discrete POVM which is local and has O(d$ x --- x d3)
outcomes.

6.1 Introduction

A classical result by Lyapounov (|157], Theorem 5.5) asserts that the range of a non-atomic R"™-valued vector
measure is closed and convex. Convex sets in R™ obtained in this way are called zonoids. Zonoids are equivalently
characterized as convex sets which can be approximated by finite sums of segments.

Here we consider a special class of vector measures: Positive Operator-Valued Measures (POVMs). In
the formalism of quantum mechanics, POVMs represent the most general form of a quantum measurement.
Recently, Matthews, Wehner and Winter [137] introduced the distinguishability norm associated to a POVM.
This norm has an operational interpretation as the bias of the POVM for the state discrimination problem
(a basic task in quantum information theory) and is closely related to the zonoid arising from Lyapounov’s
theorem.

A well-studied question in high-dimensional convexity is the approximation of zonoids by zonotopes. The
series of papers |77, 161, 32, 170] culminates in the following result: any zonoid in R™ can be approximated by
the sum of O(nlogn) segments. The aforementioned connection between POVMs and zonoids allows us to state
and prove approximation results for POVMs, which improve on previously known bounds. Precise statements
appear as Theorem 6.5.3 and 6.5.4.

This chapter is organized as follows. Section 6.2 introduces POVMs and their associated distinguishability
norms. Section 6.3 connects POVMs with zonoids. Section 6.4 introduces a notion of tensor product for POV Ms,
and the corresponding notion for zonoids. Section 6.5 pushes forward this connection to state the POVM version
of approximation results for zonoids, which are proved in Sections 6.7 and 6.8. Section 6.6 provides sparsification
results for local POVMs on multipartite systems.

The reader may have a look at Table 6.1, which summarizes analogies between zonoids and POV Ms.

99
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Notation

Let us recall a few standard concepts from classical convex geometry that we will need throughout our proofs.
Much more on that matter is gathered in Chapter 4, Section 4.1. The support function hg of a convex compact
set K C R" is the function defined for x € R™ by hg(z) = sup{(z,y) : y € K}. Moreover, for a pair K, L of
convex compact sets, the inclusion K C L is equivalent to the inequality hx < hy. The polar of a convex set
K CcR"is K°={x € R"” : (x,y) <1 whenever y € K}. The bipolar theorem (see e.g. [22]) states that (K°)°
is the closed convex hull of K and {0}. A convex body is a convex compact set with non-empty interior.

Whenever we apply tools from convex geometry in the (real) space #(C?) of Hermitian operators on C¢
(e.g. polars or support functions), we use the Hilbert—-Schmidt inner product (A4, B) — Tr(AB) to define the
Euclidean structure. In that setting, in addition to the general notation specified in Chapter 1, Section 1.3, we
introduce the following one: [—Id,Id] stands for the set of A € #(C?) such that —Id < A < Id. In other words
[~1d,1d] is the Hermitian part of the unit ball for || - ||, on 2(C%).

We also use the following convention: whenever a formula is given for the dimension of a (sub)space, it is
tacitly understood that one should take the integer part.

6.2 POVMs and distinguishability norms

In quantum mechanics, the state of a d-dimensional system is described by a positive operator on C? with trace
1. The most general form of a measurement that may be performed on such a quantum system is encompassed
by the formalism of Positive Operator-Valued Measures (POVMs). Given a set  equipped with a o-algebra &,
a POVM on C%is amap M : F — %, (C?) which is o-additive and such that M(Q) = Id. In this definition the
space (Q,F) could potentially be infinite, so that the POVMs defined on it would be continuous. However, we
often restrict ourselves to the subclass of discrete POVMs, and a main point of this chapter is to substantiate this
“continuous to discrete” transition. The reader is referred to Chapter 2, Section 2.1, for the physical motivations
behind this mathematical formalism.

A discrete POVM is a POVM in which the underlying o-algebra & is required to be finite. In that case there
is a finite partition = A; U---UA,, generating F. The positive operators M; = M(A;) are often referred to as
the elements of the POVM, and they satisfy the condition M; + --- + M,, = Id. We usually identify a discrete
POVM with the set of its elements by writing M = (M;)1<i<n- The index set {1,...,n} labels the outcomes
of the measurement. The integer n is thus the number of outcomes of M and can be seen as a crude way to
measure the complexity of M.

What happens when measuring with a POVM M a quantum system in a state p? In the case of a discrete
POVM M = (M;)1<i<n, we know from Born’s rule that the outcome i is output with probability Tr(pM;). This
simple formula can be used to quantify the efficiency of a POVM to perform the task of state discrimination.
State discrimination can be described as follows: a quantum system is prepared in an unknown state which is
either p or o (both hypotheses being a priori equally likely), and we have to guess the unknown state. After
measuring it with the discrete POVM M = (M;)1<i<n, the optimal strategy, based on the maximum likelihood
probability, leads to a probability of wrong guess equal to [105, 102]

1 1o
Perror = 5 (1 - 5 ; |Tr(pMz) - Tr(JM2)|> .

In this context, the quantity (Y ., |Tr(pM;) — Tr(oM;)|) /2 is therefore called the bias of the POVM M on the
state pair (p, o).

Following [137], we introduce a norm on #(C?), called the distinguishability norm associated to M, and
defined for A € #(C?) by

n
1Al =) ITr(AM;)]. (6.1)
i=1
It is such that Perror = (1 — ||p — o|lM/2) /2, and thus quantifies how powerful the POVM M is in discriminating
one state from another with the smallest probability of error.

The terminology “norm” is slightly abusive since one may have ||A[y = 0 for a nonzero A € #(C%). The
functional || - ||u is however always a semi-norm, and it is easy to check that | - ||y is a norm if and only if the
POVM elements (M;)1<i<n span #(C?) as a vector space. Such POVMs are called informationally complete
in the quantum information literature.
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Similarly, the distinguishability norm associated to a general POVM M, defined on a set ) equipped with a
o-algebra %, is described for A € #(C?) by

[Ally = || Te(AM(:)) |7y = sup [ Tr(AM(A)) — Tr(AM(2\ A))] = sup Tr(A(2M —1d)). (6.2)
AcF MeM(F)
Here ||p]|Tv denotes the total variation of a measure p. When M is discrete, formulae (6.1) and (6.2) coincide.
Note also that the inequality || - [ < || - |1 holds for any POVM M, with equality on 7 (C?).

Given a POVM M, we denote by By = {]| - |lm < 1} the unit ball for the distinguishability norm, and
Ky = (Bw)° its polar, i.e.

Ky ={Ac#(C% : Tr(AB) < 1 whenever || By < 1}.

The set Ky is a compact convex set. Moreover Ky; has nonempty interior if and only if the POVM M is
informationally complete. It follows from the inequality || - ||m < || - [|1 that Ky is always included in the
operator interval [—Id,Id].

On the other hand, it follows from (6.2) that By = (2M(%) — 1d)°, and the bipolar theorem implies that

Ky = 2conv(M(%F)) — 1d. (6.3)

By Lyapounov’s theorem, the convex hull operation is not needed when M is non-atomic. For a discrete POVM
M = (M;)1<i<n, equation (6.3) may be rewritten in the form

Ky = conv{xM;} + -+ 4 conv{+M,}, (6.4)

where the addition of convex sets should be understood as the Minkowski sum: A+B = {a+b : a € A, b € B}.
We are going to show that POVMs can be sparsified, i.e approximated by discrete POVMs with few out-

comes. The terminology “approximation” here refers to the associated distinguishability norms: a POVM M is

considered to be “close” to a POVM M’ when their distinguishability norms satisfy inequalities of the form

A=)l I <+ [l < X+ - I

This notion of approximation has an operational significance: two POVMs are comparable when both lead to
comparable biases when used for any state discrimination task. Let us perhaps stress that point: if one has
additional information on the states to be discriminated, it may of course be used to design a POVM specifically
efficient for those (one could for instance be interested in the problem of distinguishing pairs of low-rank states
164, 2]).

In this chapter, we study the distinguishability norms from a functional-analytic point of view. We are
mostly interested in the asymptotic regime, when the dimension d of the underlying Hilbert space is large.

6.3 POVMs and zonoids

6.3.1 POVMs as probability measures on states

The original definition of a POVM involves an abstract measure space, and the specification of this measure
space is irrelevant when considering the distinguishability norms. The following proposition, which is probably
well-known, gives a more concrete look at POVMs as probability measures on the set &(C?) of states on C<.

Proposition 6.3.1. Let M be a POVM on C%. There is a unique Borel probability measure p on D(C?) with
barycenter equal to 1d/d and such that, for any A € #(C?),

NV /@ o T 04 (6.5)

Conversely, given a Borel probability measure p with barycenter equal to 1d/d, there is a POVM M such that
(6.5) is satisfied.

Proof. We use the polar decomposition for vector measures, which follows from applying the Radon-Nikodym
theorem to vector measures (see [158], Theorem 6.12): a vector measure p defined on a o-algebra & on ) and
taking values in a normed space (R™, || -||) satisfies dpu = hd|u| for some measurable function h : Q@ — R™
Moreover, one has ||h|| = 1 |u|-a.e. Here |u| denotes the total variation measure of pu.
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Table 6.1: A “dictionary” between zonoids and POV Ms

Zonotope which is the Minkowski sum of NV segments Discrete POVM with N outcomes
Zonoid = limit of zonotopes General POVM = limit of discrete POVMs
Tensor product of zonoids Local POVM on a multipartite system
Euclidean unit ball B" Uniform POVM Uy
= most symmetric zonoid in R" = most symmetric POVM on C?
“4th moment method” (explicit [156]): ¢B™ C Z C CB", “Approximate 4-design POVM” [2]:
with Z a zonotope which is the sum of O(n?) segments. explicit sparsification of Uy with O(d*) outcomes.

Measure concentration (non-explicit [77]):

(1—e)B" C ZC (1+2)B" Theorem 6.5.3: a randomly chosen POVM

with Z a zonotope which is the sum of O.(n) segments. with O(d?) outcomes is a sparsification of Uy.
Derandomization [82, 136, 114] ?
Any zonoid in R" can be approximated by a zonotope Theorem 6.5.4: any POVM on C? can be sparsified
which is the sum of O(nlogn) segments [170]. into a sub-POVM with O(d?logd) outcomes.

Let M be a POVM on C¢, defined on a o-algebra % on Q. We equip % (C?) with the trace norm, so that we
simply have |[M| = Tr M and [M|(2) = d. The polar decomposition yields a measurable function h :  — #(C%)
such that ||h||; = 1 |[M|-a.e. Moreover, the fact that M(F) C %, (C?) implies that h € #,(C9) [M|-a.e. Let u
be the push forward of |M|/d under the map h. We have

Id = M(Q) = / hdM| = d/ pdu(p).
Q 9 (Cd)

And since h € D(C?) a.e., u is indeed a Borel probability measure on @(C%), with barycenter equal to Id/d.
Finally, for any A € #(C?),

I8l = [ ITOmlan = [T dnlp)

We postpone the proof of uniqueness to the next subsection (see after Proposition 6.3.5).
Conversely, given a Borel probability measure pu on @(C?) with barycenter at Id/d, consider the vector
measure M : B — F(C?), where 3 is the Borel o-algebra on @(C?), defined by

M) =d [ pdu(p)
A
Tt is easily checked that M is a POVM and that formula (6.5) is satisfied. O

Note that in the case of a discrete POVM M = (M, )1<i<n, the corresponding probability measure is

n

1
W= gZ(Ter) 5M¢/TrJqu'

i=1

Corollary 6.3.2. Given a POVM M on C%, there is a sequence (M,), of discrete POVMs such that Ky,
converges to Ky in Hausdorff distance. Moreover, if j1 (resp. ji,,) denotes the probability measure on (C?)
associated to M (resp. to My, ) as in (6.5), we can guarantee that the support of ., is contained into the support
of .

Proof. Let u be the probability measure associated to M. Given n, let (Qr)x be a finite partition of &(C?)
into sets of diameter at most 1/n with respect to the trace norm. Let pp € @(C?) be the barycenter of the
restriction of p to Q. (only defined when p(Qy) > 0). The probability measure

Hn = Z /’L(Qk‘)(sl)k
k
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has the same barycenter as u, and the associated POVM M, satisfies

’hKM(A) - h’KMn (A)’ < dHAHOO?

n

and therefore Ky, converges to K.
The condition on the supports can be enforced by changing slightly the definition of x,. For each k we can

write pr, = Y Ak, jpk.j, where (A ;); is a convex combination and (pg, ;); belong to the support of p restricted
to Qr. The measure

fr, = > p(Qr) Y Akjibp
K 7

satisfies the same properties as p,, and its support is contained into the support of u. ]

6.3.2 POVMs and zonoids

We connect here POVMs with zonoids, which form an important family of convex bodies (see [31, 163, 82] for
surveys on zonoids to which we refer for all the material presented here). A zonotope Z C R™ is a closed convex
set which can be written as the Minkowski sum of finitely many segments, i.e. such that there exist finite sets
of vectors (u;)1<icn and (v;)1<icn in R™ such that

Z = conv{uy,v1} + - - + conv{un, vy }. (6.6)

A zonoid is a closed convex set which can be approximated by zonotopes (with respect to the Hausdorff distance).
Every zonoid has a center of symmetry, and therefore can be translated into a (centrally) symmetric zonoid.
Note that for a centrally symmetric zonotope, we can choose v; = —u; in (6.6). An example of symmetric
zonotope in R? appears in Figure 6.1.

Figure 6.1: A symmetric zonotope in R?

Us \

"

\ -u;

convi{-uy,uip+conv{-uy, uz}+conv{-us,us}

Here are equivalent characterizations of zonoids.
Proposition 6.3.3. Let K C R™ be a symmetric closed convex set. The following are equivalent.
(i) K is a zonoid.

(ii) There is a Borel positive measure v on the Euclidean unit sphere S"~' which is even (i.e. such that
v(A) = v(—A) for any Borel set A C S"~1) and such that, for every z € R",

hile) = [ N0l dv(o). (6.7

(iii) There is a vector measure j: (0, F) — R"™ such that K = p(F).
Moreover, when these conditions are satisfied, the measure v is unique.

Remark 6.3.4. Having the measure v supported on the sphere and be even is only a matter of normalization
and a way to enforce uniqueness: if v is a Borel measure on R™ for which linear forms are integrable, there is
a symmetric zonoid K C R™ such that

@) = [ o)l dvly)
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As an immediate consequence, we characterize which subsets of [—1d,Id] arise as Ky for some POVM M.
Proposition 6.3.5. Let K C #(C?) be a symmetric closed convex set. Then the following are equivalent.
(i) K is a zonoid such that K C [-1d,1d] and £Id € K.
(ii) There exists a POVM M on C? such that K = Ky;.
Moreover, K is a zonotope only if the POVM M can be chosen to be discrete.

Proof. Let K be a zonoid such that +1d € K C [-1d,Id]. From Proposition 6.3.3, there is a vector measure

defined on a o-algebra F on a set 2, whose range is K. Let A € % such that u(A) = —Id. The vector measure
M defined for B € F by

M(B) = = (u(B\ A) — (B N A)) =

5 (W(BAA) +1d)

DN | =

is a POVM. Indeed, its range, which equals (K + Id)/2, lies inside the positive semidefinite cone, and contains
Id. We get from (6.3) that Ky = K.

Conversely, for any POVM M, formula (6.3) implies that +Id € K C [-Id,Id]. The fact that K is a zonoid
follows, using the general fact that the convex hull of the range of a vector measure is a zonoid (see [31], Theorem
1.6).

In the case of zonotopes and discrete POVMs, these arguments have more elementary analogues which we
do not repeat. O]

We can now argue about the uniqueness part in Proposition 6.3.1. This is indeed a consequence of the
uniqueness of the measure associated to a zonoid in Proposition 6.3.3: after rescaling and symmetrization, a
measure g on P(C?) satisfying (6.5) naturally induces a measure v on the Hilbert-Schmidt sphere satisfying
(6.7) for K = K.

Another characterization of zonoids involves the Banach space L' = L!([0,1]). A symmetric convex body
K is a zonoid if and only if the normed space (R", hx) embeds isometrically into L. Therefore, Proposition
6.3.5 can be restated as a characterization of distinguishability norms on % (C*?).

Corollary 6.3.6. Let || - || be a norm on % (C?). The following are equivalent

(i) There is POVM M on C¢ such that || - || = || - ||m-

(i) The normed space (#(C?),| - ||) is isometric to a subspace of L', and the following inequality is satisfied
for any A € #(C?)

I Tr Al < |A] < Tr]A]

6.4 Local POVMs and tensor products of zonoids

6.4.1 Tensor products for zonoids

There is a natural notion of tensor product for subspaces of L' which appeared in the Banach space literature
(see e.g. [76]).

Definition 6.4.1. Let X,Y be two Banach spaces which can be embedded isometrically into L', i.e. such that
there exist linear morm-preserving maps i : X — LY(u) and j : Y — L'(v). Then, the 1-tensor product of X
and Y is defined as the completion of the algebraic tensor product X @ Y for the norm

gfk@)yk ://

Tt can be checked that the norm above is well-defined and does not depend on the particular choice of the
embeddings 7, j (see e.g. [76] or Lemma 2 in [155]).

> i) (s)iye) (0] du(s)dv(t).
k

XY

In the finite-dimensional case, subspaces of L! are connected to zonoids. Therefore, Definition 6.4.1 leads
naturally to a notion of tensor product for (symmetric) zonoids.
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Definition 6.4.2. Let K C R™ and L C R"™ be two symmetric zonoids, and suppose that vy and vy, are Borel
measures on S™~' and S"1 respectively, such that for any x € R™ and y € R,

i) = [ Nl dvk(0) and huo) = [ o)l avi (o)

Sn—1

The zonoid tensor product of K and L is defined as the zonoid K ®% L ¢ R™ @ R™ whose support function
satisfies

heoen() = [ [ N0 @) du@)an (o) 69
for any z € R™ @ R".

As in Definition 6.4.1, this construction does not depend on the choice of the measures v and vy. This can
be seen directly: given 2 € R™ @ R™ and ¢ € S"~ 1, set 2(¢) = (Id ® (¢]) (2). We have

hoen(s) = [ hac(E(0) i), (69

and therefore K ®Z L does not depend on vg. The same argument applies for vy,.

In the case of zonotopes, the zonoid tensor product takes a simpler form :

<Z conv{:l:vi}> ®% Zconv{:l:wj} = ZZconv{ivi @ w;j}.

Here is a first simple property of the zonoid tensor product.
Lemma 6.4.3. Given symmetric zonoids K, L and linear maps S, T, we have
S(K)®?T(L)=(S®T)(K ®% L)

Additionally, and crucially for the applications we have in mind, the zonoid tensor product is compatible
with inclusions.

Lemma 6.4.4. Let K, K' be two symmetric zonoids in R™ with K C K', and let L, L’ be two symmetric
zonoids in R™ with L C L'. Then

K’ Lc K &4 L.

Proof. This is a special case of Lemma 2 in [155]. Here is a proof in the language of zonoids. We may assume
that L = L', the general case following then by arguing that K @ L ¢ K' ®? L ¢ K' ®% L'.

In terms of support functions, we are thus reduced to showing that the inequality hx < hyx implies the
inequality hx ez < hgrgzp, which is an easy consequence of (6.9). |

Suppose that (X, |- | x) and (Y, || - ||y) are Banach spaces with Euclidean norms, i.e. induced by some inner
products (-,-)x and (-,-)y. Their Euclidean tensor product X ®? Y is defined (after completion) by the norm
induced by the inner product on the algebraic tensor product which satisfies

(zey,2" @y) = (2,2 )x({y,y)v.
It turns out that, for Euclidean norms, the tensor norms ®' and ®? are equivalent.

Proposition 6.4.5 (see [155, 28]). If X and Y are two Banach spaces equipped with FEuclidean norms, then

2
;H Nxery < Ixery < |- xe2y-
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6.4.2 Local POVMs

In quantum mechanics, when a system is shared by several parties, the underlying global Hilbert space is the
tensor product of the local Hilbert spaces corresponding to each of the subsystems. A physically relevant class
of POVMs on such a multipartite system is the one of local POV Ms, describing the situation where each party
is only able to perform measurements on his own subsystem (cf. Chapter 7, which is entirely dedicated to this
topic of POVMs satistying locality constraints).

Definition 6.4.6. For i = 1,2, let M; denote a POVM on C%, defined on a o-algebra F; on a set ;. The
tensor POVM My ® My is the unique map defined on the product o-algebra F1 @ Fo on Qq X Qo, and such that

(M7 @ Ma)(A;1 x Ag) = M1(A41) @ Ma(Asg)
for every Ay € F1, Ay € Fo. By construction, My @ My is a POVM on C% @ C?,

In the discrete case, this definition becomes more transparent: if M = (M;)1<i<m and N = (N;)1¢ < are
discrete POVMs, then M ® N is also discrete, and

M®@N = (M; ® Nj)i<i<m,1<j<n-

POVMs on C% @ C?% which can be decomposed as tensor product of two POVMs are called local POV Ms.
If we identify the POVMs M; and M, with measures p; and ps as in Proposition 6.3.1, then the measure
corresponding to My ® My, is the image of the product measure p1 X ps under the map (p,0) — p® o. It thus
follows that

Proposition 6.4.7. If M and N are two POVMs, then || - [[mex = || - M @ || - [N and Kyen = Ku @7 Ky

These definitions and statements are given here only in the bipartite case for the sake of clarity, but can be
extended to the situation where a system is shared between any number k of parties.

6.5 Sparsifying POV Ms

6.5.1 The uniform POVM

It has been proved in [137] that, in several senses, the “most efficient” POVM on C¢ is the “most symmetric”
one, i.e. the uniform POVM Uy, which corresponds to the uniform measure on the set of pure states in the
representation (6.5) from Proposition 6.3.5.

The corresponding norm is

[Allug = dE[(L]A[D)], (6.10)

where ¢ is a random Haar-distributed unit vector on C?.
An important property is that the norm | - ||y, is equivalent to a “modified” Hilbert—Schmidt norm.

Proposition 6.5.1 ([95, 130]). For every A € %(C%), we have

1
—=IAll2q) < [[Allu, < [All2q), 6.11
\/EH l2¢) < 1AJug < A2 (6.11)
where the norm || - |21y is defined as
1Ay = V/Tr(A2) + (TrA)2. (6.12)

One can check that [|Afl51) equals the L? norm of the random variable (g|Alg), where g is a standard
Gaussian vector in C?, while the L' norm of this random variable is nothing else than ||Al|y,. Therefore
Proposition 6.5.1 can be seen as a reverse Holder inequality, and an interesting problem would be to find the
optimal constant in that inequality (the factor /18 is presumably far from optimal).

This dimension-free lower bound on the distinguishing power of the uniform POVM is of interest in quantum
information theory. One could cite as one of its applications the possibility to establish lower bounds on the
dimensionality reduction of quantum states [95]. However, from a computational or algorithmic point of view,
this statement involving a continuous POVM is of no practical use. There has been interest therefore in the
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question of sparsifying Uy, i.e. of finding a discrete POVM, with as few outcomes as possible, which would be
equivalent to Uy in terms of discriminating efficiency. Examples of such constructions arise from the theory of
projective 4-designs.

Given an integer ¢t > 1, an (exact) ¢-design is a finitely supported probability measure p on Sga such that

/S (d—l—t—l

—1

Here, o denotes the Haar probability measure on Sca, and Pgypt(ce) denotes the orthogonal projection onto
the symmetric subspace Sym’(C?) C (C?)®! (see Chapter 3, Section 3.1, for further details).

Note that a t-design is also a t'-design for any ¢’ < ¢. Let u be a 1-design. The map ¢ — [)¢)| pushes
forward p into a measure i on the set of (pure) states, with barycenter equal to Id/d. By Proposition 6.3.5,
this measure corresponds to a POVM, and in the following we identify ¢-designs with the associated POV Ms.
For example the uniform POVM Uy is a t-design for any t.

This notion can be relaxed: define an e-approximate t-design to be a finitely supported measure g on Sca
such that

a-o [

It has been proved in [2] that a 4-design (exact or approximate) supported on N points yields a POVM M
with N outcomes such that

NI duw) = [ Kl da(w) =

cd Scd

)] do(v) </ [9)|** du() < (1+€)/ )] do (1))

cd Sgd Sgd

CHI - flua < M- e < O+l (6.13)

for some constant C. The proof is based on the fourth moment method, which is used to control the first
absolute moment of a random variable by its second and fourth moments.

Now, what is the minimal cardinality of a 4-design? The support of any exact or e-approximate (provided
£ < 1) 4-design must contain at least dim(Sym®*(C?%)) = (df) = Q(d*) points. Conversely, an argument based
on Carathéodory’s theorem shows that there exist exact 4-designs with O(d®) points. Starting from such an
exact 4-design, the sparsification procedure from [23] gives a deterministic and efficient algorithm which outputs
an e-approximate 4-design supported by O(d*/e?) points.

However, this approach has two drawbacks: the constant C from (6.13) cannot be taken close to 1, and the
number of outcomes has to be Q(d*). We are going to remove both inconveniences in our Theorem 6.5.3.

6.5.2 Euclidean subspaces

How do these ideas translate into the framework of zonoids? The analogue of Ug is the most symmetric zonoid,
namely the Euclidean ball B™ C R™. To connect with literature from functional analysis, it is worth emphasizing
that approximating B™ by a zonotope which is the sum of N segments is equivalent to embedding the space
2 = (R™, || - ||2) into the space £ = (R™,| - ||1)- Indeed, assume that zy,...,7x are points in R" such that,
for some constants ¢, C,

cZ C B"CCZ,
where Z = conv{£x;} + -+ + conv{xxy}. Then the map u: R" — R defined by

u(@) = (w0, (@.2w))

satisfies c|lu(z)||1 < ||z]|2 < C||lu(z)||; for any z € R™. In this context, the ratio C'/c is often called the distortion
of the embedding.

An early result by Rudin [156] shows an explicit embedding of ¢5 into Elo(n2) with distortion v/3. This is
proved by the fourth moment method and can be seen as the analogue of the constructions based on 4-designs.
The following theorem (a variation on Dvoretzky’s theorem, recalled as Lemma 4.2.4 in Chapter 4, Section 4.2)
has been a major improvement on Rudin’s result, showing that ¢ has almost Euclidean sections of proportional
dimension.

Theorem 6.5.2 ([77]). For every 0 < ¢ < 1, there exists a subspace E C R of dimension n = c(¢)N such
that for any x € F,

(1 =e)M|zllz < [lzfr < (1 +e)M|zl2, (6.14)

where M denotes the average of the 1-norm over the Euclidean unit sphere SN ™1,
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Theorem 6.5.2 was first proved in [77]. As explained in greater depth in Chapter 4, Section 4.2, the reasoning
makes a seminal use of individual measure concentration in the form of Lévy’s lemma (see Lemma 4.2.1) and
a discretization via nets (see Lemma 4.2.3) to yield global concentration of measure of Dvoretzky-type (see
Lemma 4.2.4). The argument shows that a generic subspace E (i.e. picked uniformly at random amongst all
c(g) N-dimensional subspaces of R”) satisfies the conclusion of the theorem with high probability whenever
c(e) = O (e?|loge| ™). This was later improved in [83] to c(¢) = O (£?).

6.5.3 Sparsification of the uniform POVM

Translated in the language of zonotopes, Theorem 6.5.2 states that the sum of O(n) randomly chosen segments
in R™ is close to the Euclidean ball B™. More precisely, for any 0 < ¢ < 1, if N = ¢(¢e)~!
randomly chosen points in R", the zonotope Z = conv{£z1}+---+conv{txy} is e-close to the Euclidean ball
B", in the sense that (1 —¢)Z C B" C (1+¢)Z.

By analogy, we expect a POVM constructed from O(d?) randomly chosen elements to be close to the uniform
POVM. This random construction can be achieved as follows: let (¢;)1<i<n be independent random vectors,
uniformly chosen on the unit sphere of C%. Set P; = |[¢;}v;|, 1 <i<n,and S = P, +---+ P,. When n > d,
S is almost surely invertible, and we may consider the random POVM

n and x1,...,xN are

M= (S72PS %) 1cicn. (6.15)

Theorem 6.5.3. Let M be a random POVM on C? with n outcomes, defined as in (6.15), and let 0 < e < 1.
If n > Ce=2|loge|d?, then with high probability the POVM M satisfies the inequalities

(1 =)l Allug < [[Allw < (1 +)1A]u,
for every A € #(CH9).

By “with high probability” we mean that the probability that the conclusion fails is less than exp(—c(e)d) for
some constant ¢(¢). Theorem 6.5.3 is proved in Section 6.7, the proof being based on a careful use of e-nets and
deviation inequalities. It does not seem possible to deduce formally Theorem 6.5.3 from the existing Banach
space literature.

Theorem 6.5.3 shows that the uniform POVM on C? can be e-approximated (in the sense of closeness of
distinguishability norms) by a POVM with n = O(¢~?|loge|d?) outcomes. Note that the dependence of n with
respect to d is optimal: since a POVM on C? must have at least d? outcomes to be informationally complete,
one cannot hope for a tighter dimensional dependence. The dependence with respect to e is less clear: the
factor |loge| can probably be removed but we do not pursue this direction.

Our construction is random and a natural question is whether deterministic constructions yielding com-
parable properties exist. A lot of effort has been put in derandomizing Theorem 6.5.2. We refer to [114] for
bibliography and mention two of the latest results. Given any 0 < v < 1, it is shown in [114] how to construct,
from cn? random bits (i.e. an amount of randomness sub-linear in n) a subspace of /I satisfying (6.14) with
N < (ve)~%In. A completely explicit construction appears in [113], with N < n2C(©)(oglogn)® — j1+C(e)o(n)
It is not obvious how to adapt these constructions to obtain sparsifications of the uniform POVM using few or
no randomness.

6.5.4 Sparsification of any POVM

Theorem 6.5.2 initiated intensive research in the late 80’s [161, 32, 170] on the theme of “approximation of zonoids
by zonotopes”, trying to extend the result for the Euclidean ball (the most symmetric zonoid) to an arbitrary
zonoid. This culminated in Talagrand’s proof [170] that for any zonoid ¥ € R™ and any 0 < ¢ < 1, there exists
a zonotope Z C R™ which is the sum of O(¢2?nlogn) segments and such that (1 —¢)Y € Z C (1+¢)Y. A
more precise version is stated in Section 6.8. Whether the logn factor can be removed is still an open problem.

This result easily implies a similar result for POVMs, provided we consider the larger class of sub-POVMs.
A discrete sub-POVM with n outcomes is a finite family M = (M;)1<i<n of n positive operators such that
S =", M; <Id. As for POVMs, the norm associated to a sub-POVM M is defined for A € #(C?) by

|All = 3 [ Te(AM)]

i=1

We prove the following result in Section 6.8.
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Theorem 6.5.4. Given any POVM M on C? and any 0 < € < 1, there is a sub-POVM M’ = (M])1<i<n, with
n < Ce=2d?log(d) such that, for any A € #(C?),

(1 =e)llAllm < 1AM < [|A]fn-
Moreover, we can guarantee that the states M!/ Tr(M!) belong to the support of the measure p associated to M.

We do not know whether Theorem 6.5.4 still holds if we want M’ to be a POVM. Given a sub-POVM
(M;)1<i<n, there are at least two natural ways to modify it into a POVM. A solution is to add an extra
outcome corresponding to the operator Id — S, and another one is to substitute S—/2M;S~/2 in place of M;,
as we proceeded in (6.15). However for a general POVM, the error terms arising from this renormalization step
may exceed the quantity to be approximated.

6.6 Sparsifying local POV Ms

Proposition 6.6.1 below is an immediate corollary of Lemma 6.4.4 and Proposition 6.4.7. In words, it shows
that, on a multipartite system, a local POVM can be sparsified by tensorizing sparsifications of each of its
factors.

Proposition 6.6.1. Let 0 < ¢ < 1. Let My,..., My be POVMs and M},..., M} be (sub-)POVMs, on
C, ..., C% respectively, satisfying, for all 1 <i < k, and for all A € #(C%),

(I =o)llAllm, < [Allvy < (L +)[A]lm-
Then, for any A € #(Ch @ --- @ Ck),
1 =) Al e-om, < [AIMe-om < (1+)* Al o-om, -

Let us give a concrete application of Proposition 6.6.1. We consider k finite-dimensional Hilbert spaces
Cd ..., C% and define the local uniform POVM on the k-partite Hilbert space C% ® --- ® C% as the tensor
product of the k uniform POVMs Uy, , ..., Ug,. We will denote it by LU. The corresponding distinguishability
norm can be described, for any A € #(CH ® --- ® C¥%), as

ALy =dE[(¢1 @ - @ Y |AlYr @ - - @ Y|

where d = dy X --- X dj, is the dimension of the global Hilbert space, and where the random unit vectors
1, ..., are independent and Haar-distributed in C%, ..., C% respectively.

The following multipartite generalization of Proposition 6.5.1 shows that the norm || - ||ru, in analogy to the
norm | - ||u, is equivalent to a “modified” Hilbert—Schmidt norm.

Proposition 6.6.2 ([130]). For every A € #(Ch ® --- @ C%), we have

1
187/2\|A||2(k) < Allu < [[All2k) (6.16)
where the morm | - |[a() is defined as
2
1Ay = [ >0 Te[(Tra). (6.17)

Ic{1,....k}
Here Try denotes the partial trace over all parties I C {1,...,k}.

Proof of Proposition 6.6.2. A direct proof appears in [130], but we find interesting to show that it can be
deduced (with a worst constant) from Proposition 6.5.1. If we denote by (-,-)y the inner product inducing a
Euclidean norm || - ||z, we have

(A1 @ @ A, B1 ® -+ @ Br)ory = (A1, Bi)aq1) X -+ X (Ak, Br)2q1)
which is equivalent to saying that

I oy = 1l - l2eny ®* @7 ll21)-
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We thus get by Proposition 6.4.5 that
67 - Hlagey < M- Hlay ® -+ @M - Hlay < I - llary

with ¢y = 1/2/7. Now, we just have to observe that, we know by Proposition 6.4.7 that, on #(C% @---® C),
I lleo = Il [lu, ®'---@'- |, - and by Proposition 6.5.1 that c| - [l21) < [| - [lus < || [[21) for some constant
¢ (e.g. ¢ =1/+/18 works). So by Lemma 6.4.4,

- llay @ @M - 2y < - llew < - 2y @1 - @ - llaquy,

and therefore

eETLE - Hlagry < - lew < - llage)- =

Remarkably, local dimensions do not appear in equation (6.16). This striking fact that local POVMs can have
asymptotically non-vanishing distinguishing power can be used to construct an algorithm that solves the Weak
Membership Problem for separability in quasi-polynomial time (see [34] for a description of the latter algorithm
in the bipartite case, which is based on symmetric extension search, the central topic of Chapter 9). Hence the
importance of being able to sparsify the local uniform POVM by a POVM for which the locality property is
preserved and which has a number of outcomes that optimally scales as the square of the global dimension. We
state the corresponding multipartite version of Theorem 6.5.3, which is straightforwardly obtained by combining
the unipartite version with Proposition 6.6.1.

Theorem 6.6.3. Let 0 < e < 1. For all 1 <i < k, let M; be a random POVM on C% with n; > Ce™2| log |d?
outcomes, defined as in (6.15). Then, with high probability, the local POVM M; ® --- @ My, on Ch @ --- @ C%
is such that, for any A € #(Ch @ --. ®@ C*),

(1—2)¥AllLy < |AIMyg--em, < (1+6)|AllLu.

Let us put in words the content of Theorem 6.6.3: the local uniform POVM on C* ® --- ® C% can be
ke-approximated (in terms of distinguishability norms) by a POVM which is also local and has a total number
of outcomes n = O(C*e=%|loge|*d?), where d = d; x --- x di. Note that the dimensional dependence of
n is optimal. On the contrary, the dependence of n on ¢ deteriorates as k grows. The high-dimensional
situation our result applies to is thus really the one of a “small” number of “large” subsystems (i.e. k fixed and
dy,...,dr — +00), and not of a “large” number of “small” subsystems.

6.7 Proof of the main theorem concerning the sparsification of the
uniform POVM

6.7.1 Proof of Theorem 6.5.3

In this subsection we prove Theorem 6.5.3. Let n € N and (¢;)1<i<n be independent random unit vectors,
uniformly distributed on the unit sphere of C%¢. Our main technical estimates are a couple of probabilistic
inequalities. Proposition 6.7.1 is an immediate consequence of Theorem 1 in [9]. Proposition 6.7.2 is a conse-
quence of a Bernstein-type inequality, recalled as Theorem 4.2.5 in Chapter 4, Section 4.2. However, its proof
requires some careful estimates which we postpone to Subsection 6.7.2.

Proposition 6.7.1. If (1;)1<i<n are independent random vectors, uniformly distributed on the unit sphere of
C9, then for every 0 <n < 1

d - d
P ((1 S < Y i < (1 +77)Id> > 1 ¢ exp(—eni?).
=1

Proposition 6.7.2. Fiz A € #(C%), and let (¥i)1<i<n be independent random vectors, uniformly distributed
on the unit sphere of C%. For each 1 < i < n, consider next the random wvariables X; = d|{;|Al;)| and
Yi=X,—EX, =X, —|Al|lu,. Then, for any t >0,

P(
n

EZYi

=1

> t||A|Ud> < 2exp(—cyn min(t, t?)).
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We now show how to derive Theorem 6.5.3 from the estimates in Propositions 6.7.1 and 6.7.2. For each
1 <i < n,set P; = |;)v;], and introduce the (random) norm defined for any A € #(C?) as

d n
A=~ D I Te(AP)].
i=1
We will now prove that ||| - ||| is, with probability close to 1, a good approximation to || - |ly,. First, using

Proposition 6.7.2, we obtain that for any 0 < ¢ < 1 and any A € #(C?)

P ((1=e)lAllu, < ANl < @ +e)l|Allu,) > 1 — 2exp(—chne?). (6.18)
We next use a net argument. Fix 0 < ¢ < 1/3 and a e-net o inside the unit ball for the norm || - ||y, with
respect to the distance induced by || - ||u,. A standard volumetric argument (see Lemma 4.2.3 in Chapter 4,

Section 4.2) shows that we may assume |sf| < (1+ 2/e)" < (3/e)®’. Introduce the quantities
A= sup{[[[All] : [[Afu, <1},

A= sup{|||All] : A € o).

Given A such that ||Aljy, < 1, there is Ay € of with ||A — Aglly, < e. By the triangle inequality, we have
[|A]]] < A"+ ]]|]A = Agl|]] < A"+ cA. Taking supremum over A yields A < A’ +cAie AL A/(1—¢).
If we introduce B := inf{[||A]|| : ||Allu, = 1} and B’ := inf{|||A]|| : A € d}, a similar argument shows
that B > B’ — ¢A, so that in fact B > B’ —eA’/(1 — €). We therefore have the implications
e(l+¢) 1+e¢

l—e<B <A<1l4+4e = 1—e——""——"2<B<K<AL
1—¢ 1—¢

= 1-3:<B<A<L1+3. (6.19)

By the union bound, we get from (6.18) that P(1 —e < B’ < A’ < 1+¢) > 1 — 2|d|exp(—cjne?). Combined
with (6.19), and using homogeneity of norms, this yields

3\
P -390 oo <1< (1430 o) 212 (2) expl-chne?) (6.20)

This probability estimate is non-trivial, and can be made close to 1, provided n > d?c~2|loge|.

Whenever n > d, the vectors (z/Jz)1<,<n generically span C¢, and therefore the operator S = Py +---+ P,
is invertible. We may then define P, = S~1/2P;,S~1/2 50 that M = ( )i<i<n 18 @ POVM. The norm associated
to M is, for any A € #(C?),

1Al = [ Te(AP)).
i=1

We now argue that the norms ||[-[[| and [| - ||\ are similar enough (modulo normalization), because the modified
operators P are close enough to the initial ones P;. This is achieved by showing that T := \/75 172 is close
to Id (in operator-norm distance). We use Proposition 6.7.1 for n = ¢||A|lu,/||All1. By Proposition 6.5.1, we
have 1 > £/+/18d. Proposition 6.7.1 implies that

P(|IT - Id|e = n) <P(|IT72 = 1d||oe = 1) < C%exp(—c'ne?/d). (6.21)

This upper bound is much smaller than 1 provided n > Cie~2d?. Also, note that the event |7 — Id||oc < 7
implies that

|A =TAT[lw < [|A = TAT [y < AL = Tlleo (14 [Tlo0) < 20l|Aflx = 2¢[|Allu,-

Using the cyclic property of the trace, we check that |TAT|m = |||Al]]. Now, choose n larger than both
Coe2|loge|d? and Cre~2d?. With high probability, the events from equations (6.20) and (6.21) both hold. We
then obtain for every A € #(C%),

[AllM < TAT([p + |A = TAT v < [[[A[]] + 2¢[|Allu, < (14 5¢)[|Allu,

and similarly [[Allm = (1 — 5¢)[|Alju,. This is precisely the result from Theorem 6.5.3 with 5¢ instead of ¢,
which of course can be absorbed by renaming the constants appropriately.
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6.7.2 Proof of Proposition 6.7.2

The proof is a direct application of a large deviation inequality for sums of independent 1, (aka sub-exponential)
random variables. More details on that topic are gathered in Chapter 4, Section 4.2.

For A € %#(C?), consider for each 1 <4 < n the random variables X; = d| Tr(AP;)| with P; = |, )|, and
Y =X; —EX,; =d Tr(AP;)| — ||A]lu,- The random variables Y;, 1 < i < n, are independent and have mean
zero. The key lemma is a bound on their ;-norm.

Lemma 6.7.3. Let A € #(CY) and consider the random variable X := d| Tr(AP)|, where P = |1)1)| with
Y uniformly distributed on the unit sphere of C?. Then, first of all || X ||y, < |All21), and as a consequence
IX —E X[y, <3[[All2q) < 3V18[|Allu,-

Therefore, we may apply Bernstein’s inequality, recalled as Theorem 4.2.5 in Chapter 4, Section 4.2, with
M = o < 3V18||Aly,, yielding Proposition 6.7.2.
Proof of Lemma 6.7.3. For each integer g, we compute
E[Tr(AP)]* = ETr (A®2p®2) = Ty (A®% [E P®2]).
In order to go further, we simply observe that

(29)! 1

P - U
d+2¢—1) x---xd )7 (@1 2g—1)x - xd gz) v
™ q

E P®? =

where Pgyp.2¢(cay denotes the orthogonal projection onto the symmetric subspace Sym2q(Cd) C (C%)®24, and
for each permutation 7 € &(2q), U(7) denotes the associated permutation unitary on (C%)®2¢ (see e.g. [93] and
Chapter 3, Section 3.1, of this manuscript for much more on that matter). This yields

E[THAP) = o 11) — ﬁ%‘mﬂ (A®20 (7)) .

If 4y,..., ¢ denote the lengths of the cycles appearing in the cycle decomposition of a permutation m € &(2¢),
we have {1 4+ - + £}, = 2q and

k
Tr (A®*U (7)) = [[ T (A").

Now, for any integer £ > 2, we have | Tr(A%)| < [Tr(A?)]/? < ||AH€(1). The inequality | Tr(A%)| < ||A||g(1) is
also (trivially) true for £ = 1. Therefore |Tr (A®2U())| < ||A||2'gl). It follows that

2
2
(2(1)!||A\|2q < (2lAll2a) ™
2a 12810) S d )

so that (B X?27) 12 < 2q||All2qry, and thus [| X[y, < [|All2(1)- The last part of the Lemma follows from the
triangle inequality, since ||E X||,, = |EX| < 2||X||y,, and from the equivalence (6.11) between the norms
I llog and |- - =

E [Tr(AP)]* <

6.8 Proof of the main theorem concerning the sparsification of any
POVM

In this section we prove Theorem 6.5.4. Here is a version of Talagrand’s theorem which is suitable for our
purposes.

Theorem 6.8.1 ([170]). Let Z C R™ be a symmetric zonotope, with
Z = Z conv{tu,}
iel
for a finite family of vectors (u;)icr. Then for every e > 0 there exists a subset J C I with |J| < Cnlogn/e?,
and positive numbers (\;);es such that the zonotope

VARS Zconv{j:/\iui}
icJ
satisfies Z' C Z C (1+¢e)Z'.
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Theorem 6.5.4 is a very simple consequence of Theorem 6.8.1. Let M be a POVM to be sparsified. Using
Corollary 6.3.2, we may assume that M = (M;);cs is discrete. Applying Theorem 6.8.1 to the zonotope
Ky =, conv{£M;} (which lives in a d*-dimensional space), we obtain a zonotope Z' = 3, conv{£A\;M;}
with |J| < Cd?logd/c? such that Z’ C Ky C (1 +¢)Z'. Tt remains to show that M’ = (\;M;);cs is a sub-
POVM. We know that hz < hg,,. Therefore, given a unit vector x € C¢, the inequality hz: (A) < hy (A)
applied with A = |z)(z| shows that

> il Mile)] < [lla)ellv < llla)ell =1,

=
and therefore 37, ; \iM; < 1d, as required. Since the inclusions Z’ C Ky C (14 ¢)Z’ are equivalent to the
inequalities || - ||y < H ||M < (14 ¢)| - |lmr, Theorem 6.5.4 follows.
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Part 111

Some aspects of generic entanglement:
data-hiding and relaxations of separability
in high dimensions

5






7

When talking about entanglement in multipartite quantum systems, the picture changes drastically depend-
ing on the system’s size. In small dimensions, relaxing the notion of separability to one which is easier to handle
is usually a quite fruitful approach. Oppositely, as the dimensions grow, any too simple necessary condition
for separability is doomed to be very rough. These very general and hand-waving assertions actually apply to
many more specific settings and can be made much more precise by using tools from high-dimensional convex
geometry. Such line of study was arguably initiated by Hayden, Leung and Winter in [100]. In this seminal
paper, the typical value of various correlation measures was estimated for random high-dimensional multipartite
states. Among others, it was already observed there that, in bipartite quantum systems, features such as large
entanglement of formation and small distillable entanglement are the rule rather than the exception when the
dimensions of the two subsystems are large. It may have appeared surprising at first that having such bound-
entangled like properties is in fact a common trait. Indeed, exhibiting explicit examples of states being so is
usually hard, because they may be rare (or even nonexisting) in small dimensions while computations rapidly
become intractable as dimensions grow.

Chapter 7 is in keeping with Chapter 6 in the previous part, where the functional-analytical study of
distinguishability norms associated to POVMs was initiated. And actually, the first question we look at could
just as well have been put in Part II, since it consists in looking at finite sub-families of the infinite family
ALL of all POVMs, and asking: how many POVMs do they have to contain to achieve near to the maximum
discrimination efficiency attained by ALL? However, the focus turns next to multipartite systems, where
POVMs satisfying certain locality constraints are considered. The goal is then to try and quantify how such
restrictions might affect the ability to distinguish global states. More concretely, we look at several classes of
locally restricted POVMs on multipartite quantum systems, and ask the following: as the dimensions of the
underlying local spaces increase, does there exist an unbounded gap between them, and if so, is it an exceptional
or a typical feature? Let us briefly summarize the obtained results, concentrating on the bipartite case for the
sake of clarity. In the hierarchy between the families of local POVMs LO, local POVMs with one-way classical
communication LOCC™, local POVMs with two-way classical communication LOCC, separable POVMs SEP,
positive under partial transposition POVMs PPT and all POVMs ALL, there exist unbounded gaps between
the corresponding distinguishability norms at each step. Furthermore, this unbounded gap is generic in SEP vs
PPT, but not generic in LOCC~ vs LOCC, LOCC vs SEP, and PPT vs ALL (concerning the unbounded
gap LO vs LOCC™, we are unable to conclude about its typicality). These results translate nicely in terms
of data-hiding considerations: this phenomenon, consisting of two multipartite states which are very different
(hence very well distinguishable by some global measurement) but nevertheless look almost the same to observers
that can only perform measurements on their subsystem and communicate classically, is in fact exhibited by
most multipartite states. Let us also say just one word concerning the main ingredients in the proofs. In order
to estimate what is the value of || - [|m to be expected, for M being one of the above-mentioned families of
POVMs, two steps are required: one must first determine the average value of || - ||a by estimating certain size
parameters of (the polar of) its unit ball, and second make use of random matrix theory and concentration of
measure to argue that this average behaviour occurs with overwhelming probability in high dimension.

Chapter 8 is dedicated to the study of separability and entanglement in multipartite quantum systems.
Certifying that a bipartite state is not separable can always be done by exhibiting an entanglement witness
constructed from a positive map. In the multipartite case, the picture becomes more intricate. Indeed, even
asserting that a state is not biseparable (i.e. a convex combination of states which are separable across a given
bipartition) may be a delicate task. We show however that it is always possible to construct such a genuine
multipartite entanglement witness by lifting entanglement witnesses which only reveal bipartite entanglement.
In small dimensions, this approach is quite versatile since it allows for a formulation of the problem as a
semidefinite program, and can therefore be solved efficiently. Nevertheless, as one could have expected, any
state-independent construction is condemned to become weaker and weaker as the dimensions grow. We back
up this affirmation by focussing on one specific positive map relaxation of separability, namely positivity under
partial transposition. We thus prove that, on high dimensional multipartite systems, the set of states which have
a positive partial transpose across every cut is much bigger than the set of biseparable states. We additionally
construct a whole class of random multipartite states which have the property of being, with overwhelming
probability as the dimensions increase, fully positive under partial transposition and nevertheless (robustly)
genuinely multipartite entangled. These two arguments substantiate that our universal schemes, even though
efficient and effective to detect genuine multipartite entanglement in, for instance, three-qutrit systems, will
miss most genuinely multipartite entangled states on higher dimensional systems.

Finally, in Chapter 9, we take a closer look at one particular hierarchy of separability tests, known as the
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hierarchy of k-extendibility tests, indexed by k& € N. It consists of a sequence of increasingly constraining neces-
sary conditions for separability (expressible as semidefinite programs of increasing size) which is asymptotically
also sufficient. In real life however, only a finite number of checks can be performed, so it makes sense to ask, for
a fixed k € N, what is the strength of the k*" test. Now, it is known that there exist states which are far from
separable (in either standard or operational distance measures) even though highly extendible. But these worst
case scenarios do not exclude the possibility of making stronger statements about average or typical behav-
iors. This is precisely the question we tackle in Chapter 9, being especially interested in the high-dimensional
regime. There are at least two distinct ways of answering it in a quantitative manner. The first approach
consists in estimating a certain size parameter of the set of k-extendible states, and compare the obtained value
with the known corresponding estimate for the set of separable states to see how the sizes of these two sets of
states scale with one another. The second approach consists in looking at random-induced states (i.e. random
mixed states which are obtained by partial tracing over an ancilla space a uniformly distributed pure state) and
characterizing when these are with high probability k-extendible or not, so that again, comparing the obtained
result with the known one for separability provides some information on how powerful the k-extendibility test
typically is to detect entanglement. These two routes lead to the same conclusion, namely that if £ € N is a
fixed parameter, then k-extendibility becomes a very loose relaxation of separability as the dimensions of the
underlying local spaces grow. Nevertheless, whatever other well-studied separability criterion is defeated by the
k-extendibility criterion above a certain dimension independent value of %k (from either one or the other point
of view). Furthermore, it is possible to partially extend these results to the case were k is not fixed but instead
grows with the local dimensions as well. We are thus able to see that, for some growth rate of k, the set of
k-extendible states lies strictly in-between the set of separable states and the set of all states.

Similarly in Chapters 7, 8 and 9, the tools that we use to estimate the sizes of the convex bodies under
consideration (either sets of POVMs or sets of states) are both geometric and probabilistic. Indeed, there are
two main size parameters that we consider, the volume radius and the mean width. The volume radius, as the
name indicates, is a volumetric quantity. Understanding how it behaves under intersection, Minkowski sum,
symmetrization, tensor product etc. is the very essence of classical convex geometry. The mean width on the
other hand, again in line with the denomination, is a probabilistic quantity: estimating it can be phrased as
estimating the average of the supremum of a certain Gaussian process. Powerful union-bound type arguments
exist for that (yielding sharp bounds at their highest level of sophistication and, for our purposes, already pretty
good ones in their simpler forms). Then, again in all three chapters, making statements about typical behaviours
for random states requires, in addition to a mean value estimate, one extra ingredient, namely concentration
of Lipschitz functions (in spherical or Gaussian random variables) around their average in high dimension.
Note that in order to get, as a starting point, the average case behaviour, there are basically two routes that
we may follow: either we relate it to some (already computed) mean width (appealing to the heuristic that
unitary invariant random matrix ensembles having comparable spectra have comparable norms), or we compute
it directly using standard tools from random matrix theory (e.g. moment method).
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Chapter 7

Locally restricted measurements on
multipartite quantum systems

Based on “Locally restricted measurements on a multipartite quantum system: data hiding is generic”, in collaboration
with G. Aubrun [11].

We study the distinguishability norms associated to families of locally restricted POVMs on multipartite
systems. These norms (introduced by Matthews, Wehner and Winter) quantify how quantum measurements,
subject to locality constraints, perform in the task of discriminating two multipartite quantum states. We
mainly address the following question regarding the behaviour of these distinguishability norms in the high-
dimensional regime: On a bipartite space, what are the relative strengths of standard classes of locally restricted
measurements? We show that the class of PPT measurements typically performs almost as well as the class of all
measurements whereas restricting to local measurements and classical communication, or even just to separable
measurements, implies a substantial loss. We also provide examples of state pairs which can be perfectly
distinguished by local measurements if (one-way) classical communication is allowed between the parties, but
very poorly without it. Finally, we study how many POVMs are needed to distinguish almost perfectly any
pair of states on C?, showing that the answer is exp(6(d?)).

7.1 Introduction

How quantum measurements can help us make decisions? We consider a basic problem, the task of distinguishing
two quantum states, where this question has a neat answer. Given a POVM (Positive Operator-Valued Measure)
M on C¢, Matthews, Wehner and Winter [137] introduced its distinguishability norm || - ||y, which has the
property that given a pair (p, o) of quantum states, ||p — o||m is the bias observed when the POVM M is used
optimally to distinguish p from o (the larger is the norm, the more efficient is the POVM). More generally, we
can associate to a family of POVMs M the norm || - ||ar = sup{|| - [m : M € M} which corresponds to the bias
achieved by the best POVM from the family.

Here, in the line of Chapter 6, we study these norms from a functional-analytic point of view and are mostly
interested in the asymptotic regime, when the dimension of the underlying Hilbert space tends to infinity.

How many essentially distinct POVMs are there?

The (infinite) family ALL of all POVMs on C¢ achieves maximal efficiency in the distinguishability task, and
in some sense gives us perfect information. It was indeed one of the seminal observations by Holevo [105] and
Helstrom [102] that || - ||aLr = || - |1, so that two orthogonal quantum states could be perfectly distinguished
(i.e. with a zero probability of error) by a suitable measurement. But how “complex” is the class ALL?
What about finite subfamilies? How many POVMs are needed to obtain near-to-optimal efficiency? We show
(Theorem 7.2.1) that exp(©(d?)) different POVMs are necessary (and sufficient) to obtain approximation within
a constant factor. The concept of mean width (from convex geometry) plays an important role in our proof,
which is detailed in Section 7.3.
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Locally restricted POVMs on a multipartite quantum system

On a multipartite quantum system, experimenters usually cannot implement any global observable. For instance,
they may be only able to perform quantum measurements on their own subsystem (and then perhaps to
communicate the results classically). A natural question in such situation is thus to quantify the relative
strengths of several classes of measurements, restricted by these locality constraints, such as LOCC, separable
or PPT measurements (precise definitions appear in Section 7.2.3).

Let us summarize the main result in this chapter (restricting here to the bipartite case for the sake of clarity).
We consider typical discrimination tasks, in the following sense. Let p and ¢ be states chosen independently
and uniformly at random within the set of all states on C? @ C%. We show that our ability to distinguish p
from o depends in an essential way on the class of the allowed measurements. Indeed, with high probability,
|p—o|ppr is of order 1 (as ||p—ol|laLs) while |p—o||sep, ||p—ollLocc and ||p—o|Locc— are of order 1/V/d.
This shows that data hiding is generic: typically, high-dimensional quantum states cannot be distinguished
locally even though they look different globally. These results appear as Theorem 7.2.2 in Section 7.2.4. The
proofs are detailed in Section 7.5. They rely, as a first essential step, on estimates on the volume radius and the
mean width of the (polar of) the unit balls associated to the norms || - |ppT, || - |lsep and || - |[Locc (Theorem
7.5.1). The use of concentration of measure and random matrix theory (Proposition 7.5.3) then allows to pass
from these global estimates to the estimates in a typical direction quoted above. In Section 7.6 corollaries on
quantum data hiding are derived and detailed, both in the bipartite and in the generalized multipartite case.

We also provide examples of random bipartite states p, o on C?® C? which are such that ||p—o|lLocc— = 2
while, with high probability, ||p — o|lro is of order 1/v/d. The precise result appears in Theorem 7.2.4 and is
proved in Section 7.4. Following the same proof technique, one can then construct, more generally, random
bipartite states p, o such that, either ||p — o|lLocc~ > ||p — ollLo or ||p — o|lLoce > |lp — ollLocc—-

Table 7.1 summarizes our various conclusions.

Table 7.1: Unbounded gaps between locally restricted distinguishability norms

Norm

. < . < . < . < . < .
hierarchy [‘lLo < [ftoce- < |[lloce < -llsep < |-llppr < |[aLL

Existing
unbounded

gap? yes yes ? yes yes

Generic
unbounded

? no no yes no
gap?

Notation

In addition to the general notation specified in Chapter 1, Section 1.3, we introduce the following one: When
A, B are Hermitian matrices, we denote by [A, B] the order interval, i.e. the set of Hermitian matrices C' such
that both C'— A and B — C' are positive semidefinite matrices. In particular, [—Id, Id] is the Hermitian part of
the unit ball for || - ||, on the set of all complex matrices.

When A and B are quantities depending on the dimension, the notation A < B means that there is a
constant C' such that A < CB. The notation A ~ B means both A < B and B < A, and A ~ B means that
the ratio A/B tends to 1 when the dimension tends to infinity.

Extra notation, concepts and results from convex geometry, which are needed throughout our proofs, are
gathered in Chapter 4, Section 4.1.
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7.2 Distinguishing quantum states: survey of our results

7.2.1 General setting

In this section, we gather some basic information about norms associated to POVMs, and refer e.g. to [137] for
more details and proofs. A POVM (Positive Operator-Valued Measure) on C? is a finite family M = (M, );cr
of positive operators on C? such that

ZMi = Id.

iel
One could consider also continuous POVMs, where the finite sum is replaced by an integral. However this is
not necessary, since continuous POVMs appear as limit cases of discrete POVMs which we consider here (see
Chapter 6).
Given a POVM M = (M;);c;r on C?, and denoting by {|i), i € I} an orthonormal basis of Cl/I, we may
associate to M the CPTP (Completely Positive and Trace-Preserving) map

M A€ FH(CY) > T (M;A)fi)i| € % (CM).
iel
The reader is referred to Chapter 2, Section 2.3, for further comments. The measurement (semi-)norm associated
to M is then defined, for any A € #(C?), as

1Al = (D)) = | Tr (M;A)].
iel
Note that for any A € #(C?), |Allm < ||A|l1, with equality if A € %, (C9).

In general, || - ||m is a semi-norm, and may vanish on non-zero Hermitians. A necessary and sufficient
condition for || - [\ to be a norm is that the POVM M = (M;);¢; is informationally complete, i.e. that the
family of operators (M;);cr spans #(C?) as a linear space. This especially implies that M has a total number
of outcomes satisfying |I| > d? = dim #(C?).

We denote by Bj.,, the unit ball associated to || - ||m, and by Ky the polar of By, (i.e. the unit ball
associated to the norm dual to || - ||m). In other words, this means that the support function of Ky is defined,
for any A € #(C?), as

Precise definitions of these concepts are given in Chapter 4, Section 4.1.
More generally, one can define the “measurement” or “distinguishability” norm associated to a whole set M
of POVMs on C? as

|- llv == sup [| - [|a.
MeM

The corresponding unit ball, and its polar, are

Bijw = [ B
MeM

Kwm :conv< U KM> .

MeM
As mentioned earlier on in the introduction, these measurement norms are related to the task of distinguish-
ing quantum states. Let us consider the situation where a system (with associated Hilbert space C?) can be
either in state p or in state o, with equal prior probabilities 1/2. Tt is known [105, 102] that a decision process
based on the maximum likelihood rule after performing the POVM M on the system yields a probability of

error
1 1 1
Perrorzf <1—HPU >
M

2 2 2
In this context, the operational interpretation of the quantity ||p — o||um is thus clear (and actually justifies the
terminology of “distinguishability norm”): up to a factor 1/2, it is nothing else than the bias of the POVM M
on the state pair (p, o).
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Something that is worth pointing at is that, for any set M of POVMs on C¢, there exists a set M of

2-outcome POVMs on C? which is such that || - [|m = || - |57 It may be explicitly defined as

M= (M,Id— M), 3 (M)ies €M, 3TCT: M=> M,
iel

Note then that

Km = conv {2M —1d, (M,1d — M) € M}.

7.2.2 On the complexity of the class of all POVMs

Denote by ALL the family of all POVMs on C¢. As we already noticed, || - ||arr = || - |1 and therefore Karr,
equals [—Id, Id], which is the unit ball in % (C?) for the operator norm.

The family ALL is obviously infinite. Since real-life situations can involve only finitely many apparatuses, it
makes sense to ask what must be the cardinality of a finite family of POVMs M which achieves close to perfect
discrimination, i.e. such that the inequality || - |[m = Al - [[aLr holds for some 0 < A < 1. We show that the
answer is exponential in d2. More precisely, we have the theorem below.

Theorem 7.2.1. There are universal constants ¢,C > 0 such that the following holds:

(i) For any dimension d and any 0 < & < 1, there is a family M consisting of at most exp(C|loge|d?) POVMs
on C% such that || - |m = (1 —€)|| - || aLL-

(ii) For any ¢ > C/\/d, any family M of POVMs on C? such that || - |m > €| - |aLL contains at least
exp(ce?d?) POV Ms.

Theorem 7.2.1 is proved in Section 7.3. It is clear that the conclusion of (i) fails for ¢ < 1/v/d, since
a single POVM M (e.g. the uniform POVM, see [137] or Chapter 6 of the present manuscript) may satisfy

- Ine 2 11 M1/ Ve

7.2.3 Locally restricted measurements on a bipartite quantum system

We now study the class of locally restricted POVMs. We assume that the underlying global Hilbert space is
the tensor product of several local Hilbert spaces. However, for simplicity, we focus on the case of a bipartite
system in which both parts play the same role and consider the Hilbert space H = C? @ C¢. Several classes
of POVMs can be defined on H due to various levels of locality restrictions (consult [137] or [130] for further
information).

The most restricted class of POVMs on H is the one of local measurements, whose elements are tensor
products of measurements on each of the sub-systems:

LO = (M1®N]) Mz>07 Nj 207 ZMi:IdCdv ZNj:IdCd

iel jeJ

ieljed -

This corresponds to the situation where parties are not allowed to communicate.
Then, we consider the class of separable measurements, whose elements are the measurements on H made
of tensor operators

SEP :={ (M; ® N; M;>0, N; 20, Y M;®N; =Idcigca

jeJ

)jeJ :

An important subclass of SEP is the class LOCC (Local Operations and Classical Communication) of
measurements that can be implemented by a finite sequence of local operations on the sub-systems followed by
classical communication between the parties. This class can be described recursively as the smallest subclass of
SEP which contains LO and is stable under the following operation: given a POVM M = (M;);c; on C%, and
for each i € I a LOCC POVM (R(i); ® S(i);) the POVMs

JeJ:’

1/2 50 1 rl/2 o N 1200 arl/2
(Mi R(i); M; ®S(Z)j)iel,j€Ji and (R(Z>J ® M;'7S5(i); M; >iel,j€Ji
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are in LOCC. A subclass of LOCC is the class LOCC™ of one-way LOCC POVMs, which has a simpler
description

LOCC™ = { (Mi @ Nij)icpjej, o Mi>0, Nig >0, 3 My =ldga, > Nijj = lde
iel jed;

Finally, we consider the class of positive under partial transpose (PPT) measurements, whose elements are
the measurements on H made of operators that remain positive when partially transposed on one sub-system:

PPT = (Mj)jej : Mj 2 0, MJF 2 O, ZMJ = Idcd®cd
JjEJ

The partial transposition I is defined by its action on tensor operators on H: (M@N)!' := MT@N, MT denoting

the usual transpose of M. Let us point out that, even though the expression of a matrix transpose depends on

the chosen basis, its eigenvalues on the contrary are intrinsic. Therefore the PPT notion is basis-independent.
It is clear from the definitions that we have the chain of inclusions

LO Cc LOCC™” C LOCC C SEP C PPT C ALL
and consequently the chain of norm inequalities

[ “lleo < |l lLocc~ < - [lLoce < |- llsep < || - [[ppT < || - [|ALL- (7.2)

All the inequalities in (7.2) are known to be strict provided d > 2. Note though that the difference between
the norms || - ||lLocc— and || - [|lLocc, as well as between || - |Locc and || - ||sgp, has been established only very
recently [45].

Here, we are interested in the high-dimensional behaviour of these norms, and the general question we
investigate is whether or not the various gaps in the hierarchy are bounded (independently of the dimension
of the subsystems). It is already known that the gap between PPT and ALL is unbounded. An important
example is provided by the symmetric state 7, and the antisymmetric state 7, on C? @ C? (see Chapter 3,
Section 3.2, for precise definitions and further comments), which satisfy (see e.g. [64])

4

|[7s — 7allarLL =2 while ||7s — 7allppT = ST

We show however (see Theorem 7.2.2) that such feature is not generic. This is in contrast with the gap between
SEP and PPT which we prove to be generically unbounded (see Theorem 7.2.2). We also provide examples
of unbounded gap between LO and LOCC™ (see Theorems 7.2.4 and 7.4.4), as well as between LOCC™ and
LOCC (see Theorem 7.4.5). But we do not know if this situation is typical. Regarding the gap between LOCC
and SEP, determining whether it is bounded is still an open problem.

Note also that for states of low rank, the gaps between these norms remain bounded. It follows from the
results of [130] that, for A € #(C? ® C) of rank r, we have

1
[AllLo > WHAHALL-

7.2.4 Discriminating power of the different classes of locally restricted measure-
ments

Our main result compares the efficiency of the classes LOCC—, LOCC, SEP, PPT and ALL to perform a
typical discrimination task. Here “typical” means the following: we consider the problem of distinguishing p
from o, where p and o are random states, chosen independently at random with respect to the uniform measure
(i.e. the Lebesgue measure induced by the Hilbert Schmidt distance) on the set of all states. It turns out that
the PPT constraint on the allowed measurements is not very restrictive, affecting typically the performance
by only a constant factor, while the separability one implies a more substantial loss. This shows that generic
bipartite states are data hiding: separable measurements (and even more so local measurements followed by
classical communication) can poorly distinguish them (see [99] for another instance of this phenomenon and
Section 7.6 for a more detailed discussion on that topic).
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Theorem 7.2.2. There are universal constants C,c > 0 such that the following holds. Given a dimension d,
let p and o be random states, independent and uniformly distributed on the set of states on C* ® C?. Then,
with high probability,

c< |lp—ollppr < |lp—ollaLL < C,

c C
7 < |lp—ollLoce— < |lp — ollLoce < [lp — ollsep < 7

Here, “with high probability” means that the probability that one of the conclusions fails is less than exp(—cod®)
for some constant ¢y > 0.

An immediate consequence of the high probability estimates is that one can find in C? ® C? exponentially
many states which are pairwise data hiding.

Corollary 7.2.3. There are constants C,c > 0 such that, if d denotes a set of exp(cd®) independent random
states uniformly distributed on the set of states on C% @ C?, with high probability any pair of distinct states
p,o € d satisfies the conclusions of Theorem 7.2.2.

We deduce Theorem 7.2.2 from estimates on the mean width and the volume of the unit balls Kyocc—,
Ksgp and Kppr. The use of concentration of measure allows to pass from these global estimates to the
estimates in a typical direction that appear in Theorem 7.2.2. We include all this material in Section 7.5.

We also show that even the smallest amount of communication has a huge influence: we give examples of
states which are perfectly distinguishable under local measurements and one-way classical communication but
very poorly distinguishable under local measurements with no communication between the parties.

Theorem 7.2.4. There is a universal constant C' > 0 such that the following holds: for any d, there exists
states p and o on C? ® C¢ such that

llp —ollLocc— = 2,

and

C
— < —=. 7.3
o~ olro < (7.3)

These states are constructed as follows: assuming without loss of generality that d is even, let E be a
fixed d/2-dimensional subspace of C%, let Uy, ..., Uy be random independent Haar-distributed unitaries on C¢,
and define the random states p; = U; PpU]/(d/2) and o; = U;Pp.U}/(d/2), 1 < i < d, on C% (where Pg
and Pp. denote the orthogonal projections onto E and E- respectively). Then, denoting by {|1),...,|d)} an
orthonormal basis of C?, define

Ul
S

d d
p= Z li)i| ® p; and o= Z li)i] ® o;.
i=1 i=1
The pair (p, o) satisfies (7.3) with high probability.
Theorem 7.2.4 is proved in Section 7.4. It is built on the idea that, typically, a single POVM cannot succeed
simultaneously in several “sufficiently different” discrimination tasks. The above construction is also generalized

there to show the existence of an unbounded gap between LOCC™ and LOCC.

7.3 On the complexity of the class of all POV Ms

In this section, we determine how many distinct POVMs a set M of POVMs on C? must contain in order to
approximate the set ALL of all POVMs on C? (in the sense that A|| - [[arr < || - |lm < || - [[aLL for some
0<A<]).

The reason for the exp(d?) scaling in the first part of Theorem 7.2.1 is that these POVMs should be able
to discriminate any two states within the family of states {Pg/dim E}, where E varies among all subspaces of
C<, and Py denotes the orthogonal projection onto E. The set of k-dimensional subspaces of C? has dimension
k(d — k), which is of order d? when k is proportional to d.
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The second part of Theorem 7.2.1 requires an extra ingredient, since a single POVM may be able to discrim-
inate exponentially many pairs of subspaces. The concept of mean width (see Chapter 4, Section 4.1) provides
a neat answer to this problem.

To begin with, we prove the first part of Theorem 7.2.1. Note that the condition || -|m = (1 —¢)| - ||aLL is
equivalent to Kng D (1 — €)[—1Id, Id], the set Ky being defined in (7.1). We thus only have to make use of the
well-known lemma below.

Lemma 7.3.1 (Approximation of convex bodies by polytopes). Given a symmetric convez body K C R™ and
0 < e <1, there is a finite family (x;);cr such that |I| < (3/e)™ and

(1-e)K Cconv{tx; : i€} CK.

Proof. Let o be an e-net in K, with respect to || - ||x (the gauge of K, as defined in Chapter 4, Section 4.1).
A standard volumetric argument (see Lemma 4.2.3 in Chapter 4, Section 4.2) shows that we may ensure that
|| < (3/e)™. Let P := conv(+d) C K. Given any x € K, there exists 2’ € of such that || — 2/||x < e.
Therefore

lzllp < ll2'llp + [l — 2/l p < 1+ €4,

where A := sup{|jy|lp : y € K}. Taking supremum over x € K, we obtain A < 1 + A and therefore (A is
easily seen to be finite) A < (1—¢)~!. We thus proved the inequality ||-||p < (1—¢)~!| - ||x, which is equivalent
to the inclusion (1 —¢)K C P. O

When applied to the d?-dimensional convex body Karr, = [~Id,Id], Lemma 7.3.1 implies that there is a
finite family (A;)se; C [—1d,Id] with |I| < (3/e)% and conv{+A; : i€ I} > (1 —¢)[-Id,1d]. For every i € I,
we may consider the POVM

M, = (Id+Ai’Id—Ai>.
2 2

If we denote M := {M; : i € I}, then for any i € I, £4; € Ky, and therefore (1 —¢)[-1d,Id] C K, which is
precisely what we wanted to prove.

We now show the second part of Theorem 7.2.1. The key observation is the following lemma, where we
denote by «,, the mean width of a segment [—z, z] for z a unit vector in R", so that «,, ~ y/2/7n (see Chapter
4, Section 4.1).

Lemma 7.3.2. Let M be a POVM on C?. Then the mean width of the set Ky, defined by equation (7.1),
satisfies w(Ky) < dagz, with equality if M is a rank-1 POVM (note that dage is of order 1).

It may be pointed out that the assertion of Lemma 7.3.2 implies that, as far as the mean width is concerned,
all rank-1 POV Ms are comparable.

Proof. Given any POVM M, there is a rank-1 POVM M’ such that Ky € Ky (this is easily seen by splitting
the POVM elements from M as a sum of rank-1 operators). Therefore, it suffices to show that w(Ky) = dage
for any rank-1 POVM. Let M = (p;[1;Xvi|);c; be a rank-1 POVM, where (p;)ic; are positive numbers and
(14 )ier are unit vectors such that

> pilthi)ai| = 1d.
icl
By taking the trace, we check that the total mass of {p; : i € I} equals d. We then have, for any A € #(C?),
i () = pil (Wil Al
iel

Hence, denoting by Sgs(C?) the Hilbert-Schmidt unit sphere of % (C?) (which has dimension d? — 1) equipped
with the uniform measure o, the mean width of Kj; can be computed as

w(Km) = /SHS(cd) hiy(A)do(A) = sz' </SHS(Cd) (il Ali)| dU(A)> = ZpiadQ =dagz. O

i€l i€l
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Assume that M is a family of N POVMs such that ||Allp = €||All; for any A € #(C?). This implies that
Kwm D e[—1d,Id] and therefore that

w(Kn) > ew([—1d,1d]) ~ eV/d, (7.4)

where we used last the estimate on the mean width of [-Id,Id] from Theorem 7.8.1 in Appendix 7.8. On the
other hand, we have

K = conv ( U KM> , (7.5)

MeM

so that K is the convex hull of N sets, each of them of mean width bounded by an absolute constant (by
Lemma 7.3.2). We may apply Lemma 4.1.5 in Chapter 4, Section 4.1, with X\ = v/d since [~Id,Id] is contained
in the Hilbert-Schmidt ball of radius v/d. Recalling that the ambient dimension is n = d?, we get

v ljgaN> . (7.6)

A comparison of the bounds (7.4) and (7.6) immediately yields log N 2> 2d?, as required.

w(Km) < C (1 +

7.4 Existing unbounded gap between LO and LOCC

7.4.1 Unbounded gap LO/LOCC™

In this section we give a proof of Theorem 7.2.4. Let {|1),...,|d)} be an orthonormal basis of C?. For d even,
we consider a fixed d/2-dimensional subspace E C C9, and denote Ay = 2Pg — Id. We then pick Uy, ..., Uy
random independent Haar-distributed unitaries on Cd7 and for 1 < i < d we consider the random operators
A; = U,AOUZ.T. We finally introduce

d

A=l ® A (7.7)

i=1
For each 1 <i < d, let M; = (M;,Id — M;) be a POVM on C¢ such that ||A; |, = [|Aill1. Then,
M = (Ji)i| © M, [i)(i| © (1d — M;)); ¢icq

is a POVM on C?¢ ® C? which is in LOCC™. Therefore,
d
IAllLoce = [|Allw = > Aill = d?,
i=1
and there is actually equality in the inequality above since we also have
d
IAlLoce < IAfr =Y Al = d*.
i=1

Theorem 7.2.4 will follow (with p and o being the positive and negative parts of A, after renormalization) if we
prove that ||AlLo < Cd?/? with high probability.

Proposition 7.4.1. For A € #(C¢ ® C?) defined as in (7.7), we have

d
IAllLo = sup {Z 1Ailln : N POVM on Cd} . (7.8)
i=1
This quantity can be upper bounded as follows, where 9l denotes a 1/16-net in Sca
d
IAlLo < d sup > |(z|A])] (7.9)
TESGa =1
d
< 2dsup »_ [(w]Al2)] (7.10)

xed i—1
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Proof. The inequality > in (7.8) follows by considering the LO POVM (|i)i|)1<i<a ® N. Conversely, given
POVMs M = (M;);jes and N = (Ng)ger on C?, we have

[EN[YESSE

d
DT (il © Aq) (M; @ Nk))‘

jeJkeEK |i=1

d
<Dl <Z|Tr(AiNk)|>
i=1 \jeJ keEK

d
<3 A,
=1

the last inequality being because, for each 1 < i <d, 37, ; [(i|M;]i)| = >
supremum over M and N gives the inequality < in (7.8).
The supremum in (7.8) is unchanged when restricting to the supremum on POVMs whose elements have

jes(i|M;li) = (ili) = 1. Taking the

rank 1, since splitting the POVM elements as sum of rank 1 operators does not decrease the distinguishability
norm. If N is such a POVM, its elements can be written as (ag|xi)Xxk|)ker, where (z)rex are unit vectors
and (ax)rex positive numbers satisfying >, - ;- ax, = d. We thus have in that case

d d

d
DolAlN =D D I Te(A - cnlaa)aw) < d sup Y (] Aila)]
i=1

i—1 keK 2€5gd 1

proving (7.9).

To prove (7.10), we introduce the function g defined for z,3 € C? by g(z,y) = Zle [{(x|A;|y}|, and the
function f defined for x € C¢ by f(x) = g(x,z). Denote by G the supremum of g over Sca x Sca, by F the
supremum of f over Sca and by F’ the supremum of f over a é-net si. For any z,y € C?, we have by the
polarisation identity

((z +ylAilx +y) + iz +iy|Ai|z +iy) — (v — y[Ailr —y) —i{z — iy|Ailz —iy)) ,

e~ =

(z[Aily) =

so that g(z,y) < (f(x +y) + fx +iy) + f(x —y) + f(x — iy)) /4 and therefore G < 4F.
Given x € Sga, there exists a’ € of such that ||z — 2’|z < §, and by the triangle inequality

(@] Ail2)] < [@[Aile — =) + [{@ = 2/|Ail2")] + [(2"]Aila’)] .
Summing over i and taking supremum over x € Sca gives
F <20G+F' <8F + F'.
For § = 1/16, we obtain F' < 2F’, and therefore (7.10) follows from (7.9). O

To bound ||Al|Lo, we combine Proposition 7.4.1 with the following result.

Proposition 7.4.2. Let x be a fired unit vector in C?, E be a fived d/2-dimensional subspace of C% and
Ag = 2Pg —1d, (U;)1<i<n be Haar-distributed independent random unitaries on C?, and for each 1 < i < n,
set A; = UiAoUiT. Then, for any t > 1,

i=1

co > 0 being a universal constant.

Proof. Proposition 7.4.2 is a consequence of Proposition 6.7.2 in Chapter 6, which is itself a variation on
Bernstein inequalities (recalled as Theorem 4.2.5 in Chapter 4, Section 4.2). The quantity E |(z|Aq|z)| is equal
to the so-called “uniform norm” of A; (see [137] and Chapter 6 of the present manuscript) and we use the bound
from [130]

1
E [(z]Ad]a)] < SllAdllz = —=. 0

S
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We now complete the proof of Theorem 7.2.4. Let of be a minimal 1/16-net in Sca, so that |o| < 4829 (see
Lemma 4.2.3 in Chapter 4, Section 4.2). Using Propositions 7.4.1 and 7.4.2 (for n = d), and the union bound,
we obtain that for any ¢ > 1

d
(HAHLO 2(1 +t)d3/2) <P (3 zed Y @A) > (1 +t)\/&> < 48%de—codt

i=1

This estimate is less than 1 when ¢ is larger than some number t,. This shows that ||A|lLo < 2(1 + t)d®/?
with high probability while |Allocc~ = d?, and Theorem 7.2.4 follows.

Remark 7.4.3. The operator A defined by equation (7.7) can be rewritten as A = d*(p’ —1d/d?), with

d

2 N
p'= 5D liXil® UPrU].
=1

Hence by Theorem 7.2.4, ||’ — 1d/d?||Lo < C/v/d with high probability, while |p’ —1d/d?||Locc—~ = 1. This
property is characteristic of data locking states. These are states whose accessible mutual information (i.e. the
mazximum classical mutual information that can be achieved by local measurements) drastically underestimates
their quantum mutual information (see [62] for the original description of this phenomenon, and Chapter 2,
Section 2.5, in this manuscript for a reminder of the definition of mutual information). Now, following [68]
and [71], data locking may also be defined in terms of distinguishability from the mazimally mized state by local
measurements: informally, a state p on C? ® C? which is such that ||p —1d/d?*||Lo < |p —1d/d?|Locc— may
be used for information locking.

7.4.2 Generalization: unbounded gaps LO/LOCC~ and LOCC~/LOCC

For each r € N, we define LOCC®) as the class of local POVMs with 7 rounds of classical communication
between the parties. In particular, making the link with the notation that were previously introduced, we have
LOCC~ = LOCC® while LOCC = lim,_, ;oo LOCC®). As before, we let E be a d/2-dimensional subspace
of C?, and denote by P the orthogonal projector onto E, Pt the orthogonal projector onto E+. Then, define
the two orthogonal states 7, 7_ on C? by

Given m € N, let {|1),...,|m)} be an orthonormal basis of C™, and Uy, ..., U, be unitaries on C%. Then,
define the two bipartite states p(:)7 p(j) on A ®B, with A =C™, B=C?, as

m

1 o
[pE:) } = Z li)i|a ® {UiTJr/,Uiq . (7.11)
i=1
Given n € N, let {|1),...,|n)} be an orthonormal basis of C", and Vi,...,V,, be unitaries on C™. Then,

define the two bipartite states pf), p(_z) on A®B, with A=C"® C% B=C", as

W], = LSS [l e vin-ul], @ [iv]. (7.12)

=1 j=1

Theorem 7.4.4. Let 0 < § < 1/2. Consider the states p( ) and p(l) as defined by equation (7.11) and the

Hermitian A = p(j) — ,0(,1) on A@B=C™®C?* Form~d'~°, there exist Up,..., Uy, such that

1
1AVl occw =2 and AV ||Lo S qi/2—s"
In words: if the hypotheses of Theorem 7.4.4 are satisfied, the states p$) and ,o(f) are perfectly distinguishable
by local POVMs and one round of classical communication, but very poorly by local POVMs without any
classical communication.
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Proof. The LOCC®™ POVM which enables perfect discrimination of pg_l) and p(_l) is

(liXils @ [vPUf] liils @ [viptuf] )
B B/ 1<i<m
So the first equality is clear.
The second inequality is just a slight generalization of Theorem 7.2.4. Indeed, it was just observed in its
proof that, setting A; = UZ’T+U,L-T — UZ-T,UZ-T for each 1 < i < m, we have

m

1
AWM = - Ailly : NPOVM on C% % .
[A™|lLo = sup { — ; AN on

It was then established that, for m = Cd'=% and Uy, ...,U,, independent Haar distributed unitaries on C¢,
the latter quantity is, with probability greater than 1/2, smaller than C’/d'/?~? (where C,C" > 0 are universal
constants). O]

Theorem 7.4.5. Let 0 < § < 1/2. Consider the states p(f) and p(z) as defined by equation (7.12) and the

Hermitian A2 = pf) - p(_Q) on A®B = (C” ® Cd) ® C™. Forn ~m ~ d*=°, there exist Uq,...,U, and
Vi,...,V, such that

1
AP |Locc@ =2 and [|AP||Loccm < di/2—s-
In words: if the hypotheses of Theorem 7.4.5 are satisfied, the states pf) and p(_2) are perfectly distinguishable
by local POVMs and two rounds of classical communication, but very poorly by local POVMs and one round
of classical communication only.

Proof. The LOCC() POVM which enables perfect discrimination of pf) and p(f) is

2

(it @ [orv], e [vlaiivy] | liila, o [wipof] s [viav] )

1<ism, 1<j<n

So the first equality is clear.
Let us turn to showing the second inequality. Setting A; = UiTJ,_UiT —U;T_ U; for each 1 < ¢ < m, we have
by definition

I &K .. o
IA® [Loccm = sup Y — SN lA @ ), T (lez><z|VﬁMa)

i=1j=1
s.t. M = (M,)o POVM on C™ and N, POVMs on C? ® C".

Yet, if N = (Nj)s is a POVM on C?® C, then for each 1 < j < n, N(j) = (Tr,, [Idg ® 17)7|nNs]) 4 is a POVM
on C? which is such that, for any Hermitian A on CY, ||[A @ [j)}jl|[x = [|Alln(j)- Therefore,

Len 1 "
8@ Toccn < s 32T Y| 3™ (vl vind) | 1l
s.t. M = (My), POVM on C™ and N, POVMs on C%.

Now choose unitaries V7,...,V,, on C" which are 1-randomizing, i.e. such that, for any unit vector x € C™,

I

1 n
SS Vilakalvf - S < (7.13)
j=1

d 1
m m’
This is achieved with probability greater than 1/2 by independent Haar distributed unitaries on C™ if n = C'm,
where C' > 0 is a universal constant (see [99]). In that case, for any POVM M = (M, ), on C™, we have that

for each v and 1 < i < m,

l — L 1 — 2
=3 (Vi Ma ) < || D2 Vilaa V| 1Mally < = T M,
j=1 j=1

oo
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the last inequality being by assumption (7.13), and because M, > 0. Since additionally )" M, = Id, so that
Yoo Tr M, /m =1, we finally get

2 m
IA® | Locom <sup {m >3 AalAillx, A= (Aa)a p.d., Ng POVMs on cd}

i=1 «

2 m
:sup{mZAiHN . N POVM on Cd}.
i=1

As explained in the proof of Theorem 7.4.4, we know that there exist universal constants C,C’ > 0 such that,
for m = Cd'~° and Uy, ...,U,, independent Haar distributed unitaries on C¢, the latter quantity is, with
probability greater than 1/2, smaller than C”/d'/?=°. O

7.5 Generic unbounded gap between SEP and PPT

7.5.1 Volume and mean width estimates

The first step towards Theorem 7.2.2 is to estimate globally the size of the (dual) unit balls KppT, Ksgp and
Krocc— associated to the measurement norms || - [[ppr, || - ||sep and || - |[Locc—. Classical invariants which
are generally useful to quantify the size of convex bodies include the volume radius and the mean width, which
are defined in Chapter 4, Section 4.1.

Recall that whenever we use tools from convex geometry in the space % (C?® C%) (which has real dimension
d*) it is tacitly understood that we use the Euclidean structure induced by the Hilbert-Schmidt inner product.
The definitions of the volume radius and the mean width of Ky thus become

rad(Kwm) ( vol K )W and w(Kyp) / 1AM do(A)
A4 M) = M) = M do )
vol Bﬂs(cd ® Cd) SHs(CigCd)

where Bys(C? @ C?) denotes the Hilbert Schmidt unit ball of #(C? ® C%) and Sgs(C? @ C?) its Hilbert
Schmidt unit sphere equipped with the uniform measure o. Here are the estimates on the volume radius and
the mean width of Kppr, Ksgp and Kpocc—. As a reference, recall that (on C? ® C?)

vrad(KarL) ~ w(KaLL) ~ d.
This follows from Theorem 7.8.1 in Appendix 7.8 once we have in mind that Kapy = [—Id, Id].
Theorem 7.5.1. In C*® C%, one has

vrad (Kppt) ~ w (Kppr) =~ d
and

vrad (Krocc—) ~ w (Kpocc—) ~ vrad (KLocc) ~ w (Krocc) ~ vrad (Ksgp) ~ w (Ksgp) ~ Vd.

To prove these results, we will make essential use of the Urysohn inequality (Theorem 4.1.3 in Chapter 4,
Section 4.1): for any convex body K C R™, we have vrad(K) < w(K). In particular, Theorem 7.5.1 follows
from the following four inequalities: (a) w(Kppr) < d, (b) vrad(Kppr) = d, (¢) w(Ksgp) < Vd, and (d)
vrad(KLocc—») Z \/3
(a) Proof that w(Kppr) < d

This follows from the inclusion Kppr C [—Id,Id], together with the estimate on the mean width of [—Id,Id]
from Theorem 7.8.1 in Appendix 7.8.

(b) Proof that Vrad(KppT) z d

We start by noticing that

Kppr = [-1d,1d] N [-1d, Id]".
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We apply the Milman—Pajor inequality (Corollary 4.1.7 in Chapter 4, Section 4.1) to the convex body [—Id,Id]
(which indeed has the origin as center of mass) and to the orthogonal transformation I’ (the partial transposi-
tion). This yields

1 VI‘ad([—Id,IdD2
>\ 7Tl
VI‘ad(KppT) > 5 w([ I ,I ]) _d,

where we used the estimates on the volume radius and the mean width of [—Id,Id] from Theorem 7.8.1 in
Appendix 7.8.

(c) Proof that w(Kgsgp) < Vd

We are going to relate Ksgp with the set S of separable states on C?¢ ® C?. In fact, denoting the cone with
base § by

RTS:={\p : NeR", pe S},
we have Kggp = L N (—L), where
L:=2(R*8$N[0,1d]) — Id.
This gives immediately an upper bound on the mean width of Kggp
w(Ksgp) < w(L) < 2w(RTSN[0,Id]) < 2w({\p : A€ [0,d*], p € 8}) = 2d*w(conv({0},S)).

Now, if K, K’ are two convex sets such that K N K’ # (), then w(conv(K, K')) < w(K) + w(K'). So, denoting
by «,, the mean width of a segment [—z, 2| for x a unit vector in R"™, we have
Qg4 1 < 1

w(conv({0},8)) < w(conv{0,Id/d*}) + w(8) < 0 T PR S pr

where we used the estimate w(S) ~ d~3/2 from Theorem 7.8.4 in Appendix 7.8, and the fact that a,, ~ n~1/?

(see Chapter 4, Section 4.1).

(d) Proof that vrad(Kpocc-) = Vd

We consider the following set of states on C? ® C?
T = conv {[Y)¥| ® 0 : ¥ € Sca, o a state on C* such that [|oo < 3/d}.

A connection between 7" and LOCC™ is given by the following lemma.

Lemma 7.5.2. Let p and p' be operators in T such that p+p' = 21d/d?. Then, the operators d*p/6 and d?p’ /6
belong to Kyocc— .

Proof. There exist convex combinations (;)ier, (@) e, unit vectors (v;)ier, (1) e and states (0;)ier, (0})jes
satisfying ||oi|[oo < 3/d, [|07||cc < 3/d, such that

p=> )| ®o; and p =" oW @ o).
iel jeJ

Define states (7;)icr and (7});jes by the relations o; + 27; = o’ + 27; = 31d/d. It can then be checked that the
following POVM is in LOCC™

d2 d2 d2 !/ ! ! d2 ! !/
! / /
M= (Gl o Goulbatid ©2n, Taliiile o, Tallipulez)
i€l j
Hence, the operators d?p/6 and d?p’ /6 belong to Ky and therefore to K1,occ— - O

Let T be the symmetrization of T defined as T = T'N {2Id/d?> — T'}. By Lemma 7.5.2 and the fact that
Krocc— is centrally symmetric, we have

Bz _
K COHV(T, —T) C Krocc—.
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We are going to give a lower bound on the volume radius of T. The center of mass of the set T equals the
maximally mixed state Id/d? (indeed, the center of mass commutes with local unitaries). By the Milman Pajor
inequality (Corollary 4.1.7 in Chapter 4, Section 4.1) this implies that vrad(T) > vrad(T)/2. On the other
hand, one has (see definitions in Appendix 7.8)

conv(T, —T) D é - B1(CY)®B4.(C?). (7.14)

Let us check (7.14). An extreme point of % - B;(C?)®Bu(C?) has the form =+[¢) )| ® A for 1) € Sga and
A € #(C?) such that ||Al|o < 1/d. Let e =2 — ||A]|; = 1 and let AT, A~ be the positive and negative parts of
A. Set AT =¢/4 + Tr A*/2 (so that A* + A\~ = 1), and consider the states p* = (¢/4 - 1d/d + A*/2)/\*. We
have

e/4d+1/2d 3

+
oo S
I i

SH

and therefore p* € T. Since A = A\*pt — X\~ p~, this shows (7.14). Using Theorem 7.8.2 in Appendix 7.8, it
follows that

vrad(conv(T, —T)) > d~3/2,
And therefore,
vrad(conv(T, —T)) = vrad(T) > vrad(T) > vrad(conv (T, —T)) > d—3/?,

the first and third inequalities being due to the Rogers—Shephard inequality (Theorem 4.1.8 in Chapter 4,
Section 4.1). We eventually get

Vrad(KLocca) Z \/&

7.5.2 Discriminating between two generic states

Let M be a family of POVMs on C? (possibly reduced to a single POVM). We relate the mean width w(Kyp) to
the typical performance of M for discriminating two random states, chosen independently and uniformly from
the set @(C?) of all states on C.

Proposition 7.5.3. Let M be a family of POVMs on C%, and denote w := w(Pg, Kn), where Py, stands for
the orthogonal projection onto the hyperplane Hy C %#(C?) of trace 0 Hermitian operators on C%. Let p and o
be two random states, chosen independently with respect to the uniform measure on D(C?). Then,

w
E=E|p—ol|m =~ 7 (7.15)

Moreover, we have the concentration estimate
Vt>0, P(|lp—ocllm—E| >t) < 2exp(—cd*t?), (7.16)
¢ > 0 being a universal constant.

We first deduce Theorem 7.2.2 from Theorem 7.5.1 and Proposition 7.5.3 (we warn the reader that we apply
the latter on the space C? ® C?, and therefore the ambient dimension is d? instead of d).

Proof of Theorem 7.2.2. Let M € {LOCC,LOCC~,SEP,PPT}. While we computed w(Kp) in Theorem
7.5.1, the relevant quantity here is w(Ppy, Kn). We show that both are comparable. We first have the upper
bound (see (4.1) from Chapter 4, Section 4.1)

To get the reverse bound, we consider the volume radius rather than the mean width. If we denote more
generally by H, the hyperplane of trace t operators on C?¢, we have by Fubini’s theorem

I
V01d4(KM) == g/ V01d471<KM N Ht) dt.
—d2
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By the Brunn—Minkowski inequality, the function under the integral is maximal when ¢ = 0, and therefore
V01d4(KM) < 2dV01d4,1(KM n Ho)

It follows easily that w (P, Kz ) = vrad(Pp, Kn) = vrad(KvNHyp) 2 vrad(Ka) =~ w(Kwm), the first inequality
being the Urysohn inequality (Theorem 4.1.3 in Chapter 4, Section 4.1) and the last estimate being by Theorem
7.5.1. Once this is known, Theorem 7.2.2 is immediate from Proposition 7.5.3. O]

Proof of Proposition 7.5.3. We first show the concentration estimate (7.16), using the following representation
due to Zyczkowski and Sommers [166]: p has the same distribution as M M?*, where M is uniformly distributed
on the Hilbert—Schmidt unit sphere of d x d complex matrices. We estimate the Lipschitz constant of the
function (M, N) + ||[MMT — NNT||p, defined on the product of two such unit spheres, as follows:

MM — NiNT ([ — [ Mo M3 — NN [|ng < ||MyM] = Mo M || + [|NU N — NoNJ v
<||My MY — My M |1 + [N NY — NoNJ ||y
<

2 (|| My — Mal|2 + || N1 — Nal|2) -

The second inequality is simply because || - ||m < || - ||z, while the third inequality follows from Cauchy—
Schwarz inequality (and the fact that Mj, My, N1, No have unit Hilbert—Schmidt norm), after noticing that
||AAT — BBY||; < ||(A — B)Bf||y + ||A(A — B)'||;. We obtain as a consequence of Lemma 7.5.4 below, a
variation on Lévy’s lemma (recalled as Lemma 4.2.1 in Chapter 4, Section 4.2), the desired estimate

P(lllp— ol — E| > t) < 2exp(—cdt?).

In our application of Lemma 7.5.4, we identify the set of complex d x d matrices with R™ for n = 2d2, and use
L=2.

Lemma 7.5.4. Let S"~! be the Euclidean unit sphere in R"™, and equip S"~' x S"~1 with the measure 1 ® i,
where p is the uniform probability measure on S"~1, and with the metric d((z,y), (2',y")) = |z —2'|| + |y —¥'| -
For any L-Lipschitz function f:S" 1 x S"~ ' = R and any t > 0,

P(|f —E f| > t) < 2exp(—cnt?/L?),
¢ > 0 being a universal constant.

Lemma 7.5.4 can be deduced quickly from the usual Lévy lemma (see Lemma 4.2.1 in Chapter 4, Section
4.2) which quantifies the phenomenon of concentration of measure on the sphere. If we define, for any fixed
re S B, = fSn—l f(x,y) du(y), we may apply Lévy’s lemma to show that the function y € S~ !+ f(z,y)
concentrates around its expectation E,, and again Lévy’s lemma to show that the function € S"~! — E,
(which is L-Lipschitz, as an average of L-Lipschitz functions) is also well-concentrated.

We now prove the first part of Proposition 7.5.3. Let A be a random matrix uniformly chosen from the
Hilbert—Schmidt sphere in the hyperplane Hy, and p, o be independent random states with uniform distribution.
We claim that, from a very rough perspective, the spectra of p — o and A/ V/d look similar. More precisely, we
have the following lemma.

Lemma 7.5.5. Let p,o be independent random states uniformly chosen from 2(C%), and A be a random
matriz uniformly chosen from the Hilbert—Schmidt sphere in the hyperplane Hy. Then with large probability, on
the one hand

1AL ~ VA, [All2 =1 and Al =~ 1/V4,
while on the other hand
lp—olh =1, llp— olla = 1/v/d and lp— ol = 1/d.
Moreover these statements hold in expectation: for example E||Alls =~ 1/vVd and E||p — 0o ~ 1/d.

In order to compare p — o with A, we rely on the following lemma. For x = (x1,...,x,) € R", we denote
l#lloo = masc{a| : 1< < n}and [l = S0 il
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Lemma 7.5.6. Let E = {x € R" : > | x; = 0} and let ||| - ||| be a norm on E which is invariant under
permutation of coordinates. Then, for any nonzero vectors x,y € E, we have

[]loo
Iyl

][] < 2n [yl (7.17)
Assuming both lemmas, we now complete the proof of Proposition 7.5.3. On the hyperplane E C R of
vectors whose sum of coordinates is zero, we define a norm by

llell] = / |U diag(2)U" 1z AU,
A(d)

where the integral is taken with respect to the Haar measure on the unitary group, and diag(z) denotes the
diagonal matrix on C? with diagonal elements equal to the coordinates of x. Note that ||| - ||| is obviously
invariant under permutation of coordinates. Also, A has the same distribution as U diag (spec(A)) U, where U
is a Haar-distributed unitary matrix independent from A and spec(A4) € R? denotes the spectrum of A € #(C?)
(the ordering of eigenvalues being irrelevant). The same holds for p — o instead of A, and it follows that

E||[spec(A)|[| = E[[Allm and E||[spec(p —0)l[| = E|[p — o]|m.
Let us show that

1
Ep—O' MZE*AM. 7.18
llp = ol \/g\l I (7.18)

We first prove the inequality <. Say that a vector y € E satisfies the condition (x) if ||y||; > ¢V/d, where
we may choose the constant ¢ such that the random vector spec(A) satisfies the condition (x) with probability
larger than 1/2 (this is possible, as we check using Lemma 7.5.5). Now, by Lemma 7.5.6, for any y € E satistying
condition (%) and any x € E, we have

2]l S Valallso - lyll]-

We apply this inequality with = = spec(p — o) and take expectation. This gives (using the statement about
expectations in Lemma 7.5.5)

1
Blflp =alllv s =yl

This inequality is true for any y € E satisfying condition (x). Therefore,
E||Allm = E|[|spec(A)||| 2 Vd - P(spec(A) satisfies condition (x)) E||p — o|lm ~ VAE |[p — o|jm,

as needed. This proves one half of (7.18), and the reverse inequality is proved along the exact same lines.
Finally, we note that

E||Allm = w (P, Km)
which, together with (7.18), shows (7.15), and concludes the proof. O

Proof of Lemma 7.5.5. This is folklore in random matrix theory, in fact much more precise results are known
(for example, ~ can be replaced with ~, with specific constants implicit in that notation). However, most of
the literature focusses on slightly different random setups. Accordingly, we sketch an essentially self-contained
elementary argument for completeness.

First of all, we observe that it is enough to prove the upper estimate for || - | and the lower estimate for
| - ||2- Indeed, the remaining upper estimates and the lower estimate for || - || follow then from the generally
valid inequalities || - ||} < Vd|| - ||2 < d|| - ||oo, While the lower bound for || - ||; follows from || - ||o < || - ||1/2|| . ||(1>é2

The upper bound on || - ||« can be proved by a standard net argument. The lower bound on ||Al]; is trivial,
while for ||p —o||2 we may proceed as follows. First, using concentration of measure in the form of Lemma 7.5.4,
)

E|lp — ol|2 is comparable to (E|[p — o||3 2 Next, by Jensen inequality,

E|p—ol3 > E|p—1d/d|3.
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Recalling that p can be represented as MM, with M uniformly distributed on the Hilbert-Schmidt unit sphere
of d x d complex matrices, the last quantity can be expanded as

2

1d 1
Ellp——|| =ETr|M|* - =
Hp 7, r|M[" -~
and it can be checked by moments expansion that E Tr|M|[* ~ 2/d. O

Proof of Lemma 7.5.6. Define o = 2n||z||~/||y|l1. By elementary properties of majorization (see e.g. Chapter
IT in [30]) it is enough to show that x is majorized by ay, i.e. that for every 1 < k < n,

k k
Soat<ad iyt
i=1 i=1
where (%;—L)lgign, (yj)lgign denote the non-increasing rearrangement of x,y. This follows from the inequalities
1 & 2 o
4 ; 4
ry <min(k,n — k) < —— Yy . 7.19
ol & 7 < minlkn =8 < e 2w 7.19)

The left-hand inequality in (7.19) follows from the triangle inequality, once we have in mind that
B 4w = (@, o+ ah)

To prove the right-hand inequality in (7.19), note that the sum of positive coordinates of y and the sum of
negative coordinates of y both equal |ly||1/2. Let £ be the number of positive coordinates of y. If k < ¢, then

Yoo +s
y1+ +yk/£ 9

>
/2ny17

while if £ > ¢, then

. L Lokl n—k
Vit Y= =W T ) 2 2 5yl

And the proof of Lemma 7.5.6 is thus complete. O

7.6 Applications to quantum data hiding

7.6.1 Bipartite data hiding

As already mentioned, what Theorem 7.2.2 establishes is that generic bipartite states are data hiding for
separable measurements but not for PPT measurements. This fact somehow counterbalances the usually cited
constructions of data hiding schemes using Werner states (see e.g. [63, 64, 69] and [137, 130]). Werner states
are indeed data hiding in the exact same way for both separable and PPT measurements.

Besides, results in the same vein as those from Theorem 7.2.2 but more specifically orientated towards
applications to quantum data hiding may be quite directly written down. In fact, one often thinks of data
hiding states as being orthogonal states, hence perfectly distinguishable by the suitable global measurement,
that are nevertheless barely distinguishable by any local measurement. The following theorem provides a
statement in that direction.

Theorem 7.6.1. There are universal constants C,c > 0 such that the following holds. Given a dimension d,
let E be a d?/2-dimensional subspace of C? ® C? (we assume without loss of generality that d is even). Let
also p = UPgU"/(d?/2) and 0 = UPp. U' /(d?/2), where U is a Haar-distributed random unitary on C% @ CA.
Then,

llp—ollaLL = 2,

whereas with high probability,

o

c
c<|lp—olppr <C andﬁ <lp—olsep <

Here, “with high probability” means that the probability that one of the conclusions fails is less than exp(—cod?)
for some constant co > 0.
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Proof. The first part of Theorem 7.6.1 is clear: the random states p and o are orthogonal by construction, so
that [|p — oflaLL = [lp — ofl1 = 2.

To prove the second part of Theorem 7.6.1, the only thing we have to show is that Proposition 7.5.3 also
holds for the random states p and o considered here.

Now, for any family M of POVMs on C?®@C*, the function f : U € U(C?'@C?) — ||U(Pg — Ppo)UT/(d?/2)||
is 8/d-Lipschitz. Indeed, by the same arguments as in the proof of (7.16),

2
F(U1) = £(U2) < = (U PeUY = UsP5U | + U P U = Uz P Uf )
2
<= (1 PpUf = UsPoUS |12 + U1 Prs Uf = Ua Py Uf )
4
<5 (IULP = U Ppll2 + |UrPps — UzPp-|2)
8
<= ||Uy - )
7101 = Uall2

And any L-Lipschitz function g : U(C™) — R satisfies the concentration estimate (see the Appendix in [138])
Vt>0, P(lg—Eg| >1t) <2exp(—cnt?/L?), c being a universal constant.

The function f thus satisfies P(|f — Ef| > t) < 2exp(—cd?t?). So the concentration estimate (7.16) in
Proposition 7.5.3 is in fact still true for the random states under consideration.
What is more, the results from Lemma 7.5.5 remain valid too because we here even have the equalities

So since the random Hermitians U(Pg — Pg.)UT and V diag (spec (U(Pg — Pg+)UT)) VT have the same dis-
tribution, for U,V € U(C? ® C?) independent and Haar-distributed, one may apply Lemma 7.5.6 to conclude
that the expectation estimate (7.15) in Proposition 7.5.3 is in fact still true too for the random states under

2

oo

2
—U(Pg — Pg)UT

2
y =U(Pe - Pp)UT

2
=U(Pe — PEL)UTH

:27 ’

2
:8 and ‘

1 2

consideration. O]

In words, Theorem 7.6.1 stipulates the following. Picking a subspace FE uniformly at random from the set, of
d? /2-dimensional subspaces of C? @ C?, and then considering the states p = Pg/(d?/2) and o = Pg. /(d?/2),
one gets examples of states which are perfectly distinguishable by some global measurement and which are with
high probability data-hiding for separable measurements but not data-hiding for PPT measurements.

Remark 7.6.2. Let us come back on the example of the symmetric state w5 and the antisymmetric state 7, on
C?® C?. They satisfy (see e.g. [64])

4 2

_— s — . .2
P d+1”ﬁ‘ TallALL (7.20)

|7s — mollsEP = ||7s — Ta|lpPT =

They are consequently “exceptional” data hiding states for two reasons. First, as mentioned before, because they
are equally PPT and SEP data hiding. And second because they are “more” data hiding than generic states:
their SEP norm is of order 1/d < 1/v/d, hence almost reaching the known lower-bound valid for any states p, o
on C?® C? (see e.g. [137]) namely ||p — o|sep = 2||p — ol aLL/d-

7.6.2 Multipartite vs bipartite data hiding

In Theorem 7.5.1, we focussed on the bipartite case H = (C%)®2 for the sake of clarity. However, generalizations
to the general k-partite case H = (Cd)@’c are quite straightforward, at least in the situation where the high-
dimensional composite system of interest is made of a “small” number of “large” subsystems (i.e. k is fixed and
d tends to infinity).

Let us denote by PPT,; and SEP, . the sets of respectively k-PPT and k-separable POVMs on (C%)®k.
On the one hand, an iteration of the Milman—Pajor inequality (Corollary 4.1.7 in Chapter 4, Section 4.1) leads
to the estimate

Cdek/g S Vrad(KppTdyk) < w(KPPTd,k) < dekm7

for some constants ¢, C' > 0 depending neither on k nor on d.
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On the other hand, the generalization of Theorem 7.8.4 in Appendix 7.8 to the set Sg; of k-separable states
on (C%)®* is known, namely (see [16], Theorem 1)

c* Vklogk

W < Vfad(Sng) g U)(S(Lk) < Cw,
and implies that
Fd'/? < vrad(Ksgp, ) < w(Ksgep,,) < Cv/klogkd'/?,

for some constants ¢, C' > 0 depending neither on k nor on d.
A multipartite analogue of Theorem 7.2.2 can then be derived, following the exact same lines of proof.

Theorem 7.6.3. There exist constants c,Cy > 0, depending only on k, such that the following holds. Given
a dimension d, let p and o be random states, independent and uniformly distributed on the set of states on
(CH®% . Then, with high probability,

e <|lp —olepr,, < llp—ollaLL < Cy,

Ck Ck
< — <
=t X Hp U||SEPd,k = dk_l'

This means that, forgetting about the dependence on %k and only focussing on the one on d, for “typical”
states p,o on (C*)®* ||p — ollppT,, is of order 1, like ||p — o||aLL, while |[p — o|/sEp,, is of order 1/vd+~1.,

In this multipartite setting, another quite natural question is the one of finding states that local observers can
poorly distinguish if they remain alone but that they can distinguish substantially better though by gathering
into any possible two groups. This type of problem was especially studied in [69]. Here is another result in that
direction.

Define bi—SEP . as the set of POVMs on (C?)®* which are biseparable across any bipartition of (C%)®*.
It may then be shown that for random states p, o, independent and uniformly distributed on the set of states
on (C%)®* with high probability, |p — ollbi-sep, , =~ d~*/* (whereas ||p — o||sgp, , ~ d~*~1/? by Theorem
7.6.3). This means that on (Cd)®’“, with k& > 2 fixed, restricting to POVMs which are biseparable across every
bipartition is roughly the same as restricting to POVMs which are biseparable across one bipartition, whereas
imposing k-separability is a much tougher constraint that implies a dimensional loss in the distinguishing ability.
The reader is referred to Chapter 8, Section 8.5, for related analyses.

Remark 7.6.4. This result might not be as strong as one could hope for. It only shows that || - [|bi—sEP,
typically vanishes slower than || - |sgp, , when the local dimension d grows, but it does not provide examples of
states p,o on (CH®F for which ||p — o|lvi-sep,, would be of order 1 while ||p — o||sgp,, would tend to zero.

7.7 Miscellaneous remarks and questions

7.7.1 On the complexity of the classes of separable and PPT POV Ms

Having at hand the estimates on the mean width of Ksgp (or Krocc) and Kppt provided by Theorem 7.5.1,
one may follow the exact same lines as in the proof of Theorem 7.2.1 to show that on C? ® C%, exp(©(d*))
different POVMs are necessary and sufficient to approximate the class PPT. For the class SEP (or LOCC),
we lack a complete answer since the same arguments show that the minimal number of POVMs is between
exp(Q2(d?)) and exp(O(d?)).

7.7.2 What is the typical performance of the class LO?

While Theorem 7.2.4 shows that the gap between the classes LO and LOCC may be unbounded, we do not
know if this situation is typical or not. Note that asking whether the norms |- ||Lo and ||:||Locc are comparable
in a typical direction is more or less equivalent to asking whether the ratio vrad(Krocc)/ vrad(K1o) is bounded
as the dimension increases. It is thus a pure convex geometry question, which now only requires to understand
how the convex body Kt,0 looks like.
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7.7.3 Can the gap LOCC/SEP be unbounded?

Or conversely, does there exist an absolute constant ¢ such that the inequality || - |lLocc = ¢| - ||lsgp holds
for any dimension? Also, we showed the existence of unbounded gaps in the two steps of the hierarchy
LOCC®© /LOCC® /LOCC®). More generally, is it possible to find, for any ~ € N, states which can be
distinguished very poorly by r rounds of local measurements and classical communication but very well if
one extra round is allowed? The main difficulty in generalizing Theorems 7.4.4 and 7.4.5 to the case r > 2
lies in understanding the disturbance induced on the states to be distinguished by all successive rounds of
measurements.

7.7.4 Typical value of other locally restricted distance measures

We solved the issue of determining, for several classes of measurements M, what is the typical value of the
measured trace distance ||p — o||m between two states p,o. Several other “filtered through measurements”
distances between p and o can be defined in a completely analogous way, such as e.g. the measured fidelity
distance Fy(p, o) or the measured relative entropy distance Dy(pllo) (see e.g. [147]). These quantities are
all closely related to one another by well-known inequalities. Our statements can thus be straightforwardly
translated into statements on the typical value of Fani(p, o) or Dm(pllo). Besides, such restricted distance
measures have already found a tremendous amount of applications in quantum information theory (see e.g. [24]
or [136] for two very recent ones, in two quite different topics, and also Chapter 10 of the present manuscript).
Understanding better what is their generic scaling (and ultimately the one of their regularised versions) is
therefore of prime interest, amongst other, to assess how optimal are the bounds where they appear, what is
the efficiency of the quantum information processing protocols where they are involved etc.

7.7.5 Locally restricted measurements on a multipartite quantum system

There are at least two ways for a multipartite system such as (C%)®* to be high-dimensional: either with k
fixed and d large (few large subsystems) or k large and d fixed (many small subsystems). Theorem 7.6.3 tells us
what is the typical discriminating power of k-PPT and k-separable POVMs, but in the first setting only. The
extension to the case of many small subsystems seems a challenging problem.

7.8 Appendix: Volume estimates for some Schatten norm unit balls
and related convex bodies

In this appendix we gather estimates on the mean width and the volume radius of “standard” sets, which are
used in our proofs. These concepts from classical convex geometry (and several others which we alude to here)
were introduced in Chapter 4, Section 4.1, to which the reader is referred for further details. We also recall the
two following notation specified in Chapter 1, Section 1.3, for the unit balls associated to Schatten norms in
the space of self-adjoint operators on C:

Bi(C) ={Ae%(C’) : AL <1},

Boo(CH ={Ac%#(C%) : ||Al|l <1} = [-1d,Id].

Moreover, given symmetric convex bodies K € R™ and K’ C R"/, their projective tensor product is the
convex body in R™ ® R™ defined as

K&K =conv{z @z : ze€K,2' € K'} CR"®R"
Theorem 7.8.1. We have
vrad(Boo (C?)) ~ w(Bu (C?)) ~ Vd.

1

vrad(B;(C%)) ~ w(B;(C?)) ~ T
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Proof. The estimates on the mean width follow from the semicircle law. Indeed, the standard Gaussian vector
in the space of self-adjoint operators on C¢ is exactly a d x d GUE matrix G, and therefore (see [4], Chapter 2,
for a proof of these asymptotic estimates)

we(Boo(CY) = B |G|y = d ( /. e e o<1>> = 2 (;; n o<1>) 7

we(B1(CY)) = B[|Glee = d/*(2+ o1)).

Hence, setting v(d) = E||G||2, which is known to satisfy «(d) ~ d (see again |4], Chapter 2, for a proof of this
asymptotic estimate), we get

8Vd
3r’
1 ., 2
——wg(B1(CY)) ~ —.
Since B;(C?) and By, (C?) are polar to each other and symmetric, the Santalé and reverse Santal6 inequalities
(see [160] and [33]) yield

w(Boo(C)) = %wcwm(cd» ~

w(B1(CY)) =

vrad(Ba (C?)) vrad(B;(C?)) ~ 1.

If we then use the Urysohn inequality (see Theorem 4.1.3 in Chapter 4, Section 4.1), we obtain

~ yra dvra 1d w dwldN LN
1 = vrad(Boo (C?)) vrad(B1(C?)) < w(Bowo(C?))w (B (C ))_ﬁﬂ_l,

and therefore all these inequalities are sharp up to a multiplicative constant. ]
We also need volume estimates on projective tensor products of Schatten norm unit balls.

Theorem 7.8.2. We have the following estimates

1
Vid
A very similar proof shows that the estimates of Theorem 7.8.2 are also valid when we consider the full
complex Schatten classes, without the self-adjoint constraint. The question of estimating the volume radius of

projective tensor product of Schatten classes has been considered in [59], where the question is answered (in a
general setting) only up to a factor logd.

vrad (B (C")®Bw(C)) ~ w(B1(C") @B (C)) ~

Proof. An upper bound on the mean width can be obtained by a discretization argument, which we just
sketch since only the lower bound will we used. There is a polytope P with exp(Cd) vertices such that
B1(C%) C P C 2B;(C?%), and a polytope @ with exp(Cd?) vertices such that B..(C?) C @ C 2B (CY).
The polytope PRQ satisfies

B1(C"&B(C?) C P&Q C 4B1(C*)&Boo(C?).

The polytope P&Q is the convex hull of exp(C’d?) points with Hilbert Schmidt norm at most 4v/d. Using
standard bounds for the mean width of polytopes (see Lemma 4.1.4 in Chapter 4, Section 4.1) gives the desired
estimate w (B (C%)&B.(C?)) < 1/Vd.

We now give a lower bound on the volume radius. We denote by B C R" the unit ball for || - ||; in R"™. We
have the following formula.

Lemma 7.8.3. Let m,n be integers and K C R™ be a symmetric convex body. Then

vol(BI&K) = EZB)H' vol(K)™,

Consequently,

. 1
vrad(BT ®K) ~ — vrad(K).
Vn
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Proof. If {ey,...,e,} denotes the canonical basis of R", we have, for any z1,...,z, € R™,
n n
1=1 Bit@[( =1

So Lemma 7.8.3 follows easily from the formula below, valid for any integer p and any symmetric convex body
L C R?,

vol(L) = %/RP exp(—||z|| ) dz. (7.21)

Equation (7.21) itself may be obtained by the following chain of equalities

+o0 +oo +o0
/ e~ lzlle qg = / / e tdtdr = / / e tdardt = / e vol(tL) dt = vol(L)p!,
RP Rr J||z| L 0 {llzllo <t} 0

the last equality being because f0+°° tPe~tdt = pl. O
Denote by {|j) : 1< j < d} an orthonormal basis of C?. The family

V2

is an orthonormal basis of % (C?) whose elements live in v/2B;(C?). It follows that

Wl 15 <o { S+ D = 1< <k < o UKk -G 1< <k <a)

vrad (B (C")& By (C?)) > 2 rad (Bf B, (CY) = évrad(Boo(Cd)),

V2

the last estimate being a consequence of Lemma 7.8.3.
Using Theorem 7.8.1 one may thus conclude that vrad (B;(C%)®Bu(C?)) 2 1/V/4d. O

We also need a result on the volume radius and the mean width of the set of separable states, which is taken
from [16], Theorem 1.

Theorem 7.8.4. On C?® C?, denoting by S the set of separable states, we have

d=3/% ~ vrad(S) < w(8) ~ d~3/2.



Chapter 8

Relaxations of separability in multipartite
quantum systems

Based on “Relaxations of separability in multipartite systems: semidefinite programs, witnesses and volumes”, in
collaboration with O. Giihne, M. Huber and R. Sengupta [87].

While entanglement is believed to be an important ingredient in understanding quantum many-body physics,
the complexity of its characterization scales very unfavorably with the size of the system. Finding super-sets of
the set of separable states that admit a simpler description has proven to be a fruitful approach in the bipartite
setting. In this chapter we discuss a systematic way of characterizing multiparticle entanglement via various
relaxations. We furthermore describe an operational witness construction arising from such relaxations that is
capable of detecting every entangled state. Finally, we also derive an analytic upper bound on the volume of
biseparable states and show that the volume of the states with a positive partial transpose for any split rapidly
outgrows this volume. This proves that simple semidefinite relaxations in the multiparticle case cannot be an
equally good approximation for any scenario.

8.1 Introduction

Without a doubt entanglement can be considered one of the most important concepts in quantum physics, clearly
distinguishing quantum systems from classical ones. It can be harnessed to enable novel ways of processing
quantum information in numerous ways, from communication to computation. Many of these operational tasks
require an operational detection or even quantification of this indispensable resource. While in bipartite systems
of low dimensions this can be achieved in an efficient way, the complexity of the characterization of entangled
states makes a complete and computable framework of entanglement detection impossible in high dimensions
and thus also for multipartite systems [106, 89].

A possible way for deriving statements on the presence of entanglement is to discard the actual complex
structure of the border between separable and entangled states and try to find good approximations that admit
a more amenable description. In the bipartite case positive maps play a central role in such approximations:
all separable states remain positive semidefinite under application of a positive, yet not completely positive
map to one of its subsystems. The most well-known example of such a map is the partial transposition: this
map generally changes the eigenvalues of a matrix, but separable states have a positive partial transpose.
The approach of positive maps allows for a characterization of super-sets of the set of separable states using
techniques from semidefinite programming, and it nevertheless captures the whole structure: a state remains
positive under all positive maps if and only if the state is indeed separable [106, 89]. The reader is referred to
Chapter 2, Section 2.4, for extra information.

In order to gauge the efficiency of certain maps for characterizing entanglement, one of the most relevant
issues is how the volume of states that remain positive under the map in question compares to the volume
of separable states [110]. The sobering and non-surprising answer from bipartite systems can be gained from
convex geometry considerations and shows that for all known maps the states that remain positive are most
likely entangled in high dimensions [25]. For small dimensions, however, a given positive map can detect a large
fraction of entangled states. This is, for instance, true for the partial transposition, which delivers a necessary
and sufficient criterion for 2 x 2 and 2 x 3 systems.

103
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In multipartite systems the characterization of entanglement constitutes an even greater challenge. Since
partial separability of multipartite states can no longer be defined as a purely bipartite concept, the application
of positive maps to subsystems alone can reveal little more than entanglement across a fixed partition of the
multipartite state. Nevertheless, recently several works succeeded in defining suitable mixtures of positive maps,
which can be used to develop strong criteria for genuine multiparticle entanglement [88, 112].

In this chapter we first develop a framework that allows for the semidefinite relaxation of partially separable
states, opening the possibility for harnessing well developed techniques based on positive maps to detect genuine
multipartite entanglement (an approach which has already been shown to yield useful results with different
relaxations in [57, 37, 38]). We achieve this goal by first formally defining semidefinite relaxations of partially
separable states using positive maps.

Due to the formulation as semidefinite programs these constructions yield versatile criteria for detecting
multipartite entanglement in low dimensional systems. To unlock these powerful techniques for more complex
quantum states we proceed to discuss a recently introduced program of lifting bipartite witnesses [112]. We
prove that it is always possible to exploit witnesses that only reveal bipartite entanglement in order to construct
witnesses for genuine multipartite entanglement. This facilitates this notoriously hard problem, and we showcase
this technique with some exemplary multipartite entangled states.

In a second step, we ask which fraction of genuinely multipartite entangled states can be detected with such
relaxation methods. We prove an upper bound on the volume of the set of biseparable states, and a lower
bound on the volume of a set of states that can never be detected with relaxation methods based on the partial
transposition. For large dimensions, both values deviate significantly. This shows that while the relaxation
approaches are strong for small systems, they fail to deliver a good approximation in the general case.

8.2 Characterizing relaxations of separability with semidefinite pro-
grams

The most straightforward relaxation of separability in multipartite systems is again given by positive maps.
Trying to justify this assertion is the object of the current section.

Let us start with some basic definitions and notation (see e.g. [89, 70] for a general review on these notions,
and Chapter 2, Section 2.4, of this manuscript for a brief recap). On a multipartite system, given a bipartition
{I]I¢} of the subsystems, we denote by Sy the set of states which are biseparable across this cut, i.e.

pesrifp=> qlof Nl | @ el Noi? ],

where {q,}. is a convex combination, and for each x, |¢5~x)>, \d)g‘f)) are pure states on the subsystems in I, I°¢
respectively. We then define the set Sy of biseparable states as being the convex hull of {S;};, i.e.

pESyif p= meu
i

where {ps} is a convex combination, and for each I, o; € 8;. If a state is not biseparable it is called genuinely
multipartite entangled (GME).

This definition admits a simple relaxation with a positive semidefinite characterization. Given, for each
bipartition {I[I°}, a positive map A7, acting on the substystems in I, we define the set Ry, of {Nr}/-
relaxation of Sy by

pE Ry, ifp="_ proy, (8.1)
I

where {p;} is a convex combination and for each I, N; @ Fd e (oy,) = 0.

Such a relaxation carries the operational advantage that it can be approached via semidefinite programming
(SDP). Besides, this definition can easily be extended to ¢-separable states by applying different maps to the
induced partitions. As we are however mainly interested in characterizing the strongest form of multipartite
entanglement we focus here on the distinction between biseparable states and genuinely multipartite entangled
ones.

For instance, these relaxations can be particularly useful when optimizing convex functions over the set of
biseparable states. Indeed, for any function f, we trivially have that, for any set of positive maps {N7}7,

min f(o) > min f(o0). (8.2)
UES(Q) UEQ{{NI}I
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In particular, for any convex function f, equation (8.2) provides a relaxation of the optimization of f over §(y)
which can be cast as an SDP. One of the most straightforward applications of such a strategy is to testing
whether a given density matrix p is indeed biseparable, i.e. applying it e.g. to f : o — (Tr [(p — 0)2])1/2. It
yields in that case the equivalence
V{N}, min Trlo(oc—2p)] <Tr[p?] & p € Sq).
TER Ly

While this defines, in theory, a necessary and sufficient program for deciding whether a given state is
biseparable, checking all possible sets of positive maps is of course not feasible. However even making one
particular choice, such as the transposition map for instance, has already proven to yield very strong witnesses,
and through the dual of the program one can additionally often extract analytical constructions for important
classes of states [88].

Let us specify a bit what we mean in the simplest tripartite case. Given a tripartite state p and a positive
map N acting on one subsystem, the condition p € Ryy, v, i equivalent to the following SDP yielding a
non-negative value:

max s s.t. 01,09,03 = sld, p =01 4+ 09+ 03, M ®jd;23(0’1),./\f2 ®jd13(0’2),./\f3 ®jd12(0’3) > sld.

While not being quantitative as the above program it can be easily implemented in MATLAB, using the packages
YALMIP [135] and the SEDUMI solver [169]. What is more, if an s > 0 is found, the program also returns a
feasible o1, 09, 03 achieving the maximum, and can thus be used to find actual N-positive decompositions of p.

To test the further prospects of such SDP approach, we have first programmed it choosing either the
transposition map I (initially introduced in [146] and [108]) or the Choi map 6 (initially introduced in [47]) as
positive map (see Chapter 2, Section 2.4, for precise definitions). We have applied them to the family of states
p({A1, A2, As}) introduced in [112], Example 2. It was shown there that the state p(X\) := p({\, A\, A}) is GME
for 0 < A < 1/3. Testing the two programs on this family of states returns a positive under partial transposition
map (PPT) or positive under partial Choi map (PPC) decomposition for 1/3 < A < 1, thus showing that on
the set of PPT or PPC mixtures the witness presented in [112] is weakly optimal. It furthermore proves that
for 1/3 < A < 1 the state can be decomposed into states which are either PPT or PPC.

We have then extended the program to demand simultaneous positivity under the transposition and the
Choi maps. That is formally, we looked for

B1 @ Fdas(01), B2 @ Fdi3(02), B3 @ Fd12(03) > sId

max s s.t. 01,09,03 = sld, p =01 + 02 + 03,
5’71 ®jd23(0’1),872 ®jd13(0’2),3~3 ®jdlg(0'3) Z sld

With this program, one can check that, in fact, for every 0 < A < 1, p(\) is GME. This is because the program
shows that, even in the range 1/3 < A < 1, p(X\) cannot be decomposed into a mixture of states which are both
PPT and PPC.

This example showcases the versatility of this approach in small dimensions. Indeed, relaxing being bisepa-
rable to just being a mixture of states which are positive under partial application of two positive maps already
proves quite fruitful. Let us mention though that, in high dimensions, making the SDP so slightly more con-
straining, by imposing positivity under two maps instead of one, is not expected to drastically improve its
efficiency as in this particular case (see [15] for a mathematically precise formulation of this assertion).

8.3 Constructing multiparticle witnesses from bipartite witnesses

While the semidefinite program presented before technically gives sufficient criteria for deciding biseparability,
it becomes quickly intractable beyond a few qubits. There are, however, frequent situations in which one can
use some additional knowledge to facilitate witness constructions. Genuinely multipartite entangled states of
course also have to be entangled across every bipartition of the system. And since the construction of bipartite
entanglement witnesses can be a rather straightforward affair (e.g. through positive maps) one can ask whether
there is a possibility to construct multipartite entanglement witnesses from a collection of bipartite operators.

8.3.1 A systematic construction for lifting bipartite witnesses

In [112] a general witness construction method was introduced, which enables the construction of multipartite
entanglement witnesses from a set of bipartite witnesses across every possible bipartition. Such a problem can
be formalized as follows.
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Given, for each bipartition {I|I°}, a witness W7, i.e. a self-adjoint operator such that Tr(W;o) > 0 for all
o1 € 8y, we are looking for a self-adjoint operator Wg g with the following property

VI, Wague = Wi (8.3)

The construction of [112] is one particular instance of the following general method. Let @ be some operator,
and set, for each I,

Tr=Q — Wry. (8.4)
Define next Wa g as

Wenme =Q + Z [T1] ., (8.5)
T

where, for any self-adjoint operator A, we denote by [A]; the projection of A onto the positive semidefinite
cone. It is then easy to see that condition (8.3) holds for every I. So of course, the crucial issue here is first
of all the one of the generality of such a construction: given a set of bipartite entanglement witnesses {W;};
for some genuinely multipartite entangles state pgasg, does there always exist a @ such that We g as defined
by equation (8.5) is a genuinely multipartite entanglement witness for pgar? Second, one can also ask the
question of the optimal choice of @ (in a sense to be defined).

Using a special choice for @, it was shown in [112] that there exist genuinely multipartite entangled states and
a set of bipartite witnesses for which the expectation value of W, is negative, proving that this construction
can indeed succeed in generating witnesses for multipartite entanglement. Here we begin with proving the
following generality result.

Theorem 8.3.1. For every genuinely multipartite entangled state pgnrrg, there ezists a set of weakly optimal
bipartite entanglement witnesses {Wr}y such that

Tr (PGME (Q + ; [TI]+>> <0,

where the operators Q and {Tr}; are defined by equation (8.4).

Proof. Let @ be a genuine multipartite entanglement witness for pgarg, meaning that Tr(Qo) > 0 for any
o € S(), while Tr(Qpgre) < 0. From the former assumption it follows that, for each bipartition {I[I°},
Qg = ming,ecs; Tr(Qor) > 0. As this minimization is convex in the space of states it is clear that the minimal
overlap with @ can also be reached by an optimal pure state |¢or)¢r| € S;. Now we can choose the following
bipartite witness: Wi = Q — ay|or)pr|. We can then verify that, for each bipartition {I|7°}, on the one hand

Vored8, Tr(Wror) = Tr(Qor) — ar > 0, and Tr(WrlerXer]) =0,
while on the other hand

Tr (Wipeme) < Tr (Qpeme) < 0.

So indeed, for each bipartition {I|I¢}, W7 is a weakly optimal witness detecting that poy e ¢ Sr.

Inserting this set of optimal bipartite witnesses into the construction from above using [—ay|or)er|]l+ =0
yields Wen e = @, proving that each genuine multipartite entanglement witness can be gained from the
construction using weakly optimal bipartite entanglement witnesses. O]

As a direct consequence of Theorem 8.3.1 we have, as wanted, that for any set of bipartite entanglement
witnesses {Wr}; for paup, there exists a @ such that Wepyp as defined by equation (8.5) is a genuinely
multipartite entanglement witness for pgag-

Corollary 8.3.2. Every multipartite entanglement witness Waarg can be constructed using the framework
summarized by equations (8.4) and (8.5). Furthermore, it is possible to impose that, for every bipartition
{111}, Wi = N @ Fd 1e (|t1)21|) for some choice of positive map N, acting on the subsystems in I, and some
choice of pure state |1{r).
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Proof. First it is important to notice that, for every state p which is entangled across a specific bipartition
{I|I¢}, there exists a positive map N7, acting on the subsystems in I, such that N; ® Fd<(p) is not positive
semidefinite, i.e. it is detected to be entangled by this positive map (see [106, 58, 117]). This implies in turn that
there exists a unit vector [¢7) such that (¢ |N;@Fd 1 (p)|tr) < 0,1e. Tr (pN; @ Fdre (|¢0r)er])) < 0. Through
continuity this implies that, for every extremal biseparable state |p)(¢|, there exists a weakly optimal witness
of the form W; = N @ Fd e (|¢r)vr|) such that Tr(WI\d))(qu = 0. Now, invoking the Choi-Jamiolkowski
isomorphism, we can conclude that every possible hyperplane intersecting the biseparable set corresponds to a

witness derived from a positive map. This implies that amongst all the {WI}[ there is at least one of them
WIO which satisfies the following: for each bipartition {I|I°}, W = WIO Br1d, for some (7, is an optimal
bipartite witness for p (and Sy, = 0). This concludes the proof: the {Wr}; are all obtained from shifting the
same W]U :‘NIT) ®jd]5(l/)[0><1/)[0|). L]

8.3.2 Illustration on one example

To showcase the strength of the above constructions let us illustrate it with a peculiar example. First of all let
us make a specific choice for @ that has already proven to work well in [112]. Given a set of witnesses for every
bipartition {W;};, we will construct @ by finding element wise the matrix of largest common negative matrix
entries

d
N = 7 1K min [0, max [Re(jIWi17)] |

Jy'=1
and the matrix of smallest common positive matrix entries

d

P= 3" |}y max [0, min [Re(j|Wi]7)] |

J,3'=1

where d denotes the global dimension. With these two matrices we can then define
Q:=N+P.

Now for the purpose of elucidating how this construction works in practice let us follow it through step by
step in an exemplary three-qutrit case. In order to write down our target state, we first define the vector
[tho) = |111) + |222) + |333). We next fix a1, as,a3 > 0 and define the following vectors

oy = vaniuiz) + [ Lo, o) = vahon) +\[ L), o) = varion + /o,
) = v/az[223) + \/Z|332>, hs) = v/azl282) + ﬁmw o) = v/aal322) + \F 233).
jor) = vasissn) + [ 1013), poa) = vaslas) +\[ Lisy, ) = vasins) + /s,

We can then construct a three-qutrit mixed state p as follows

~ 9

p::ﬁiﬁ, where ; Pi)abs| + p(|112)(112] + Id).

By construction this state is PPT across all three cuts. If we choose a; = 107%, ay = 300 and a3 = 12 x 1073,
then for p > 0.0003 it is also PPC across all three cuts. As it is both fully PPT and PPC it is fair to say that
if it is entangled it is only very weakly so (from a standard detection tool point of view). The system’s size is
still small enough to apply the positive map mixer introduced in the previous section, and to reveal that it is
nonetheless indeed genuinely multipartite entangled for various values of p > 0.0003.

Hence, this is a good opportunity to demonstrate the power of witness liftings. We can use the indecompos-
able map introduced in [145], choosing ¢; = 1, ¢ = 1073 and c3 = 103, revealing entanglement across all three
cuts. In fact, even without ever calculating any eigenvalues, we can just apply the map on the three subsystems
of [¢g) only. This means taking

Wi = N2 @ Fdas (Jtho)tbo]) , Wa = Ny @ Fdz ([vo)vol) » = N3 @ Fd 1 (Jvo)thol) -
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Plugging the three resulting witnesses in our construction for @ we get a GME-witness that is able to reveal
genuine multipartite entanglement in the state for a range of 0 < p < 0.00069. This example illustrates that
even bound entangled states which are positive with respect to paradigmatic maps can exhibit multipartite
entanglement. As the state itself is full rank and not symmetric, there is no other known method that could
have revealed it to be GME, clearly demonstrating the power of positive map mixers and witness liftings.

One question at this point is that of how exceptional the fact of being fully PPT and PPC, but nevertheless
GME, is. Finding explicit examples of such states is not so easy. Indeed, in small dimensions things are quite
contrived and there is not much room to move (as just exemplified), while as the dimensions grow computations
quickly become untractable. However, as we shall see in Section 8.5, this feature is actually generic in large
dimensions.

8.3.3 Finding a multiparticle witness with semidefinite programming

In [112] and in the previous example, the multipartite witness Wga g was constructed by starting with bipar-
tite witnesses W for each bipartition {I]|/¢}, and then one possible choice for the operator ) was explicitly
constructed. While the presented choice works well for many examples, as just illustrated, it is not clear why
it would be the best one. We leave open this optimality question at this level of generality. Let us make two
easy observations though. On the one hand, note that the choice @ = 0 yields Wy = ) [Wrl+ = 0, which
detects absolutely no GME state. On the other hand, in the case where there exists an Iy such that, for each
I, Wiy = Wi, — ajld with a; > 0, then the choice Q = Wy, yields Won g = Wi, which detects all the GME
states whose bipartite entanglement is detected by the {W7};.

Let us also mention that, for a given state p, the optimal multipartite witness Wga g can directly be
computed as a semidefinite program that is easier to run than the map-mixers.

For that, consider the following constrained optimization problem

minimize: Tr(pWGME) subject to: VI, Wonme = Wi

This is a semidefinite program, which can be easily and efficiently solved using standard numerical techniques.

There is, in addition, a variation of the presented method for obtaining a multiparticle witness from a set
of bipartite witnesses. The condition imposed by equation (8.3) guarantees that, for each I, Tr(cWeanE) =
Tr(cWr) for any state o, so that We g is indeed an entanglement witness. However, for being an entanglement
witness it suffices that, for each I, Tr(oc;Wame) = Tr(o;Wp) for any state o; which is separable for the
bipartition {I|I¢}. And this is already guaranteed if, for all I, there exists a positive map N, acting on
subsystems in I, such that

Nr @ Fdie (Womg) = N @ Fdie (Wr).
So, for computing a multipartite witness for a given state one can also consider the semidefinite program
minimize: Tr(pWGME) subject to: VI, N @ Fdie Womg) = N @ Fdi (Wr).

These two semidefinite programs can be used to construct the best witness for a given state systematically.
They might be useful, if the analytical method from [112] does not work.

It should be noted, however, that the presented formulations are not necessarily the best way to construct
a multiparticle witness from bipartite witnesses, if one wishes to use semidefinite programming. The reason is
the following: For each bipartite witness one can construct via the Choi-Jamiolkowski isomorphism a positive,
but not completely positive map. This map detects more states than the original witness. Given these maps
one can then evaluate the corresponding map relaxations, as described in Section 8.2. This criterion will be
stronger than the semidefinite programs presented above. For that reason, we do not discuss detailed examples
here.

8.4 Relaxations of separability beyond positive maps

So far, we considered only the approximation of the biseparable set by super-sets which are associated to
positive maps. One can, however, also use other bipartite separability criteria, such as the computable cross
norm (CCNR), aka realignment, criterion [159, 44] or the symmetric extension, aka k-extendibility, criterion
[66] (for the latter, see also Chapter 9 of this manuscript). In the following we explain how the CCNR criterion
can be used in the multipartite setting.
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8.4.1 Description of the method

Let us start by explaining the CCNR criterion. Any quantum state p on the bipartite Hilbert space H; ® Ha
can be expressed (via the Schmidt decomposition in the space of linear operators) as

p=> NGV @G,

where the \; are positive coefficients and the Ggi), G;i) are orthogonal observables on Hy, Ho, i.e. they fulfill
Tr(Ggl)ng)) =Tr (GS)GéJ)) = 6;j. With this representation one can easily prove that the following holds:

p € S(H;:Hy) Z)\

And this necessary condition for separability is known as the CCNR criterion. The criterion has the advantage
that it detects entanglement in many states where the PPT criterion fails. On the other hand, not all two-qubit
entangled states can be detected by this test.

From this structure, one can easily write down entanglement witnesses. Namely, any operator of the form

w=1d-> ¢ ecy

is an entanglement witness, as it is positive on all states with >, A\; <1

This structure can be used for constructing witnesses for genuine multipartite entanglement as follows.
Consider an operator Wg g on the k-partite Hilbert space Hy ® - - - ® Hy, which is such that, for any bipartition
{I|I¢} of the k subsystems,

Wene =P +1d-Y G @ GY, (8.6)

i

where the Gy), G?L) are orthogonal observables on Hjy, Hye, and P; > 0 is positive semidefinite. Clearly, if a
state obeys the CCNR criterion for some bipartition, the mean value of the witness W g will be non-negative.
Consequently, the witness is also non-negative on all biseparable states.

8.4.2 Example: the three-qubit GHZ state

The witnesses from the CCNR, criterion are more difficult to handle than the witnesses from positive maps. The
reason is that no approach via semidefinite programming is possible. Moreover, the condition from equation (8.6)
is more difficult to check than the condition in equation (8.3). Nevertheless, we will present an example where
known optimal entanglement witnesses have this structure.

Consider first the three-qubit Greenberger-Horne-Zeilinger (GHZ) state |GHZ) = (|111) + [222))/v/2. The
typical witness for this state is W = 1d/2 — |GHZ)YGHZ|. Now, the GHZ state can be expressed in terms of
its stabilizers as

1
GHZYGHZ| = (01 + ZZ1 + 712 + 122 + XXX — XYY —YXY - YYX),

where 1, XY, Z represent the Pauli matrices Id, 0, 0,,0., and tensor product signs have been omitted.
After a change of the normalization this can be used to write the witness as

221412 X XX-YY  VYX+XY 111477
2 s VR B V2 VB

From this representation, it is clear that W is a witness as in equation (8.6) for the bipartition {{1}/{2,3}},
with P, = 0. Due to the symmetry, this works for all bipartitions.

W =1d - 2|GHZYGHZ| =1d —

8.5 Estimating the performance of PPT relaxations in high dimen-
sions

In this final section we want to discuss the overall performance of such relaxations in multipartite systems,
using the paradigmatic partial transpose map. In order to estimate the performance of using PPT relaxations
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to detect randomly chosen multipartite entangled states we derive lower bounds on the fraction of multipartite
entangled states, among states which are positive under partial transposition across every cut. The latter
condition is strictly stronger than the relaxation employed in equation (8.1), thus providing an upper bound on
the fraction of states in Rg,}, (where, as before, I7 stands for the transposition map on the subsystems in I)
that are also in S(y).

Our main result can be summarized as follows: for a fixed number of parties, the ratio between the size of
fully PPT states and the size of biseparable states (as measured by either the volume radius or the mean width)
scales at least as v/d, where d is the local dimension.

In order to precisely formulate this result, we need to introduce first some of the basic notions and definitions
that will be employed in the derivations.

8.5.1 Notation and preliminary technical remarks

All notation, concepts and results from classical convex geometry, which are required throughout our proofs,
are gathered in Chapter 4, Section 4.1 (see also Chapter 1, Section 1.3, for general notation that we use in the
remainder of this section).

It may, however, be worth mentioning that whenever we use tools from convex geometry in the space 7 (C"™)
of Hermitian operators on C™ (which has real dimension n?) it is tacitly understood that we use the Euclidean
structure induced by the Hilbert. Schmidt inner product (A, B) = Tr(AB). For instance, Definition 4.1.1 of the
volume radius of a convex body K C #(C"™) becomes, denoting by Bys(C™) the Hilbert—Schmidt unit ball of
%(Cn)’

vol K\
dK)= ———+—
vrad(K) (Vol BHS(C”)>
While Definition 4.1.2 of its mean width is, denoting by Sps(C™) the Hilbert—-Schmidt unit sphere of #(C™)
equipped with the uniform probability measure o,
w(K) = max Tr(X M) do(X).
SHS(CH) MeK
As also mentioned in Chapter 4, Section 4.1, the latter quantity can be re-expressed via Gaussian variables,
which yields here

w(K) = ﬁ E (ﬁgﬁg Tr(GM)) :

where G is a matrix from the Gaussian Unitary Ensemble (GUE) on C™ and v(n) = E||G|l2 ~n—+00 1 (se€
e.g. [4], Chapter 2, for a proof).

To be fully rigorous, let us make one last comment. All the convex bodies of #(C™) that we shall consider
will actually be included in the set &(C™) of density operators on C™ (i.e. the set of positive and trace 1
operators on C"). So we will in fact be working in an ambient space of real dimension n? — 1 (namely the
hyperplane of #(C™) composed of trace 1 elements). This subtlety will not be an issue though, since we will
be mostly interested in the asymptotic regime n — +oo. In this setting, the operator that will play for us the
role of the origin will naturally be the center of mass of @(C"), i.e. the maximally mixed state Id/n.

Theorem 8.5.1. On C", the volume radius and the mean width of the set D(C") of all quantum states satisfy
the asymptotic estimates,

e—1/4
vrad (2(C")) ~ (8.7)

n——+oo \/ﬁ ’

2
D (C" ~ .

w(C), N Tm (8.8)

Proof. Equation (8.7) was established in [167].
Equation (8.8) is a direct consequence of Wigner’s semicircle law (see e.g. [4], Chapter 2, for a proof). Indeed,
we have by definition
., 1 Id 1 1
w(P(C")) = ——E( max Tr|G(p—— = T)E max Tr[Gp] | = WE(/\WH(G)),

~v(n) pED(CN) n (n pED(Cn)

where G is a GUE matrix on C™ and we denoted by A, (G) its largest eigenvalue (the second equality being
because E G = 0). The claimed result then follows from y(n) ~p— 100 7 and E (M ez (G)) ~ns 100 29/ O
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8.5.2 Volume estimates

In the sequel, we shall consider the multipartite system (C?)®*, and slightly adapt and generalize the notation
introduced in Section 8.2. We shall denote by § and % the sets of states on (Cd)@)’C which are, respectively,
separable and PPT across any bi-partition, and by S and Py the sets of states on (Cd)‘g’k which are,
respectively, bi-separable and bi-PPT. These sets may be more precisely defined in the following way. There are
Ny, = 2F=1 —1 different bi-partitions of the k subsystems C?. Denoting by {8*,..., 8"} and by {&!,... PN+ }
the sets of states which are, respectively, bi-separable and bi-PPT across one of these, we have

Nk N
§=(18" and P =2,
1=1 =1
N N
S(2) = conv (U 8’) and Py = conv (U 97”) .
i=1 i=1

Theorem 8.5.2. There exist positive constants ¢cq —q— 100 1 such that, on (Cd)®k, the volume radius and the
mean width of the set of states which are PPT across any bi-partition satisfy

k
62

w(P) = vrad(P) = cq ek

(8.9)

where one may choose ¢ = e~ /4 /4.

Proof. The first inequality in equation (8.9) is just by the Urysohn inequality (see Theorem 4.1.3 in Chapter 4,
Section 4.1).

To show the second inequality in equation (8.9), we will use repeatedly the Milman Pajor inequality (see
Theorem 4.1.6) and more specifically its Corollary 4.1.7 (both of them in Chapter 4, Section 4.1). We will in
fact show more precisely that there exist ¢q —4— 100 1 such that

Nk g—1/4

vrad(P) > ¢q i

(8.10)

The first thing to note is that, denoting by I'y,...,I'y, the partial transpositions across the Ny different bi-
partitions of the k subsystems C¢, we have

P=2ND N ND N,
Now, by Corollary 4.1.7 applied to the convex body @ C #((C?)®*) (which indeed has the origin Id/d* as

center of mass) and to the isometry T'y, we get

1 vrad(2)? e 1/4
It > -~ 7 ~ -
vrad(@bﬂ@b )/2 w(@) +ooc>< R

the last equivalence being by Theorem 8.5.1. We may then conclude recursively that equation (8.10) actually
holds. O

Theorem 8.5.3. On (C%)®* the volume radius and the mean width of the set of bi-separable states satisfy

C+Cqp
qkt1)/2°

where one may choose C' = min{G\/ln(l +2/8)/(1—26%)% : 1/10<d < 1/4} and Cqr = /8In(2)/dF1, so

that C < 11 and Cqr, —d— 400 0.

vrad(S(2)) < w(S(2)) < (8.11)

Proof. The first inequality in equation (8.11) is just by the Urysohn inequality (see Theorem 4.1.3 in Chapter
4, Section 4.1).
To show the second inequality in equation (8.11), we start from this observation: for each 1 < ¢ < Ny,

c/2

w(8") < dk+1)/2°

(8.12)

where C' = min {6+/In(1+2/§)/(1 — 26%)? : 1/10 < § < 1/4}. It relies on the already known fact that there
exists a universal constant C' such that, for any m,n € N with m < n, the mean width of the set § of separable
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states on C™ ® C" is upper bounded by é/m\/ﬁ In that way, the upper bound appearing in equation (8.12)
is simply the upper bound obtained for one of the k sets of states on (C%)®* which are separable across a given
bipartite cut C%:(C%)®*~1 (the largest of all upper bounds for sets of states on (C?%)®* which are separable
across some bipartite cut). The former result was basically proved in [16], Theorem 1, but since specifically
stated there in the balanced case m = n only, for vrad(8) rather than w(S) and without specifying that one
may choose C= C'/2, we briefly recall the argument here.

Let 1/10 < 6 < 1/4 and consider sd5, %Bs o-nets for || - || within the Euclidean unit spheres of C™ and C”
respectively. Tmposing that s, %Bs have minimal cardinality, we know by volumetric arguments (see Lemma
4.2.3 in Chapter 4, Section 4.2) that [sls] < (14 2/6)*™ and |%Bs| < (1 +2/6)*". Then, it may be checked that

conv (SU—8) C conv { £ |z)z| @ [yNy| : |z) € ds, |y) € Bs }.

1
(1 —202)2
So by Lemma 4.1.4 in Chapter 4, Section 4.1, we get

w(8) <w (conv (S U —§))

_ 1 \/21n(2(1 +2/8)2m(1 +2/8)2n)
(1 —262)2 (mn)?

B 1 VAm +n)In (1 +2/6) + In(4)
(1 —262)2 mn

_ 3y/In(1+2/9)
(1 —262)2my/n’

which is precisely the content of equation (8.12).
Now, we also have that, for each 1 < i < Ny, 8* C By C Bys. Hence, by Lemma 4.1.5 in Chapter 4, Section
4.1, we get

w(Se)) < 2( max w(8%) + 21n(Nk)> < C 811;(2)k C+Cup

12X, @ | Samor T T g T g

where Cy = /81n(2)/d+—1. O

The conclusion of Theorems 8.5.2 and 8.5.3 may be phrased as follows. On a multipartite system which is
composed of a small number of big subsystems (% fixed and d — +00), imposing that a state is PPT across
any bi-partition (i.e. the strongest notion of PPT) is still, on average, a much less restrictive constraint than
imposing that it is bi-separable (i.e. the weakest notion of separability). Indeed, the “sizes” of these two sets of
states (measured by either their volume radii or their mean widths) scale completely differently: the “size” of
the former is at least of order 1/d*/? while the “size” of the latter is at most of order 1/d*+1)/2 hence differing

by a factor of order at least v/d.

8.5.3 A class of fully PPT and GME states

In Section 8.3 an explicit class of GME states which are PPT across all cuts was presented. In small dimensions
it is a hard task to find such examples, but the results from the previous section suggest that at least in high
dimensions being GME should be a generic feature of fully PPT states. To emphasize this fact we present a
construction of random states which are with high probability PPT across all cuts and GME.

Consider the following random state model on (C?)®*: fix some parameter 0 < a < 1/4 (independent of d),
pick G a traceless GUE matrix on (C%)®* and define the “maximally mixed + gaussian noise” state on (C%)®*

1 o
pa = ¢ (Id + WG) . (8.13)

Then, typically (i.e. with probability going to 1 as d grows) p¢ is fully PPT and nevertheless GME.

More quantitatively, we will show that the following result holds.

Theorem 8.5.4. Let G be a traceless GUE matriz on (CH)®F. Then, the state pg on (C?)®*, as defined
by equation (8.13), is fully PPT and not bi-separable with probability greater than 1 — exp(—cd*~1), for some
universal constant ¢ > 0.
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Theorem 8.5.4 is a straightforward consequence of Propositions 8.5.5 and 8.5.6 below. Before stating and
proving them, let us elude once and for all a slight issue: a GUE matrix on C" is the standard Gaussian vector
in #(C™), while a traceless GUE matrix on C” is the standard Gaussian vector in the hyperplane of #(C™)
composed of trace 0 elements. So in the asymptotic regime n — +oo, all the known results on n x n GUE
matrices that we shall use also hold for traceless n x n GUE matrices (because the ambient spaces of these two
Gaussian vectors have equivalent dimensions in this limit).

Proposition 8.5.5. Let G be a traceless GUE matriz on (C%)®*. Then, the state pg on (CH)®* as defined by
equation (8.13), satisfies

.
P (pa ¢ P) < Nye ",
where ¢ > 0 is a universal constant.

Proof. In [8], a deviation inequality is proved for the smallest eigenvalue of a GUE matrix, namely: Let G be a
GUE matrix on C™ and denote by A, (G) its smallest eigenvalue. Then, for any ¢ > 0,

P (Amin(G) < —(2+€)v/n) <e e/ (8.14)
where ¢ > 0 is a universal constant.

Now, observe that G as well as all its partial transpositions G, 1 < i < N}, are GUE matrices on (C%)®*,
Hence, Proposition 8.5.5 follows directly, by choosing for instance ¢ = 1. Indeed, by assumption on «, we have
3a < 3/4 < 1, so the probability that pg or any pg", 1 < i < Ng, is not positive is less than e=°d" . The
advertised result follows by the union bound. O

Proposition 8.5.6. Let G be a traceless GUE matriz on (CY)®¥. Then, the state pg on (CH)®F as defined by
equation (8.13), satisfies

P (pc € 8(2)) < emed
where ¢ > 0 is a universal constant.

Proof. Our strategy to show Proposition 8.5.6 is to exhibit a Hermitian M on (C%)®* which is with probability
greater than 1 — exp(—cd*~!) a GME witness for the state pg (i.e. such that Tr(pgM) < 0 while Tr(pM) > 0
for any bi-separable state p).

Note first of all that, on the one hand,

«
d—+oo d3k/2

E Tr(peG) = E Tr(G?) d*F = ad"/?, (8.15)

«
d3k/2
while on the other hand, by Theorem 8.5.3,

C+Capr
d(k+1)/2

E[Tr(G?)]Y/?  ~ Ldk:Cd(k‘l)/Q, (8.16)

E sup Tr(pG) < Mletirr==yy;

PES(2)

where we used that for G a GUE matrix on C”, ETr(G?) ~, 1 7% and E[Tr(G?)]Y/? ~, 100 n (see e.g. [4],
Chapter 2, for a proof).

Let us now show that the functions G = Tr(peG) and G — sup,cg, Tr(pG) concentrate around their
respective average values. In that aim, we shall make use of the following Gaussian deviation inequality (see
e.g. [148], Chapter 2, for a proof), which is the analogue of Levy’s spherical version appearing as Lemma 4.2.1
in Chapter 4, Section 4.2: Assume that f is a function satisfying, for any Gaussian random variables G, H,
|f(G) — f(H)| € 0¢g.ul|G — H|2 for some o¢ g such that Eog g < L. Then, for any ¢ > 0,

P(f—Ef|>¢) e /L%, (8.17)

where c¢g > 0 is a universal constant.
Define f: G € #(C") = Tr(G?), and fx, : G € #(C") = sup,cx Tr(pG), for any given set of states ¥ on
C™. We have first,

F(G) = f(H)| = | Te(GGT) = Te(HH")| < |GGT — HH' ||y < (|[Gll2 + [|H2)IG — H] 2,
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where the last inequality is by the triangle inequality, the Cauchy—Schwarz inequality, and the invariance of
|| - |2 under conjugate transposition, after noticing that GGT — HH' = G(G" — H') + (G — H)H'. And second,

[f2(G) = fo(H)| =

sup Tr(pG) — sup Tr(pH>\ < sup [Tr(6[G — H))| < |G — oo < |G — Ha,
peEY peEX peEX
where the next to last inequality is because X is a subset of the 1-norm unit ball of Hermitians on C".

Hence, the functions f and fx, both satisfy the hypotheses of the Gaussian deviation inequality (8.17), with
L = 27(d*¥) ~4_ 100 2d¥ and L = 1 respectively. So by the mean estimates (8.15) and (8.16), we have that for
any 0 <e <1,

P (Tr (pcG) < (1 — s)adk/z) < exp <fco (sade)Q/ (2dk)2) = exp (—cpe’d®¥), (8.18)
2
P ( sup Tr(pG) > (1 +e)Cd<k—1)/2> < exp (—Co (ecd<k—1>/2) ) = exp (—cpe?d" 1) . (8.19)
PES(2)

As a consequence, we have that for any 4 satisfying 1/2Cd*~1/2 < 4 < 3/2ad*/?, the Hermitian M =
Id — 34G on (C%)®F is a GME witness for pg with probability greater than 1 — exp(—cd*~1), where ¢ > 0 is a
universal constant. Indeed, choosing £ = 1/6 in equation (8.18) and € = 1/2 in equation (8.19), we get

L 1 .
P(Tr (ng) > = < e—cdzk and P sup TI‘(pM) <= < e_cdk 17
4 PES(2) 4

which concludes the proof. O]

We may actually say even more on the random state pg defined by equation (8.13). Indeed, define for all

0 < £ < 1 the state pg(g) on (C?)®* by

~ Id 1 Q@

pc(e) =epa+ (1 — E)E =7 (Id +5WG> .
Then, what the proof of Proposition 8.5.6 additionally tells us is that, as long as ¢ > 'y/\/ﬁ7 for some constant
v > 0, pc(e) is with high probability not bi-separable. This means that p¢g is typically a fully PPT state on
(C?)®* which is not bi-separable, and whose random robustness of genuinely multipartite entanglement (as
defined in [171]) additionally grows at least as v/d when d — 4-oc0.

8.6 Conclusion

The problem of characterizing genuine multipartite entanglement and biseparability is difficult. Therefore, a
natural approach lies in the relaxation of the definition of biseparability: instead of considering states which
are separable with respect to some bipartition, one replaces this set by an appropriate superset, e.g. defined by
the PPT condition or some other positivity under partial application of a positive, yet not completely positive,
map.

In this chapter we investigated this angle of attack from several perspectives. First, we established how
this relaxation approach with positive maps can be evaluated with semidefinite programming and how it can
be used to construct entanglement witnesses for this problem. Then, we showed that, in principle, also other
relaxations, besides those obtained from positive maps (e.g. based on the CCNR criterion), are possible. Finally,
we studied the accurateness of the relaxation approach. We proved rigorous bounds on the volume of the set
of biseparable states as well as on the volume of the set of states which are PPT for any cut. In this way, we
showed that in the limit of large dimensional multipartite systems, the relaxation approach detects only a small
fraction of the multiparticle entangled states. It must be stressed, however, that this does not mean that the
relaxation method is not fruitful. Indeed, it is a well known fact from the theory of two-particle entanglement
that, already in such case, simple entanglement criteria miss most of the states if the dimension of the local
spaces increases [25, 16, 15]. However, from a practical point of view, relaxation techniques are clearly the best
tools for characterizing multiparticle entanglement available at the moment [112, 88].

For future research, there are many open questions to address. First, a more systematic analysis for the
various positive maps besides the transposition would be desirable. Then, an approach for characterizing
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separability classes besides biseparability (e.g. f-separability, for any ¢) would be useful. Finally, methods to
certify the Schmidt-rank or the dimensionality of entanglement [111] in high-dimensional systems are needed
for current experiments. Investigating the generic scaling of these quantities could also be of interest.
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Chapter 9

k-extendibility of high-dimensional
bipartite quantum states

Based on “k-extendibility of high-dimensional bipartite quantum states” [126].

The idea of detecting the entanglement of a given bipartite state by searching for symmetric extensions of
this state was first proposed by Doherty, Parrilo and Spedialeri. The complete family of separability tests it
generates, often referred to as the hierarchy of k-extendibility tests, has already proved to be most promising.
The goal of this chapter is to try and quantify the efficiency of this separability criterion in typical scenarios.
For that, we essentially take two approaches. First, we compute the average width of the set of k-extendible
states, in order to see how it scales with the one of separable states. And second, we characterize when
random-induced states are, depending on the ancilla dimension, with high probability violating or not the k-
extendibility test, and compare the obtained result with the corresponding one for entanglement vs separability.
The main results can be precisely phrased as follows: on C% @ C%, when d grows, the average width of the
set of k-extendible states is equivalent to (2/v/k)/d, while random states obtained as partial traces over an
environment C® of uniformly distributed pure states are violating the k-extendibility test with probability
going to 1if s < ((k —1)2/4k)d>. Both statements converge to the conclusion that, if k is fixed, k-extendibility
is asymptotically a weak approximation of separability, even though any of the other well-studied separability
relaxations is outperformed by k-extendibility as soon as k is above a certain (dimension independent) value.

9.1 Introduction

Deciding whether a given bipartite quantum state is entangled or separable (or even just close to separable)
is known to be a computationally hard task (see [90] and [80]). Several much more easily checkable necessary
conditions for separability do exist though, the most famous and widely used ones being perhaps the positivity
of partial transpose criterion [146], the realignment criterion [44] or the k-extendibility criterion [66]. All of
them have in common that verifying if a given state fulfils them or not may be cast as a Semi-Definite Program
(SDP) and hence be efficiently solved (see Chapter 8 of this manuscript, and the quite extensive review [65], for
much more on that topic).

We focus here on a relaxation of the notion of separability of quite different kind: the so-called k-extendibility
criterion for separability, which was introduced in [66]. It is especially appealing because it provides a hierarchy
of increasingly powerful separability tests (expressible as SDPs of increasing dimension), which is additionally
complete, meaning that any entangled state is guaranteed to fail a test after some finite number of steps in the
hierarchy. Let us be more precise.

Definition 9.1.1. Let k € N. A state pag on a bipartite Hilbert space A ® B is k-extendible with respect to B
if there exists a state papr on A @ B®* which is invariant under any permutation of the B subsystems and such
that pap = Trpr—1 papk.

Theorem 9.1.2 (The complete family of k-extendibility criteria for separability, [66]). A state on a bipartite
Hilbert space A ® B is separable if and only if it is k-extendible with respect to B for all k € N.

Note that one direction in Theorem 9.1.2 is obvious, namely that a separable state on some bipartite system
is necessarily k-extendible for all & € N (with respect to both subsystems). Indeed, if p = Y pyo, ® 75
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is separable, then > p,o%* @ 7, and Y p,0, ® 7% are symmetric extensions of p to k copies of the first
and second subsystems respectively. The other direction in Theorem 9.1.2 follows from the quantum finite
De Finetti theorem (see e.g. [124, 48] and Chapter 3, Section 3.3, of this manuscript). The latter establishes,
roughly speaking, that starting from a permutation-invariant state on some tensor power system and tracing
out all except a few of the subsystems, one gets a state that may be well-approximated by a convex combination
of tensor power states (with a vanishing error as the initial number of subsystems increases).

Tt is easy to see that if a state is k-extendible for some k € N, then it is automatically k’-extendible for all k" <
k. Hence, the necessary and sufficient condition for separability provided by Theorem 9.1.2 actually decomposes
into a series of increasingly constraining necessary conditions for separability, which are only asymptotically also
sufficient (see Figure 9.1). In real life however, checks can only be done up to a finite level in this hierarchy. Tt
thus makes sense to ask, given a finite k € N, how “powerful” the k-extendibility test is to detect entanglement.

Figure 9.1: The nested and converging sequence of k-extendibility relaxations of separability, £k € N

all states

k’-extendible

Actually, various more quantitative versions of Theorem 9.1.2 do exist, that put bounds on how far a k-
extendible state can be from separable. Let us mention two quite different statements in that direction. The
original result, appearing in [48], establishes that a state on A ® B which is k-extendible with respect to B is
at distance at most 2d]23/k, in 1-norm, from the set of separable states. It is a direct consequence of one of the
quantitative versions of the quantum finite De Finetti theorem. A more recent result, proved essentially in [34]
and improved in [35], stipulates that such a state is at distance at most \/2Indu /k, in LOCC™-norm, from
the set of separable states (see Chapter 7, Section 7.2, for a precise definition of the operational one-way-LOCC
norm). It relies on the observation that a k-extendible state has a small squashed entanglement, and therefore
cannot be distinguished well from a separable state by local observers (see Chapter 10, Section 10.4, for a
related discussion). The main problem of such estimates is that they become non-trivial only when k> dg or
k> Inda. So in the case where da,dp are “big”, can anything interesting still be said for a “not too big” k7
On the other hand, these bounds valid for any k-extendible state are known to be close from optimal (there are
examples of k-extendible states whose closest separable state is at distance of order dg/k in 1-norm or of order
VInda/k in LOCC™-norm). Consequently, one may only hope to make stronger statements about average
behaviours.

This is precisely the general question we address here, being especially interested in the case of high-
dimensional bipartite quantum systems. We try and quantify in two distinct ways the typical efficiency of the
k-extendibility criterion for separability in this asymptotic regime.

The first approach consists in estimating a specific size parameter (known as the mean width) of the set of
k-extendible states when the dimension of the underlying Hilbert space goes to infinity. Comparing the obtained
value with the known asymptotic estimate for the mean width of the set of separable states then tells us how
the sizes of these two sets of states scale with one another. The computation is carried out in Section 9.2 (where
all needed notions related to high-dimensional convex geometry are properly defined as well) and ends with the
concluding Theorem 9.2.5, some technical parts being relegated to Appendix 9.13. In Section 9.3, the result
is commented and comparisons are made between the mean-widths of, on the one hand, k-extendible states,
and on the other, separable or PPT states. Besides, a smaller upper bound is derived, in Section 9.4 and its
companion technical Appendix 9.14, on the mean width of the set of k-extendible states whose extension is
required to be PPT (precise definitions and motivations to look at this set of states appear there).

The second approach consists in looking at random mixed states which are obtained by partial tracing
over an ancilla space a uniformly distributed pure state, and characterizing when these are, with overwhelming
probability as the dimension of the system grows, k-extendible or not. Again, comparing the obtained result
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with the known one for separability provides some information on how powerful the k-extendibility test is to
detect entanglement. Section 9.5 introduces all required material regarding the considered model of random-
induced states and one possible way of detecting their non-k-extendibility. The adopted strategy is next seen
through in Section 9.6, relying on technical statements put in Appendix 9.15, and concludes as Theorem 9.6.4.
The determined environment dimension below which random-induced states are with high probability violating
the k-extendibility criterion is then compared, in Section 9.7, with the previously established ones for violating
other separability criteria, and for actually not being separable.

Finally, generalizations to the unbalanced case are stated in Section 9.8 (Theorems 9.8.1 and 9.8.2), while
Section 9.9 exposes miscellaneous concluding remarks and loose ends.

The reader may have a look at Table 9.1 for a sample corollary of this study.

Table 9.1: Comparison of the average and typical case performance of the k-extendibility criterion with that of
the PPT and realignment criteria

. . 1
from the point of view of mean width of entang 'ement
h detection of
k-extendibility “beats” the set random states
PPT for £ > 11 for k > 17
realignment ? for k> 5

Appendix 9.10 gathers a bunch of standard definitions and facts about the combinatorics of permutations
and partitions which are necessary for our purposes. All employed notation on that matter are also introduced
there. In Appendix 9.11, the connection is made between computing moments of GUE or Wishart matrices
and counting permutations having a certain genus. These general observations play a key role in the moments’
derivations of Appendices 9.13, 9.14 and 9.15, which are, as for them, specifically the ones that we need to
obtain our various statements. To get tractable expressions, though, a formula relating the number of cycles in
some specific permutations is additionally required, whose proof is detailed in Appendix 9.12. Appendix 9.16,
finally, is devoted to establishing the last crucial ingredient in most of our reasonings, namely bounding the
number of non-geodesic permutations (in terms of the number of geodesic ones) in some particular instances
which are of interest to us. Aside, Appendix 9.17 is dedicated to proving more precise results than the ones
which are strictly needed on the convergence of the studied random matrix ensembles, and in generalizing the
developed method to establish the asymptotic freeness of certain gaussian random matrices.

Notation

Beside the general notation specified in Chapter 1, Section 1.3 (Hermitian and positive semidefinite operators
on a Hilbert space, Schatten p-norm etc.). there are a few more specific ones that we will use repeatedly in the
remainder of this chapter. Here, we will in fact always consider the case where the state space H of interest is
finite-dimensional and bipartite, i.e. H = A ® B, with A, B finite-dimensional Hilbert spaces. And we introduce
the additional notation: @(A @ B) for the set of all states on H, S(A:B) for the set of separable states on H,
P(A:B) for the set of PPT states on H (in both cases in the cut A:B), and for each k € N, €, (A:B) for the
set of k-extendible states on H (in the cut A:B and with respect to B). What is more, we will actually almost
exclusively deal with the balanced case, i.e. when A =B = C%.

Preliminary technical lemma

It will be essential for us in the sequel to express in a more tractable way the quantity sup,ce, (a.p) Tr(Mo),
for any given Hermitian M on A ® B. Such amenable expression is provided by Lemma 9.1.3 below.

Lemma 9.1.3. Let k € N. For any Map € # (A ® B), we have

k
1 ~ .
sup Tr (MABOAB) = %X:JMAB’C (4) )
oABESL(A:B) j=1

o0
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where for each 1 < j < k, denoting by Idg, the identity on By ® --- ® B;_1 ® Bj11 ® --- ® By, we defined
My (j) = Mag; @ Idgf-

Before proving Lemma 9.1.3, let us introduce once and for all the following notation, which we shall later
use on several occasions: for any Magr € # (A @ B®F), we define its symmetrisation with respect to B®¥ as

l' Z (IdA ® U(W)Bk)MABI« (IdA ® U('ﬂ')Bl«)T,

Sym.pr (Magr) = ?
‘ne6 (k)

where for each permutation 7 € &(k), U(n)gr denotes the associated permutation unitary on B®* (see e.g. [93]
and Chapter 3, Section 3.1, of this manuscript for further details).

Proof. By definition, the condition oap € €;(A:B) is equivalent to the condition oap = Trpr-1 Syma.pr (Tapr)
for some oopr € D(A @ BE¥). Hence, for any Map € # (A ® B), we have

sup Trag [Magoas| = sup Trap [Map Trgs-1 Symy.gr (0 apr)]
oABESL(A:B) O apk €D (ARB®k)
= sup TI‘ABk [(MAB ® IdBk—l) SymA:Bk (O'ABk)]

0 ok ED(ARBOF)

= sup Trage [SymA:Bk (MAB ® IdBk—l)UABk]
0 Ak ED(ARBOF)

= HSyHlA:B’c (MAB & IdBk—l) Hoo .

Now, for each 7 € &(k), (Idp ® U(m)pr)(Map ® Idge-1) (Ids ® U(ﬂ')Bk>T = Mag,,, ® Idﬁk( - Therefore,
(1
grouping together, for each 1 < j < k, the permutations © € &(k) such that 7(1) = j, we get

k
1
SYmA:Bk (MAB X IdBk-l) = % ZMABj ® Idﬁf)

j=1

and hence the advertised result. O

9.2 Mean width of the set of k-extendible states for “small” k

9.2.1 Preliminaries on convex geometry

Let us introduce a few notions coming from classical convex geometry which we shall need in the sequel. Much
more details on that matter appear in Chapter 4, Section 4.1. For any K C #(C") and any M € #(C™) having
unit Hilbert Schmidt norm, we define the width of K in the direction M as
w(K, M) = sup Tr(MA).
AeK
The mean width of K is then defined as the average of w(K,-) over the whole Hilbert—Schmidt unit sphere
Sus(C™) of #(C™) (equipped with the Haar measure o) i.e.

w(K) = w(K, M)do(M) = /

[ sup Tr(MA)} do(M).
MeSys(Cn) MeSps(Cn)

AcK

This average width w is an interesting size parameter, on its own, but also because it is related to other
important geometric quantities, such as e.g. the volume radius vrad, which is defined as the radius of the
Euclidean ball having same volume (i.e. Lebesgue measure). For instance, we have for any convex body K the
Urysohn inequality w(K) > vrad(K), and for most of the convex bodies K we shall be considering a “reverse”
Urysohn inequality w(K) < pvrad(K) for some p > 1. These connections and the precise formulation of these
convex geometry results are exemplified in Section 9.3.

In order to compute the quantity w(K), it is often convenient to re-express it as a Gaussian rather than
spherical averaging. We thus denote by GU E(n) the Gaussian Unitary Ensemble on C", which is the standard
Gaussian vector in #(C") (equivalently, G ~ GUE(n) if G = (H + H')/v/2 with H a n x n matrix having
independent complex normal entries). And we define the Gaussian mean width of K as

we(K) = Egugurm) {EU%TY(GA)] )
S
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Just observing that for G ~ GUE(n), G/||G||2 is uniformly distributed over Sis(C™), and G/||G||2, ||G]|2 are
independent random variables, we get that the link between both quantities is, setting v(n) = Eqg~cvuem) [|Gll2,
which is known to satisfy y(n) ~,— e 1 (see e.g. [4], Chapter 2, for a proof),

——wg(K). (9.1)

Remark 9.2.1. All the sets K that we will consider in the sequel will actually be subsets of D(C™), hence
living in the hyperplane of % (C™) composed of trace 1 elements, i.e. in a space of real dimension n*> — 1, rather
than n?. It would thus seem more natural to define their mean width w(K) as an average width over a n* — 2,
rather than n? — 1, dimensional Euclidean unit sphere. The Gaussian mean width wg(K), on the other hand,
is an intrinsic notion that does not depend on the ambient dimension (because marginals of standard Gaussian
vectors are themselves standard Gaussian vectors). As a consequence, we see from equation (9.1) that computing
the mean width of K as if it was a n> dimensional set is asymptotically equivalent to computing it taking into
account that it is in fact a n?> — 1 dimensional set. We may therefore serenely forget about this issue.

Our aim is now to estimate, for any fixed k¥ € N, the mean width of the set of k-extendible states on A ® B
when A = B = C? and d — +00. By the definitions above, we have
1

w(%k(A:B)) = 72EGABNGUE(d2) sup TI"(GABUAB)
’Y(d ) oAB€EL(A:B)

Using the result of Lemma 9.1.3, and the notation introduced there, we thus get,

k
1 1 ~ .
w(€,(A:B)) = WEGAB~GUE(d2) EZGAB’“(]) . (92)
=1 .

9.2.2 An operator-norm estimate

As justified above, to obtain the mean width of the set of k-extendible states on C? @ C¢, what we need is to
compute the average operator-norm E HZ?:I Gapt(j) H , for G a GUE matrix on C?® C?. We will show that
oo

the following asymptotic estimate holds.
Proposition 9.2.2. Fiz k € N. Then,

k
EGABNGUE(dQ) Z:GAB’C (]) 4 ~ 2\/Ed-

. — 400
Jj=1
o0

As a preliminary step towards estimating the sup-norm E HZ?:l éABk (])H , we will look at the 2p-order

o0

~ 2p
moments E Tr [(Zf_l G Apr (])) ], p € N, and show that they can be expressed in terms of the 2p-order

moments of a centered semicircular distribution of appropriate parameter.
So let us recall first a few required definitions. For any o > 0, we shall denote by psc(,2) the centered
semicircular distribution of variance parameter o2, whose density is given by

1 S
d,U’SC(UQ)(x) = 4o? — x21[—2o’,20] (l‘)dI

2mo?
We shall also denote, for each p € N, by Mgpg,(az) its p-order moment, i.e. Mgpg(az) = fj—;: tPdpgc o2y (x). It
is well-known that
¥peN, MgZ ) =0and MGE) . = o™ Cat,,

where Cat,, is the p'? Catalan number defined in Lemma 9.10.4.

Proposition 9.2.3. Fiz k € N. Then, when d — +oo, the random matriz (Z?:l G gk (j)) /d converges in
moments towards a centered semicircular distribution of parameter k. FEquivalently, this means that, for any
peN,

2p

k
_ _ ,
Eg.s~cUE@2) Tt ZGABk (7) ~ Mgg)(k)dzmkﬂ.
j=1

d——+o00



122

Remark 9.2.4. Stronger convergence results than the one established in Proposition 9.2.8 may in fact be proved,
as discussed in Appendiz 9.17.

~ 2p
Proof of Proposition 9.2.3. Let p € N. Computing the value of the 2p-order moment E Tr {(Z;C_l G Apr (j)) ]

may be done using the Gaussian Wick formula (see Lemma 9.11.1 for the statement and Appendix 9.11.1 for
a succinct summary of how to derive moments of GUE matrices from it). In our case, what we get by the
computations carried out in Appendix 9.13 and summarized in Proposition 9.13.1 is that, for any d € N,

ET | (Y G| | = X ETr [[[Cap(£(0) (9.3)
j=1 f:[2p]—[K] =1
- ¥ 3 dHOTIVHOI N R Im(f)] (9.4)

f:[2p] = [K]XeB P (2p)

where we defined on {1,...,2p}, v = (2p ... 1) as the canonical full cycle, and for each f : [2p] — k],
Vf = Yf=1"7Vf=k as the product of the canonical full cycles on each of the level sets of f.

We now have to understand which A € () (2p) and f : [2p] — [k] contribute to the dominating term in the
moment expansion (9.4), i.e. are such that the quantity f(y~\) + ﬁ(yf_l/\) + k — |Im(f)| is maximal.

First of all, for any A € P (2p), we have

)+ N =4p— (N + v 'A) <dp— |y =4p—(2p—1)=2p+1, (9.5)

where the first equality is by Lemma 9.10.1, while the second inequality is by equation (9.27) in Lemma 9.10.5
and is an equality if and only if the pair-partition \ is non-crossing. Next, for any A € ) (2p) and f : [2p] — [K],
we have

B + 4070 = 4p = (N + 17 'A) <dp = bl = 4p = (2p = [Tm(f)]) = 2p + | Tm(/), (9.6)

where the first equality is again by Lemma 9.10.1, while the second inequality is by equation (9.28) in Lemma
9.10.5 and is an equality if and only if the pair-partition A is non-crossing and is finer than the partition of
{1,...,2p} induced by 74 (i.e. f takes the same value on elements belonging to the same pair-block of \).

Putting equations (9.5) and (9.6) together, we get that for any A € ) (2p) and f : [2p] — [k] (just keeping
in mind that necessarily §(\) = p),

By I +E( 7N k= [Im(f)| <2+ k+ 1, (9.7)

with equality if and only if A € NC®)(2p) and f o A = f. Since it is well-known that there are Cat,, elements
in NC®)(2p), and for each of these there are kP functions which are constant on each of its p pair-blocks, we
indeed get the asymptotic estimate announced in Proposition 9.2.3, namely

2p
k
ETr ZGABk (]) ~ kP Catp d2p+k+1 _ Mgg)(k)dszrkJrl' 0
Jj=1

d——+o00

Proof of Proposition 9.2.2. The convergence in moments stated in Proposition 9.2.3 implies that the matrix

(Z?:l Gapk (])) /d asymptotically has a largest eigenvalue which is, on average, at least the upper-edge of the

support of pgc ), i-e. 2v/k. In other words, it guarantees that there exist positive constants cq —q— 400 1 such
that

k
E|> Gapr(j)|| > ca2Vkd. (9.8)
j=1

oo

In the opposite direction, Proposition 9.2.3 only guarantees that the matrix (Z§=1 éABk (])) /d asymptoti-

cally has, on average, no strictly positive fraction of eigenvalues strictly above 2v/k. So to show that the reverse
inequality to (9.8) holds too, a little more care is required. Indeed, to say it roughly, we have to make sure that
in the moment’s expression (9.4), the permutations contributing to the non-dominating terms (in d) are not too
numerous.
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For d € N fixed, it holds that

X 2p 1/2p
VpeN, E||Y Gap:(j)| < |ETr

J=1

(9.9)

M-
o)
5

oo

So let us fix d € N and p € N, and rewrite (9.4) explicitly as an expansion in powers of d, keeping in the
sum the permutations not saturating equation (9.7). Being cautious only with the permutations not saturating
equation (9.6), and not with those not saturating equation (9.5), we get

B o L(p+h)/2]
ETr | [ Gap () < T % ‘qs(” ‘d% d2P I (9.10)
=1 F2p=k]  6=0

where we defined, for each f : [2p] — [k] and each 0 < 0 < [(p+ k)/2],
2) 9y — I\ @ (9p) - I\ = I —26
PBrs(2p) = (A€ BT (2p) = 1y A) =p+ |[Im(f)] :
In words, ‘}3502)()5(21)) is nothing else than the set of permutations which have a defect 26 from lying on the geodesics
between the identity and the product of the canonical full cycles on each of the level sets of f. This justifies
in particular a posteriori why the summation in (9.10) is only over even defects (see the parity argument in

Lemma 9.10.2).
Now, by Lemma 9.16.3, we know that, if 0 < § < |p/2], then

]C 2 26
H(f,/\) : AG‘B%(QP)H < kP Cat,, x <g> .
And if [p/2] <& < [(p+ k)/2], then trivially

2 kp*\"
{0 xesBen)| <w (Qﬁ;))' kP Cat, x (g) .

Putting everything together, we therefore get,

L o p/2) 2 k[
ETr ZGABk(j) < kP Cat, | 1+ Z ( ) (;;) 2Pkl
i—1

Yet, max{(ka/2d)2(S 1<K (p/ﬂ} is attained for § = 1, provided p < (2d/k)'/?. So if such is the case,

p/2] Lpg 25 k: kp < p+kk2p4 _ k2p5
2d 2d 2 4d? T 442

5=1
where the last inequality holds as long as p > k. And hence, under all the previous assumptions,

2p

k
=~ . 2 k=p
ETr Z Gagr(j) Mgg)(k) (1 + W) q2ptE+1

So set pg = (2d/k)~9)/5 for some 0 < € < 1 (which is indeed smaller than (2d/k)'/? and bigger than k
for d big enough, in particular bigger than k7/2/2). And using inequality (9.9) in the special case p = py, we
eventually get

LA (2p0) k2p3 1/2pa
E|) Gapr()| < (Msgzk) <1 + B >) d+(k+1)/2pa e 2V kd. (9.11)
=1

oo

Combining the lower bound in equation (9.8) and the upper bound in equation (9.11) yields Proposition 9.2.2.
O
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9.2.3 Conclusion

Combining Proposition 9.2.2 with equation (9.2), we straightforwardly obtain the estimate we were looking for,
which is stated in Theorem 9.2.5 below.

Theorem 9.2.5. Let k € N. The mean width of the set of k-extendible states on C? @ C? satisfies

d.cd 21
w(%k(C :C )) At oo \/Ed.

9.3 Discussion and comparison with the mean width of the set of
PPT states

It was shown in [16] that the mean width of the set of separable states on C% @ C? is of order 1/d%/2. And we
just showed in Theorem 9.2.5 that, for k € N fixed, the mean width of the set of k-extendible states on C?%® C¢
is of order 1/d, so that, for d large,

w(8(C4:CY) < w(E:(C*:C?)).

This result is not surprising: it just means that, when d grows, if £ does not grow in some way too, then
the set of k-extendible states becomes an increasingly poor approximation of the set of separable states on
C? ® C?. There had been several evidences, already, in that direction, with examples of highly-extendible,
though entangled, states (see e.g. [34] and [143]).

It is well-known that the exact same feature is actually exhibited by the set of PPT states on C? @ C¢,
whose mean width is of order 1/d too. Let us be more precise.

Proposition 9.3.1. There exist positive constants cq,Cy —>q— 100 1 sSuch that the mean width of the set of PPT
states on C% @ CY satisfies

e—1/2

ca <w(P(ChCY)) < Cy 2

d
Proof. Proposition 9.3.1 was basically established in [16], but not stated in this exact way and with these exact
constants, so we briefly recall the argument here for the sake of completeness (see also Chapter 8, Section 8.5,
of the present manuscript for a similar discussion).

To get the asymptotic upper bound, we just use

2

c’:c?)) < ‘oCch)) ~ =
w(P(C%:CY) < w(D(C*® CY)) Mledier

The last equivalence is a consequence of Wigner’s semicircle law (see e.g. [4], Chapter 2, for a proof) from which

it follows that

wa (%(Cd ® Cd)) = Eccup@?) sup  Tr(Go) = Eggur(e) [|Glls | ~  2d.
cED(CL®RCT) d—+o00

To get the asymptotic lower bound, we will make use of two results from classical convex geometry: Urysohn
and Milman-Pajor inequalities (see Theorems 4.1.3 and 4.1.6, respectively, in Chapter 4, Section 4.1). But
before that, we need one more definition (also appearing in Chapter 4, Section 4.1): For any convex body
K, we denote by vrad(K) its volume radius, which is defined as the radius of the Euclidean ball having the
same volume (i.e. Lebesgue measure) as K. In our case, denoting by I' the partial transposition, we have
P(C4:CY) = D(Cl e CHND(C! e CH | with D(C? ® C?) having the maximally mixed state Id/d? as center
of gravity and I" being a linear isometry. Hence,

vrad (2(C? ® Cd))2
2w(D(C? ® CY))

w(P(C*C?)) > vrad (P(C*CY)) >

the first inequality being by the Urysohn inequality, and the second being by the consequence of Milman Pajor
inequality stated as Corollary 4.1.7 in Chapter 4, Section 4.1. Now, we just argued that w(@b(Cd@)Cd)) ~ds oo
2/d, while it was shown in [167] that vrad (2(C? @ C%)) ~¢_+c € '/4/d. Therefore,

vrad (2(C? ® Cd))2 e~ 1/2
2w(D(C4® C))  dotoo  d

w(P(Ch:C) >
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As a straightforward consequence of Theorem 9.2.5 and Proposition 9.3.1, we have, roughly speaking, that
for k > 11, the set of k-extendible states becomes asymptotically a “better” approximation of the set of separable
states than the set of PPT states, on average. Indeed, if k& > 11, then 2/vk < e~ /2, so that for d large enough

w(€,(C:CY)) < w(P(C*:CY)).

9.4 Adding the PPT constraint on the extension

The hierarchy of SDPs originally proposed in [66] to detect entanglement was in fact slightly different from the
one that would be derived from Theorem 9.1.2. Indeed, for a given bipartite state pagp, the k&*" test would here
consist in looking for a symmetric extension papr of pap, while in [66] it was additionally imposed that this
extension had to be PPT in any cut of the £+ 1 subsystems. This of course increased quite considerably the size
of the SDP to be solved at each step, but with the hope that it would at the same time decrease dramatically
the number of steps an entangled state would pass.

Another hierarchy of SDPs was later proposed in [143] and [142], built on the exact same ideas as those in
[66]. It was noticed there that only demanding that the (Bose) symmetric extension of the state be PPT in
one fixed (even) cut of the k + 1 subsystems already implied a noticeable speed-up in the convergence of the
algorithm. It therefore seems worth taking a closer look at the set of states arising from these constraints. The
latter is properly defined as follows.

Definition 9.4.1. Let k € N. A state pas on a bipartite Hilbert space A ® B is k-PPT-extendible with respect
to B if there exists a state papr on A @ B®* which is PPT in the cut A @ BOF/21 . BRIF/21 invariant under
any permutation of the B subsystems and such that pap = Trge-1 papge. We denote by €LFT(A:B) the set of
k-PPT-extendible states on A @ B (in the cut A:B and with respect to B).

Theorem 9.4.2. Let k € N. There exist positive constants Cyq —4— 100 1 such that the mean width of the set
of k-PPT-extendible states on C% ® C¢ satisfies

V21

VEd

Proof. Using the notation introduced in Lemma 9.1.3, we start from the simple observation that, for any
Map € (A ®B),

w(lT(CchC?) < Cy

sup Tr [MABO'AB] = sup Tr [SymA:Bk (MAB ® IdBk—l)UABk]
oap€gl T (A:B) 0 apk €P(ABLK/2]:BIk/21)

< min (|| Symape (Man ® M) || s || [Symame (Mas @ 1)), )

where I" stands here for the partial transposition over the [k/2] last B subsystems, so that in fact

Lk/2] h
[Symape (Map @ Idges)]" = 2 [ D0 Map, @ldg + > Mip ©ldg, |,
j=1 T j=lk/2)+1 ’

where I' now stands for the partial transposition over B.
The upper bound in Theorem 9.4.2 will thus be a direct consequence of the sup-norm estimate

!
Eq,s~cUE(a?) ZGAB’“(j)F ~ V2Vkd.

. d—+oo
Jj=1
o0

The latter is proved in the exact same way as Proposition 9.2.2, i.e. by first showing that for any p € N,

2p

k
~ . 9
EGABNGUE(dz) Tr Z GAB’“ (])F d—;:-oo QMgg%k/2)d2p+k/2+1, (912)
Jj=1

_ _ 2p 1/2p
and second arguing that also E HZ;C=1 Gapr ()T H ~d—s4oo My oo (E Tr {(Zle G Bk (j)F) } ) . This

last step will be omitted here since the argument is very similar to the one appearing in the proof of Proposition
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9.2.2. Concerning the moment estimate (9.12), it is first of all proved in Appendix 9.14 that

2p
k
ETr || Y Gape()" ~ 3 3 JEOT N ) = ()]
j=1

d— o0
AR @ (2p) f:[2p]—=[1k/2]]or [[k/2]]

And by the same arguments as the in the proof of Proposition 9.2.3, we can then identify which A\ and f actually
contribute to the dominant order in the latter expression, yielding

2p

k
~ A ~ 2p+|k/2|+1 2p+[k/2]+1
E Tr ZGABk(g) e > d>oooar + oy
J=1 AeNC® (2p) | f:l2p]—[lk/2]] f:12p]—[Tk/21]
for=f fox=f
N P 12p+|k/2)+1 p 2p+[k/2]+1>
Lo Cat, ([k/?J d + [k/2]Pd :
which is the announced moment estimate (9.12). O

Comparing Theorem 9.4.2 to Theorem 9.2.5, we see that the asymptotic mean width of the set of k-PPT-
extendible states is at least /2 smaller than the asymptotic mean width of the set of k-extendible states. For
instance, the set of 2-PPT-extendible states is, on average, asymptotically smaller than the set of 4-extendible
states. This however does not really shed light on why adding the constraint, at each step in the sequence of
tests, that the symmetric extension is PPT across one fixed (even) cut would make the entanglement detection
notably faster.

9.5 Preliminaries on random-induced states and witnesses

We will employ the notation p ~ p, s to mean that p = Trcs [¢)(¢p| with |¢p) a random Haar-distributed
pure state on C™ ® C*® (i.e. p describes an n-dimensional system which is obtained by partial-tracing over
an s-dimensional ancilla space a uniformly distributed pure state on the global “system+ancilla” space). An
equivalent mathematical characterization of such random state model is p = W/TrW with W ~ 9, s an
(n, s)-Wishart matrix, i.e. W = GG' with G a n x s matrix having independent complex normal entries (see
e.g. [166]).

Let K C &(C"™) be a convex body. For any p € @(C™), a standard way of showing that p ¢ K is to produce
a “not belonging to K witness”, i.e. some M € #,(C") which is such that

sup Tr(Mo) < Tr(Mp).
oceK

By testing p itself as possible such “not belonging to K witness”, we have

supTr(po) < Tr(p?) = p¢ K. (9.13)
oceK

Crucially for the applications we have in mind, the functions p — Tr(p?) and p — sup,¢; Tr(po) both have
nice concentration properties around their average. More precisely, we have the two following results.

Proposition 9.5.1. Let n,s € N. Then, there exist universal constants c,c > 0 such that, for any n > 0, first
of all

Ppr‘nxS (!Tr(p2) - ETwun’s [Tr(T2)]| 2 77) < e ¢S + 6_0/n38n27

and second of all, for any convez body K C D(C"),

PpNﬂn,s <

Proof. To show Proposition 9.5.1, we will make essential use of a local version of Levy’s lemma. The usual

sup Tr(po) — Ernp, , [supTr(m-)] ‘ > n) < eme T
ceK ' ceK

Levy lemma is recalled as Lemma 4.2.1 in Chapter 4, Section 4.2. Here we will rely on the following refinement
(see [18], Lemma 3.4, for a proof): Let 2 C S™! be a subset of the Euclidean unit sphere of R™ satisfying
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P(Q) > 7/8. Let also f : S™~! — R be a function whose restriction to 2 is L-Lipschitz and M be a central
value for f (i.e. P({f > M}) > 1/4 and P({f < M}) > 1/4). Then, for any n > 0,

P ({|f - M| P 77}) <P (Sm_l \ Q) + e—comnz/Lz’

where ¢y > 0 is a universal constant.

It is well-known (see e.g. [166] for a proof) that p ~ p, is equivalent to p = XXT with X uniformly
distributed over the Hilbert—-Schmidt unit sphere of n x s complex matrices, and the latter can be iden-
tified with the real Euclidean unit sphere S?"*~!. Therefore, one may apply Levy’s lemma above with
Q={Xes5 1 |X|x<3/vn}, which is such that P(S?"s71\ Q) < e for some universal constant
¢ > 0 (see e.g. [17], Lemma 6 and Appendix B, for a proof).

Consider first f: X € $2"~1 s Tr((X XT)?), which is 36/n-Lipschitz on €. Indeed, for any X,Y € Q,

1) = f0) < [ (XX = (v’
< (12X oo + V¥ o) (1X ]2 + [¥]12) X — Yl

36
< X =Yl
n

The second inequality is just by Holder’s inequality (more specifically ||[ABC|1 < ||Alls||Bl2]|C|l2) and the
triangle inequality, after noticing that (X X1)*— (YY1)”? = XXTA+AY YT with A = X(XT—Y )+ (X —Y)YT.
And the third inequality is because, by assumption, for any Z € Q, || Z|2 = 1 and || ZZ1|| = || Z||%, < 9/n.
Now, the fact that P(S?"571\ Q) < e~%, combined with the fact that |f| is bounded by 1 on $2"*~1 implies
that the average of |f| on S?"*~1\ Q is bounded by e~“*, which tends to 0 when s tends to infinity. While the
Lipschitz estimate for f on € implies that the average of f on Q differs from its median by at most C/n?/2s'/2,
which also tends to 0 when n, s tend to infinity. We can therefore conclude that the average of f is a central
value of f for n, s big enough. Hence, taking M = E f as central value for f, we get the concentration estimate

ex

Tr ((XXT)Q) B, Tr ((YYT)2>’ > 77) S
Take next f: X € §25—1 SUP, ¢ Tr(X XTo), which is 6//n-Lipschitz on . Indeed, for any X,Y € Q,

sup Tr ((XXT — YYT) 0)
ceK

|lxxT -vvi],,
(X Tloo + Y lloc) 1X = Yo

[F(X) = F(Y)] <

<
<

6
< —||X =Y.

The second inequality is just by duality, since K is contained in the unit ball for the 1-norm. The third inequality
is by the triangle inequality, after noticing that XX — YYT = (X — Y)XT + V(X' — YT). And the fourth
inequality is by the norm inequality || - || < || - ||2 and because, by assumption, for any Z € Q, || Z||cc < 3/v/n.

Arguing as before, we see that the average of f is a central value of f for n,s big enough (this time, the
average of | f| on S?"~1\ Q is bounded by e~ while the average of f on  differs from its median by at most
C'/ns'/?). Hence, taking M = E f as central value for f, we get the concentration estimate

Py ({

Hence, we indeed have the two announced deviation probability bounds. O

supTr(X XTo) — By supTr(YY o)
ceK ceEK

/o2 2
277}) <6765+670n s

Combining the two statements in Proposition 9.5.1, together with equation (9.13), we get as a consequence:
Let K C @(C™) be a convex body. Then, for any n > 0,

—csmin(1,n%n?
Eppn. [Tr(PQ)] —Epnn, [SUETY(PU)] >n = Poop,. (P ¢ K) zl-e (L.n"n )a (9.14)
ogc

where ¢ > 0 is a universal constant.
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From now on, we will in fact consider random-induced states on the bipartite space C% @ C?. So let
K C 9(C%® CY) (such as e.g. P(C%C?) or €, (C*C), k € N). It follows from equation (9.14) that, for any
n>0,

—csmin An?
Epopge, [Tr(p*)] — Eoopge [sugTr(pU)} >n = Ppupy,, (p¢K)=>1—e Ldin™) (9.15)
(o4

where ¢ > 0 is a universal constant.

9.6 Non k-extendibility of random-induced states for “small” &

9.6.1 Strategy

Our goal in the sequel will be to identify a range of environment size s for which random-induced states
on C? ® C? are, with high-probability, not k-extendible. In view of equation (9.15), this may be done by
characterizing

{s EN : Ejpupp . l sup  Tr(po)| <Epuu,, . [Tr(p2)]} .
" | o€B(Cd:Cd) ] '

Yet by Lemma 9.1.3, and using the notation introduced there, we have that for any state pap on A ® B,

k
sup  Tr(papoas) = || _Pas(j)
ocABESL(A:B) j=1

9.6.2 An operator-norm estimate

As explained above, to know when random-induced states on A ® B are not k-extendible, what we need first is
to compute the average operator-norm E HZfﬂ Wk (])H , for W a (d?, s)-Wishart matrix. We will proceed
o0

in a very similar way to what was done in Section 9.2, and establish what can be seen as the analogues of
Propositions 9.2.2 and 9.2.3 but for Wishart instead of GUE matrices.

Proposition 9.6.1. Fiz k € N and ¢ > 0. Then,

k
EWABNWdz’Cdz ZWAB’“ (.7) ~ (\/%_‘_ 1)2d2'

d—+o0

J=1 IS

As a preliminary step towards estimating the sup-norm E HZ;€=1 WABk (])H , we will look at the p-order
o0

moments ETr [(Zle Wage (j))p], p € N, and show that they can be expressed in terms of the p-order
moments of a Mar¢enko-Pastur distribution of appropriate parameter.

So let us recall first a few required definitions. For any A > 0, we shall denote by pprp(x) the Marcenko-Pastur
distribution of parameter )\, whose density is given by

f(z)dzif A>1
(1 — )\) 0o + )\f)\(.’)’})dx ifA<1

)

dunrp(n (z) = {

where, setting A+ = (v/A £ 1)2, we defined the function fy by
VG =)

2T AT

(@) = Iy (@)
We shall also denote, for each p € N, by ME\Z)P(A) its p-order moment, i.e. ME\Z)P(A) = fj:; xPdpprpony (). It is
well-known that

P

(») _ TN T

VpeN, M&P(A)f g A" Nar)",
m=1

th Narayana number defined in Lemma 9.10.4. In particular, M(?) ) = Cat,, the pih

where Nar}" is the (p,m) MPQA

Catalan number defined in Lemma 9.10.4 as well.
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Proposition 9.6.2. Fiz k € N and ¢ > 0. Then, when d — 400, the random matrix (Z?:l WABK‘ (j)) /d?
converges in moments towards a Marcenko-Pastur distribution of parameter ck. Equivalently, this means that,
for any p € N,

p

EWABNdecdz Tr ZWABk (]) d—)j—oo MS\Z)P(Ck)dQP-Fk-‘rl )

Remark 9.6.3. Stronger convergence results than the one established in Proposition 9.6.2 may in fact be proved,
as discussed in Appendix 9.17.

—~ P
Proof of Proposition 9.6.2. Let p € N. Computing the value of the p-order moment E Tr [(2521 Wagk (])) }

may be done using the Gaussian Wick formula (see Lemma 9.11.1 for the statement and Appendix 9.11.2
for a succinct summary of how to derive moments of Wishart matrices from it). In our case, we get by the
computations carried out in Appendix 9.15 and summarized in Proposition 9.15.1 that, for any d,s € N,

p

k N e
EWABNWd;S Tr Z WaBk (]) = Z EWAB ~Wy2 o Tr HWABk (f(Z))
= Sl =1

= ST @G etk (] ),

filpl=[klaeS(p)

where we defined on {1,...,p}, v = (p... 1) as the canonical full cycle, and for each f : [p] — [k], vy =
Yf=1---Vf=k as the product of the canonical full cycles on each of the level sets of f.
Hence, in the case where s = cd?, for some constant ¢ > 0, we have

p
k
w ; « -1 -1 —|Im
EWABNWdz‘Clﬂ Tr § WAB’“(]) = E § Cu( )dQﬁ(a)-Hi(’y a)—Hi(’yf a)th—|1 (f)l. (916)

f:[p]—=[k] €& (p)

We now have to understand which o € &(p) and f : [p] — [k] contribute to the dominating term in the
moment expansion (9.16), i.e. are such that the quantity 2f(a) + (7 ') + jj(’yfloz) + k — | Im(f)| is maximal.
First of all, for any o € &(p), we have

i) +i(v ') =2p—(lal + v lal) <2p— |yl =p+H(y) =p+1, (9.17)

where the first equality is by Lemma 9.10.1, whereas the second inequality is by equation (9.27) in Lemma
9.10.5 and is an equality if and only if &« € NC(p). Next, for any o € &(p) and f : [p] — [k], we have

fa) + (v ') =2p — (lal + vy 'al) < 2p — |yl = p+ () = p+ [Im(f)], (9.18)

where the first equality is once more by Lemma 9.10.1, whereas the second inequality is by equation (9.28)
in Lemma 9.10.5 and is an equality if and only if &« € NC(p) and foa = f. So equations (9.17) and (9.18)
together yield that, for any « € S(p) and [ : [p| — [k],

28(a) + (v ) + (77 ') +k — [Im(f)] < 2p+ K+ 1, (9.19)

with equality if and only if « € NC(p) and foa = f.
We thus get the asymptotic estimate

P

k
ETr Z Wags(j) Plets Z Z A | g2otk+1
j=1

aENC(p) f:[p]—[K]
foa=f

Yet, a function f satisfying f o« = f is fully characterized by its value on each of the #(«) cycles of a. So there
are k#(@) such functions. Hence in the end, the asymptotic estimate

p

k
ETr || Y Wape(5) el ST (ckyHe) | @it = M%)P(ck)d2p+k+lv
] aeNC(p)

the last equality being because, for any A >0, >-,cneo(p) @) =3P A™Nar)! MS@)P(/\) O
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Proof of Proposition 9.6.1. The argument will follow the exact same lines as the one used to derive Proposition
9.2.2 from Proposition 9.2.3.
As pointed out there, showing the inequality “>" in Proposition 9.6.1 is easy. Indeed, the convergence in

moments established in Proposition 9.6.2 implies that, asymptotically, the matrix (Z_l;:l WABk(j)) /d? has a

largest eigenvalue which is, on average, at least the upper-edge of the support of iy p(ery, ie. (Vck + 1)2. In
other words, it guarantees that there exist positive constants cq —4— 100 1 such that

k
E|> Wape(h)|| > ca(Vek+1)%d% (9.20)
j=1 oo

Let us now turn to the more tricky part, which is showing the inequality “ <” in Proposition 9.6.1. For d € N
fixed, it holds that

P 1/p

k k
VpeN, B> Wape()|| < [ETr||> Wape(i) . (9.21)
=1

Jj=1 I

So let us fix d € N and p € N, and rewrite (9.16) explicitly as an expansion in powers of d, keeping in the sum
the permutations not saturating equation (9.19). Being cautious only regarding the permutations not saturating
equation (9.18), and not regarding those not saturating equation (9.17), we thus get the upper bound

p L(p+k)/2] p

oD D Sramp)md | drr (9.22)
6=0 =1

I:[pl— (k]

N

k
ETr | [ Y Wape(d)
j=1

where we defined, for each f: [p] — [k], each 1 < m < p and each 0 <6 < |(p+ k)/2],

Srom(®) = {a € &) : ta) =mand £(a) +§(17'a) = p + | Im(f)| - 26

S ,5.m(p) is thus nothing else than the set of permutations which are composed of m cycles and have a defect

26 from lying on the geodesics between the identity and the product of the canonical full cycles on each of the

level sets of f. This justifies in particular a posteriori why the summation in (9.22) is only over even defects (see

the parity argument in Lemma 9.10.2). Note that the definition of &y s,,(p) can actually be extended to all

m € N, with (&5, (p)| =0if m > p+|Im(f)| — 29, which we shall do in what follows for writing convenience.
Now, by Lemma 9.16.4, we know that, if 0 < § < |p/2], then for any 1 < m < p,

26
|{(f, a) T € Gf,(;,m(p)H < (Z kmENargle> % (2k2p2)26 '

e=0
And if [p/2] < < |[(p+ k)/2], then trivially for any 1 < m < p,

P

|{(f, a) - a€ Gf,(;,m(p)H < KkPpl < (Z km_ﬁNar;,"€> X (2k2p2)p.
e=0
What is more, for a given 0 < § < [p/2], we have, making the change of summation index m +— m — e,
p 26 26 P
Z ™ (Z kszNarzlE) = (Z CE> (Z (ck)mNarIT)
m=1 e=0 e=0 m=1

p
<(1+0)* ) (ck)"Nary'

Putting everything together, we therefore get,

k 3 Lp/2] 2 )
ZN ’ 2(1 + ¢)k?*p? k (2(1+ c)k?p?
ETr WABk (]) g M%?P(ck) 1+ E <(d) + 5 % d2p+k+1.
J=1 5=1
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Yet, max{(Q(l -|-C)k2]92/d)25 1<6< fp/ﬂ} is attained for 6 = 1, provided p < (d/2(1 + ¢)k?)'/2. So if
such is the case,

%%J (2(1 n c)l<:2p‘2>2‘S k (2(1 n c)k2p2)p _pHRA PR A1+ kY

d 2 d 2 d2 = d2 '

s=1
where the last inequality holds as long as p > k. And hence, under all the previous assumptions,

p

k
~ 4(1 + ¢)2k*p®
ETr Z Wag(j) < M%Z)P(ck) <1 + (c)p) J2PHE+L
j=1

d2

So set pg = (d/2(1 + ¢)k?)=9)/5 for some 0 < € < 1 (which is indeed smaller than (d/2(1 + ¢)k?)*/? and
bigger than k for d big enough, in particular bigger than 2(1+¢)k%?2). And using inequality (9.21) in the special
case p = pq, we eventually get

N , (pa) 4(1+¢)’p; Hpa 2+ (k+1)/pa Vek +1)%d?
E(Y Wap()|| < (MYpen L =t d o (Vek - 1)%d2. (9.23)
Jj=1 IS

Combining the lower bound in equation (9.20) and the upper bound in equation (9.23) yields Proposition
9.6.1. L]

9.6.3 Conclusion

Having at hand the operator-norm estimate from Proposition 9.6.1, we can now easily answer our initial question.
It is the content of Theorem 9.6.4 below.

Theorem 9.6.4. Let k € N, and for any 0 < e < 1/2 define c.(k) = (kzkl)z (1—e¢). Then, there exists a constant
Cr,e > 0 such that

p (p ¢ %k(cd:Cd)) >1— e Ored”,

PRG2 e (k)d?
One can take Cy = Ce?/k for some universal constant C' > 0.

Proof. As a direct consequence of Proposition 9.6.1, we have

2
sup Tr(WABaAB)] ~ @dz.

E‘/‘/ABN%2 2
d=,cd ( . ) d—+o00o k

And since Ew ., TrW ~g 55100 d*s (see e.g. [56] or Appendix 9.11.2), the result we eventually come to after
renormalizing by TrW is

1 (\/§+1)2d2 (Vek+1)? 1

E, . T ~ = . 9.24
P Le%ks(%g;cd) r(PU)l d—+oo d?ed? k ck d? ( )

On the other hand, By, Tr(W?) ~g 100 d*s> + (d*)*s (see e.g. [56] or Appendix 9.11.2), so we also have

d?(cd?)? + (d?)?cd? 1\ 1
2
EpNMdzych [Tr(p )] d;jroo (d26d2)2 = (1 + ) de

c
Now, if ¢ = (1 — €)(k — 1)?/4k for some 0 < € < 1/2, then

(Vck +1)? 1 de 8¢
o _<1+) T —D)i-o “k-1

So by equation (9.15), we have in such case
Poiigz a2 (p ¢ 6,(CHC?) > 1 —exp (—Ckd*d*(¢/kd?®)?) =1 — exp (—Cd*€* /k),

for some universal constant C' > 0. O
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9.7 Discussion and comparison with other separability criteria

For each k € N, define ¢j_..; as the smallest constant ¢ such that a random state p on C% ® C? induced by an
environment of dimension cd? is not k-extendible with high probability when d is large. That is,

Ch—ext = Inf {c i T (p¢ %k(cd:Cd)) d_)_-§>-oo 1} .
What we established in Theorem 9.6.4 is that ¢y, < (K — 1)%/4k.

Yet, we know from [18] that for ¢ > 0 fixed, p ~ g2 42 is with high probability entangled when d — +o00: the
threshold for p ~ p142 5(q) being with high probability either entangled or separable occurs for some s(d) = so(d)
with d® < so(d) < d®log? d. So what we proved is that if ¢ < (k — 1)2/4k, i.e. if k > 2c+ 2y/c(c+ 1) + 1, then
this generic entanglement will be generically detected by the k-extendibility test.

Furthermore, it is well-known (see e.g. [166]) that p ~ g2 42 is equivalent to p being uniformly distributed
on the set of mixed states on C? ® C? (for the Haar measure induced by the Hilbert-Schmidt distance). As
just mentioned, when d — 400, such states are typically not separable. Now, for k > 6, (k — 1)?/4k > 1, so
such states are also typically not k-extendible. Hence, entanglement of uniformly distributed mixed states on
C? ® C? is typically detected by the k-extendibility test for k& > 6.

Let us define, in a similar way to what was done for the k-extendibility criterion, cpp, resp. crq, as the
smallest constant ¢ such that a random state p on C?® C? induced by an environment of dimension cd? is, with
probability tending to one when d tends to infinity, not satisfying the PPT, resp. realignment (see Chapter &,
Section 8.4), criterion. We know from [10] that c,,, = 4, whereas we know from [13] that ¢,, = (8/3m)°. Now,
for k > 17, (k — 1)2/4k > 4, and for k > 5, (k — 1)2/4k > (8/37)>. So roughly speaking, this means that the
k-extendibility criterion for separability becomes “better” than the PPT one at most for &k > 17, and “better”
than the realignment one at most for k£ > 5. This is to be taken in the following sense: if k > 17, resp. k > 5,
then there is a range of environment, dimensions for which random-induced states have a generic entanglement
which is generically detected by the k-extendibility test but not detected by the PPT, resp. realignment, test.

Note also that for the reduction criterion [107], it was established in [118] that the threshold for a random-
induced state on C? ® C? either passing or failing it with high probability occurs at an environment dimension
d, hence much smaller than for all previously mentioned criteria.

9.8 The unbalanced case

For the sake of simplicity, we previously focussed on the case where H = A ® B is a balanced bipartite Hilbert
space. One may now wonder what happens, more generally, when A = C% and B = C%® with d and dg being
possibly different. It is easy to see that the results from Theorems 9.6.4 and 9.2.5 straightforwardly generalize to
the case where da and dp both tend to infinity (but possibly at different rates). The corresponding statements
appear in Theorem 9.8.1 below.

Theorem 9.8.1. Let k € N and let da,dg € N. The mean width of the set of k-extendible states on C% ®@ CB
(with respect to C® ) satisfies

2 1
dA,dl;\;+00 ﬁ Vdadg '

Also, when d, dg — +00, a random state on C% @C® which is sampled from pig, g cdadg, With ¢ < (k—1)2/4k,
is with high probability not k-extendible (with respect to C® ).

w (8, (C:C™))

Oppositely, when one of the two subsystems has a fixed dimension and the other one only has an increasing
dimension, the sets of k-extendible states with respect to either the smaller or the bigger subsystem exhibit
different size scalings. This is made precise in Theorem 9.8.2 below.

Theorem 9.8.2. Let k € N and let da,dg € N. If da is fived, the mean width of the set of k-extendible states
on Cd4 @ C% (with respect to C2 ) satisfies

2 1

da.vds ~ _c
w(%k(C :C )) dB_H_OO\/Em.
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Whereas if dg is fived, the mean width of the set of k-extendible states on C @ C9 (with respect to C®)
satisfies

2C(dp, k) 1

da.(vdB ~ ’

w(E(C:C®)) e T T
1/4

with C(dg, k) > (1 + (k —1)/d3)

Proof. Using the same notation as in the proof of Proposition 9.2.3, we start in both cases from the exact
expression for the 2p-order moment (slightly generalizing Proposition 9.13.1)

2p
1

k
~ “1x) A7 N+ Im(f)]
Ecp~cunads) T | | Y Gasr () = > 3 & Ny : (9.25)
j=1 f:[2p] = [kIAeB () (2p)

First, fix da. The argument then follows the exact same lines as in the proof of Proposition 9.2.3. Indeed,
the pair partitions A € p(?)(2p) contributing to the dominant order in dp in the expansion (9.25) are the Cat,,
non-crossing pair partitions A € NC®)(2p), for which #(y~'\) = p + 1. Moreover, for each of these \, the
functions f : [2p] — [k] contributing to the dominant order in dp in the expansion (9.25) are the kP functions
which are such that f o\ = f, for which ﬁ(yfl)\) +k—|Im(f)] = p+ k. So we eventually get

2p

k
EGABNGUE(dAdB) ’I‘I‘ ZGAB"’ (j) ~ Catp kpdiJrld%Jrk.
Jj=1

dg—+oo

Now, fix dg. Again, the pair partitions A € () (2p) contributing to the dominant order in da in the
expansion (9.25) are the Cat, non-crossing pair partitions A € NC?)(2p), for which #(y"*\) = p + 1. So
consider one of these A. Observe that, for any 0 < 6 < |(p+k)/2], if f : [2p] — [k] is such that there are exactly
0 pair blocks of A on which f takes two values, then necessarily ﬁ(’yf_l)\) +k—|Im(f)] > p+k—26. Indeed,
the case § = 0 is already known. So let us describe precisely what happens in the case § = 1, i.e. when there is
exactly 1 pair block of A on which f takes 2 values.

e If amongst these 2 values, at least 1 of them is also taken on another pair block of A, then there exist
transpositions 7,7’ and a function g satistying g o A = g, such that v = v,77" and |Im(f)| = |Im(g)|. Hence,

Bv;'A) = 47T A) = 87, ') — 2 = p+ [Tm(g)| — 2 = p+ [ Im(f)| — 2.

e If none of these 2 values is also taken on another pair block of A, then there exist a transposition 7 and a
function g satisfying g o A = g, such that v4 = v,7 and |Im(f)| = |Im(g)| + 1. Hence,

BOvy ' A) =87 A) = 8y, 'A) — 1 =p+|Im(g)] — 1 = p+ |Im(f)| — 2.

And this generalizes in a similar way to § > 1. Yet, for a given 0 < & < [(p + k)/2], there are ()kP(k — 1)°
functions which take 2 values on exactly ¢ pair blocks of A (assuming of course that p > k). So we eventually

get
2p
Eo RIS )
EG,s~GUE(dnds) TT ZGAB"‘(j) > Caty, k” Z <5> (k—1)°dg> | dgt*aqt
=1 5=0

L(p+k)/2] §
= 0 dg,

p+k jp+1
dg'™"dy .

o 1) L(p+h)/2]

— Cat,, k” (1 +
B

One can then argue as in the proof of the derivation of Proposition 9.2.2 from Proposition 9.2.3 that we

2pT\ /2P
~ lim,, 4 (E Tr [(Ef_l GABk) }) , when either dg — +oo or
(oo}

da — +oo. This automatically yields the two announced statements on the mean width of €, (C?:Cd). [

additionally have E HZ;‘:I éABk
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Remark 9.8.3. In the situation where dp is fized, if we had an exact expression

2p

k
VpEN, Eg,pncurads) Tt | | D Gap()) ~  M(da,p),
j=1

da—+oo

then we would be able to conclude without any further argument that

k

E € ~ lim M 1/2p,
‘Zl GABk da—+o0 P—lr-lr—loo (dA’p)
J= o0

This would indeed follow from the convergence result of [91] for non-commutative polynomials in multi-variables
with matriz coefficients (in our case, d3 variables and d% X dl}g coefficients).

The asymmetry in the definition of k-extendibility appears more strikingly in this unbalanced setting. Indeed,
for a finite k& € N, a given state on A ® B may be k-extendible with respect to B but not k-extendible with
respect to A. Tt is only in the limit & — 400 that there is equivalence between the two notions: a state on
A ® B is k-extendible with respect to B for all £ € N if and only if it is k-extendible with respect to A for all
k € N (and if and only if it is separable).

However, what Theorem 9.8.1 stipulates is that, even for a finite £ € N, when both subsystems grow, being
k-extendible with respect to either one or the other are two constraints which are, on average, equivalently
restricting. On the contrary, what Theorem 9.8.2 shows is that when only one subsystem grows, and the other
remains of fixed size, being k-extendible with respect to the bigger one is, on average, a tougher constraint than
being k-extendible with respect to the smaller one (as one would have probably expected).

This is to be put in perspective with some of the original observations made in [66]. It was indeed noticed
that checking whether a state on C¢ @ C? is k-extendible with respect to C? requires space resources which

, 2
scale as [(d +,f_1)d} when implemented. Tt was therefore advised that in the unbalanced situation of d “big”

and d’ “small”, one should check k-extendibility with respect to C? rather than C?, the former being much
more economical. On the other hand, it comes out from our study that, in this case, an entangled state is
likely to fail passing the k-extendibility test for a smaller k& when the extension is searched with respect to C?
than when it is searched with respect to C?. But understanding the precise trade-off seems out of reach at the
moment.

9.9 Miscellaneous questions

9.9.1 What about the mean width of the set of k-extendible states for “big” k?

All the statements proven sofar, regarding either the k-extendibility of random-induced states or the mean
width of the set of k-extendible states, converge towards the same (expected) conclusion: for any given k € N,
the k-extendibility criterion becomes a very weak necessary condition for separability when the dimension of
the considered bipartite system increases. So the natural question at that point is: what can be said about the
k-extendibility criterion on C?¢® C? when k = k(d) is allowed to grow in some way with d? Unfortunately, most
of the results we established rely at some point on the assumption that k is a fixed parameter, and therefore do
not seem to be directly generalizable to the case where k depends on d.

There is at least one estimate though that remains valid in this setting, which is the lower bound on the
mean width of k-extendible states.

Theorem 9.9.1. There exist positive constants cq —q— oo 1 such that, for any k(d) € N, the mean width of
the set of k(d)-extendible states on C¢ @ C? satisfies

2
k(d)

w (C@k(d)(cd:cd» > cq

SHN

Proof. Let d, k(d) € N. For any p € N, the exact expression for the 2p-order moment established in Proposition
9.13.1 of course remains true. So by the same arguments as in the proof of Proposition 9.2.3, we still have in
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that case at least the lower bound

k(d) »

Ecp~cue@ T | [ D Gapra () - ¥ 3 O NG N k() | ()|
j=1 f:[2p] = [k(d)IXeB2) (2p)

> Cat,, k(d)Pd?P D+

This lower bound on moments in turn guarantees, as explained in the derivation of Proposition 9.2.2 from
Proposition 9.2.3, that there exist positive constants ¢y —4— 1o 1 such that we have the inequality

k(d)
Eg,s~cUE(@?) ZGABHd) ()| = ca2v/k(d)d,

Jj=1 o

which yields the announced lower bound for the mean width of %k(d)(Cd:Cd). O

Theorem 9.9.1 only provides a lower bound on the asymptotic mean width of €,(C?:C?%) when k is allowed
to depend on d. It is nevertheless already an interesting piece of information. Indeed, as mentioned in Section
9.3, we know from [16] that the mean width of the set of separable states on C?®C? is of order 1/d®/2. Theorem
9.9.1 therefore asserts that, on C? ® C%, one has to go at least to k of order d to obtain a set of k-extendible
states whose mean width scales as the one of the set of separable states.

Furthermore, it may be worth mentioning that the proof of Proposition 9.2.2 actually provides additional
information, namely an upper bound on the mean width of k-extendible states which remains valid for a quite
wide range of k.

Theorem 9.9.2. For any d, k(d) € N, provided that k(d) < d*/7 and d is big enough, the mean width of the
set of k(d)-extendible states on C? @ C? satisfies

. 2 1 k(d)/5Ind
w(%k(d)(cd.cd)) < \/@& exp ((12/5> .

Proof. Let d,k(d) € N with k(d) < d*7. Taking pqy = (d/k(d))?*/® in equation (9.11) (which is indeed, as
required, bigger than k(d) and smaller than (2d/k(d))'/? for d big enough) we get

k(d) 7/5 2/5
~ _ k(d k(d 5
EGABNGUE(d‘Z) Z Gag(J) < 2v/k(d) d exp < 2(d2/5 Ind + Q(dg/S |:lnd +1n (4)}) '

j=1

oo

The latter quantity is smaller than 21/k(d) d exp (k(d)™/®Ind/d*/®) for d big enough, which yields the advertised
upper bound for the mean width of %k(d)(Cd:Cd). O

Of course, the upper bound provided by Theorem 9.9.2 is interesting only for k(d) < ko(d) = d*/7/(Ind)>/".
Nevertheless, since the set of k-extendible states contains the set of k’-extendible states for all & > k, we also
have as a (potentially weak) consequence of Theorem 9.9.2 that for k(d) > ko(d) and d big enough,

2¢ (In d)>/1*

w(E(a) (C1:CY)) < w (&g (CHCY)) < ——g77

Theorems 9.9.1 and 9.9.2 together imply in particular the following: in the regime where k(d) grows with d
slower than d itself, both the ratio w(8(C*:C%)) /w(€x(q)(C*:C?)) and the ratio w(Ex(q) (C*:C)) /w(D(C* ®
C?)) are unbounded. To rephrase it, for k(d) having this growth rate, the set of k(d)-extendible states lies
“strictly in between” the set of separable states and the set of all states from an asymptotic size point of view.

9.9.2 When is a random-induced state with high probability k-extendible?

The result provided by Theorem 9.6.4 is only one-sided: it tells us that if s < s(k,d) = d*(k — 1)?/4k, then
a random mixed state on C? ® C? obtained by partial tracing on C* a uniformly distributed pure state on
C? ® C? ® C* is with high probability not k-extendible. But what can be said about the case s > s(k,d)?
Or more generally, can one find a reasonable s’(k,d) such that if s > s'(k,d), then a random mixed state on
C? ® C? obtained by partial tracing on C* a uniformly distributed pure state on C? @ C* ® C*® is with high
probability k-extendible?



136

By the arguments discussed in extensive depth in [18], one can assert at least that there exists a universal
constant ¢ > 0 such that ckd?log? d is a possible value for such s'(k,d). We will not repeat the whole reasoning
here, but let us still give the key ideas underlying it.

Define € (C?:C?) the translation of €;,(C%:C?) by its center of mass, the maximally mixed state Id/d?, i.e.

d
T E

gr(Cch:c?) = { i peE %k(cdzcd)} .

Define also € (C%:C?)° the convex body polar to €;(C?:CY), i.e.
Br(CHCY° = {A e #(d®) : VX € E,(Ch:C?Y), Tr (AX) < 1}.

What then has to be specifically determined is (see [18], Section 2, for further comments)

1d
{SEN : EpNudzys _ sup Tr((p—cp>A><1},
AEE(C:Cd)0

One can first of all use the fact that, roughly speaking, when d,s — +oo, the random matrix p — Id/d? for
p ~ gz “looks the same as” the random matrix G/d?\/s for G ~ GUE(d?) (see [18], Proposition 3.1 and
Remark 3.2 as well as Appendices A and B, for precise majorization statements and proofs). In particular,
there exists a constant C' > 0 such that, for all d,s € N with (say) d> < s < d*, we have the upper bound

Id C
Eppp . sup Tr ((p — dQ> A) < N Ec~cuE?) sup Tr (GA).
" A€%,(Cd:Cd)o Vs AET,(CH:C)o

Next, due to the fact that, again putting it vaguely, the convex body &;(C?:C?) is “sufficiently well-balanced”
(see [18], Section 4 as well as Appendices C and D, for a complete exposition of the ¢-position argument), we
know that there exists a constant C’ > 0 such that, for all d € N, we have the upper bound

EGNGUE'(d2) sup Tr (GA) EGNGUE(dZ) sup Tr (GA) < C,d4 log d.
A€E,(Ca:C)o A€E;,(Ca:Ca)

Now, Eg~cur ) SUP A e, (i) 1T (GA) is nothing else than the Gaussian mean width of €;(C%:C?), which
is the same as the Gaussian mean width of €;(C?%:C?), so for which we have an estimate thanks to Theorem
9.2.5, namely wg (€(C%C?)) ~y_io0 2d/VE.

Putting everything together, we see that

Id ~Vkdlogd
E .. sup Tr((p—)A)SC,
Pt A€E, (Cd:Cd)o d? Vs

for some constant C' > 0 independent of d, s,k € N, which implies as claimed that if s > C2kd> log® d, then
Eppigz , SUPAcE, (ca.cayo T ((p —1d/d?) A) < 1.

Remark 9.9.3. Let us briefly comment on a notable difference, from a convexr geometry point of view, between
the k-extendibility criterion and other common separability criteria. In the case of k-extendibility, computing the
support function of €y, is easier than computing the support function of its polar %Z, while for other separability
relazations it is usually the opposite. Indeed, for a given traceless unit Hilbert-Schmidt norm Hermitian A on
C?® C?, we have for instance the closed formulas

he, (cacn (D) = sup {Tr(AX) : X € %k(cd;cd)} - HKHOO,

h@(cd;cd)O(A) = sup {Tr(AX) : X e @(Cd:Cd)o} = d? ||AFHOO ,

whereas the dual quantities hg, (ca.cayo (A) and hgca.cay(A) cannot be written in such a simple way.
This explains why in the case of €y, it is the mean width that can be exactly computed, contrary to the threshold
value which can only be approrimated, while for other approzimations of S the reverse generally happens.
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9.10 Appendix A: Combinatorics of permutations and partitions: short
summary of standard facts

Let p € N. We denote by &(p) the set of permutations on {1,...,p}. For any 7 € &(p), we denote by f(7) the
number of cycles in the decomposition of 7 into a product of disjoint cycles, and by |r| the minimal number
of transpositions in the decomposition of 7 into a product of transpositions. We also define v € &(p) as the
canonical full cycle (p ... 1). More generally, we shall say that c is the canonical full cycle on a set {i1,...,%,}
with i3 < - <ipife=(ip ... 01).

Some standard results related to &(p) are gathered below (see e.g. [144], Lectures 9 and 23, for more details).

Lemma 9.10.1. For any 7 € S(p), (7)) + |7| = p.
Lemma 9.10.2. d: (7,5) € &(p) x &(p) — |7~ 1| defines a distance on S(p), so that for any 7, € S(p),

71| + || = d(s,m) + d(id, 7) > d(id, <) = |s], (9.26)

with equality in (9.26) if and only if 7 lies on the geodesic between id and . And whenever this is not the case,
there exists 6 € {1,...,p — 1} such that |s x| + |7| = [s] + 2.

Definition 9.10.3. A partition of {1,...,p} is a family X = {I1,...,I.} of disjoint non-empty subsets of
{1,...,p} whose union is {1,...,p}. The sets I1,..., I, are called the blocks of \. If each of them contains
exactly 2 elements, X\ is said to be a pair partition of {1,...,p}. We shall denote by B(p) the set of partitions
of {1,...,p}, and by PP (p) the set of pair partitions of {1,...,p}. Note that P> (p) = 0 if p is odd. Remark
also that, whenever p is even, the set of pair partitions of {1,...,p} is in bijection with the set of pairings on
{1,...,p} (i-e. the set of permutations on {1,...,p} which are a product of p/2 disjoint transpositions). We
shall therefore make no distinction between both.

A partition of {1,...,p} is said to be non-crossing if there does not exist i < j < k <1 in {1,...,p} such
that i,k belong to the same block, j,l belong to the same block, and i,j belong to different blocks. We shall
denote by NC(p) the set of non-crossing partitions of {1,...,p}, and by NC®(p) the set of pair non-crossing
partitions of {1,...,p}. Note that NC'®) (p) = 0 if p is odd.

A well-known combinatorial result regarding non-crossing partitions is the following.

Lemma 9.10.4. The number of non-crossing partitions of {1,...,p} and the number of pair non-crossing
partitions of {1,...,2p} are both equal to the p'* Catalan number

1 /2
Cat, = —— p .
p+1\p

More precisely, for any 1 < m < p, the number of non-crossing partitions of {1,...,p} which are composed of
exactly m blocks is equal to the (p,m)!" Narayana number

m 1 (p+1\/p—1
Nar' = —— .
Poop+1\ m m—1

Obviously, these numbers are such that )" _ Nar)" = Cat,,.
With these definitions in mind, we can now state a special case of particular interest of Lemma 9.10.2.

Lemma 9.10.5. Denote by ~y the canonical full cycle on {1,...,p}. Then, for any m € &(p),
'+ = =p -1, (9.27)

with equality in (9.27) if and only if m lies on the geodesic between id and ~y. The latter subset of S(p) is
in bijection with the set of non-crossing partitions of {1,...,p} (by the mapping which associates to a given
partition the product of the canonical full cycles on each of its blocks). We shall thus write m € NC(p) in such
case, not distinguishing a geodesic permutation from its corresponding non-crossing partition.

More generally, let {Iy,...,I5} be a partition of {1,...,p} and denote by ~1,...,vr the canonical full cycles
on I,...,Ip. Then, for any © € &(p),

() "l w = ol = p - L (9.28)

with equality in (9.28) if and only if 7 lies on the geodesic between id and ~yy ---~r. The latter subset of &(p)
is in bijection with the set of non-crossing partitions of {1,...,p} which are finer than Iy U---U I, which itself
is in bijection with NC(|I1]) x -+ x NC(|IL]).
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Combining Lemma 9.10.5 with Lemma 9.10.4, we can in fact say the following: Let ¢ € &(p) and assume
that its decomposition into disjoint cycles is ¢ = ¢; -+ - ¢y, where, for each 1 < i < L, ¢; is of length p; (hence
with p; + -+ +pr = p). Then, for any 7 € &(p), [s 17|+ |7| > p— L, and

{me&(p) : | 'n|+|r|=p—L}| = Catp, x -+ x Caty, .

Having this easy observation in mind might be useful later on.

9.11 Appendix B: Computing moments of random matrices: Wick
formula and genus expansion

When computing expectations of Gaussian random variables, a useful tool is the Wick formula (see e.g. [178]
or [144], Lecture 22, for a proof).

Lemma 9.11.1 (Gaussian Wick formula). Let X1,..., X, be jointly Gaussian centered random variables (real
or complezx).

If g=2p+1 is odd, then E[X;---X,] =0.

P
If g =2p is even, then E[X;--- X ] = Z H E[X;, X;.].
{{il7j1}7"'a{ipajp}}em(2)(2p) m=1

9.11.1 Moments of GUE matrices

A first important application of Lemma 9.11.1 is to the computation of the moments of matrices from the
Gaussian Unitary Ensemble. Indeed, for any ¢ € N, we have

EG’NGUE(n) Tr (Gq) = Z E [Gllvl2 e quvll] )

where the G; ;, 1 < 4,j < n, are centered Gaussian random variables satisfying E[G; ;G /] = 0i=jr j=i. S0
what we get applying the Wick formula is that, for any p € N,

EGNGUE'(n) Tr (G2p+1) =0

Egocupm T (G*) = > '™,

AEP?)(2p)

where for each pair partition A = {{i1,71},...,{ip,Jp}t} of {1,...,2p}, b(A) is the number of free parameters
li,...,lop € {1,...,n} when imposing that V 1 < m < p, l;,,.4+1 = 1j,,, lj,.+1 = l;,,. Identifying the pair
partition {{i1,71},...,{ip,Jp}} with the pairing (i1 j1)...(ip jp) and denoting by ~ the canonical full cycle

(2p ... 1), the latter condition can be written as V 1 <i < 2p, l,-15) = l;. So in fact, b(\) = #(y~1\) and the
expression above becomes

Egecuem) Tr (Gzp) = Z S
AEP ) (2p)
We thus have the so-called genus expansion (see e.g. [144], Lecture 22)

[p/2]
Egocupm Tr (G?) = Z P(2p, 5)nP 120,
5=0

where for each 0 < § < |p/2], we defined P(2p,d) as the number of pairings of {1,...,2p} having genus J, i.e.
P(2p,8) = [{A € BA @) : 4N =p+1-20}| = [(A e PO (2p) 5 4077 N) +10) =2p+ 1 -2}

Equivalently, P(2p,d) is the number of pairings of {1,...,2p} having a defect 2J of being on the geodesics
between id and ~. Hence, P(2p,0) is the number of pairings of {1, ..., 2p} lying exactly on the geodesics between
id and v, i.e. the number of non-crossing pair partitions of {1,...,2p}. So P(2p,0) = |NC’(2)(2p)| = Cat,, and
we recover the well-known asymptotic estimate

Egocupm Tr (G*)  ~  Cat,nPt.

n——+00
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9.11.2 Moments of Wishart matrices

A second important application of Lemma 9.11.1 is to the computation of the moments of matrices from the
Wishart Ensemble. In such case, a graphical way of visualising the Wick formula has been developed in [56], to
which the reader is referred for further details and proofs, a brief summary only being provided here.

In the graphical formalism, a matrix X : C™ — C" is represented by a “box” with two “gates”, one specifying
the size m at its entrance and the other specifying the size n at its exit. For X : C™ — C" and Y : C" — C™,
the product XY : C* — C" is represented by a wire connecting the exit of Y to the entrance of X. For
Z : C™ — C™ the trace Tr(Z) is represented by a wire connecting the exit and the entrance of Z.

Let W be a (n, s)-Wishart matrix, i.e. W = GG with G a n x s matrix with independent complex normal
entries. Representing by 4 a n-dimensional gate and by ¥ a s-dimensional gate, the quantity Tr(W?) is then
graphically represented by p boxes G and p boxes G' connected by wires in the following way.

For any o € &(p), we will denote by €, the diagram ob‘rained from the one above by “erasing” the boxes,
just keeping their gates, and then connecting, for each 1 < i < p, the entrance of the i*”* box G to the exit of
the (i)' box GT, and the exit of the i*" box G to the entrance of the a(i)** box G. Doing so, #(y~'a) loops
connecting n-dimensional gates and f(«) loops connecting s-dimensional gates are obtained. And the graphical
version of the Wick formula tells us that

Ew -, . Tr(WP) Z D, Z nﬁ(vfla)sﬁ(oé).
a€B(p) a€S(p)

In the special case where s = n, this can be rewritten as a so-called genus ezpansion (see e.g. [56])

Lp/2]
Ew-w,, Tr(W?) = > S(p, 6Pt =%,
6=0

where for each 0 < § < [p/2], we defined S(p, d) as the number of permutations on {1,...,p} having genus ¢,
ie. S(p.6) = [{a € 6(p) : t(r~'a)+ Ha) = p+1— 20}]. Since {a € S(p) : 2(y~"a)+4(a) = p+1} = NC(p),
we have S(p,0) = Cat,, and hence recover the well-known asymptotic estimate

Ew.w, , Tr (WP) ~ Cat,n?.

n—-+oo

9.12 Appendix C: A needed combinatorial fact: relating the number
of cycles in some specific permutations on either [p] x [k] or [p]

Let o € S(p) and f : [p] — [k]. We define &y on [p] x [k] as
(a(2), fla(@))) if r = [(7)
(i) if v # 7(0)

We also define 4 on [p] x [k] as (v,id), where v € &(p) is the canonical full cycle (p ... 1).
1

V (i,r) € [p] x [k], as(i,r) = {

We would like to understand what is the number of cycles in 4~ @,. For that, it will be convenient to do a
bit of rewriting. Let us first extend the definition of & and 4 to [p] x ({0} U [k]). We shall denote by a; and ¥
the respective extensions. Note that since f takes values in [k], we have a(¢,0) = (7,0) for all i € [p].

We will now make two easy observations.

Fact 9.12.1. For any f : [p| — [k], define for each i € [p], %}i) as the transposition on [p] x ({0} U [k]) which
swaps (i,0) and (i, f(i)), and set B = ?}1) = ~7"J(cp). We then have, for any a € &(p),

(a(i),r) if r=0

6y = A7 By, where ¥ (i.r) € [p] < ({0} U], a'(i.7) = { o
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The advantage of expressing & in this way is that &' is particularly simple: it acts as o x id on [p] x {0}
and does nothing on [p] x [k]. Furthermore, due to the cyclicity of £(-), a direct consequence of Fact 9.12.1 is
that (7 tay) = jj(’yflé/), where 35 = Bf’_yﬁf_l. It may then be easily checked that 7; decomposes into k + 1
disjoint cycles as stated in Fact 9.12.2 below.

Fact 9.12.2. For any f : [p]| — [k], we have

Yf = C1 -+ CkC,
with ¢ = ((p, f(p))...(1, f(1))), and for each r € [k], & = ((p,sr(p))...(1,5-(1))), where for each i € [p],
sp(i) =0 if f(i) =7 and s.(i) =r if f(i) #r.
Example 9.12.3. For the sake of concreteness, let us have a look at a simple example. In the case where
p=4, k=3, and [ is defined by (1) = f(2) = f(4) =1, f(3) = 2, we obtain that the cycles in 7y are & =
((4,0)(3,1)(2,0)(1,0)), e2 = ((4,2)(3,0)(2,2)(1,2)), s = ((4,3)(3,3)(2,3)(1,3)), € = ((4,1)(3,2)(2,1)(1,1)).

This is schematically represented in Figure 9.2, where the elements in ¢; are marked by “i”, for i € {1,2,3},
and the elements in ¢ are marked by “e”.

Figure 9.2: f : [4] — [3] such that f~1(1) = {1,2,4}, f~%(2) = {3}, f~(3) = 0.

3131133
22| e |2
r e {0} U [3]
° ° 1 °
111211
i€ [4]

Lemma 9.12.4. Let f : [p] — [k] and define v; € &(p) as vy = Yp=1-- - Vf=k, where for each r € [k], vj=, is
the canonical full cycle on f=1(r). Then, for any o € &(p),

177 'a) = t(y5 o) + 1+ k — [Tm(f)]. (9.29)
Proof. Tn ﬁ;lc‘u' there are, first of all:
o &k — |Im(f)| cycles of the form ((1,r)...(p,r)) for r € [k] \ Im(f), because for any (i,7) € [p] x ([k] \ Im(f)),
yptal (i) =37 (i) = (vH(D), 7).
e 1 cycle ((1, f(1)).. ( , f(p))), because for any i € [p, 77 '@’ (i, f(i)) = 77 ' (i, f (1)) = (v~ (0), F(y 1 (0)))-

For the cycles in o L&’ which belong to none of these two categories, there are two crucial observations to be
made. First, for any z .7 € [pl, (i,0) and (j,0) belong to the same cycle of 7, L& if and only if i and j belong to
the same cycle of 7} 'a. And second for each ¢ € [p] and r € [k] \ {f(«(7))}, there exists j € [p] such that (i,r)
belongs to the same cycle of 7} Y& as (4,0). Indeed, for any i € [p], we have on the one hand

vrta(i) = (v ), with L=if{l>0 : f((y"")" a(i) = f(a(i)}.
While we have on the other hand,
f(y~ta(@) = fla@@) = 77'@(i,0) = (y~'a(i),0) = (v} 'a(i),0),
e VOIS L1, (7716 (,0) = (") ali), fa(@))
fo etz et = {wf La)E(0,0) = () 1a(i),0) = (17 a(i),0)
So there are in fact exactly ﬁ(w;la) remaining cycles in W;ld’. O

Example 9.12.5. Looking at the same example as before, namely p = 4, k = 3, and f such that f~1(1) =
{1,2,4}, f71(2) = {3}, f71(3) =0, we see that, for a = (14)(23), the cycles in '7;16/ are:
* ((1,3)(2,3)(3,3)(4,3)), because 3 & Im(f).

3
o (L1)(2,1)(3,2)(4,1)), because f(1) =1, f(2) = 1, f(3) =2 and f(4) = L.
e (1,0) and ((2,0)(2,2)(1,2)(4,2)(3,0)(4,0)(3,1)), correspondmg to the cycles (1) and (2,3,4) in 'yf_loz
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Putting together these preliminary technical results, we straightforwardly obtain Proposition 9.12.6 below.
Proposition 9.12.6. Let f : [p] — [k] and define vy € &(p) as v§ = V=1 Vf=k, where for each r € [k],
Yf—r is the canonical full cycle on f~1(r). Then, for any o € &(p),

B3 ay) = oy )+ — (). (3.50)

Proof. This is a direct consequence of Lemma 9.12.4, just noticing that #(y 'ay) = #(5 'ay) + 1. O

9.13 Appendix D: Moments of “modified” GUE matrices (proof)

The goal of this Appendix is to generalize the methodology described in Appendix 9.11.1 in order to compute
the 2p-order moments of the matrix 2?21 éABk (7). Recall that this issue arises when trying to estimate the
mean width of the set of k-extendible states. We are thus dealing here, not with standard GUE matrices, but
with d?-dimensional GUE matrices which are tensorized with d*~!-dimensional identity matrices.

For any i1,...,149, € [k], we can write
’% ~ ~ ~
HGABI"(Z]) = Z GAB"' (Zl)fl,fz . 'GABk (7:2;0)["2}7’['1,
= i, lop€ld]Ft1
where for each j € [2p] and each l = (ay,b},. .., bk) l_;H (aji1,b)40,. "b§+1) € [d]*+1, we have

Gapr (i) ., =G

iz i 5—« i; - i .
(aj:b;)(aj+1,0% 1) b \b; =b;j11\bj,

Consequently, for any f : [2p] — [k], we have

=
T HGABk (£() > D Claf @bt Clan b9 (a1 ()

ai,...,azp€|d] b1 ..... bgpelf

where I = {51,...,52pe ¥ 2 Vie2p], Ve R\ {f@)}, by, =
What we therefore get by the Wick formula for Gaussian matrices is that, for any f:[2p] — [K],

2p
Ec,pncup@) T | [[Capc(FG)| = D dWTO),
i=1 AeP2) (2p)

where for each pair partition A = {{i1,71},...,{ip,Jp}} of {1,...,2p}, b(A) is the numbgr of free parameters
ai,...,as € [d] when imposing that V.1 < m < p, a1 = a;,,, aJmH = a;,,, and b(Ay) is the number of
free parameters by, ..., by, € I; when imposing that ¥ 1 < m < p, bf( m bf(J"‘) bf(J"‘) bf ) As noticed
before, identifying the pair partition {{i1,j1},...,{ip,jp}} with the pairing (zl J1) ... (zp Jp) and denoting by
~ the canonical full cycle (2p ... 1), the latter conditions may be written as

! = orif r = ()

Vi€ 2pl, ay-ing =aiand Ve k], 4 70
2p], ay-1aq) [+ {bv_l(i)bi if v # f(i)

So in fact, b(\) = (7~ '\) and b(As) = #(3 7' \;), where
(M), f(A(@)) if r = [(i)
(i,r) if v # f (i)

What is more, we know by Proposition 9.12.6 that ﬁ(’y‘lj\f) fvy '\) + k — | Im(f)|, where ~; is the product
of the canonical full cycles on the level sets of f.

v (i,?‘) € [Qp] X [k]7 ,3/(2'77“) = (V(i)vr) and 5\f(7;,7°) = {

Let us summarize.

Proposition 9.13.1. For any d € N and any p € N, we have

2p 2p
k N ——
Ec,n~cup@) T [ [ D Gape() = Y Eguecup@)Tr | [[Gapr(£(1))
' 121 K] =1

Z Z dEOTIN () = Im( )]

J:[2p] = [KIAeP ) (2p)
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9.14 Appendix E: Moments of partially transposed “modified” GUE
matrices (proof)

The goal of this Appendix is to compute the 2p-order moments of Z?:l éABk ()Y, where T stands here for the
partial transposition over the [k/2] last B subsystems. Recall that this issue arises when trying to estimate the
mean width of the set of k-PPT-extendible states.

Using the same notation as in Appendix 9.13, and reasoning in a completely analogous way, we have that,
for any f: [2p] — [k],

2p

= .
TI' HGABk (f(z))r = Z Z G(al»bafngl))y(az,béil)) e G(“Zp»biéip>)v(al»baééip))’

i=1 ar,a2p€ld] By, bapels

where for each 1 < i < 2p, x; = {

Vit 1) < [k/2) Lo [ < k2]
and r; =
i+ 1if f(i) > |k/2] iif £(5) > [k/2]

What we therefore get by the Wick formula for Gaussian matrices is that, for any f : [2p] — [k],

2p,
Eco~cup@ T | [[Capc(FO)T | = 3 d?W+Gs),
=1 AEP@)(2p)

where for each pair partition A = {{i1,j1},...,{ip,Jp}} of {1,...,2p}, b(j\f) is the number of free parameters
bi,...,bay € [d]¥ when imposing that for all i € [2p], first b1y = bi if r # f(i), and second the one condition

b “1‘;)({) = [ if (i), FNG)) < [k/2] or f(i), F(A() > [k/2], while the two conditions b} = b/ and

bW — Q) it £) < [k/2), FOND) > Lk/2) or £(5) > [k/2], FOG) < Lk/2).

Let us rephrase what we just established. Fix A € P(?)(2p). For functions f : [2p] — {1,...,k/2]} = [|k/2]]
or f:[2p] — {[k/2] +1,...,k} = [[k/2]], the number of free parameters associated to the pair (A, f) is the
same as the one observed in Appendix 9.13. On the contrary, for functions f which are not of this form, extra
matching conditions are imposed. So these will for sure not contribute to the dominating term in the expansion

~ 2p
of ETr {(Zf_l G apr (j)F) } into powers of d. Consequently, we have the asymptotic estimate

2
k P

~ . -1 -t —|Im
By cve T | |3 Gane()" e 3 3 O N N+ ()]

AEBR®) (2p) f:[2p]—[k/2]]or [[k/2]]

9.15 Appendix F: Moments of “modified” Wishart matrices (proof)

The goal of this Appendix is to generalize the methodology described in Appendix 9.11.2 in order to compute
the p-order moments of the matrix Z?Zl WABk (7). Recall that this issue arises when trying to characterize
k-extendibility of random-induced states. We are thus dealing here, not with standard Wishart matrices, but
with (d2, s)-Wishart matrices which are tensorized with d*~!-dimensional identity matrices.

Representing by e a d-dimensional gate and by ¥ a s-dimensional gate, the matrix WABk(l), for instance,
may be graphlcally repreﬂen‘red as in Flgure 9.3.

The products WABk( )WABK( ) and WABk( )WABk( ), for instance, are then obtained by the wirings rep-
resented in Figure 9.4.

So what we get by the graphical Wick formula for Wishart matrices is that for any f : [p] — [£],

p
__)
f 1
Ewopeare T | [[Wapc(F@) | = Y Dpa= D &0 00 angie),
‘ a€S(p) aeS(p)

where & is defined by

(a(2), fla(@))) if r = [(i)

agr: (1,7 k
£l )E[p]X[]H{(i,T)ifT#f(Z_)
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Figure 9.3: WAB’“(l) = XABk(l)XABk(l)Tz with XABk(l) = GABI ® IdB2~~Bk

Xapr(1) Xapr (1)
Ae oA
—v
By e * B

Boe—————————— o o o,

B,e——————e¢ o o[3

Figure 9.4: Wagr(1)Wag(1) (on the left) and Wags (1)Waps(2) (on the right)

Ae o—o oA Ae oo oA
—v —v —v —v

Bie {S— ® B Bie >< ® By

BQ‘ ® ® ‘BQ BQ‘ -Bl

Bk‘ ® ® ‘Bk Bk‘ ® ® ‘Bk

La) loops

éy) loops connecting the d-dimensional gates

and where 4 stands for v applied to the first argument. Indeed, for each o € S(p), there are (v~

connecting the d-dimensional gates corresponding to A, #(§7!

corresponding to By, ..., B, and #(«) loops connecting s-dimensional gates. This is because for each 1 < i < p,
on subsystems A and By (;), the entrances (respectively the exit) of the it" box X gk (f(i)) are connected to the
exits (respectively the entrance) of the (i) box Xpr (f((i)))T.

What happens in the special case p = 2 and k£ = 2 is detailed in Figures 9.5 and 9.6 below as an illustration.

Figure 9.5: f(1) = f(2) = 1. On the left, @ = id: Dy, = d®s®. On the right, a = (12): Dy, = ds.

Finally, we also know by Proposition 9.12.6 that for any a € &(p) and f : [p] — [k], denoting by ~; the
product of the canonical full cycles on the level sets of f, we have f(§ 'ay) = jj(’yjﬁla) + k— |Im(f)].

Putting everything together, we eventually come to the result summarized in Proposition 9.15.1 below.

Proposition 9.15.1. For any d,s € N and any p € N, we have

p
k N —
EWABNWdz’STr ZWAB’“(]') = Z EWABNWE[Z,STI‘ HWAB’“(f(Z))
J=1 fi[pl—[k] i=1
_ Z Z dO T )+ (v y e k= Im(f)] ()
fip]—=[k]lace&(p)
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Figure 9.6: f(1) =1, f(2) = 2. On the left, « = id: D, = d3s%. On the right, a = (12): D, = d>s.

9.16 Appendix G: Counting geodesics vs non-geodesics pairings and
permutations

Let us recall once and for all two notation that we will use repeatedly in this section, and that were introduced
in Lemma 9.10.4. For any p,m € N with m < p, we denote by Cat,, p+1 (27”) the p* Catalan number, and

by Nar)' pil ("1 (P~Y) the (p,m)*" Narayana number.

9.16.1 Number of pairings of 2p elements which are not on the geodesics between
the identity and the canonical full cycle

Lemma 9.16.1. Let p € N and denote by ~y the canonical full cycle on {1,...,2p}. For any 0 < 6 < [p/2],
define the set of pairings having a defect 26 of being on the geodesics between id and v as

@ (2p) = A e PO (2p) : 4N =p+1- 20},
Then, the cardinality of ‘]3((52)(2;0) is upper bounded by Cat, (p4/4)6.

To prove Lemma 9.16.1 (and later on Lemma 9.16.3) we will need the simple observation below. Roughly
speaking, it will allow us to assume without loss of generality that, in the decomposition of an element of
‘13((;2)(2])) into p disjoint transpositions, the ones “creating” the 20 geodesic defects are the 26 first ones.

Fact 9.16.2. Let ¢ be a permutation on {1,...,q} and 71,72, 73 be three disjoint transpositions on {1,...,q},
for some integer ¢ = 6. Define W = ST, <@ = STIT2, B = ¢ T1T2T3, and assume that

W) =80 + 1 8(¢®) =#(0) + 2. #(P) = () + 1. (9.31)
Then, there exists a permutation w of the three indices {1,2,3} such that, defining this time g,(rl) = CTr(1),
&Y = ST Tr(2)s ) = S Tr(1)Tr(2) Tr(3), We have

B) = 86) + 1, #(?) = (<), #(e) =4() +1

Proof. Assume that ¢ and 71 = (i1 j1), 72 = (i2 j2), 73 = (i3 j3) satisfy equation (9.31). This means that i1, j;
belong to the same cycle of ¢, is, jo belong to the same cycle of ¢(*), and i3, js belong to two different cycles of
¢(®. So let us inspect all the scenarios which may occur.

¢ REQ) cied and ¢y (232) cgcy, with ¢, co two different cycles of ¢: If i3 € ¢f and j3 € ¢! then the re-ordering
1,3,2 is suitable. If i3 € ¢ and j; € ¢} then the re-ordering 2,3,1 is suitable. If i3 € ¢{ and j3 € cg, for
a,b € {x,y}, then both re-orderings 1,3,2 and 2,3, 1 are suitable. And similarly when the roles of i3 and j3 are
exchanged.
o (& 41) ' ¢ “2) c®c¥c?, with ¢ a cycle of ¢, while ¢* = ¢ and ¢ (igﬂ c®cY: If i3 € ¢® and j3 € ¢¥ then the
re-ordering 2,3, 1 is suitable. If i3 € ¢, for a € {z,y}, and j3 € ¢* then the re-ordering 1, 3,2 is suitable. And
similarly when the roles of i3 and j3 are exchanged. O]

As an immediate consequence of Fact 9.16.2, we have the following: Let ¢ € &(2p) and A = 74 ---7, €
P2 (2p). Define for each 1 < ¢ < p, <9 = ¢1---7,, as well as ¢( = ¢. Assume next that, for some

0<d< [(p+8())/2],
#(<P) = (<) +p —20.
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Then, there exists a permutation 7 of the p indices {1,...,p} such that, defining this time for each 1 < ¢ < p,

o= STr(1) " Tr(q)> as well as O~ ¢, we have

(9) (g—1) .
flon’) =t(sr )—1lifge {2 : 1 <e<d}
VISOSP u @) _w oy, 1 , (9.32)
far”) =)+ 1ifg¢ {2 : 1<e<d}
Since A = 117, = Tr1) " Tr(p), We see that we may always assume without loss of generality that, given
G, the transpositions 7q,...,7, in the decomposition of A are ordered so that A is under the canonical form

(9.32). The behaviour of the function ¢ € [p] — #(s(?) under this hypothesis, depending on the value of §, is
represented in Figure 9.7 (in the special case p = 6 and f(¢) = 1).

Figure 9.7: Case p = 6 and #(s) = 1. From left to right: 6 =0,0 =1, =2 and § = 3.

n(q)
) n(q)

5T n(q) w

n\q
3
14 14 1 1W
+— q +— ¢ | +— ¢ | +—

0 6 0 6 0 6 0 6

With this result in mind, let us now turn to the proof of Lemma 9.16.1.

Proof of Lemma 9.16.1. Given X\ = (i1 j1)---(ipJjp) € P2 (2p), we will always assume from now that the
transpositions (i1 1), ..., (ip jp) in its decomposition are ordered so that A is under the canonical form (9.32)
for =1, This means the following: defining, for each 1 < ¢ < p, the permutation A9 = y~1(iy jy)--- (i, j,)

and the integer n(q) = 4(A@), as well as A =4~ and n(0) = #(A(?)) = 1, we have, for any 0 < § < |p/2],

1)—1if g € {2¢ : 0}
3}

1<e<
1)+1ifgeg {2 : 1<e<

n(q
n(q) = n(q

Aeﬂ3§2)(2p)<:>vl<q<p,{ -
In particular, A € NO®(2p) < V1< q<p, n(q) =n(qg—1)+1, and we know that there are precisely Cat,
possibilities to build such pairing A. This implies that, for each 1 < § < |p/2], there are necessarily less than
(22”) e (2(”726“)) x Catp_gs possibilities to build a A € q3((52)(2p). Indeed, for the choice of the 26 first disjoint
transpositions we can use the trivial upper bound that would consist in picking them completely arbitrarily,
while the p — 2§ last ones have to be chosen so that they form a non-crossing pairing of the 2p — 46 not yet

selected indices. Now, we just have to observe that

2p\  (2(p—25+1) « Cat, o5 :2p-~-(2p—45+1) " (2p — 40)!
2 2 P2 226 (p—20)!(p— 26 + 1)!
_ 1 pl(p+1)! . (2p)!
S 220 7 (p—28)(p—20+1)! " plp+1)!
pto
< 55 % Cat,,
which completes the proof. O

9.16.2 One needed generalization: bounding the number of pairings of 2p elements
which are not on the geodesic path between the identity and a product of
(few) cycles

The proof of Proposition 9.2.2 crucially relies at some point on a statement of the same kind as the one

appearing in Lemma 9.16.1. Nevertheless, what we actually need there is a slight generalization of the latter.
More specifically, we have to bound the number of pairings which have some defect of lying on the geodesics



146

between the identity and, not only a full cycle, but also a product of (few) cycles. So let us give the following
extension of Lemma 9.16.1, which is really directed towards the application that we have in mind.

Lemma 9.16.3. Let p € N. For any [ : [2p] — [k] and any 0 < & < [(p+|Im(f)|) /2], define the set of
pairings having a defect 26 of being on the geodesics between id and ~y (the product of the canonical full cycles
on each of the |Tm(f)| level sets of f) as

T (2p) = (A e BA(2p) : (7N = p+ | Im(f)| — 26}

Then, for any 0 < § < |p/2|, we have the upper bound

{50+ aepfien}| <wt¥ica, (T)é

Proof. We will follow the same strategy and employ the same notation as in the proof of Lemma 9.16.1.
Given A\ = (i1 j1) - (ipjp) € R (2p) and f : [2p] — [k], we will always assume that the transpositions
(41 j1),-- ., (ip jp) in the decomposition of A are ordered so that A is under the canonical form (9.32) for 7171.
}“his means the following;deﬁning, for each 1 < g < p, N9 = 7171(2'1 J1) -+ - (iq Jq) and n(q) = a(%q)), as well as
P 'y]?l and n(0) = #(A9) = |Im(f)|, we have, for any 0 < § < [(p + [Im(f)])/2],

}
}

n(q) = n(q

1)—1ifge{2 : 1
(g 1

Aex®(2p) & V1<g< N €< (9.33)
f.o\°P SAsP — 1) +1ifg¢ {2 : <6 '

<
<€

In particular, \ € ‘,13;27())(2;0) < V1<qg<p n(g =n(g—1)+1, and we know that there are precisely
kP Cat,, possibilities to build a pair (f, \) satisfying this condition (because the latter holds if and only if both
constraints A € NC()(2p) and f o\ = f are fulfilled).

In the case 1 < § < [p/2], notice that after the 24 first steps, we are left with a permutation < having | Im(f)]
cycles, and we have to impose that the partial pairing A\ = (o511 josi1) - - (t2p jop) lies on the geodesics between
id and 3. Now, the number of such partial pairings is the same as the number of partial pairings lying on the
geodesics between id and 7, for any function £ [2p] — [k] whose level sets are the supports of the cycles of <.
Hence, to build a pair (f, \) meeting our requirements, we have at most k%’ (22”) e (2(”72‘”1)) x kP~ Cat,_os
possibilities. Indeed, for the 20 first disjoint transpositions we can use the trivial upper bound that would
consist in picking them, as well as the values of f on them, completely arbitrarily, while for the p — 2§ last ones
we have to impose that they are non-crossing and that f takes only one value on a given transposition. Now, we
know from the proof of Lemma 9.16.1 that (22”) e (2(”725“))(3&‘51,_25 < (p*/4)°Cat,. So we get as announced
that there are less than kP+2% Cat,(p*/4)? pairs (f, \) satisfying condition (9.33). O

9.16.3 One needed adaptation: bounding the number of permutations of p el-
ements which are not on the geodesic path between the identity and a
product of (few) cycles

The proof of Proposition 9.6.1 requires a statement analogous to the one appearing in Lemma 9.16.3, but for
permutations instead of pairings. In order to derive it, we need first to explicit a bit how an element of &(p)
can be put in one-to-one correspondence with an element of ‘,]3(2)(2}7) whose pairs are all composed of one even
integer and one odd integer.

To a full cycle ¢ = (4; ... ¢1) on {1,...,l} we associate the pairing A\, = (2i12is — 1)---(2§;2i; — 1) on
{1,...,2l}. The reverse operation is obtained by collapsing the two elements 2i and 2i — 1 to a single element
i for each 1 < @ < p. Then as expected, we associate to a general permutation « = ¢ - - - ¢,, € S(p) the pairing
Ao = Ae, -+ Ae,, € B@ (2p).

Observe that, denoting by + the canonical full cycle either on {1,...,p} or on {1,...,2p}, we have

Vae6(p), fa)+ty  a) =140y ). (9.34)

Indeed, the cycles of y~1), are precisely cycles of the form (2i; ... 2i;) for (i; ... i1) a cycle of a (supported on
even integers) and of the form (2 — 1 ... 2i; — 1) for (iy ... 41) a cycle of v~ *a (supported on odd integers).
So what equation (9.34) shows is that the elements of &(p) having a given geodesic defect are in bijection
with the elements of J3(?)(2p) with even-odd pairs only and having the same geodesic defect (between id and
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7 in both cases). In particular, we recover the well-known bijection between NC/(p) and NC?)(2p) (because a
non-crossing pairing is necessarily composed of even-odd pairs only).

Next, for any function g, either from [p] to [k] or from [2p] to [k], we will denote by =y, the permutation,
either on {1,...,p} or on {1,...,2p}, which is the product of the canonical full cycles on the level sets of g. For
any function f : [p] — [k], we define the function f : [2p] — [k] by f(2i) = f(2i — 1) = f(i) for each 1 < i < p.
It is then easy to see that we have more generally

Vel = k), Y o€ 6(p), fa) + vy ) = 177" Aa)-

This simple observation will allow us to derive, as a slight adaptation of Lemma 9.16.3, a corresponding
estimate for permutations instead of pairings.

Lemma 9.16.4. Let p € N. For any f : [p] — [k], any 0 < < [(p+ |Im(f)|) /2], and any 1 < m < p — 24,
define the set of permutations which are composed of m disjoint cycles and which have a defect 26 of being on
the geodesics between id and vy (the product of the canonical full cycles on each of the |Im(f)| level sets of f)
as

Srsm(p) ={a e &(p) : t(a)=m and f(v; ') + t(a) = p+ | Im(f)| — 26}
Then, for any 0 < § < |p/2] and any 1 < m < p — 25, we have the upper bound

28

{(f.0) © a€Grsmp)}] < (@k*")° Sk Nar .
e=0

Proof. We just observed that, for any 0 < ¢ < |p/2] and 1 < m < p — 26, the following equivalence holds

0 €Grsm(p) & Ha)=mand A\, € m%, (9.35)
where ‘B?; denotes the set of pairings having a defect 20 of lying on the geodesics between id and Y, as defined
in Lemma 9.16.3.

In particular, o« € G5 9.m(p) & #(a) =m and A\, € ‘B?é, and we know that there are precisely ™ Nar,’
possibilities to build a pair (f,«) satisfying this condition (because the latter holds if and only if the three
constraints f(a) =m, a € NC(p) and foa = f are fulfilled).

For the case 1 < ¢ < [p/2], we will mimic the proof of Lemma 9.16.3. So let (f, ) be such that o € & 5,,,(p)
and assume without loss of generality that the transpositions (i1 j1),..., (ip jp) in Ay are ordered so that A,
is under the canonical form (9.32) for V5 This means that the partial pairing (ios+1 jost1) - (ipJp) is on
the geodesics between id and some ¢ with | Im(f)| cycles, and the number of such partial pairings is the same
as the number of partial pairings being on the geodesics between id and some 77 with [ Tm(f)| = |Im(f)].
Hence, to count how many ways there are of constructing what happens on {iy,j1,...,%25,j2s }, we have the
trivial upper bound that would arise if picking the 26 first transpositions in A,, as well as the values of f on
them, completely arbitrarily. This yields a number of possibilities of at most k% (221”) (2(1”725“)). While on
{12541, J26+1, - - -, i2p, Jop}, We have to impose that the p — 2§ last transpositions in A, are non-crossing, and
that, when collapsed into a permutation of p — 2§ elements, the latter has between m — 20 and m cycles and
the function f takes only one value on each of them. This leaves us with a number of possibilities of at most
Zfio k™~¢Nar]" 5. Putting everything together, we see that the number of pairs (f,«) satisfying condition
(9.35) is less than

25 25

2p 2p—90+1) _ _ 25 _ _

46 m—e m—e 46 2 m—e m—e

k <2)< ) E k Narp_%gk (2p) E k Nar,"*,
e=0 e=0

which is exactly what we wanted to show. O

Remark 9.16.5. The upper bound we established in Lemma 9.16.4 is probably far from optimal (e.g. it is
likely that the exponent 46 in the polynomial pre-factor in k and p can be improved). But this does not really
matter for our specific goal. Nonetheless, in the special case of non-geodesic permutations between id and v on
{1,...,p}, it is in fact quite easy to obtain an upper bound which scales as 3 for the ratio between the number
of 20 mon-geodesic permutations with a given number of cycles and the number of geodesic permutations with the
same number of cycles. We present the result in Lemma 9.16.6 below, the problem being that the proof method
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does not seem to generalize so straightforwardly to the case that we truly need, that is the one of non-geodesic
permutations between id and .

Note also that very similar looking upper bounds had previously been derived regarding the cardinality of the
set Gs5(p) = {a € S(p) : #(y ') +H(a) = p+1—28}, which is the union of the sets S;.,,(p) defined in Lemma
9.16.6, for 1 < m < p. In particular, it was established in [141], Lemma 12, that for any 0 < 6 < |p/2],

165(p)| < |So(p)| p* = Cat,, p*

However, this is definitely even less enough for our purpose: the latter really requires an upper bound on the
number of permutations which have a given defect and a given mumber of cycles in terms of the number of
permutations which have no defect and the same (or a related) number of cycles.

On the other hand, one may have hoped for a stronger result than these simply counting ones. For instance
something like

d(id, ) + d(a,v) = d(id,y) +26 = I : d(a,a’) =26 and d(id,a’) + d(a’,v) = d(id, 7),

with ¢ < 06 and with the mapping ¢ : o — o satisfying }qzﬁ_l(o/)| < p*, for some coefficients 0, k. However,
determining whether this kind of statement holds or not seems to remain an open question.

Lemma 9.16.6. Let p € N and denote by v the canonical full cycle on {1,...,p}. For any 0 <6 < |p/2] and
1 <m < p— 20, define the set of permutations which are composed of m disjoint cycles and which are 2J-away
from the geodesics between id and 7 as

Gs.m(p) ={a € B(p) : ta)=m and 4(y ') +#(a) =p+ 1 — 26}.

Then, the cardinality of S5, (p) is upper bounded in terms of the cardinality of S (p) as

3\ O
|G6,m(p)| < |60,m(p)| <p2> .

Proof. Let p € N and 1 < m < p. We know from [85], Theorems 4.1 and 4.2, that there exist polynomials P,
of degree ¢, for 0 < g < |p/2], such that for any 0 <6 < [(p —m)/2],

é
65.m(p)| = 225];!25)!<p+ L 25) > ( p-1 )Pe(m)Pa—e(er 1—m—20). (9.36)

m = m—1+4 2e¢

What is more, one can check from the explicit expression provided there for the polynomials P, that, for any
x>0, Py(xz) < (2x)9. As a particular instance of equation (9.36), we have

- C)(2%)

And as a consequence, we get by a brutal upper bounding that, for any 1 < < [(p —m)/2],

m—1

S5.m(p) | p+1—20— —J
: 9 12— " —J P.(m)Ps_.(p+1—m — 20)
1G0,m(p)| 225 'i:O p+1—14 ;JI_IO m+]
1 5 2e
226(25|Z< > 2°m 2 (p+1—m —20)°"
e=0
1
226(25)! X (5 + 1) 26 p36
3\ &
(7
X 9 .
And this is precisely the claimed upper bound. O

Remark 9.16.7. There is a close link between the problem we are concerned with and the one of finding tractable
expressions for the so-called connection coefficients of the symmetric group (the reader is referred e.g. to [84]
for more on that topic). Closed formulas are actually known for the connection coefficients of &(p), involving
the characters of its irreducible representations. But unfortunately, they are not really handleable in there full
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generality. And it seems it is only in some specific cases that more manageable forms can been obtained (i.e. in
the first place as a sum of positive terms, so that one can see more easily what its order of magnitude is).
The two situations which are well-understood are, on the one hand when the function f is constant (which
corresponds to the case where s is the canonical full cycle, and hence has a particularly simple cycle type, that
is treated e.g. in [85]), and on the other hand when the defect 20 is O (which corresponds to the case of so-called
top connection coefficients).

9.17 Appendix H: Extra remarks on the convergence of the studied
random matrix ensembles

For any Hermitian M on C™, we shall denote by A\ (M),...,\,(M) € R its eigenvalues, and by Ny, its
eigenvalue distribution, i.e. the probability measure on R defined by

1 n
Ny = - Z Oni (M)
=1

In words, for any I C R, Ny (I) is the proportion of eigenvalues of M which belong to I.

9.17.1 “Modified” Wishart ensemble

Fix k € N and ¢ > 0. Then, for each d € N, let W ~ > .4» and define the random positive semidefinite
matrix Wy on (C?)®F+1 by

1 &
W, = - Z (9.37)

Proposition 9.6.2 establishes that when d — +o00, the eigenvalue distribution of Wy converges in moments
towards a Marcenko-Pastur distribution of parameter ck. But a stronger result actually holds, namely that
there is convergence in probability of Ny, towards ipsp(cr)- What is meant is made precise in Theorem 9.17.1
below.

Theorem 9.17.1. For any I € R and any € > 0,

lim Pwo, o ([Nw,(I) = piarpery (I)] > €) =0,

d—+oo

where the matriz Wy is as defined in equation (9.37).

~ P
Theorem 9.17.1 is a direct consequence of the estimate on the p-order moments E Tr [(Zle WAk (j)) }

from Proposition 9.6.2, combined with the estimate on the p-order variances Var Tr [(Z;C:l WABk (j)) } from

Proposition 9.17.2 below. The proof, which follows a quite standard procedure, may be found detailed in [4]
and sketched in [10].

Proposition 9.17.2. Let p € N. For any constant ¢ > 0,

p

k
VarWABNWdZYCd2 Tr ZWABk (]) = 0 (d2p+k+1) :

d—+oo

— PN 2
Proof. Let p € N. We already know that (E Tr [(Zle Wagk (])) D ~ds oo (MEMP(ck d2p+k+1) thanks to
Proposition 9.6.2. Consequently, the only thing that remains to be shown in order to establish Proposition 9.17.2

— PN 2 2
is that we also have E (Tr [(2521 Wagk (j)) D ~d oo (M%)P(ck)dzp*‘k“) . The combinatorics involved
in the proof of the latter estimate is very similar to the one already appearing in the proof of the former. We
will therefore skip some of the details here.
To begin with, let us fix a few additional notation. We define 79 = (p ... 1) and 72 = (2p ... p+ 1) as the

canonical full cycles on {1,...,p} and {p+1,...,2p} respectively. Also, for each functions f; : {1,...,p} — [k],
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fo:{p+1,...,2p} — [k], we define the function f12 : [2p] — [k] by f12 = f1 on {1,...,p} and fi2 = f2 on
{p+1,...,2p}. Then, by a slight generalization of Proposition 9.12.6 we have that, for any « € &(2p),

ﬁ((’?lﬁ/Q)_ldfla) = ﬁ((’ylf1’72f2)_1a) + 2k — |Im(f1>‘ - |Im(f2)|

We can thus derive from the graphical calculus for Wishart matrices (in complete analogy to the way formula
(9.16) was obtained) that, for any d € N,

p 2

k
EWABNWd2,cd2 Tr ZWABk(]) = Z Z Cﬁ(ll)dn(ﬂufl,fz)7 (9.38)
j=1 fi{1l,....p}—[k] ac&(2p)
fo:{p+1,....2p}—[k]

where for each aw € &(2p) and f1 : {1,...,p} = [k], fo: {p+1,...,2p} — [K],

(o, fi, f2) = 28(a) + 4((192) 7' @) + 8((n py2 £2) 7 ) + 2k — [Tm(f1)] = [Tm(f2)]-

Yet, by Lemma 9.10.1 and equation (9.28) in Lemma 9.10.5, we get: First, for any o € &(2p),

#(c) + #((1172) ta) = 4p — (lo| + [(1172) " tal) < 4p — [mv2| = 2p + #(1172) = 2p + 2, (9.39)

with equality if and only if & = ajae where a3 € NC({1,...,p}), as € NC({p+1,...,2p}). And second, for
any « € 6(2p) and any f1 : {1,...,p} = k], fo: {p+1,...,2p} = [K],

t0) +#((1pv2 ) "' ) < 20+ E(v1 0252) = 20+ [Tm(fi)] + [ Tm(f2)], (9-40)

with equality if and only if @ = ajas where oy € NC({1,...,p}) and froa; = f1, a0 € NC{p+1,...,2p})
and fo 0 ag = fa. So putting equations (9.39) and (9.40) together, we get in the end that for any a € &(2p)
and fr {1,....p} = [k, fo: {p+ 1. 2} — [4],

n(aaf15f2) < 4p+2k+27

with equality if and only if & = ajag where ay € NC({1,...,p}) and fioa; = fi1, a0 € NC({p+1,...,2p})
and f2 O (vg = fg.
We thus get that, asymptotically, the dominant term in formula (9.38) factorizes as

P 2

k
E | Tr ZWABk(j) ~ P22 Z Z cHlenaz)
j=1

d——+o00
a1ENC({1,...,p}) f1:{L,...,p}—=[k], froar=f1
azeNC({p+1,....2p}) f2:{p+1,....2p} = [k], fa0c2=1f>
2

dtoo @ Z Z HOL

aENC(p) f:[p]—>][jf]

foa=

where the last equality is simply because #(ajas) = f(a1) + #(az2). And hence,

P 2 2

k
— 2
Ewipnare . | Tr Z Wagx(4) et dPrri Z (ck)) ) = (d2p+k+1M§\Z)P(ck)) ,
j=1 aENC(p)
which is exactly what we needed to conclude the proof. ]

Let us illustrate the result stated in Theorem 9.17.1 in the simplest case of 2-extendibility and uniformly
distributed mixed states. In Figure 9.8, the spectral distribution of Wy = (Wap, ® Idp, + Wag, ® Idg, ) /d?,
for Wap ~ Wy q2, and a Marcenko-Pastur distribution of parameter 2 are plotted together. The empirical
eigenvalue histogram is done in dimension d = 12, from 100 repetitions.



CHAPTER 9. k-extendibility of high-dimensional bipartite quantum states 151

Figure 9.8: Spectral distribution of (Wap, ® Idg, + Wap, ® Idg,) /d?, for Wap ~ Wyz g2 vs Marcenko-Pastur
distribution of parameter 2.
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9.17.2 “Modified” GUE ensemble

Fix k € N. Then, for each d € N, let G ~ GUFE(d?) and define the random Hermitian matrix G4 on (C¢)®k+!
by

Gg =

SH

k
Z G(j). (9.41)

In complete analogy to what was explained in the case of Wishart matrices, Proposition 9.2.3 establishes
that when d — 400, the eigenvalue distribution of G4 converges in moments towards a centered semicircular
distribution of parameter k. But here again, there is in fact convergence in probability of Ng, towards usc (i),
which is made precise in Theorem 9.17.3 below.

Theorem 9.17.3. For any I € R and any € > 0,

lim Peocue@) (|Na,(I) — pscw ()| > ) =0,

d—+o00
where the matriz G4 is as defined in equation (9.41).

As already explained in the Wishart case, this follows directly from the moment’s estimate in Proposition
9.2.3, together with the variance’s estimate, for all p € N,

2p
k
Varg,,~cup@) Tr | [ Y_Gape(5) = o(d¥tR). (9.42)
j=1

d——+o00

The proof follows the exact same lines as the one of Proposition 9.17.2 and is not repeated here.

Let us illustrate the result stated in Theorem 9.17.3 in the simplest case of 2-extendibility. In Figure
9.9, the spectral distribution of G4 = (Gap, ® Idg, + Gap, ® Idp, ) /d?, for Gap ~ GUE(d?), and a centered
semicircular distribution of parameter 2 are plotted together. The empirical eigenvalue histogram is done in
dimension d = 10, from 100 repetitions.
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Figure 9.9: Spectral distribution of (Gap, ® Idp, + Gap, ® Idg,) /d?, for Gap ~ GUE(d?) vs Centered semi-
circular distribution of parameter 2.
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Remark 9.17.4. We may in fact say even more on the convergence of the random matriz sequences (Wy)aen
and (Gq)aen defined by equations (9.37) and (9.41) respectively. Namely,

a.s.
Nw, dﬁj KrP(eky and Ng, s d oo MR-
To establish this almost sure convergence result, the only thing that has to be verified is that, for any p € N, the
series of variances

—+oo

ZVar {dklﬂ (Wp} and ZVar { e (GQP)} (9.43)

are summable. Indeed, almost sure convergence will then automatically follow from a standard application of
the Chebyshev inequality and the Borel Cantelli lemma. And condition (9.43) actually holds, as a consequence
of the fact that, for any p € N,

Var Tr(Wé’)} =0 (d™?) and Var

1 1 _

9.17.3 Asymptotic freeness of certain Gaussian random matrices

Let us fix a few definitions and notation. Given n € N and [, P] a classical probability space, we define the free
probability space [, (L[, P]), ©n], where AL, (L[, P]) is the set of n x n matrices with entries in L>°[Q), P]
and ¢, (-) = ETr(-)/n is the normalized trace function on J, (L[, P]). The two particular examples we shall
focus on in the sequel are the ones we have already been extensively dealing with, namely GUE and Wishart
matrices.

Lemma 9.17.5. Given two finite-dimensional Hilbert spaces A = C%, B = C, and G a random GUE matrizc
on A ® B, we define the following random matrices on A ® B; ® Bsy:

~ 1 ~ 1
Gl = ——@G ® Id d Gy = ——
VT Vdadg AP 2= T

Then, for any p € N and any function f : [2p] — [2],

lim g, (éf(l)...éf(gp)) = ’{/\GNC'@)(Qp) : fo/\:f}‘. (9.44)

da<dp—+o0

GA132 ® IdB1~
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Proof. We know from the proof of Proposition 2.3 (and using the same notation as those employed there) that

~ ~ “1a)—p—1 vy PN —p—|Tm(f)|

Pand (Gf(l) - Gf(2p)) DR U :
AEP ) (2p)

Now, as explained there as well, for any A € ‘]3(2)(2]9), on the one hand #(y~')\) < p + 1 with equality iff
A € NC®)(2p), and on the other hand ﬁ(%?l/\) < p + | Im(f)| with equality iff A € NC®)(2p) and fo X = f.
The asymptotic estimate (9.44) therefore immediately follows. O

Theorem 9.17.6. Let Gap be a random GUE matriz on A ® B. Then, the random matrices Gap, ® Ildp, and
Gap, ® Idp, on A ® By ® By are asymptotically free.

Proof. Theorem 9.17.6 is a direct consequence of Lemma 9.17.5 (see e.g. [144], proof of Proposition 22.22, for an
entirely analogous argument). Indeed, as da,dg — +o0, the two empirical spectral distributions Ba, and B,
both converge to the semicircular distribution with mean 0 and variance 1. And equation (9.44) is exactly the
rule for computing mixed moments in two free such semicircular distributions (see e.g. [144], Lecture 12). O

Lemma 9.17.7. Given two finite-dimensional Hilbert spaces A = C%, B = C%, and W a random Wishart
matriz on A ® B with parameter cdadg € N, we define the following random matrices on A ® By ® Bo:

Wl VVAB1 ® Id132 and WQ =

Wag, ® Idg, .

:dAB dAB

Then, for any p € N and any function f : [p] — [2],

i W W - f(a) 4
it (T i) = T o
foa=f

Proof. We know from the proof of Proposition 6.2 (and using the same notation as those employed there) that

~ ~ o) A(@)+1(1~ a)—p—1 (@) +5(v; N —p—| Im( )
by (Wi - Wy = 3 a0t @7 :
a€&(p)

Now, as explained there as well, for any o € &(p), on the one hand #(a) + #(y 'a) < p + 1 with equality iff
a € NC(p), and on the other hand f(a) + ﬁ(%?la) < p+ | Im(f)| with equality iff « € NC(p) and foa = f.
The asymptotic estimate (9.45) therefore immediately follows. |

Theorem 9.17.8. Let Wap be a random Wishart matriz on A ® B with parameter cdydg € N. Then, the
random matrices Wap, ® Idg, and Wap, ® Idg, on A ® B; ® By are asymptotically free.

Proof. Theorem 9.17.8 is a direct consequence of Lemma 9.17.7 (see e.g. [144], proof of Proposition 22.22, for
an entirely analogous argument). Indeed, as da,dp — 400, the two empirical spectral distributions 17, and
P, both converge to the Mar¢enko-Pastur distribution with parameter c¢. And equation (9.45) is exactly the
rule for computing mixed moments in two free such Mar¢enko-Pastur distributions (see e.g. [144], Lectures 12
and 13). O
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Part IV

Making use of permutation-symmetry to
tackle multiplicativity issues
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Chapter 9 in the previous part already made it quite clear that symmetries play an important role in quantum
information theory. This part stands up much more ardently for such claim.

Tt is an ubiquitous issue in quantum information theory (but in fact in many other fields as well) to de-
termine whether certain quantities have a multiplicative/additive behaviour. Indeed, a situation where perfect
multiplicativity /additivity holds can usually be interpreted as follows: given a device that enables accomplishing
a task with a certain performance, there is no way of combining two copies of this device which would allow
performing better than when using them independently. In most cases though, this is not what happens: clever
use of correlations does help. This assertion is actually even more true in the quantum than in the classical
world: many quantities which are additive in classical information theory (and whose quantum analogues were
therefore initially conjectured to be additive as well) have in fact been proved to fail additivity in quantum infor-
mation theory. This is precisely what makes asymptotic performances much harder to quantify than single-copy
ones. However, whenever the study of a multi-copy scenario can be reduced, in some manner or another, to
that of an i.i.d. one, then the analysis becomes easy again. This is exactly the motivation behind de Finetti
type statements, all of them having in common to make the most of the permutation-symmetry of the problem
under consideration.

In Chapter 10 we first of all draw the outline of a very flexible de Finetti reduction. What we mean is that
the latter has a broad scope of application (e.g. both quantum states and classical probability distributions) and
that it allows keeping track of additional information that one may have on the considered object, apart from
its permutation-symmetry. It is especially well-suited to the case where this extra knowledge consists of linear
constraints that the object satisfies, one instance of which is extensively studied in Chapter 11. It may however
still be useful in the case of convex constraints. In particular, it permits to derive the following connection: given
any convex set of states &, the exponential decay under tensoring of the maximum fidelity function F(-, %)
implies that of the support function hg/(-), and vice versa. We show-case this link on the example of the set
of separable states. The latter is of prime importance because of its implications in a multitude of fields, most
notably quantum computing and quantum Shannon theory. In this specific case, weak multiplicativity under
tensoring does hold, but with a dependence on the ambient dimensions, and we do not know whether or not it
could be removed. Finally, we examine how our techniques can be extended to the infinite-dimensional setting,
in order to prove e.g. security of continuous variable quantum key distribution against general attacks, under
assumptions as minimal as possible.

Chapter 11 entirely consists of one major application of the de Finetti reduction established in Chapter 10,
namely to the study of the parallel repetition of multi-player non-local games. More precisely, we are interested
in the following problem: if players sharing certain correlations are not able to win a given game with probability
1, does their probability of winning n instances of that game played in parallel decrease exponentially to 0 (with
n), and if so at which rate? We solve this question in (almost) full generality in the case where the only limitation
which is assumed on the physical power of the players is that they cannot signal information instantaneously
from one another. For that, we introduce the notion of sub-no-signalling correlations between players. We
then show that, if players sharing such correlations have a probability below 1 — ¢ of winning one instance of
a game, then they have an exponentially decaying probability of winning a fraction above 1 — ¢ of n instances
of this game played in parallel. This result translates into the analogous one for players sharing no-signalling
correlations (a more commonly studied set of allowed strategies) in two cases: when the game only involves two
players, or when the game is such that all potential queries to the players have a non-zero probability of being
actually asked.

One chief question which remains open from that point is whether the flexible constrained de Finetti reduc-
tion of Chapter 10 could be used to study the parallel repetition problem, not only for no-signalling players as
in Chapter 11, but also for quantum players (i.e. players whose strategy is dictated by the outcomes of local
measurements which they perform on a shared entangled state). Let us enlarge a bit on this issue. The stan-
dard proof technique to tackle parallel repetition, in the quantum case but also, originally, in the classical and
no-signalling cases, consists in iteratively assuming that the players have won a given instance of the game and
then studying how this affects their winning probability in the others. Hence, if you can show that, conditioned
on the event “the players have already won k instances of the game”, the probability is high that they lose in at
least 1, resp. most, of the n — k remaining instances, you get exponential decay of the probability of winning
all, resp. a fraction above the game value of, n instances of the game played in parallel. The main drawback
of this approach is probably its “locality”, which makes it not so straightforward and not so easily generalizable
to more than 2 players as the more “global” de Finetti approach. That is why finding a way of attacking the
quantum parallel repetition problem via de Finetti reductions would be desirable. One obstacle seems however
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to be that there are certain steps from the standard route which remain unavoidable. One of them (which is
actually crucial as well in Chapter 10, when studying exponential decay under tensoring of support functions of
quantum state sets) is some kind of reconstruction step. Phrased informally: you have to be able to say that, if
your strategy (or quantum state) almost satisfies the constraints defining your set of interest, then there must
exist a strategy (or quantum state) which exactly satisfies them and which is not too far away from it. The
hope that, more often than not, this quite natural expectancy will turn out to be true is at the heart of our
whole constrained de Finetti reduction philosophy. Nonetheless, it is not always possible (or at least so easy)
to get nice quantitative versions of this intuition.

Let us bring this discussion to a close by connecting it with more convex geometry orientated considerations.
What we are always doing in this part is asking how a sequence of convex sets under examination {¥,,, n € N}
compares to the sequence of projective tensor power sets {7{{@”, n € N}. Specifically, what we usually want to
know is how much bigger than 37{?" is our considered %, in a given tensor power direction u®". And in the
cases where giving an answer valid for any such u®" looks out of reach, attempting to still say what happens
for most of them (in a way to be defined) could be something interesting to explore.
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Chapter 10

Flexible constrained de Finetti reductions
and applications

Based on “Flexible constrained de Finetti reductions and applications”, in collaboration with A. Winter [128].

De Finetti theorems show how sufficiently exchangeable states are well-approximated by convex combinations
of i.i.d. states. Recently, it was shown that in many quantum information applications a more relaxed de Finetti
reduction (i.e. only a matrix inequality between the symmetric state and one of de Finetti form) is enough, and
that it leads to more concise and elegant arguments.

Here we show several uses and general flexible applicability of a constrained de Finetti reduction in quantum
information theory, which was recently discovered by Duan, Severini and Winter. In particular we show that
the technique can accommodate other symmetries commuting with the permutation action, and permutation-
invariant linear constraints. We then demonstrate that, in some cases, it is also fruitful with convex constraints,
in particular separability in a bipartite setting. This is a constraint particularly interesting in the context of
the complexity class QMA(2) of interactive quantum Merlin-Arthur games with unentangled provers, and our
results relate to the soundness gap amplification of QMA(2) protocols by parallel repetition. It is also relevant
for grasping the regularization of certain entropic channel parameters. Finally, we explore an extension to
infinite-dimensional systems, which usually pose inherent problems to de Finetti techniques in the quantum
case.

10.1 Introduction

The main motivation behind all de Finetti type theorems is to reduce the study of permutation-invariant
scenarios to that of i.i.d. ones, which are often much easier to understand (see Chapter 3, Section 3.3, for a
broader exposition). In many information theoretic situations, the problem is posed in such a way that one
almost directly sees that the solution is (or is without loss of generality) permutation-invariant. Furthermore,
in many scenarios one needs only to upper bound (and not to accurately approximate) a permutation-invariant
object by i.i.d. ones. The seminal de Finetti reduction (aka post-selection lemma) of Christandl, Kénig and
Renner [49] was precisely designed for that: for any permutation-invariant state p on H®", with d = [H| the
“local” Hilbert space dimension,

p< (n+ 1) / ¥ do, (10.1)
oceD(H)
where do denotes the uniform probability measure over the set of mixed states @(H) on H, and the inequality
refers to the matrix ordering (for Hermitians A, B, A < B means that B — A is positive semidefinite). The
beauty of this statement is that on the right hand side we have a universal object: one and the same convex
combination provides the upper bound to all permutation-invariant states. At the same time, though, its very
universality can be a drawback: every permutation-invariant state (quantum or classical) is upper bounded
by the same convex combination of tensor power states, so that any other a priori information (apart from its
permutation-invariance), that one may have on it, is lost. In [67], Appendix B, it was shown that at the sole cost
of slightly increasing the polynomial pre-factor in front of the upper bounding de Finetti operator, it is actually
possible to make it depend on the state of interest, or on some property that this state has, including in the
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integral on the right hand side of equation (10.1) a fidelity term between p and the i.i.d. state c®™. In [67], this
constrained de Finetti reduction was applied to prove a coding theorem in a setting with adversarially chosen
channel. In Chapter 11 another application to parallel repetition of no-signalling games is given.

In Section 10.2, we first review the constrained de Finetti reduction of [67] and give an alternative proof
of it (Subsection 10.2.1). We then show that certain linear constraints lead to very simple and at the same
time useful forms of the de Finetti reduction, such that certain “unwanted” contributions in the integral on the
right hand side of equation (10.1) are either completely absent or exponentially suppressed (Subsection 10.2.2).
Next, in Sections 10.3 and 10.4 we study in depth the case of separability, a convex constraint. In particular we
show that there are several essentially equivalent ways of thinking about the exponential decay of the fidelity
term. Inspired by separability, in Section 10.5 we present an axiomatic treatment of a wider class of convex
constraints. Finally, in Section 10.6 we move to de Finetti reductions in the infinite-dimensional case.

10.2 Flexible de Finetti reductions for finite-dimensional symmetric
quantum systems

10.2.1 A general constrained de Finetti reduction

Before getting into more specific statements, let us fix once and for all some notation that we shall use throughout
the whole chapter (in addition to the general ones specified in Chapter 1, Section 1.3). Most of them, and many
more related ones, are also introduced in Chapter 3, Section 3.1, to which the reader is referred for all the basics
about the symmetric subspace. Given a Hilbert space H, we denote by Sym"(H) the n-symmetric subspace of
H®". In the case where d = |H| < 400, dim (Sym"(H)) = ("Jrsfl) and the orthogonal projector onto Sym" (H)
may be written as

d—1
Pgyran () = (n+n >/¢>€S )| dep,

where dv stands for the uniform probability measure on the unit sphere Sy of H. A state p on H®" is then called
permutation-invariant (or simply symmetric) if for any permutation 7 € &(n), it is invariant under the action
of the associated permutation unitary U(r) € U(H), i.e. U(w)pU(w)" = p. This can be expressed equivalently
by saying that there exists a unit vector |¢) € Sym”(H ® H’), where |H'| = d, such that p = Tryen [)1)].
Going from rigid to more flexible de Finetti reductions relies essentially on the so-called “pinching trick”,
which we state formally as Lemma 10.2.1 below. This is a generalization of results appearing in [97] and [98].

Lemma 10.2.1. Let H be a Hilbert space and M, ..., M, be operators on H. Then, for any state p on H,

s M;pM! < r s M;pM].
7 7

i,j=1 i=1

Proof. To prove that Lemma 10.2.1 holds for any state on H, it is sufficient to prove that it holds for any
pure state on H. Let therefore |[¢)) be a unit vector in H. Then, for any unit vector |¢) in H, we have by the
Cauchy-Schwarz inequality

” 2

(ol | D Mil)wIM] | o) = | > _{plMilv)

ij=1 i=1
<r Y el M)l
i=1
= (¢l <rZMi|w><w|MJ> ),
i=1
which concludes the proof. ]

With this tool at hand, we are ready to get, first of all, the pure state version of the flexible de Finetti
reduction.
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Proposition 10.2.2. Any unit vector |0) € Sym" (H) satisfies

0Y6] < (n—l—d—l

n

) [ 1wl wkena.
[1h)€Su

Proof. Let |0) € Sym" (H) be a unit vector. Then,

n+d-—1
n

2
|e><9|=PSymn<H>|e><e|P§ymn<H>=( ) /W>| o, DRI IOBl el dur
s|P H

Now observe, setting r = ("+Z_1)2, that the span of {|))}¢|®", 1)) € Su}, subject to the condition of having

trace 1, has dimension r — 1. So by Caratheodory’s theorem, we know that there exist {p1,...,p,}, a convex
combination, and {¢1,...,%,}, a set of unit vectors in H, such that
T
[ elenan = Y (102)
[¢)€Su i=1

We can therefore rewrite

X6 =7 > papilabidesil 106 [1s) w5 ="

ij=1

<2201 "
i=1

<23 py [01E™ [ il ®,

i=1

where the next to last inequality is by Lemma 10.2.1, and the last inequality is because, for each 1 < i < r,
pi < 1/4/7 (which can be seen by contracting both sides of equation (10.2) with (2"]-|1©™)). And consequently,
since this holds for any ensemble {p;, 1; }1<i<,r satisfying equation (10.2), we have by convex combination

0)6] < /|¢>es 1(6010=™) | [l 2 do,

which is precisely the advertised result. O

From Proposition 10.2.2, we can now easily derive the general mixed state version of our flexible de Finetti
reduction, which was also obtained in [67] by a slightly different route. In Theorem 10.2.3 below, as well as in
the remainder of this chapter, F(p,o) stands for the fidelity between quantum states (or classical probability
distributions) p and o, defined as F(p,0) = ||\/p/0]|1-

Theorem 10.2.3 (cf. [67], Lemma 18). Any symmetric state p on H®™ satisfies

n+d?—1\° 2 n

o< ) [ Feew e,
n [1) €Sugn

where for a unit vector |y € H@ H', o(¢p) = Tr [)v)| is the reduced state of |1)v)| on H.

Proof. As noted before, there exists a unit vector |¢) € Sym" (H ® H') such that p = Try/s. |6)(0]. By Proposi-
tion 10.2.2, we have

(n+d2—1

n

3
6)6] < ) /.@es (O™ [ el 2™ .

Thus, after partial tracing over H'®", we obtain

- 1\°
p<(”+ 1) /MS (010 2 o ()™ .

n

To get the announced result, we then just have to notice that, by monotonicity of the fidelity under the CPTP
map Tryen, we have for each ) € H® H,

(Ol = F (1001, [)¢1®") < F (p, 0 (1)®") - B
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10.2.2 Linear constraints

Let p be a symmetric state on H®™, What Theorem 10.2.3 tells us is that there exists a probability measure u
over the set of states on H such that

o 3

p < (n - 1) / F (p, U®")2 a®"du(o) < (n+ 1)3d2 / F (p, U®")2 c®"du(o). (10.3)
n ceeD(H) ceeD(H)

It may be worth pointing out that p is in fact the uniform probability measure over the set of mixed states on

H (with respect to the Hilbert—Schmidt distance), since the latter is equivalently characterized as the partial

trace over an environment H’ having same dimension as H of uniformly distributed pure states on H® H’ (see

e.g. [166] for a proof).

Observe that, contrary to the original de Finetti reduction, where the upper bound is the same for every
symmetric state, we here have a highly state-dependent upper bound, where only states which have a high
fidelity with the state of interest p are given an important weight. This is especially useful when one knows
that p satisfies some additional property. Indeed, one would then expect that, amongst states of the form o®",
only those approximately satisfying this same property should have a non-negligible fidelity weight. There are
at least two archetypical cases where this intuition can easily be seen to be true.

Corollary 10.2.4. Let N : Z(H) — Z(K) be a quantum channel, with d = |H| < 4+o00. Assume that p is a
symmetric state on H®™, which is additionally satisfying N©"(p) = T(j@”, for some given state 7o on K. Then,

p< (n+ 1) / F (10, ¥(0))?" 0®" du(0).
c€D(H)

Proof. This follows directly from inequality (10.3) by monotonicity of the fidelity under the CPTP map N, and
by multiplicativity of the fidelity on tensor products. O

This especially implies that, under the hypotheses of Corollary 10.2.4, we have: for any 0 < § < 1, setting
Hs={oce€cDMH) : F(r,N(o)) =1-17},

p<nt 1) ( / o dulo) + (=0 /

odXs

a®”du(o)> .

Such flexible de Finetti reduction, for states which satisfy the constraint of being sent to a certain tensor power
state by a certain tensor power CPTP map, has already been fruitfully applied, for instance in the context of
zero-error communication via quantum channels [67].

Another linear constraint is that of a fixed point equation.

Corollary 10.2.5. Let N : L(H) — Z(H) be a quantum channel, with d = |H| < 4+o00. Assume that p is a
symmetric state on H®™ | which is additionally satisfying N (p) = p. Then,

p< e+ [ ooy P47 K@) (o),

Proof. Apply N¥®" on both sides of inequality (10.3), and use once more the monotonicity of the fidelity under
the CPTP map V. 0

This means that, under the assumptions of Corollary 10.2.5, there actually exists a probability measure g
over the set of states on H which belong to the range of W such that

p<(n+ 1)3d2 / F (p, a®")2 a®"dji(o). (10.4)
occ€Range(N)

A case of particular interest for equation (10.4) is the following. Let G be a subgroup of the unitary group
on H, equipped with its Haar measure pg (unique normalised left and right invariant measure over ). Its
associated twirl is the quantum channel J¢ : £(H) — £(H) defined by

I : 0 UoU'dpg(U).
vea

The range of Jg is then precisely the set of states on H in the commutant of G, i.e.

Ho={oceDH) : VUG, [0,U] =0}.
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Hence, there exists a probability measure fi over K¢ such that, if p is a symmetric state on H®" satisfying

95" (p) = p, then

p< ) [ (o) o (o).
oceXa
Another situation where equation (10.4) might be especially useful is when W is a quantum-classical channel,
so that its range can be identified with the set of classical probability distributions. We get in that case the
corollary below.

Corollary 10.2.6. Let X be a finite alphabet and let Py~ be a symmetric probability distribution on X™. There
ezists a universal probability measure dQy over the set of probability distributions on X such that

Pyr < (n+ 1)32° / F (P, Q") Q" dQx,

X

where the inequality sign signifies point-wise inequality between probability distributions on X™.

Proof. This is a special case of Corollary 10.2.5. Indeed, we can make the identification X = {1,...,d}, where
d = |X|. So let H be a d-dimensional Hilbert space, and denote by {|1),...,|d)} an orthonormal basis of H. We
can then define the “classical” state p on H®" by

pP= Z P('Tlvvxn”xl@®x’ﬂ><x1®®xn|7

1<z, w0 <d

and the quantum-classical channel & : £(H) — £(H) by

Niom D Qo(@)zfel= Y |e)elole)al.

1<z<d 1<z<d

By assumption on P, p is a symmetric state on H®", which is additionally, by construction, a fixed point of
N®" Hence, by Corollary 10.2.5,

p<a ) [ P (o0 N ) )

By the way p and N have been designed, this actually translates into the point-wise inequality

V1< ar,... 20 <dy Pla1,... a0) < <n+1>3d2/ F(P,Q2")° Qu(21) - Qo (wn)du (Qs)
oceD(H)

which is exactly the announced result. O]

This flexible de Finetti reduction for probability distributions turns out to be especially useful when studying
the parallel repetition of multi-player non-local games, as exemplified in Chapter 11.

Remark 10.2.7. Note that all these results generalize to non-normalized permutation invariant positive semidef-
inite operators on finite-dimensional spaces (or positive distributions on finite alphabets). One just has to extend
the usual definition of the fidelity by setting F(M, N) = |/ Mv/N||1 for any positive semidefinite operators (or
positive distributions) M, N.

10.2.3 On to convex constraints?

We just saw that, in the case where the symmetric state p under consideration is additionally known to satisfy
certain linear constraints, it is possible to upper bound it by a de Finetti operator where either no or exponen-
tially small weight is given to tensor power states which do not satisfy this same constraint. But what about
the case where the a priori information on p is that it belongs or not to a certain convex subset of states?
This is the question we investigate in the sequel, focussing first in Sections 10.3 and 10.4 on the paradigmatic
example of the set of separable states, and then describing in Section 10.5 the general setting in which similar
conclusions hold.
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10.3 Exponential decay and concentration of hg via de Finetti reduc-
tion approach

As we just mentioned, we will now be interested for a while in the case where the underlying Hilbert space is
a tensor product Hilbert space H = A ® B, and the kind of symmetric states on H®" that we will look at are
those which additionally satisfy the (convex but non-linear) constraint of being separable across the bipartite
cut A®":B®". For such a state p, one can of course still write down a de Finetti reduction of the form

p< (n+1)MAFIPE / F (p,0%")” 0" dp(o).
c€ED(A®B)

And what we would like to understand is whether it is possible to argue that only the states ¢®” which are
such that o is separable across the bipartite cut A:B are given a non exponentially small weight in this integral
representation. As we shall see, this question is especially relevant when analysing the multiplicative behaviour
of the support function of the set of biseparable states.

So let us specify a bit what we have in mind. Given a positive operator M on A ® B, its maximum overlap
with states which are separable across the bipartite cut A:B, which we denote by S(A:B), is defined as

hsam) (M) = sup Tr(Mo).
sES(AB)

Our interest is in understanding how this quantity behaves under tensoring. Concretely, this means that we
want to know, for any n € N, how hgan.gn)(M®™) relates to hga.p) (M) (where the former quantity is defined
as the maximum overlap of M®" with states which are separable across the bipartite cut A®™:B®"). Note that
here, and in the remainder of this chapter, we use the shorthand notation A", B" for A®", B®" whenever they
appear subscript. Because hg(a.p) is linear homogeneous in its argument, we can always rescale M by a positive
constant such that 0 < M < Id, meaning that M can be interpreted as a POVM element of the binary test
with operators (M,Id — M). We shall make this assumption throughout from now on. Then, it is easy to see
that, for any n € N, we have the inequalities

(hsamy(M))" < hganpny (M) < hga.py(M) < 1. (10.5)

But in the case where hga.p)(M) < 1, the gap between the lower and upper bounds in equation (10.5) grows
exponentially with n, making these inequalities very little informative.

This problem is interesting in itself, but also because it connects to plethora of others, some of them even
outside the purely quantum information range of applications. The reader is referred to [94] for a full list of
problems which are exactly or approximately equivalent to estimating hg. Two notable applications of hg arise
in quantum computing and in quantum Shannon theory.

The first is to QMA(2), the class of quantum Merlin-Arthur interactive proof systems with two unentangled
provers. The setting is that a verifier requires states o and 3 from separate provers which are assumed to be
computationally unlimited, and then performs a binary test with POVM (M,Id — M) on the separable state
a ® (. The maximum probability of passing the test that the provers can achieve evidently equals precisely
hs(M). For complexity theoretic considerations (in particular the so-called soundness gap amplification) it is
important to understand how well many instances of the same test, performed in parallel, can be passed, either
all n, leading to hs(M®™), or t out of n, where t > n hg(M).

The second application appears in the problem of minimum output entropies of quantum channels, and their
asymptotic behaviour. Namely, a quantum channel N : Z(A) — £(B) can be represented in Stinespring form
by ¥ (X) = Trg(VXVT), with an isometry V : A < B ® E. Its minimum output Rényi p-entropy is given by

p

S;“i“(./\f) = péngz;i(nA) Sp(N(p)), where V o € D(B), S,(0) = - log [l |l-

Taking the limit, we recover the von Neumann entropy S(o) for p = 1 and — log Ajyax (o) for p = oo (see Chapter
5, Sections 5.1 and 5.5, for further details). From this, it is not hard to see that, with M = V'V the projector
onto the range of V, i.e. the subspace V(A) C BQE, we have S22 (N) = —log hss:g)(M). In quantum Shannon
theory, the behaviour of SP*(¥®™), and in particular of ST™(N®") = —log hgpn.gr)(M®") as n grows is of
great interest,.
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10.3.1 Some general facts about “filtered by measurements” distance measures

We need to introduce first a few definitions and properties regarding “filtered by measurements” distance mea-
sures. The reader is e.g. referred to Chapter 6, Section 6.2, for more precise definitions.

Let H be a Hilbert space and let M be a set of POVMs on H. For any states p,o on H, we define their
measured by M trace-norm distance as

1
dm(p,0) = sup o | M(p) — M()ll; ,
MEM

and their measured by M fidelity distance as

Fua(p,0) = jnf F ((p), (o))

We have the well-known relations between these two distances (see e.g. [51], Chapter 9)
1— Py <du < (1-F2)"77. (10.6)
We further define, for any set of states X on H, the measured by M trace-norm distance of p to X as
= i f
dM (pﬂ?[) ig%dM(pa 0-)’
and the measured by M fidelity distance of p to & as

13V (p7%) = sup FM(p) U)a
ocEX

In the sequel, we shall consider the case where H = A®B is a bipartite Hilbert space, with |A[, |B| < +c0. In
this setting, we will be especially interested in the set of separable states § and in the set of separable POVMs
SEP on H (in the bipartite cut A:B).

Lemma 10.3.1. Let A{,B1, Ay, By be Hilbert spaces. Then, for any states p1 on A1 ® By and ps on As ® Bo,
we have

F(Pl ®P2,S(A1A213132)) < Fsep (Pl,S(AliBl))F(Pz,S(A2IBz))~

Proof. The proof is directly inspired from [147], adapted here to the case of fidelities rather than relative
entropies.
Let Jl, = (Ml(i))iel € SEP(A;:B1). Then, by monotonicity of the fidelity under the CPTP map Jl; ® Fd.o,
we have
sup F(p1 @ p2,012) < sup F (Ml @ Fdao(pr @ p2), My @ Fdo(o12))
012€8(A1A2:B1B2) 012€8(A1A2:B1By)

=F (M ® Fda(p1 @ p2), M1 @ Fdo(c12)),

for some 512 S S(AlAgtBlBg). Next,

F (./%1 [029] jdg(pl X pg), My ® jdg(&lg)) = Z \/TI‘ (Ml(i)p1> \/TI‘ (Ml(’)a)F (pg,&éi)> s
i€l
where 51 = TI‘A2B2 (512) and for each i € I, 551) = TI'AIB1 (Ml(z) & Id2512)/TrA1B1 (Ml(l)gl) SO 51 S g(AllBl)
and for each i € I, 55” € 8(A2:B3). Hence, for each i € I, F(pg,&él)) < supgzeS(A2:B2)F(p2,Ug), and
subsequently

ST (M )T (M05)) F (2, 587) < ( sup F(P2,02)> F (Ml (pr), M (51))

icl 02E€SA,:By

02E€S8(A2:B2) 01E€8(A1:By)

< ( sup F(P2,U2)> < sup FU“l(Pl)v”h(ﬁ))) :

We thus have shown that, for any J(; € SEP(A1:B;)

F(p1® p2,8(A1A2:B1By)) < ( S(up )F(/l/ll(m),/”ll(al))> F (p2,S(A2:Bg)).
01€S(A1:By

Taking the infimum over JMl; € SEP(A1:B;), we get precisely the statement in Lemma 10.3.1. O
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Theorem 10.3.2. Let A, B be Hilbert spaces, and let p be a state on A ® B. Then, for any n € N,
F(p®",8(A™B")) < Fsgp(an)(p,S(AB))".

Proof. Theorem 10.3.2 is a direct corollary of Lemma 10.3.1, obtained by iterating the latter. O]

10.3.2 Weak multiplicativity of hg
With these facts prepared, we can now derive our main theorem.

Theorem 10.3.3. Let M be an operator on the tensor product Hilbert space A ® B, satisfying 0 < M < Id,
and set r = ||M|2. If hgasy (M) <1 -6, for some 0 <6 <1, then for anyn € N,

2 \"
hs(anny(M®") < (1 - — | .
S(A":B )( ) < 5T2)
Proof. Let p € S(A™:B"). Our goal will be first of all to show that Tr (M®"p) < 2(n+ 1)3“'“2“3'2 (1- 52/2r2)n.
Now observe that, denoting, for each permutation = € &(n), by U(r) € C?L((A ® B)®") the associated permu-
tation unitary,

1

Tr (M®"p) = Tr ~ S U@ME U@ | p| =T | M > Um)ipU(n)

1
! n!
TeES(n) TeES(n)

The first equality is by n-symmetry of M®™ and the second one is by cyclicity of the trace. Hence, for our
purposes, we may actually assume without loss of generality that p € S(A™:B") is n-symmetric.

Yet, if p is an n-symmetric state on (A ® B)®", we know by Theorem 10.2.3 that there exists a probability
measure u on the set of states on A ® B such that

p < (n+1fIANIRE / F (p.0®")* ™" du(o).
cE€ED(A®B)
So, by multiplicativity of the trace on tensor products, we get in that case
Tr (M®"p) < (n+ 1)3AFBF / F (p,o®")" Tr (Mo)" du(o).
cED(ARDB)

Consequently, for any 0 < € < 1, setting K. = {0 € D(A®B) : ||o — S(A:B)||, < ¢/r}, we have, upper
bounding either F (p,c®™) or Tr (Mo) by 1,

Tr (M®"p) < (n+ 1)3AFB1 </

Now, if 0 € H,, this means that there exists 7 € S(A:B) such that ||o — 7]|2 < €/r, so that

Tr (Mo)" du(o) + /

F (p, 0®")2 du(a)) .
oK

EXe

Tr(Mo) =Tr(M7)+Tr(M (o — 7)) < Te(M7) + [[M||2]jlo = 7lla <1 —0 + €

The next to last inequality is simply by the Cauchy—Schwarz inequality, while the last one is by assumption on
M, 7, 0. And if 0 ¢ F., then

2\ n/2
F (,0, a®") <F (U®"7S(A”:B")) < Fsgp(a) (0,8(A:B))" < (1 — :ﬂ) .
The first inequality is because p € S(A™:B™), the second one is by Theorem 10.3.2, and the third one is
obtained by combining equation (10.6) with the known lower bound [|o — 8(A:B)|[sgpa.p) = llo — S(AB)]],
(see e.g. [130]).
Putting everything together, we obtain in the end that for any 0 < e < 1,

Tr (M®"p) < (n+ 1)3AFIBI ((1 — 04"+ (1 - 46:2)“) . (10.7)

In particular, choosing € = 2r? ((14 §/r?)!/2 — 1) in equation (10.7), so that €?/4r* = § — e > 6%/5r%, we get
Tr (M®"p) < 2(n + 1)3AFBI° (1 - 62/572)". And consequently

2 2 62 "
hs(anpn) (ME™) < 2(n + 1)3IAIIBI (1 - W) . (10.8)
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In order to conclude, we just need to remove the polynomial pre-factor in equation (10.8). Assume that
there exists a constant C' > 0 such that hS(AN:BN)(M®N) >C (1 — 52/5r2)N for some N € N. Then, we would
have for any n € N,

52 Nn
n
hscavane) (M) () (45" 5 0 (1 25)

On the other hand, equation (10.8) says that we also have

2 Nn
hg(annpyny (MEN™) < 2(Nn + 1)3AL B2 (1 B ;@) .

Letting n grow, we see that the only option to make these two inequalities compatible is to have C' < 1, which
is precisely what we wanted to show. ]

The conclusion of Theorem 10.3.3 had already been obtained via completely different techniques than the
one presented here (and even with slightly better constants). However, the good thing about the de Finetti
reduction approach is that it gives, almost for free, not only this exponential decay result for the behaviour of
hs under tensoring, but also some kind of concentration statement. To be precise, assume that M is an operator
on A ® B, satisfying 0 < M < Id and hg(a.p)(M) < 1—6 for some 0 < 6 < 1. Then, M can be identified with a
binary test that a separable state is guaranteed to pass only with probability hga.py(M) < 1 — 6, while there
exists some (entangled) state that would pass it with probability hgagp)(M) = || M ||o0, which may be 1. Hence,
a natural question would be: performing this test n times in parallel, what is the probability that a separable
state passes a certain fraction ¢/n of them? Such maximum probability is nothing else than hgan.gn) (M(t/")),
where the operator M /™) on (A ® B)®" is defined as

MM = N M @ 1d®
ICn], 1]t

Above (and several times later on as well) we use the following shorthand notation: for any 1 < k& < n and any
bipartition {i1,...,ix} U{j1,- - dn-k} ={1,...,n},
Mg@éil,uwik} ® Idfgl,...,h—k} =Mp, B, ® @ MAikBik ®Ida, B, ® - ® IdAjn B;,

—k —k"

Obviously, if t < (1 —4)n then the answer is asymptotically 1, whereas for ¢t = n the answer is hg(an.gn)(M®"),
which decays exponentially fast with n as established in Theorem 10.3.3. But is such exponential amplification
of the failing probability already true for ¢ just slightly above (1 — §)n? Theorem 10.3.4 answers this question
affirmatively.

Theorem 10.3.4. Let M be an operator on the tensor product Hilbert space A ® B, satisfying 0 < M < Id,
and set v = ||[M|2. If hgas)(M) <1 =9 for some 0 < 6 < 1, then for any n,t € N with t > (1 — 0 + a)n for
some 0 < a < 6, we have

t o’
hs(an.Bn) (M( /")> < exp <—n5r2) .

Proof. Following the exact same lines as in the proof of Theorem 10.3.3, we now have in place of equation (10.7)

62
hS(A":B") (M(t/’ﬂ)> < (’rL + ]_)3|A\2\B|2 (exp [—2n(a — 6)2] + exp |:—TL4T2:|) . (109)

This is indeed a consequence of Hoeffding’s inequality (and of the fact that e™® > 1 — 2 for any = > 0). So in
particular, choosing € = o (1 — (v/2 — 1)/(8r? — 1)) in equation (10.9), so that €2/4r? = 2(a—¢)? > o?/5r?%, and

removing the polynomial pre-factor by the same trick as in the proof of Theorem 10.3.3, we get as announced

r

t o?
hg(an:Bn) (M( /")) < exp (—n52) . O
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10.4 Exponential decay and concentration of hg via entanglement
measure approach

10.4.1 Quantifying the disturbance induced by measurements

Let us state first a few technical lemmas that we will need later on to establish our main result. The reader is
referred to Chapter 2, Section 2.5, for all quantum Shannon theory definitions which are used in this section
(entropy and relative entropy, mutual information etc.).

Lemma 10.4.1. Let p be a state on U ® V and T be an operator on U, satisfying 0 < T < Id. Define
next p = Truv [(Tu ® Idv) puv] as the probability of obtaining the first outcome when the two-outcome POVM
(Ty @ Idy, (Idy — Ty) ® Idy) is performed on pyv, and v = Try [(Tu ® Idv) puv] /p as the corresponding
post-measurement state on V. Also, denote by pyv = Try [puv] the reduced state of puv on V. Then,

D (rv|pv) < —logp.
Proof. Note that py = prv + (1 — p)ov, where oy = Try [((Idy — Tu) ® Idv) puv] /(1 — p). We therefore have
the operator inequality prv < py. And hence,

D (Tvav) = Tr[rv (log v —log pv)] < Tr [ry (log 7v — log(p7v))] = —logp,
the next to last inequality being because log is an operator monotone function. O]

Let us recall the definition of the squashed entanglement E,,, introduced in [44]:

Es (paB) = inf {;I(A1B|E) (paBe) @ Tre (paBe) = pAB} .

Lemma 10.4.2. Let Mag be an operator on the tensor product Hilbert space A ® B, satisfying 0 < Map < Id,
and let apn, Bpn be states on A®™ B®™ respectively. Next, fir 1 <k <n — 1, and define

pr = Trange | (MES @ 10557 ) aan @ B |
1

7(k)an-pnr = — Trape [ (M @ 158 ™) axe @ e
Pk

Then, it holds that

- 1.1
Z Esq (T(k)Aij) < ) log —.
4 D
j=k+1
Proof. By Lemma 10.4.1, with U = A®% @ B®F v = A®"~k @ BOn—k Ty, = ME}’; and pyy = aan ® fpn, wWe
know that

D (T(k)Ankanfk: ||O[An—k ® ﬁank) < log pi
k

Now, observe that

D (T(k)An—an—k ||aAn—k, @ /BBn—k) Z D (T(k)An—an—k ||7'(/€)An—k ® T(k)Bn—k)
=1 (Ak+1 . An5Bk+1 ce Bn) (T(k)Ankanfk>

n

= > T(AjBrsr- BulAgr o A1) (7(B) an-rpn-s)
Jj=k+1

> > I(A;Bj[Apsr . Ajy) (7(k) an-rpn-r)
Jj=k+1

> Y 2By (t(k)a,s,) -
j=k+1
The first inequality is due to the fact that, given a bipartite state 7yy on U ® V, for any states py, py on
U, V respectively, D(ruv|pu ® pv) = D(ruv|7u ® 7v). The third equality and the fourth inequality follow
from the chain rule and the monotonicity under discarding of subsystems, respectively, for the quantum mutual
information. And the last inequality is by definition of the squashed entanglement. ]
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Remark 10.4.3. Observe that under the assumptions of Lemma 10.4.2, we actually have the stronger conclusion

n

1 1

Z By (1(k)a,;B;) < §log—,

j=k Pk
j=k+1

where Ey is the conditional entanglement of mutual information (CEMI) introduced in [109]:
. 1
E] (PAB) = inf {2 [I(AA/BB/) (PAA’BB’) — I(A/ZBI) (PAA/BB’)] : TrA’B’ (PAA/BB’) = PAB} .

CEMI is always at least as large as squashed entanglement: for any state pas, Er(pas) = Esq(pag). But the
precise relation between these two entanglement measures is unknown. In [109] it was furthermore shown that,
like squashed entanglement, CEMI is additive, and more generally super-additive in the sense that

EI(pA1A21B1B2) > El(pAliBl) + EI(PA2:B2)~

However, unlike squashed entanglement, there is no simple proof of monogamy of CEMI, and it may well not
hold in general.

Lemma 10.4.4 (cf. [104], Lemma 8.6). Let 0 < v <1 and ¢ > 0. Let also n € N and assume that (pr)i<k<n
is a sequence of numbers satisfying 1 > p; > --- = p, >0 and

1
V1<k’<n—17pk+1<pk(\/ ¢ 10%'*‘”)'
n—k Pk

Then, for any 0 < v < 1—v such that py < v+, we have

,YQ

clog[1/(v +7)] +7

Proof. To prove Lemma 10.4.4, we only have to show that

V1<k<n, pp < (v+y)min®ro) for ky =

5(n+1).

V1<k<ko, pr < (v+7). (10.10)

Indeed, the case k > kg then directly follows from the assumption that the sequence (pi)1<r<n is non-increasing,
so that pp < pr, < (v +7)"o.

Let us establish (10.10) by recursivity. The statement obviously holds for k& = 1 since p; < v+~ by hypothesis.
So assume next that it holds for some k < ko — 1. If pr < (v + 7)**!, then clearly pry1 < pr < (v +)FFL
Otherwise, by the way ppy1 is related to pg, we then have

pest < (W47 (\/C(k+ 1) log[1/ (v + )] +V>
1 x (n_k) ’

and the latter quantity is smaller than (v + )**+1 if
k+1 2
n—k = clog[l/(v+7)]
which can be checked to be equivalent to k& + 1 < kg. Hence in both cases, the statement holds for & + 1. O

Corollary 10.4.5 (cf. [104], Lemma 8.6). Let (pr)i<k<n be a sequence of numbers satisfying the assumptions
of Lemma 10.4.4, and the additional condition p1 < 1 — (1 —v)/2. Then,

1y

n< 1-
b < 8c

Proof. Corollary 10.4.5 follows from applying Lemma 10.4.4 in the particular case v = (1 — v)/2. Indeed, we
then have v+~vy=1— (1 —v)/2 = (14 v)/2, so that

- =) (1-v)? -y
ko = 4elog[2/(1 +v)] + (1 — v)2 (n+1)=> "

And consequently,

_ (1_ 1_y>n(1—l/)/(4c) _ (1_ (1—V)2>n
Pn X X s

(n+1)>

~ 4clog21—v] + 1 "

2 8¢

which is exactly the announced upper bound for p,. ]
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10.4.2 Weak multiplicativity of hg

Our approach in this section, to prove the multiplicative behaviour of hg, is directly inspired from the seminal
angle of attack to the parallel repetition problem for classical non-local games: our Theorem 10.4.6 is an
analogue of the exponential decay results by Raz [151] and Holenstein [104], while our Theorem 10.4.8 is an
analogue of the concentration bound result by Rao [150]. Indeed, here in the same spirit as theirs, we want
to make precise the following intuition: if the initial state of a system on (A ® B)®™ is product across the cut
A™:B"™ then performing a measurement (M,Id — M) on only a few subsystems A ® B should not create too
much correlations in the post-measurement state on the remaining subsystems.

Before we prove the main result of this section, we need to recall one last definition: for any ¢ € N, a state
pap on a bipartite Hilbert space A ® B is said to be g-extendible with respect to B if there exists a state papq
on A ® B®Y that is invariant under any permutation of the B-subsystems and such that pap = Trpe-1 paBa
(cf. Chapter 9). We shall denote by €,(A:B) the set of g-extendible states with respect to B on A ® B, and by
hg,(a:B) its associated support function.

Theorem 10.4.6. Let M be an operator on the tensor product Hilbert space A ® B, satisfying 0 < M < 1d.
Then, for any q € N,

2 n
1 — hyg,a:)(M))
h n.nM@mglf( e . 10.11
S(A™:B )( ) ( §In2 g2 (10.11)
And consequently, if hga.g) (M) <1 -6 for some 0 < § <1, then
® 64 !
vy (M) < (1 — 2 ) 10.12
ho(armey (M) ( 512ln2d4) (10-12)

assuming |A| = |B| = d.

Proof. To establish the first statement (10.11), we have to show that,

2 n

1 — hg,(a:B)(Mag))

nBn S Aan T M®n npBn < 1— ( T .

V pargr € S( ), Tr (Mg pars) ( SIn2g

Note that, with this aim in view, we can without loss of generality focuss only on states which are extremal

in §(A™:B"), namely on states which are product across the cut A®":B®". So let aa» ® Bp» be such a state,

and set pg = 1, 7(0)anpr = aan @ Bpn. In the sequel, we will use the following notation: given I}, C [n] with
|I).| = k, define Mg{‘])gn as

I I QI
Mk, = Mg o 10

Then, for each 1 < k < n, construct recursively

pr = Tranpn Mgf]%nOéA" ®ﬁB"} )

1 (Ix)
T(k)Anglg = ]?k TrAIkBIk |:MA7?B”O[A” ® BB”:| )

with 7 chosen in I;_; such that

1 11 1
n—k+12 ngk,l'

By, (T(/f - 1)A,ikBik) <

We know that this is possible. Indeed, assuming that py_1, 7(k —1)a,. B, have been constructed, Lemma
k—1 k—1
10.4.2 guarantees that

1 n—k+1 1

1 1
— Es ( k=1, B >< 51 ;
n— k+ 1 ; sq T( )AlkleIk—l n—k + 12 0g Ph_1

so that there necessarily exists an index ¢ € Ij;_; such that E, (T(k — 1)AiBi) is smaller than the quantity on
the right-hand-side of the average upper bound above.
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Now, notice that the px, 0 < k < n, are related by the recursion formula
VOSksn-—1, Pk+1 = Pk TrAik+1Bilc+1 (MAik+1Bik+1T(k)Aik+1Bik+1> ’

where, by the way the 7(k), 0 < k < n, are built

Eqq (T(kj)AikJrlBikJrl) <

Yet, we know from [133] that this implies that

1 1 1 In2 g2 1
3 oan € &y (AB) ¢ [|T(k)ap — oapll, < V2In2(g - 1)/ — - log - < Vo _qk log -~ (10.13)

And therefore,

In2q? 1
Pr+1 < Pk (|MaBll o |7(k)aB — oaBll; + Tr (Mapoag)) < pk ( - _qk log o + hg,(A:B) (MAB)> .

With this upper bound, and because we also clearly have 1 > p; > --- > p, > 0 as well as the requirement
p1 < hgaB) (M) < hg,a:B) (M) <1 — (1 — hg,(a:B))/2, it follows from Corollary 10.4.5 that

(1 — he,(a:B) (MAB))2 ) !

Tr (MZann ® fpn) = pn < (1 - oy

which is precisely what we wanted to prove.

From there, the second statement (10.12) easily follows. Indeed, in the case where |[A] = |B| = d, we know
from [48] that, for any g € N, if pap € €,(A:B) then there exists oo € S(A:B) such that ||pap—oagll1 < 2d?/q,
so that hg, (a:B) < hsa:m) + 2d?/q. Hence, if hsa:B)(Mag) < 1 — 4, making the choice g = 4d?/6, in order to
have hg, (a:B)(Mag) < 1—0/2, yields, after a straightforward computation, exactly the announced exponential
decay result. ]

The scaling as (§/d)* in the upper bound provided by equation (10.12) of Theorem 10.4.6 is much worse than
the scaling as (6/d)? in the upper bound provided by Theorem 10.3.3. However, equation (10.11) of Theorem
10.4.6, which relates hgan.pn)(M®™) to he,a:B)(M), may be of interest in some specific cases, namely when
M has a maximum overlap with g-extendible states which is already of the same order as its maximum overlap
with separable states for ¢ < d?.

Remark 10.4.7. By Remark 10.4.3, we see that we could also have done the recursive construction described
in the proof of Theorem 10.4.6 by imposing instead that, for each 0 <k <n —1,

1 1 1

—log —.
n—=k?2 ngk

Pk+1 = Pk TrA'ik+1Bik+1 (MA'ik+1B'ik+1T(k)Aik+1Bik+1) ’ with EI (T(k)Aik+1Bik+1) S

Now, it is an open question to determine whether there exists a dimension-independent constant C > 0 such
that an implication of the following form holds true:

E;(paB) <e¢ = Foap € S(A:B): |pas *UABHl < C\/E (10.14)

If Conjecture (10.14) indeed held, this would imply that the (pr)1<k<n Satisfy

22 1
VO<k<n—1, pgy1 <pi log — + hg(a:B) (MaB) | -
n—=k Pk

And hence eventually, the following dimension-free exponential decay result for hga.p):

52 \"
hS(A:B)(M) < 1-6 = hs(An:Bn) (M®n) < (1 — 46’2) .

In fact, if a more general variant of Conjecture (10.14) held, with C\/e replaced by () for ¢ a (universal)
non-decreasing function such that p(0) =0, then one could prove analogously that

—1 n
hsam (M) S1=0 = hanpn) (M) < (1 - <p4@> '



174

The way property (10.13) of strong faithfulness of squashed entanglement with respect to q-extendible states, is
proved in [133] is relying on the breakthrough result by Fawzi and Renner [72] that small conditional mutual
information does imply approximate recoverability. Now, in an even stronger manner than Es.(p) being small
means that the conditional mutual information of any extension of p is small, Er(p) being small is a condition
that is expressible as a bunch of conditional mutual information of extensions of p being simultaneously small.
So it could be that recoverability results (in particular the best one up-to-date [120], which carries the advantage
over the original one [72] of being universal and explicit) would help in an attempt to prove a strong faithfulness
property of CEMI with respect to separable states such as (10.14).

Theorem 10.4.8. Let M be an operator on the tensor product Hilbert space A @ B, satisfying 0 < M < 1Id. If
hsaz)y (M) < 1—6 for some 0 < § < 1, then for any n,t € N witht > (1 — 6 + a)n for some 0 < o < 6, we
have

5
hs(an.Bn) (M(t/”)> < <1 —

o n
20481n2d* (26 — a)) ’

assuming |A| = |B| = d.

Proof. The proof of this theorem follows a very similar route to that of Theorem 10.4.6: for any given state
aan ® Bpn which is product across the cut A®™:B®", we want to show that the probability that it passes at
least t amongst n tests defined by Map is upper bounded as

ad

 20481n2d* (25a)) '

Pt(O{An 9 /BBn) < (1

In that aim, we start by defining the following deterministic set, number and state: Iy = 0, p;, = 1 and
7(Ip)anpr = aan ® PBpn. Then, for each 1 < k < n, we construct recursively the following random set, number
and state: pick 7;, uniformly at random in I} _,, and define

I, = Iy U {ig},
p1, = Tranps [Mjgi%nam ® ﬂB"} ;

1 I
() aygsy = o Tray sy, M0 © o
k

Lemma 10.4.2 guarantees that, on average, for each 0 <k < n —1,

Esq <?(Ik)Aik+1Bik+1> < n_ kilog —
K

so that, on average, for any ¢ € N,

_ _ [In 2 ¢2 1
Pr... SPr, ( — 1ng7 + hg,(A:B) (MAB)> .
k

In particular, we can make the choice ¢ = 8d?/a, in order to have he,a:B)(Ma) <1 -5+ a/4. And we thus
get from Lemma 10.4.4, after computation, that on average,

at at

>
1024102 d* log[1/(1 — 6 + a/2)] + o 412 o ad (26 — a)

n.

a ko
Pr,, < (1—6+§) for kg =
To finish off the proof, we just have to observe (cf. [150], Section 8) that

1
Plaan ®Pen) < D (wFamy Pl
Iy Clnl, [1xy |=ko ko

()

0

k
n—ko+1 © o\ ko
< _ d
\<(1—5—|—a)n—k0+1> (1 5+2) ’
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where the last inequality follows from the fact that Hi;é(a—&—i)/(b—&—i) < (a/b)!, combined with the upper bound

on py, . In the end, we can therefore conclude that

P <(1-2" < (1 o '
t(O‘A"®5B")\(*§) ST 2048m2dt (26 —a) )

where the first inequality follows from the fact that (1 —d + a/2)/(1 — 6 + o) < 1 — /2, while the second
inequality is a consequence of the lower bound on k. L]

Remark 10.4.9. Here again, we see by Remark 10.4.3 that, if Conjecture (10.14) held, then we could have
obtained in the proof of Theorem 10.4.8 that, on average

a? a?

8log[1/(1—5+a/2)]+a2(n+1)2 2 -

525 —a)
And hence eventually, the following dimension-free concentration result for hga.):

a ko
P, <(1-0+5) " forko=

aB
hsamy(M)<1—6 = VO<a<é Vt=(1-0+a)n, hyanpn (M(t/n)) < (1 _ 1602(25—a)>

10.5 Equivalence between weak multiplicativity of support functions
and of maximum fidelities

In the previous Sections 10.3 and 10.4, we studied in great depth one particular example of convex constraint on
quantum states, namely the separability one. We showed in this specific case that there is a strong connection
between the (weakly) multiplicative behaviour under tensoring of either the support function hg or the maximum
fidelity F'(-,8). We would now like to describe, more generally, which kind of convex sets of states exhibit a
similar feature.

So let us fix d € N, H a d-dimensional Hilbert space, and assume that we have a sequence of convex sets of
states K™ on H®", n € N, with the following stability properties (under permutation and partial trace):

peH™ = Vre&n), UnpUm e ™ and Trype XD, (10.15)

Note that requirement (10.15) implies in particular that, if p®" € F ™) then p € XM, In view of our subsequent
discussion, it would be meaningless not to impose that the opposite holds as well, i.e. that, if p € K1), then
pE" € F (™). This means in other words that, for each n € N, (™ is assumed to contain the so-called nt"
projective tensor power of K1) which is defined as

®n
(7{(1)) = conv{p1(§§-~-<§§>pn7 pl,...7pn€7{(1)}.

10.5.1 Exponential decay and concentration of hy from multiplicativity of F(-, %)

Given an operator M on H, satisfying 0 < M < Id, define the support function of ™ at M®" as

R (n) (M®”) = S;lc;() ) Tr (M®"a) .
[ASH AN

Define also more generally, for any 0 <t < n, hgm) (M(t/”)) as the maximum probability for a state in % (™)
to pass a fraction t/n of n binary tests (M,Id — M) performed in parallel. The question we are next interested
in is to understand how hg;(n) (M®") and hg o (M®/™) relate to hga) (M).

Hence, assume also that these sets ¥ (™) satisfy the following condition: there exists a non-decreasing function
f:e€]0, 1] f(e) €]0,1] such that, for any state p on C? and any 0 < ¢ < 1,

p—FHD| e = F(p®, ™ ’ < (1= f(e)". (10.16)
o -], (o7 )

Then, under assumption (10.16) for the sets %™ the following holds: for any operator M on H, satisfying
0 < M <1Id, and ||M||2:rforsome0<r<\/a, and any 0 < a < 0 < 1,
h%u)(M) <1—-0 = hygm (M®n) < (1 — g(é, ’I“))n,
Vit>(1-6+a)n, hym (M(t/n)) < efng/(oz,r)7
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where g(0,7) = f(e(d,r)) for 0 < e(d,r) < 1 the solution of the equation f(e) = ¢ — re and ¢'(a,r) = f(e(a, 7))
for 0 < e(a,r) < 1 the solution of the equation f(€) = 2(a — 7¢)2.

To come to these statements, the strategy is entirely analogous to the one adopted in the proofs of Theorems
10.3.3 and 10.3.4. Tt is therefore only sketched below. First of all, when looking for a state p € (™) maximizing
Tr (M®"p), one can in fact assume without loss of generality that p is n-symmetric. And for such state p,
reasoning as in the proof of Theorem 10.3.3, we know that we have

Tr (M®"p) < (n+ 1)3d2/ F (p,0®")* Tr (Mo)" du(o).
ocePD(H)

Hence, we get as a consequence of hypothesis (10.16) that, for any 0 < e < 1,
Tr (M®"p) < (n+ 1% (1 =5 +re)" + (1 f(e)").

So choosing € such that f(e) = d — re and p such that Tr (M®"p) = hgn) (M®™) yields in particular
hogom (M®™) < 2(n + 13 (1 — g(6,1))".

Similarly, it follows from hypothesis (10.16) as well that, for any 0 < e < 1,
P (n) (M(t/")) < (n+ 1)3‘7l2 (exp [—2n(a — re)?] + exp[-nf(e)])

so that choosing € such that f(e) = 2(a — re)? gives

heg () (M(t/")) < 2(n 4 1)3 e’ (@),

In both cases the polynomial pre-factor 2(n + 1)3‘12 can then be removed by the exact same argument as in the
proof of Theorem 10.3.3.

10.5.2 Weak multiplicativity of F'(-, %) from exponential decay and concentration
of hs;{

We would now like to go in the other direction. Namely, let us assume this time that these sets # (™ satisfy
the following condition: there exists a function f : (a,d) €]0, 1[xN — f(«,d) €]0, 1], non-decreasing in a and
non-increasing in d, such that, for any operator M on H, satisfying 0 < M < Id, and any 0 < a < 0 < 1,

hygoy (M) <1—8 = ¥Vt (1—0+a)m, hym (MW")) < e nf(@d), (10.17)
Then, under assumption (10.17) for the sets % (™) the following holds: for any state p on Hand any 0 < € < 1,
% Hp _ 3{(1)“ >ec = F (p®n7%(n)) < Qe—ng(e,d),
1

where g(e,d) = f(a(e,d),d)/2 for 0 < a(e,d) < 1 the solution of the equation f(a,d)/2 = (o — €).

Here is the strategy to derive such result: ITmagine you are given a state on H®", which you know is either
p®" or in K™, and you want to decide between these two hypotheses. For that, you can design a binary test
(T, T_) such that outcome + is obtained with a high probability p if the state was p®" and outcome — is
obtained with a high probability ¢ if the state was in % (). Then, clearly

F(p®”,%(")) <F((p1-p),(¢.1—q) <V1-p++/1-q

Therefore, if both error probabilities 1 — p and 1 — ¢ are exponentially small, the conclusion follows.

In the present case, the fact that Hp — %M H1 = 2¢, implies that there exist 0 < M < Id and € < n < 1 such
that Tr(Mp) = 1 — n + € whereas hg@) (M) = 1 — 1. So consider the binary POVM (M, M;) = (M,1d — M)
performed n times in parallel, and the corresponding binary test (7 ,7-) with + being the event “outcome 0
is obtained more than (1 — 7+ «)n times” and — being the event “outcome 0 is obtained less than (1 — 7+ a)n
times”, for some 0 < a < € to be chosen later. Define next, for each 1 < ¢ < n, the random variable X;,
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respectively Y;, as the outcome of measurement number i given that the state was p®”, respectively in (™).
We then have

1pP(|p®”)P<ZX¢<(177+a)n>,

i=1
n
l—¢g=P (+|57{<">) —-Pp (ZY > (1—n+a)n> .
i=1
Yet on the one hand, X3, ..., X,, are independent Bernoulli random variables with expectation 1 — 7+ €, so by

Hoeffding’s inequality
P (Z Xi<(l-n+ a)n) < e 2lema)?,
i=1

While on the other hand, for any 0 <t < n, P (3.1, Vi > t) = hgo (M®/™), s0 assumption (10.17) guarantees
that

i=1

n
P <ZYZ >(1—n+ a)n) L e f(ed),

Hence, putting everything together, we eventually obtain that, for any 0 < a < ¢,
F <p®n, %w) L e’ 4 gmnf(ad)/2

which yields the wanted result after choosing « such that f(a,d)/2 = (e — a)?.

Remark 10.5.1. Note that requirement (10.15) is clearly fulfilled by the sets San.pn of biseparable states
on (A®B)®". Furthermore, they satisfy requirements (10.16) and (10.17) as well, with f(¢) = €2/4 and
fla,d?) = a?/5d?.

It may also be worth emphasizing that conditions (10.16) and (10.17) are just strengthened and quantitative
versions of the following stability property for the sets K™ : p ¢ g = pen ¢ K™, ie.  equivalently
PP e E™ = peFx®,

10.5.3 One simple example

Let us look at what the previous discussion becomes in the case of the simplest possible sequence {576(”), n € N}
satisfying requirement (10.15), namely when there exists a set of states # on H such that, for each n € N, %)
is exactly the n'" projective tensor power of %, i.e.

HM) = g&n =convi{p; @+ pp, P1,---,pn EX}.

Then, assumption (10.17) is clearly satisfied, in the following way: for any operator M on H, satisfying 0 <
M <1Id,and any 0 < a < § < 1,

hogy (M) <1—8 = Vi (1—6+a)n, hoym (MW”)) <e 2,

This is a consequence of Hoeffding’s inequality, following an argument similar to the one detailed in the previous
subsection. And by the result established in the latter, this implies that: for any state p on H and any 0 < € < 1,

F (p73{(1)) <e ™ = F (p®n’%(n)) < 26—7162/8.

This is because F(p, V) <e ™ = [p—HWD[1/2>21—e > ¢/2.

In connection with the discussion developed in Sections 10.3 and 10.4, we see that we are actually facing the
following interesting open question: how differently do §(A™:B") and S(A:B)®" behave, from the (more or less
equivalent) points of view of support functions and maximum fidelity functions?
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10.6 De Finetti reductions for infinite-dimensional symmetric quan-
tum systems

All quantum de Finetti theorems and reductions require a bound on the dimension of the involved Hilbert
spaces. So what can be said about symmetric states on H®" when H is an infinite-dimensional Hilbert space?
What extra assumptions do we need on them in order to be able to reduce their study to that of states in some
de Finetti form? The original de Finetti reduction of [49] was especially designed to prove the security of QKD
protocols against general attacks. Yet, showing security of continuous variable QKD is also a major issue. This
was the motivation behind the infinite-dimensional de Finetti type theorem of [53]. Our ultimate goal here is
the same, which we rather try to achieve via a de Finetti reduction under constraints.

10.6.1 Infinite-dimensional post-selection lemma

Let H be an infinite-dimensional Hilbert space, and let H € H be a finite d-dimensional subspace of H. Denote
by {|7)}jen an orthonormal basis of H, chosen such that {|j)}1<;<a is an orthonormal basis of H. Then, for
any n, k € N, the (n + k)-symmetric subspace of H®" @ H®¥ is defined as

Symn+k (I:LH) = Span Z ‘]ﬂ(l)>®®|]ﬂ'(n+k)> : jl <o <jn+k7 V1<Q<n7 jq <d
TeS(n+k)

Note that, denoting by H; C H the orthogonal complement of H, i.e. H=H® H,, we have

Sym™™* (H,H) c V'™ (LH) .= P 0P @ Sym (H®).

IC[n+k]
I1>n

Lemma 10.6.1. Let H be an infinite-dimensional Hilbert space, and let H C H be a finite d-dimensional
subspace of H. Let also n,k € N. Then, any unit vector |0) € Sym" " (ﬁ,H) satisfies

|6X0] < [zkj (” Z k) (” +7‘f - 1)1 Ic%k} /WESH €(02)ire © )| da,

q=0
[11>n

where for all 0 < q < k and all unit vector |x) € H, e(ﬂx)ﬁi—q = Trinte [(Idgi_q ® |x><x|§n+q)|9><9|] is a

sub-normalized state on I:I?qu.

Proof. Since Sym™** (H,H) ¢ V*** (H, H), any unit vector |#) € Sym"** (H, H) satisfies

00| = vn+k(H H)‘9>< | \T/ﬂ+k(H H)
:<n—|—d—1

n

c c -i—
) / (1457 & aalg") 1o)Xo] (1057 @ |y)ylS” ) dady.
1,0C[n+k] 7 12):19)€5R

1], T Zn

Now, by Lemma 10.2.1 (and using the same Caratheodory argument as in the proof of Proposition 10.2.2), we
have

c c T
[ (g el ool (157 @ lulg”) dody
|z),ly)€Sn

1,JC[n+k|
11),1J|=n

e

. C T
/| s (145" @ |o)a15") 16X01 (1457 @ |a)zlg") " do
z)ESH

IC[n+k]
[11>n

We then just have to notice that, for any 0 < ¢ < k and any unit vector |z) € H,
k— n k— n T k— n n
(145" @ )l 5™ ) 10)0] (145"~ @ [a)a] 5" )" = Trgasa [(IdR 7 @ [a)z[5™ ) [OX0]] © [o)z(5" ",

in order to actually get the advertised result. O
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10.6.2 An application

One application of Lemma 10.6.1 is to the security analysis of quantum cryptographic schemes, when there is
no a priori bound on the dimension of the information carriers. This problem was originally investigated in [53]
via a de Finetti theorem specifically designed for it. It was shown there that, under experimentally verifiable
conditions, it is possible to ensure the security of quantum key distribution (QKD) protocols with continuous
variables against general attacks. We show here that similar conclusions can be reached using the de Finetti
reduction of Lemma 10.6.1.

We look at things from the exact same point of view as the one adopted in [53]. Let H be an infinite-
dimensional Hilbert space and let X,Y be two canonical operators on H. Then, denote by A = X2 + Y? the
corresponding Hamiltonian, fix Ay > 0, and define

H:={|6) eH : Al§) = \6), A< Ao},

finite-dimensional subspace of H spanned by the eigenvectors of A with associated eigenvalue at most \g.
Let n,k € N, with n > 2k, and let p("*+2%) be a (n + 2k)-symmetric state on H®"+2¢, Next, define the two
events of and 9B as

d =“V1<q<k, Tr(Ang) <ho”

@B =« 3 |0(n+k)> c Symn+k (H ® H/, H ® H/) . p(n+k) _ TrH/'n.+k ‘9(n+k)><9(n+k)| 777
where for all 1 < ¢ <k, p((ll) = Tryntor\g, P20 Jand p(" ) = Try, |, p" 29, We know by Lemma I11.3
in [53] that there exist universal constants Cy,c > 0 such that, whenever \g > Cylog(n/k), we have

P (s A ~B) < e~k /",

In words, this means the following. Fix a threshold \g > Cplog(n/k), and assume that when measuring the
energy A on the k first subsystems of p("1t2%) only values below )\ are obtained. Then, with probability greater
than 1 — e_Cks/”z, the remaining n + k subsystems of p("*2%) have a purification which is the symmetrization
of a state with more than n subsystems supported in H @ H'.

Now, let 7 be a state on H®"** guch that p = Trym+x |0)0] for some |6) € Sym™tF (HoH ,HoH).

Denoting by d the dimension of H, we have by Lemma 10.6.1 that |0) satisfies

0)0] < li (n Z k> <n +f - 1)7

/ €(02) (uuyre ® lx)a|2E, da.
q=0 ‘$>€Sﬁ®ﬁ/

IC[n+k]
[I|Zn

And hence, after partial tracing over H'®"t# we finally get

BT

q=0

/ (0y) e ® a(ac)%[dm,
IC[n+k] \x)ESf{@ﬁ/
[T1Zn

where for all 0 < ¢ < k and all unit vector |z) € H® H', o(x)g = Trg, |z)z|gg is the reduced state of |z)(z| on
H, and (0, )1ge-0 = Tripn—q e(gx)(HH/)qu is the reduced sub-normalized state of €(6,) on H®*—4,

Putting everything together, we can eventually get the following: Let n € N and k& = [n®| for a given «
fulfilling 2/3 < a < 1. Let also Ag be a threshold such that on the one hand A\g > Cylogn, where Cy > 0 is
a universal constant, and on the other hand d < n” for a given 3 fulfilling 0 < 8 < 1/2. Suppose next that
p"*2k) s a (n 4 2k)-symmetric state on H®"+2F such that event of holds. Then, with probability greater than

1—een™ , where ¢ > 0 is a universal constant, the reduced state p("*%) of p("+2k) on H®"+k satisfies

n n®+n?P
P < Oyt S [ e(po)e 0 dulo).
o €D (H)

IC[n+k]
I

where C' > 0 is a universal constant, y is a probability measure on the set of states on H, and for each 0 < ¢ < k
and each state o on H, £(p,o)yr—q is a sub-normalized state on H®*~9,
Now, let N : Z(H) — £ (K) be a quantum channel, and assume that there exists some 0 < § < 1 such that

sup {[|¥(0)||; : o € D(H)} < 6.



180

This implies in particular that, for any 0 < ¢ < k, and any states ¢ on H®*~% ¢ on H, we have

lwemt (e @ g S )| = W (@], [N (@)l < 0m .

Iy

And subsequently, by what precedes, for any state p("t2%) on H®"+2*k such that event sf holds, denoting by
p(k) its reduced state on HE™F it holds with probability greater than 1 — e=°""""" that

k
o +k - T
ek | s e S (M) sup (et et e oo, o e o)

q=0
k
q=0 q

< (C/n)n"‘ +n2P 6”,

where ¢’ > 0 is a universal constant. By the way a, 8 have been chosen, this means that, for any 6> 6 and
n > ng, we have with high probability

sup{HJv®n+k(p(n+k))H LR = Trpan pH28) with p(+28) ¢ Gy (HEMH2R) gt g1 holds} <

1

10.7 Conclusion and outlook

We have reviewed (and given a new proof of) the constrained de Finetti reduction of [67]. We have demon-
strated its adaptability to various situations where one would like to impart a known constraint satisfied by a
permutation symmetric state onto the i.i.d. states occurring in the operator with which to compare it. We have
seen that our technique works especially well in the case of linear constraints (see [67] and Chapter 11 for two
developed such applications).

We have then spent considerable effort on a particularly interesting convex constraint, separability. Apart
from the obvious relevance to entanglement theory, the constrained de Finetti reduction provides a very natural
framework in which to derive bounds on the success probability of parallel repetitions of tests, and has immediate
applications in the parallel repetition of QMA(2), quantum Merlin-Arthur interactive proof systems with two
unentangled provers (see [94] for further details). Conversely, we showed that certain progress in entanglement
theory (on the conjectured faithfulness properties of the CEMI entanglement measure for instance) would
imply even stronger, dimension-independent bounds, which would show in particular that the soundness gap of
QMA(2) can be amplified exponentially by parallel repetition, without any other devices. It is curious to see that
the progress on questions like this can depend on the properties of a simple, but little-understood entanglement
measure such as CEMI, and we would like to recommend its study to the reader’s attention. Indeed, it seems
to be the best candidate so far for a magical, or even supercalifragilistic entanglement measure. The latter is
defined as one which has the post-selection property with respect to an initial product state and measurement
on a separate subsystem (cf. Lemma 10.4.1), is super-additive, and satisfies a universal faithfulness bound with
respect to the trace-norm distance (cf. Conjecture (10.14)).

We have also presented a more abstract framework of convex constraints, that allows us to demonstrate in
greater generality the interplay between the multiplicative behaviour of (i) the support function and (i7) the
maximum fidelity function. The way (i) is derived from (i7) is via our de Finetti reduction with fidelity weight
in the upper bounding operator. And (i) is obtained from (¢) by constructing a test whose failure probability
decays exponentially under parallel repetition.

Finally, seeing that the de Finetti reductions had been so far always limited by the finite dimensionality
of the system involved, we have made first steps towards an extension of the main technical tool to infinite-
dimensional systems under suitable constraints. It remains to be seen how widely it or a variation can be applied
to quantum cryptography in continuous variable systems [53, 41], or similar problems.



Chapter 11

Parallel repetition and concentration for
(sub-)no-signalling games

Based on “Parallel repetition and concentration for (sub-)no-signalling games via a flexible constrained de Finetti
reduction”, in collaboration with A. Winter [129].

We use a recently discovered constrained de Finetti reduction (aka “Post-Selection Lemma”) to study the
parallel repetition of multi-player non-local games under no-signalling strategies. Since the technique allows us
to reduce general strategies to independent plays, we obtain parallel repetition (corresponding to winning all
rounds) in the same way as exponential concentration of the probability to win a fraction larger than the value
of the game.

Our proof technique leads us naturally to a relaxation of no-signalling (NS) strategies, which we dub sub-no-
signalling (SNOS). While for two players the two concepts coincide, they differ for three or more players. Our
results are most complete and satisfying for arbitrary number of sub-no-signalling players, where we get universal
parallel repetition and concentration for any game, while the no-signalling case is obtained as a corollary, but
only for games with “full support”.

11.1 Non-local games and no-signalling strategies

A multi-player non-local game is played between cooperating but non-communicating players. Each player
receives an input from some input alphabet and has to produce an output in some output alphabet. The
common goal of the players is to satisfy some pre-defined predicate on their inputs and outputs. For that,
they may agree on a strategy before the game starts, but are then not allowed to communicate anymore. Such
games are especially relevant in theoretical physics in the context of the foundations of quantum mechanics
and quantum information, and in computer science where they arise in multi-prover interactive proof systems.
Indeed, they may provide an intuitive and quantitative understanding of the role played by various degrees
of correlations in global systems which are composed of several local subsystems. These games also arise in
complexity theory, under the formulation of multi-provers with some shared resources producing a protocol that
should convince a referee, or in cryptography as attacks from malicious parties having a more or less restricted
physical power.

The value of a game is the maximum winning probability of the players, over all allowed joint strategies,
using possibly some prescribed correlation resource such as shared randomness, quantum entanglement or no-
signalling correlations. It has been a subject of considerable study how the availability of different resources
affects the values of certain games [26, 54, 172, 149, 21].

In this context, a natural question is how the value of a game behaves when n independent instances of the
game are played simultaneously, i.e. each player gets n independent inputs and has to provide n outputs such
that each game instance is won (or a large fraction of them). This is the parallel repetition problem (which
obviously has the exact same flavor as the question of how support functions behave under tensoring, that was
at the heart of Chapter 10). Playing independently the optimal single-game strategy on all n game instances
will result in an exponentially decreasing winning probability. But although that was found paradoxical at first,
this is in general not optimal [74, 75]. For classical two-player games, Raz [151], later simplified and improved by
Holenstein [104], established the first general parallel repetition theorem, showing that the value of n repetitions
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decreases exponentially for every game. Holenstein [104] also proved an analogous parallel repetition theorem
for the no-signalling value of general two-player games. Only recently, parallel repetition theorems were proved
for the entangled value of two-player games: for general games, nothing better than a polynomial decay result
is known up to now [123], while exponential decay results have been established in several special cases (perfect
parallel repetition for XOR games [55], exponential decrease under parallel repetition for unique games [122],
projection games [61], free games [43, 116]).

Multi-player games have received little attention until recently. And apart from the result in [52] (containing
both classical and quantum statements), only in the no-signalling setting [40, 7]. The present work has the same
focus on multiple no-signalling players, albeit we will find that the theory becomes much more satisfying for
sub-no-signalling players.

Specifically, we will consider here ¢-player games G with input alphabets Xy, ..., X, and output alphabets
sly,...,dy. By way of notation,

L L
1:><Ellandg:><9ﬁl
i=1 1=1

Furthermore, for any subset I C [] of indices,

%[ = >< EL”Z and .ﬂ] = >< ‘di.
i€l i€l

For any I,.J C [{], given T a probability distribution on X, resp. P a conditional probability distribution on
A 7|7, we may denote it by Ty, resp. Py, o, , when confusion on the considered alphabets is at risk. We may
also sometimes use the abbreviation “p.d.” for “probability distribution”.

From now on, we will be interested in making minimal a priori assumptions on how powerful the ¢ players
may be. This will naturally lead us to considering that their common strategy to win the game G could be any
no-signalling (or even sub-no-signalling) strategy, which we define now.

Definition 11.1.1. The sets of no-signalling and sub-no-signalling correlations, denoted respectively NS(s4|X)
and SNOS(A|X), consist of non-negative densities P(a|x) > 0 defined as follows:

P e NSH|X) =V IC[, IQ(|zr) pd’s on Ay s.t. ¥V x,ar, Plarlz) = Q(ar|zy), (11.1)

P e SNOSH|X) =V IC], 3Q(|zr) p.d’sond stV x,ar, Plarlz) < Q(ar|zy). (11.2)
Here, P(ar|z) denotes the marginal density,

P(as|z) = Z P(a = araye|z).

arc€dye

Remark 11.1.2. Note that under this definition, NS(d|X) C SNOS(A|X), but the latter is a strictly larger
set (e.g. it always contains the all-zero density). Furthermore, P € NS(dA|X) iff P € SNOS(dA|X) and P is
normalized in the sense that for all x € X, >, P(alz) = 1. Indeed, NS consists of conditional probability
distributions, while SNOS allows, given each input, a total “probability” of less than or equal to 1.

Also, it can be shown that in equation (11.1), only sets of the form I = [£] \ i need to be considered. This
is because the no-signalling conditions take the form of equations and this subset spans the set of all equations
required (cf. [92], Lemma 2.7). The analogous statement for sub-no-signalling is not known and likely false.
Nevertheless, one might in other contexts consider to relaz the conditions of equation (11.2) to hold only for a
selected family of subsets I C [{].

An /(-player game G is characterized by a probability distribution T'(z) on the queries X, and a binary
predicate V(a,z) € {0,1} on the answers and queries ¢ x X, as illustrated in Figure 11.1. The no-signalling,
resp. sub-no-signalling, value of the game, denoted wns(G), resp. wsnos(G), is the maximum of the winning
probability

P (win) = EV(4,X) = Y T(2)V(a,z)P(alz)
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over all P € NS(s|X), resp. P € SNOS(o|X), where the distribution of X = X;... Xy and A= A;... Ay is as
expected,
Vz,a, P(X =2 A=a)=T(z)P(alz).

In words, the (sub-)no-signalling value of a game is the maximal probability of winning it when no limitation
is assumed on the power of the players, apart from the fact that they cannot signal information instantaneously
from one another. In the sub-no-signalling case, constraints are relaxed even more: players are not forced to
always produce an output, and it is only required that their strategy “looks as if it were no-signalling” (even
though they may have “hidden” in their abstentions the fact that it is signalling). In Section 11.5 we briefly
discuss other kinds of restrictions that one may put on the players’ physical power, such as shared randomness
or shared quantum entanglement only.

Figure 11.1: An {-player non local game

r1 € Ay T € Ay w.p. T(x1...20)
Player 1 Player ¢
a; € dq ag € dy w.p. Play...aplzy ... x0)

The players win iff V(a1 ...ap,21...20) =1

11.1.1 Two-player SNOS = NS

Not surprisingly, the no-signalling and sub-no-signalling values of games are related. We start by showing that
for any two-player game G, they are identical, i.e. wns(G) = wsnos(G). As NS C SNOS, the inequality “<”
is evident, and we only need to prove the opposite inequality “>". This follows from the following structural
lemma.

Lemma 11.1.3 (cf. [115]). Let P € SNOS(sd x B|X x Y) be a two-player sub-no-signalling correlation. Then
there exists a no-signalling correlation P’ € NS(sd X B|X x Y ) with P < P’ pointwise, i.e. P(ablzy) < P’'(ablzy)
for all a,b,z,y.

Proof. If P is normalized, i.e. if for all ,y, >, P(ablzy) = 1, there is nothing to prove because P is already
no-signalling.

Otherwise, there exist x,y with weight > , P(ablzy) =: w < 1. By sub-no-signalling assumption, we have
distributions Q(a|z) and Q(bly) dominating the marginals:

Va,b, Plalzy) < Q(alz), P(blry) < Q(bly).
As the total weight of both marginals of P(-|zy) is w < 1, we can find ¢ and b such that
Plalzy) < Q(alz), P(blzy) < Q(bly),

so we can increase P(ablzy) by some € > 0 to P'(ablry) = P(ablzy) + € and still satisfy the sub-no-signalling
conditions. By choosing ¢ maximally so, we can reduce the total number of strict inequality signs in the SNOS
conditions. Iterating this procedure we arrive at a sub-no-signalling correlation P’ with all inequalities met with
equality, i.e. a no-signalling correlation.

Another presentation of this argument appeals to compactness. Consider the following set of correlations:

Xpq:=AP": Va,bxy, Plablry) > P(ablzy), P'(alz) < Qalz), P'(bly) < Q(bly)} -
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Xp,q being compact and P’ — > >, P'(ablzy) being continuous,

sup {Z ZP'(ab|xy) . P e XP,Q}

zy ab

is actually attained. If it were less than |X x Y|, we could use the procedure above to increase the objective
function, contradicting that it is a maximum. O]

Note that the “bumping up” procedure described above, in order to transform any two-player sub-no-
signalling strategy into a no-signalling one dominating it pointwise, may fail for more players. The two-player
case is indeed special, due to non-overlapping of the two SNOS or NS constraints. However, already in the
case of three players, even just the three inequalities Py, g a,0;0, < Qu,a,a,0, may be impossible to bring
simultaneously to equalities by pointwise increment.

11.1.2 Multi-player SNOS vs NS

Clearly, wns(G) < wsnos(G) for every game, and there are examples of games (with game distribution T having
strictly smaller than full support) where wns(G) < 1 but wsnos(G) = 1, for instance the anticorrelation game
(and likewise a number of games where frustration prohibits extension of a winning sub-no-signalling strategy
to a normalized, no-signalling one).

Example 11.1.4. (cf. [7], Appendix A) Consider the three-player anti-correlation game Az, which has binary
input and output for all players and game distribution 7" supported on {0,1}3\ {111}, i.e. 111 does not occur
as a triple of questions. The winning predicate is that if any two inputs are 1, say x; = ; = 1, then the
corresponding outputs must be different, a; # a;. While if there are zero or only a single 1 amongst the inputs,
outputs may be arbitrary.

It is straightforward to verify that the following correlation is in SNOS ({0, 1}?{0,1}?) and wins the game
with certainty:

0 if T1ToT3 = 111,
P(ajazas|zizon3) =  1/8 if31<i#j<3: zy=12;=0,
Saji—a;/4 HI1<i#7<3: 2y =2; =1and xywo23 # 111.

So wsnos(As) = 1. On the other hand, for, say, T uniform on {011,101,110}, one can check by elementary
means that wng(As) = 2/3.

However, for a game distribution 7" having full support, a simple reasoning shows that wns(G) < 1 implies
wsNnos(G) < 1. Indeed, we show the contrapositive, assuming that wsnos(G) = 1. Because of the full support
of T, this implies that for the optimal sub-no-signalling strategy P and every z,

1=Y V(a,z)Plaz) <) Plalz) <1,
a a
hence equality (i.e. normalization) holds for all 2. Thus, P is really a no-signalling correlation and so wns(G) = 1.
In fact, we can show something stronger, namely the following quantitative relationship.

Lemma 11.1.5. Consider a game distribution T with full support on X. Then there exists I' = I'(T) > 0,
which only depends on T, such that for every game G with query distribution T,

wsnos(G) =21 —€ = wns(G) 21— (T +1)e
The definition of T' can be taken from [40] or [7].

Proof. Take an optimal strategy P € SNOS(d|X), so that P(as|z) < Q(as|xy) for all I, ay, z. Then,

> T(2)Plalz) > Y T(2)V(a.z)Plalz) = wsnos(G) > 1 —c.

And so we get, for all I,

1T Payjx = TaQa,pa, ||, = Y T(@)(Qarlzr) — Plarlz)) < e,

ar,x
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because the difference term in the sum is non-negative.
Now simply “bump up” the sub-normalized probability distribution Pyy to a properly normalized conditional
probability distribution P;ﬂsx’ adding at most an averaged weight over Ty of €, and hence, for all I,

1
§HT1P-;11|1 = TaQu,a, ||1 SeE

At this point we can invoke the stability of linear programmes, used in [40] and [7] to conclude that there is
I'=T(T) > 0 such that there is a no-signalling correlation P € NS(¢|X) with

Py — TPl <
This gives
ws(G) 2 Y T(2)V(a,z)P" (alz)
z Z T(z)V(a,z)P'(alz) —Te
> i T(z)V(a,z)P(alz) — Te

>1— (T + 1),

where we have used the total variational bound on P” — P’, the fact that P’ dominates P and the assumption
on the probability of winning G when played P. L]

The rest of the chapter is structured as follows: In Section 11.2 we introduce parallel repetition of games, and
state our main results, which improve upon, and partly clarify, earlier findings by Holenstein [104], Buhrman
et al. [40] and Arnon-Friedman et al. [7]. In Section 11.3, we present the main technical tool, one of the
constrained de Finetti reductions from Chapter 10, adapted to our present needs, followed by the proofs of the
main theorems and corollaries in Section 11.4. We conclude in Section 11.5.

11.2 Parallel repetition: definitions and main results

Given an (-player game G, with probability distribution 7'(z) on L and binary predicate V(a,z) € {0,1} on
d x X, we are interested in playing the same game n times independently in parallel, and in looking at the
probability of winning all n or a subset of ¢ of them. The reader is referred to Chapter 10 for entirely analogous
considerations, but in the setting of support functions of convex sets of states instead of multi-player non-local
games.

Formally, the n-fold parallel repetition of G is the ¢-player game G" having the product probability distri-
bution on L"

T (2"™) = T(g(l)) e T(g(”))7
and the product binary predicate on o" x L™
V®n(gn7£n) = V(Q(l)’g(l)) . V(Q(n),ﬁ(n)) c {O’ 1}

The no-signalling, resp. sub-no-signalling, value of this n-fold parallel repetition game, denoted wns(G™),
resp. wsnos(G™), is thus the maximum of the winning probability

P (win)= ) T®"(@")V®"(a",z")P(a"|z")

a™,x™

over all P € NS(o"|X"), resp. P € SNOS(o4™|X"™).
In words, the players win G™ if they win all n instances of G played in parallel. So we obviously always have
(for the allowed set of strategies being X € {NS,SNOS})

(wx(G)" < wx(G") < wx(G). (11.3)
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However, in the case where wx (G) < 1, the gap between the lower and upper bounds in equation (11.3) grows
exponentially with n, making equation (11.3) very little informative. The parallel repetition problem is thus
the following: If none of the players’ allowed strategies can make them win 1 instance of G with probability
1, does it necessarily imply that they have an exponentially decaying probability of winning n of them at the
same time? And if so at which rate?

More generally, we can study the game G*/™, whose winning predicate is defined as winning any t (or more)
out of n repetitions [40], i.e.

n o iy @ @) >
Yt (gn, zm) = {Zv(a“),x(l))%}{l if 355, V(a®,2®) >,
i=1

0 otherwise.

Note that, with our notation, G* = G™/™.

The main results of the present chapter are gathered below, where we set C; := 2¢+1 — 3.

Theorem 11.2.1 (Parallel repetition for the sub-no-signalling value of ¢-player games). Let G be an {-player
game such that wsyos(G) < 1 — 6§ for some 0 < § < 1. Then, for any n € N, and any t > (1 — 6 + a)n for
some 0 < a < 6, we have

52 \"
ne(1i-25) .
wsnos(G™) < 501?)

2
@
w Gt/ <exp|—n— ).
snos(G™) p ( E Cg)
As immediate consequences or refinements of Theorem 11.2.1, we can get parallel repetition results for the
no-signalling value of multiplayer games in some particular instances.

Corollary 11.2.2 (Parallel repetition for the no-signalling value of full support ¢-player games). Let G be an
L-player game whose distribution T has full support, and such that wns(G) < 1— 6 for some 0 < 6 < 1. Then,
for any n € N, and any t > (1 — § + a)n for some 0 < o < 0, we have

52 "
ny < -
wns(G") < (1 5C§(r+1)2> ’

2
t/ny < U
wns(GT) < exp ( n5CZ2(F + 1)2) ’

where ' =T(T) > 0 is the constant from Lemma 11.1.5, which only depends on T.

Note that the constant I' in this corollary depends on the game, and in the worst case carries a heavy
dependence on the players’ alphabet sizes. This is in contrast to Holenstein’s two-player result for no-signalling
games, which has no alphabet dependence at all [104]. This is generalized in our Theorem 11.2.1, since for
two players we know by Lemma 11.1.3 that NS = SNOS, and we could directly read off bounds with constants
already improving on Holenstein’s. Looking a little into the proof allows us to optimize the constants even
more, which we record as follows.

Theorem 11.2.3 (Parallel repetition for the no-signalling value of 2-player games, cf. Holenstein [104]). Let G
be a 2-player game with wys(G) < 1— 0 for some 0 < § < 1. Then, for any n € N, and any t > (1 — 3§ + a)n
for some 0 < o < 0, we have

52\"
" g 1-—= )
wns(G™) ( 27)

t o
wns(G /n) < exp (_ngg) .

11.3 Constrained de Finetti reduction

De Finetti reductions are a useful tool when trying to understand any permutation-invariant information pro-
cessing task. Indeed, these enable to restrict the analysis to that of i.i.d. scenarios, which are usually trivially
understood, as it was exemplified in Chapter 10. In the context of multi-player games played n times in parallel,
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one would like to use the fact that the numbering of the n instances of the repeated game is irrelevant to reduce
the study of strategies for the latter to the study of so-called de Finetti strategies (i.e. convex combinations of
n 1.i.d. strategies).

The seminal de Finetti reduction (aka post-selection) lemma was stated in [49], later finding applications in
many areas of quantum information theory, from quantum cryptography [41] to quantum Shannon theory [29].
Our proofs though, will rely on two more recently established de Finetti reduction results, which are stated
below. Just to fix some definitions: we will say that a (sub-)probability distribution Pgz=, resp. a conditional (sub-
)probability distribution Pgn|qn, is n-symmetric if for any permutation 7 of n elements, V 2", P(7(2")) = P(z"),
vesp. ¥ by, P(r(0")|r(y") = PO Iy").

Lemma 11.3.1 (de Finetti reduction for conditional p.d.’s, [6]). Let B,%Y be finite alphabets. There exists a
probability measure dRg|qy on the set of conditional probability distributions Rg|q such that, for any n-symmetric
conditional probability distribution Pgnoyn,

P%n‘fyn < poly(n) " Rg"ly ngmcy,
BIY

where the polynomial pre-factor may be upper bounded as poly(n) < (n + 1)IBI%1,

Lemma 11.3.2 (Constrained de Finetti reduction for (sub-)p.d.’s, [Chapter 10, Section 10.2, Corollary 10.2.6]) .
Let £ be a finite alphabet. There exists a probability measure dQs on the set of probability distributions Q% on
F such that, for any n-symmetric (sub-)probability distribution Pz~ on E™,

2
Py < poly(n) / F (Pen, Q5™)° Q2" dQs,

E3

where the polynomial pre-factor may be upper bounded as poly(n) < (n + 1)3\z|2'

In Lemma 11.3.2 above, as well as in the remainder of this chapter, F/(P, @) stands for the fidelity between
probability distributions P and @, defined as F(P,Q) = ||vP/Q|1.

We are now ready to present the technical lemma that will allow us in Section 11.4 to reduce the study of
strategies for repeated games to the study of so-called de Finetti strategies, and hence prove our main results.

Lemma 11.3.3 (de Finetti reduction for sub-no-signalling correlations). There exists a probability measure dQ
on the set of probability distributions Q@ on A X XL such that for any probability distribution T on X and any
P e SNOS(4™X™) an n-symmetric sub-no-signalling correlation, it holds that

= 2n
TSTLPW,@TL < poly(n)/Q F (Qugx) %d@g, (11.4)
1

where we defined

F = mi F(Tx R .
(Qux) V)Elgn[f] Igzlﬁ;i (T R, o, » Qi)

We mention for the sake of completeness that the poly(n) pre-factor in equation (11.4) may be upper bounded
by (n + 1)312”IZ7+2/1Z]

Proof. Since Ty" Pynjg» is an n-symmetric sub-probability distribution on ()", we first of all have by
Lemma 11.3.2 that

2

Quax

Notice next that, for any () # I & [/]

F(T§" Pariee Q1) < F (TE" Papien, Q5 ) < F (TE" Py Q) -

The first inequality is by monotonicity of the fidelity under stochastic maps (in particular taking marginals).

While the second inequality is because P € SNOS(d"|X"), so that Pyngn < P!

nign for some conditional
d!‘ I

p.d. P’m%?, and because the fidelity is order-preserving.
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What is more, for any ) # I & [(], P, Sﬂ"lfx? can be chosen to be an n-symmetric conditional probability
distribution. Indeed, if it were not, its n-symmetrization would still upper bound Pyngn (since the latter is by
assumption n-symmetric). We then have by Lemma 11.3.1 that

P&?H}L < pOlY(n)/ R&q |%I de[l.%[?
Ry

and subsequently, using first, once more, that the fidelity is order-preserving, and second that it is multiplicative
on tensor products,

F (TS"PQ’Q}L‘%?,Q;@&) < poly(n) max F (TE%RS?;LIEII’Q;??&) = poly(n) max F (Tngllgx‘I,Q‘gglz)n.

Ry, “Ar|xy

Recapitulating, we get

2n
Ti@npgn‘ln < poly(n)/ min max F (Tng&mgxl,Qmng) Q% dQux,
Quz \OFIG[0] Rapja;

as announced. O

11.4 Proofs of the main Theorems

In this section we prove Theorem 11.2.1, Corollary 11.2.2 and Theorem 11.2.3.
We need first of all the following extension of Lemma 9.5 in [104]:

Lemma 11.4.1. For & = X; 1‘ZE and B =
B X E satisfying

= " Bj, consider probability distributions T on Z and P on

1
S IPe = Tzf|, < eo-

If for each j € [m] there exists a conditional probability distribution Q(bj|z;) such that
HP%JE — TzQa, 3, Hl S €

then there exists a conditional probability distribution P'(blz) such that, for each j € [m], P'(bj|z) = P'(bj|z;)
for all b;, z, and

1
iusz/@z P%zﬂl €+ Z2e]

Proof. This works exactly as the proof of Lemma 9.5 in [104], which is a successive application (m times) of
Lemma 9.4 in the same paper. The latter relies on the fact that the statistical distance || P; — P»||1/2 between two
probability distributions P;, P, can be equivalently characterized as the minimum probability that X differs
from X5 over pairs of random variables (X7, X5) sampled from P having (P;, P») as marginals. O

Note that the conditions enforced in Lemma 11.4.1 are not enough to ensure no-signalling of P’ for three
or more players. They would be sufficient though to guarantee that P’ satisfies the relaxed no-signalling
constraints considered in [154], namely that any group of ¢ — 1 players together cannot signal to the remaining
player. Nevertheless, we can leverage this result to approximate the given no-signalling correlation by a sub-
no-signalling correlation.

Lemma 11.4.2. Let P be a probability distribution on sl x X and T be a probability distribution on X. If the
no-signalling conditions (11.1) hold approzimately, namely

1
VI g [é], 3 Q(|.23[) p.d, s on Sﬂ] S.1. §||PW11_TEQ541|%1H1 < €r,

then there exists a sub-no-signalling correlation P’ € SNOS(A|X) that approzimates P, in the sense that

1
ST Pl — Paz]|, e+ > 2er
DAIC[E]

In the two-player case £ = 2, P’ can be chosen to be no-signalling itself, P' € NS(4|X).
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Proof. We will apply Lemma 11.4.1, with m = 2¢ — 2, the index j identifying a non-empty and non-full set
() £ I C [€] (for instance via the expansion of j into ¢ binary digits). The local input and output alphabets are

% =[[% B =]
iel iel

and the distribution we apply it to is

Blse) = {P(ax) iV, by =(a;:i€1), 2= (x; i€ 1),

0 otherwise.

Likewise, the prior distribution on &Z is given by

= T(@) iV, zp=(z; i€ ),
0 otherwise,

and we use the conditional distributions Q(b;|z;) = Q(ar|zr).
Now, the prerequisites of Lemma 11.4.1 are given, with €; = €7, and thus we get a conditional probability
distribution P’ with P’(b;|z) = P’(b;|z;) for all j, and

N |

n
HAZA/@@— ﬁ@Hl < € +22€j =:e.
j=1

We would like to conclude here by “pulling back” this conditional distribution to a (it would seem: no-signalling)
correlation on o x &, except that P’ has support outside the image of the diagonal embedding

A:d—R
a—bs.t. V), bj=(a;:1€1I),
and likewise for A : X — Z.

To resolve this issue, we simply remove this part of the distribution, and define the desired sub-normalized
conditional densities by letting

P'(az) = P'(A(a)|Alz))
From this we see directly that

1 /

5| TePayy — Pax|, <e,

because P(b,z) = P(a,z) for b= A(a) and z = A(z), and it is 0 outside the image of A.

It remains to check that P’ is sub-no-signalling. Let () # I C [{] be a subset with corresponding index
1<j <22 Letalsoz € X, ay € dj be tuples, and set z = A(z), b = A(a) (so that z; = z; € X = F;,
bj =ared; = 937) Then,

P'lajl) = > P'lalz)

arcEdye

= Y P(AA@)

arc€dyc

> Plbl)

br EBy, k#j
=P'(b)|z2)
= P'(bj|2)) =: Q'(arlz1).

/N

Here, we have used the definition of the marginal and of P’. The inequality in the third line is because we
enlarge the domain of the summation, and the equality in the last line is by the marginal property of P’.
The last claim, regarding ¢ = 2 players, is the original Lemma 9.5 in [104]. O

We are now ready to prove our main theorem, namely the parallel repetition and concentration results for
the sub-no-signalling value of multi-player games.
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Proof of Theorem 11.2.1. Let Pyng» be a sub-no-signalling correlation which is optimal to win the game G™.
The distribution TS%Z’” and the predicate Vﬂ%” of G™ being n-symmetric, we can assume without loss of generality
that Pyngn is also n-symmetric. Indeed, since for any permutation 7 of n elements, Tor =T and Vor =V,
playing G™ with P or with P o yields the same winning probability. And therefore, if P is an optimal strategy
then so is its symmetrization over all permutations of n elements. Hence, by Lemma 11.3.3,

=~ 2n
T Pyrjgn < poly(n) / F(Qaux)™" Q5% dQux.
XL Qux AL
Now, fix 0 < € < 1 and define

1
P = : max min —||Ty R — <ep.
{stc o B, o 5 1T Ry, — Qe lla }

Observe that, by well-known relations between fidelity and trace-distance (see e.g. [78]), if Qux ¢ Pe, then
automatically F (Q@f < 1 — €%, Hence,

%dcmm—é)"/

e dQux | -
Qﬂ¢936 T

g EPe

On the other hand, if Quyx € P, then by definition

1
VOAT S, 3 Ry, ST Rayja; — Qayzll < e

By Lemma 11.4.2, the latter condition implies that there exists a sub-no-signalling correlation R;ﬂfx such that

1
§||T1Rﬁg@ — Quzx|l1 < Cre, where Cp = 14 2(2¢ —2) = 2¢F1 3.

Yet, the winning probability when playing G with a strategy RQ@ € SNOS(d4|X) is, by assumption on G, at
most 1 — §. So the average of the predicate of G over Quy € P is at most 1 — § + 2C,e. Putting everything
together, we eventually get that the winning probability when playing G™ with strategy Pyn g~ is upper bounded
as

P(win) < poly(n) ((1 — 6 +2Cee)" + (1 — €*)") . (11.5)

Choosing in equation (11.5)

5\ /2 995 52
=C 1+ — —1)>—"——, sothat € > —,
=t (( +Cg) 2000, O "< 2 502

and recalling that Pyngn is, by hypothesis, an optimal sub-no-signalling strategy, we obtain

2 \"
wsNnos(G") < poly(n) <1 - 502) - (11.6)
0

In order to conclude, we have to remove the polynomial pre-factor. So assume that there exists a constant
C > 0 such that for some N € N, wsnos(G™Y) > C (1 — 52/503)]\]. Then, for any n € N, we would have

N (52 Nn
wsnos(GN™) = (wsnos(GM))" 2 0™ (1 - —5 .
5C7
On the other hand, however, we still have by equation (11.6)
2 Nn
wsnos (GN™) < poly(Nn) (1 - — :
5C7

Letting n grow, we see that the only option to make these two conditions compatible is to have C' < 1, which
is precisely what we wanted to show.

Following the exact same lines as above, we also get the concentration bound. Indeed, we now have in place
of equation (11.5) that, for any 0 < e < 1,

wSNos(Gt/n) < poly(n) (exp [7271(04 — 20@6)2] + exp [anZ]) , (11.7)
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by Hoeffding’s inequality (and because e™® > 1 — x for any x > 0).
The announced upper bound follows from choosing in equation (11.7)

4C — V2 5(20 — V2 2
e:( 22\[)0[; ( \f)a’ sothate22—a2,
8C7 —1 199C, 5C;
and removing the polynomial pre-factor by the same trick as before. O]

Proof of Corollary 11.2.2. By Lemma 11.1.5, we know that if G is an ¢-player game with full support satisfying
wns(G) <1 -6, then wgnos(G) <1 —06/(T'+ 1). And thus by Theorem 11.2.1,

52 "
G") < GY<|l-———| -
wns(G™) < wsnos(G™) ( 5C§(F+1)2>
The concentration bound for wng(G*/™) follows analogously. O

Proof of Theorem 11.2.3. We follow the exact same reasoning as in the proof of Theorem 11.2.1, and keep the
same notation. In the case ¢/ = 2, we have by Lemma 11.4.2 that, for any 0 < e < 1,

1
Qux € P = 3 R;ﬁ € NS(4|X) : §||T1Rf£@ — Qa1 < 5e.

Yet, if the winning probability when playing G with a strategy Riﬂﬁ% € NS(d|X) is, by assumption on G, at
most 1 — 6, then the average of the predicate of G over Quyx € P, is at most 1 — § + 5e. This is because we are
here dealing with normalised probability distributions. Hence, for any 0 < € < 1,

wns(G™) < poly(n) ((1 —0+5e)"+(1— 62)") ,
ngog(Gt/”) < poly(n) (exp [7271(04 - 56)2] + exp [fneﬂ) .

We can now choose ¢ = (1/29 — 5)3/2 in the parallel repetition estimate and ¢ = (10 — v/2)a/49 in the
concentration bound one, and argue as in the proof of Theorem 11.2.1 to remove the polynomial pre-factor,
which yields the two advertised results. L]

11.5 Discussion

Our main contribution in the present chapter is a concentration result for the sub-no-signalling value of multi-
player games under parallel repetition. In fact, we believe that our work is the first to recognize the intrinsic
interest of the class of sub-no-signalling correlations, which appears naturally as a relaxation of the no-signalling
ones.

Specifically, if an /-player game G has SNOS value 1 — 4, then the probability for SNOS players to win a
fraction at least 1—J+a of n instances of G played in parallel is at most exp(—nCya?), where C; > 0is a constant
which only depends on the number ¢ of players. As mentioned in [40], such result, valid for games involving
strictly more than 2 players and where not all queries are asked, could potentially find applications in position-
based cryptography [39, 73]. In the case ¢ = 2, this is actually equivalent to the analogous concentration result
for the no-signalling value of G, thus with a universal constant ¢ = C5 in the exponential bound. And we know
we cannot hope for a better dependence in « than the obtained one, even in the special case o = 4. Indeed, as
explained in [121], strong parallel repetition in general does not hold for no-signalling players. In the case ¢ > 2,
our result implies a concentration bound for the no-signalling value of G, but only if its input distribution has
full support. Besides, the constant in the exponential bound is this time highly game-dependent (dependence
on the sizes of the input and output alphabets, and on the smallest weight occurring in the input distribution).
This is fully comparable to previous work in this direction due to Buhrman, Fehr and Schaffner [40], and
Arnon-Friedman, Renner and Vidick [7].

Hence, the most immediate open problem at that point is regarding games with non-full support in the
case of three or more players (e.g. the anti-correlation game): does a parallel repetition result hold for the
no-signalling value of such multi-player games? Answering this question probably requires to understand first
whether in Corollary 11.2.2, the presence of the game parameter I' is really necessary or is just an artifact of the
proof technique. In other words, does the rate at which the no-signalling value of a game decays under parallel
repetition truly depends on the game distribution?
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Another issue that would be worth investigating is whether constrained de Finetti reductions could also be
used to establish parallel repetition results for the classical or quantum value of multi-player games. Formally,
the sets of classical correlations C(¢4|X) and quantum correlations Q(s4|X) are defined as follows:

PeCHX) <V za Plalz)= Z Q(m)Pi(a1|z1m) - - - Praglzem),
meJl

for some p.d. @ on some alphabet 4l and some p.d.’s P;(-|x; m) on o;.
P e Q(dX) =V z,a, Plalz) = (Y|M(x1)a, ® -+ @ M(x¢)a,|t)),

for some pure state |[1)))| on Hy ® - -+ ® H; and some POVMs M (z;) on H;.
And the classical, resp. quantum, value of an f¢-player game G with distribution 7" and predicate V', denoted
wc (@), resp. wq(G), is then naturally defined as the maximum, resp. supremum, of the winning probability

P (win) = ZT(&)V(Q; x)P(alz)

over all P € C(A|X), resp. P € Q(A|X).

In the classical case, the first parallel repetition result for two-player games was established by Raz [151], and
later improved by Holenstein [104], while Rao [150] gave a concentration bound. However, the proof techniques
are arguably not as straightforward as via de Finetti reductions, and do not generalise directly to any number
£ of players. In the quantum case, even less is known. The best parallel repetition result up to now is the one
established by Chailloux and Scarpa [43] (subsequently improved by Chung, Wu and Yuen [52]), which applies
to two-player (¢-player) free games, and from there to games with full support. That is why being able to
export ideas from the de Finetti approach to these two cases would be of great interest. Roughly speaking, the
problem we are facing is the following: Given an n-symmetric correlation Pyngn, we can always write the first
step in the proof of Lemma 11.3.3, i.e.

2

Qux

Now, we would like to argue that if Pyngn is a classical, resp. quantum, correlation, then the p.d.’s Qg for
which the fidelity weight in the r.h.s. of equation (11.8) is not exponentially small are necessarily close to being
of the form Ty Ry g for some classical, resp. quantum, correlation Ryjg. This was precisely our proof philosophy
in the no-signalling case. However, the fact that the classical and quantum conditions are not properties that
one can read off on the marginals, contrary to the no-signalling one, seems to be a first obstacle to surmount.

One related legitimate question would be the following: is it possible to make an even stronger statement than
the one that, as explained above, we either are looking for (in the classical and quantum cases) or already have
(in the no-signalling case)? Namely, could we upper bound TS?”Pgn jx» by a de Finetti distribution analogous to
that in the r.h.s. of equation (11.8), but with weight strictly 0 on p.d.’s Qua which are not of the form Ty Ryq,
for Ryjy belonging to the same class as Pyng»? The answer to this question is no. Indeed, such improved de
Finetti reduction would imply a strong parallel repetition result, which we know does not hold (see [7] for a
similar discussion). So the best we can hope for is really to show that the fidelity weight in our upper bounding
de Finetti distribution is exponentially small on the p.d.’s which are too far from being of the desired form.

Finally, let us briefly comment on the main spirit difference between the present work and the one by
Arnon-Friedman et al. [7]. Our approach consists in using a more “flexible” de Finetti reduction, in which
the information on the correlation Pyng» and the p.d. TS?" of interest are kept in the upper bounding de
Finetti distribution, through the fidelity weight F(Ti"™ Pynjan, Q5% )?. Whereas in [7], any initial correlation is
first upper bounded by the same universal de Finetti correlation, on which a test (specifically tailored to the
considered game distribution) is performed in a second step, that has the property of letting pass, resp. rejecting,
with high probability the strategies which are no-signalling, resp. too signalling. So it seems in the end that both
approaches are quite closely related: in our case, the “signalling test” which is applied to a given p.d. Qugx is
nothing else than the maximal fidelity of Qua to the set of p.d.’s of the form Ty Ryy, with Ryg no-signalling,
being above or below a certain threshold value. Also, it would be interesting (and potentially fruitful) to
investigate whether one could combine in some way the techniques yielding Lemmas 11.3.1 and 11.3.2, to get
a de Finetti reduction result that would have the advantages of both: namely, that is designed for conditional
p-d.’s while at the same carrying the relevant information on the conditional p.d. it is applied to.
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Let us wrap up with a (highly subjective) selection of further prospects, bringing together several of the
different topics that were evoked over these pages (and therefore expected to be of less specific nature than
the ones already put forward at the end of each chapter). When we allude to notions that were broached in a
previous chapter, it is tacitely understood that we refer the reader to it for all needed definitions and notation.

Other models of random states

In many places of this manuscript, we were interested in studying whether random states satisfied a given prop-

erty or not (e.g. being locally almost indistinguishable in Chapter 7, being separable or satisfying a separability

criterion in Chapters 8 and 9 etc.). Depending on the context, the random state model that we chose slightly

differed, but in the end all of them were qualitatively comparable. Let us be a bit more specific. Let d,s € N

and consider the following random state models on C¢ (which were all used at some point or another):

o Random induction: p = Trgs |¢)¢| with ¢ a uniformly distributed unit vector in C? ® C?, i.e. equivalently
p=W/TrW with W a Wishart matrix of parameter s on C.

e Random mixture: p = (Z‘;l WQ(%D/S with 1, ..., 1, independent and uniformly distributed unit vectors
in C4.

o Mazimally mized + Gaussian noise: In the case where s > d, p = (Id + G/2\/§)/d with G a traceless GUE
matrix on C¢ (which is a state only with high probability).

e Random renormalized projection: In the case where s < d, p = Pg/s with Pg the projector onto E a uni-
formly distributed s-dimensional subspace of C?.

When we talk about “random states”, without any further specification, we usually refer to the first mentioned
model. However, it may happen that one is only interested, for instance, in computing the average of a given
convex function f : #(C?%) — R over A = p — Id/d with p a random state distributed in some way. This was
more or less our case throughout this whole manuscript, where we always needed to estimate the average of the
support function of a convex body in #(C?) (a set of either measurements or states). Then, in this situation,
the nice thing is that the values obtained for E f over each of these four random state ensembles will all be of
the same order (or even sometimes equivalent) as d, s — +oo. Let us briefly try to explain why (see Appendices
A and B in [18] for more details, and Section 7.5 in Chapter 7 of this manuscript for a similar reasoning put in
practice). First of all, define a function f: R? — R, associated to f, by

f(z) = / £ (U diag(z)UT) dU.
U(Cd)

Since all four mentioned shifted random state models are obviously unitarily invariant, ]? is such that, for A
distributed according to one of these, E f(A) = Ef(spec(A)). Next, for each of the considered shifted random
state models, the limiting spectral distribution is well-known (Mar¢enko-Pastur, semi-circular, Bernoulli, with
certain parameters). And these distributions can be compared to one another, in the sense that: for each two
of them p, p’, there exist constants ¢,C > 0 such that, for some random variables X, X’ sampled from pu, p/,
cX < X' < CX. Now, these asymptotic comparisons can be turned into non-asymptotic ones, because each
of the empirical spectral distributions converges both weakly and in terms of extreme eigenvalues. Specifically,
there exist constants cq s, Cqs > 0 (going to ¢,C as d,s — +o00) such that, for some A, A’ sampled from the

two ensembles having u, i/ as limiting spectra,
ca,s spec(A) < spec(A’) < Cy s spec(A).

By elementary properties of majorization, this in turn implies (due to the convexity and the invariance under
coordinate permutation of f) that

casf(spec(A)) < f(spec(A")) < Cys f(spec(A)).
And eventually, simply taking expectations, what we wanted to show, namely
cas Bf(A) <Ef(A) <CysEf(A).

Hence in a nutshell, the conclusion of this digression: depending on the problem we are looking at (and especially
on the extra conditions we want to impose), working with one type or the other of these random states may be
more convenient, but in the end the picture is usually more or less the same for all of them.
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Yet, there are many settings where we would need to understand completely different kinds of random states.
One example which might be worth mentioning is that of random tensor product states, i.e. states of the form
p1® -+ ® p, with p1,..., p, random states (either independent or correlated in some way). Indeed, whenever
one wants to study the multiplicative/additive behaviour of a certain function, this is precisely the type of
states which shows up. And a quite natural wonder that one may have is: given a function which is known
to violate multiplicativity /additivity in general, is it nevertheless (weakly) multiplicative/additive in typical
scenarios? Such investigations were for instance carried on in [141] or [79] for the output entropy of quantum
channels, yielding partial results. But there would be much more to explore. As a sample, closely related to
preoccupations in this manuscript:

e For M being a set of locally restricted POVMs, such as SEP or PPT, does the distinguishability norm || - ||am
(cf. Chapter 7) generically exhibit a multiplicative behaviour? That is concretely, we ask if it is true that for
random bipartite states pap,cap, we have with high probability

H (PAB - UAB)®n HM(Anan) = HPAB - O'ABHK/I(A:B) :

e For & being the set of separable states or one of its relaxations, does the maximum fidelity function F(-, %)
(cf. Chapter 10) generically exhibit a multiplicative behaviour? That is concretely, we ask if it is true that
for a random bipartite state pap, we have with high probability

F(p%p, K(A™B")) ~ F(pap, X(AB))".

At first sight, one of the main difficulties seems to lie in the fact that there is much less invariance in a random
tensor product state than in a random state: e.g. the distribution of p®", for p a random state on C?%, is not
invariant under conjugation by any unitary on (C%)®", but only under conjugation by those of the form U®"
with U a unitary on C?. Another major obstacle is that, even once the average behaviour is identified, asserting
concentration around it is not so easy. Indeed, tiny fluctuations for p may have huge repercussions for p®".

Note that the related question of studying random separable states has already been considered in [3], whose
main result summarizes as follows: If s ~ d", then the distribution of (Y7, [t} }tb}| @ - -+ @ [P )}¥!]) /s, with
the 1}, ..., 9" independent and uniformly distributed unit vectors in C?, is roughly the same as the distribution
of (3°7_, [¢i)ti])/s, with the v; independent and uniformly distributed unit vectors in (C%)®".

Quantifying the generic amount of entanglement in multipartite quan-
tum systems

In Part T1IT we looked at separability vs entanglement properties in generic high-dimensional multipartite systems
from various angles. One common trait of the functions we were trying to quantify though was that they
were almost always expressible as the support function of a certain convex set (of either measurements or
states). Nevertheless, most more operational measures of entanglement are not of that kind, but rather of
entropic form. And loosely speaking, the presence of log’s in the formulas defining them makes the problem of
estimating their expected value much less attackable by our techniques. This said, in the seminal exploration
of typical entanglement, launched in [100], bounds were however put on the expected value of several entropic
measures of correlations. In short, the main conclusion of this study was that “bound-entangled-like” features,
namely both high entanglement of formation and low distillable entanglement, are in fact quite generic in large
bipartite quantum systems. But being able to derive more precise estimates would be highly desirable. One
possible application would be in disproving that a given entanglement measure obeys a given property (e.g. of
monogamy-type, faithfulness-type etc.). Indeed, counter-examples to the long-standing additivity of minimum
output entropy conjecture were precisely provided by appropriately chosen random channels [96, 17]. So it is
reasonable to hope that, similarly, random states could be good candidates to rule out certain behaviours for
such or such measure of entanglement.

There are nonetheless a few entanglement measures for which getting quite tight bounds (or even the exact
asymptotics) for their typical value is actually possible (see [1], in collaboration with G. Adesso, S. Di Martino,
M. Huber, M. Piani and A. Winter). Examples include the entanglement of formation or the relative entropy of
entanglement. The paradigmatic idea could be summarized as follows: whenever a minimization /maximization
has to be performed over a certain set of states, the “obvious” candidate states usually already work pretty
well in high dimension. On the other hand, archetypical examples of entanglement measures which cannot be
easily tackled are all the regularized ones. Indeed, for a non-additive entanglement measure E, even if the
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generic behaviour of E(p) is well understood, this is generally not the case of its regularized version E*(p) =
lim,, s+ 0o E(p®™)/n. This is for the reason evoked before that properties of tensor power random states remain
ill homed in on.

Another category of entanglement measures, which was briefly evoked in the concluding section of Chapter
7, is that of “filtered through measurements” entanglement measures (initially introduced and studied in [147]).
For the sake of concreteness, let us focus here on one specific example, based on the relative entropy distance
measure D(-||-) between two quantum states (or two classical probability distributions), as defined in Chapter
2, Section 2.5. So now, given a state p on some bipartite system A ® B, its relative entropy of entanglement is
defined as

D (pl|$) = inf D(po),
oceS
and for any class of POVMs M on A ® B, its relative entropy of entanglement filtered through M is defined as
Dat (p]18) = inf sup D (ML(p) ().
7S eM

One may then ask: for M being a class of locally restricted POVMs on A ® B, such as SEP or PPT, what is
the generic value of Dy (p||S) for p a uniformly distributed random state on A @ B? Of course, we know by
Pinsker’s inequality that Dy (p||S) = [|p — S||34/(2In2). So a lower bound on the typical ||p — 8||m, which is
something we establish in Chapter 7, immediately implies a lower bound on the typical Dy (p||S). But what
about an upper bound? And more generally, is it possible to directly estimate the correct order of magnitude
for Dy (p||S)? In order to do so, it seems that a useful notion could be that of distinguishability ordering rather
than distinguishability norm. Let us explicit a bit what we have in mind. Given a class of POVMs M and two
states p,o on A ® B, one can define the minimal dominating constant between p and o, filtered through M, as

am(p,o) =inf{a : VM e M, M(p) < aM(o)}.

The reason why we claim that this is an interesting figure of merit is simply because, for two probability
distributions p, ¢, knowing that p < Cq, for some constant C' > 1, implies that D(p|lq) < logC. So an upper
bound on anm(p, S) straightforwardly translates into an upper bound on Dy (p||S). Understanding the quantity
am(p, o) requires a bit more work than understanding the quantity ||p — o|/nm, but can nevertheless be done in
some cases (see a forthcoming work in collaboration with M. Christandl).

In search of a supercalifragilistic measure of entanglement

One of our main preoccupations in Chapter 10 was to see under which conditions the support function of a set
of quantum states exhibits a multiplicative behaviour. As a case study, we scrutinized what happens for the
set of separable states. Let us start with commenting a bit more on the relevance of this example, linking it
to the topic of Chapter 5. Let P be the projector onto some subspace C C A ® B, and write P = VVT, with
V : C < A ® B an isometry. Define next the quantum channel ¥ : £(C) — 2 (A) by ¥ (X) = Trg(VXVT). It
is then easy to see that

sup Tr(Po) =: hga:p)(P) = [N |li500 := sup [N (p)]]oo-
o€S(A:B) pPED(C)

Hence, asking if hgan.pn)(P®") ~ (hS(A:B)(P))" is nothing else than asking if ||N®"[|;_ . =~ (HN||1HOO)",
i.e. equivalently if STIn(N®") ~ n SUB(N). It is now a well-known fact that the so-called additivity conjecture
for S™Win s false: inequality can be strict in general between SW(N®2) and 2 S™in(N), with even drastic
examples where S™in(N®2) ~ SWin(x). The two archetypical cases for which this happens are when the
associated projector P is either the projector onto the anti-symmetric subspace (see [86]) or a random projector
(see [101]). However, it has also been proved more recently that, precisely in these two situations, the extreme
2-copy behaviour does not reflect the n-copy behaviour for large n, where weak additivity of S (W) actually
holds (see [50] and [141]). Hence the natural question of whether this could not in fact be what occurs for any
quantum channel .

Chapter 10 put forward two ways of showing a weakly multiplicative behaviour of hg(a.p)(P). Indeed, let
p™ be a permutation-invariant state on (A ® B)®" which is separable across the cut A®™:B®" and assume
that you want to upper bound Tr(P®"p(")). Then, you can follow either the “global” strategy of using a de
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Finetti reduction for p(™) (cf. Section 10.3), or the more “local” strategy of iteratively projecting p(™ on A ® B
and working with the conditional state on the remaining subsystems (cf. Section 10.4). The two approaches
can be seen through, but with the annoying feature of eventually yielding a dimensional dependence in the
exponentially decaying bound. Concretely, setting d = max(]A|, |B]), one can obtain a statement of the form:

hS(A:B)(P) Sl-e = hS(A":B"’)(P®n) < (1 - 6(€7d))n7 (119)

with ¢ a function which is non-decreasing in ¢ and non-increasing in d, vanishing for e = 0 or d — +00. Now,
it could well be that equation (11.9) actually holds with a dimensionally independent function §(¢).
In order to prove something is that direction via the “local” technique, it would be enough to find a function
FE, quantifying the amount of entanglement in a bipartite quantum state, which would satisfy the two following
conditions:
e Monogamy-like property: I(AA":BB’)(paaBp’) = E(pan) + E(pan) (see Chapter 2, Section 2.5, for the
definition of the mutual information T).

e Strong faithfulness property: E(pap) < e = |pa — S(A:B)||; < d(e), with § a universal function (i.e. in
particular not depending on |A| and |B).

The reason why this is not so easy is because monogamy and faithfulness are two properties of entanglement

measures which usually exclude one another (for a more precise formulation, see [1], in collaboration with

G. Adesso, S. Di Martino, M. Huber, M. Piani and A. Winter). One candidate though for an entanglement

measure which would combine the two above mentioned features is the conditional entanglement of mutual

information introduced in [109] (cf. Chapter 10, Section 10.4).

We already mentioned the one-to-one correspondence between estimating hg and estimating S™i. There is
another important one, namely with estimating the acceptance probability in a QMA(2) protocol with unentan-
gled provers. Also out of purely quantum information scope, there is a plethora of problems which are equivalent
to pulling apart the two options hg(a.p)(P) = 1 and hga.p)(P) < 1: distinguishing [[¢)||inj = 1 from [[)[;n; < 1
for ¢ € A ® B® C such that ||¢| < 1, distinguishing ||M]j2—4 = 1 from ||M]j2s < 1for M : C - A®B
such that || M||s < 1 etc. The reader is referred to |94] for the precise definitions of a QMA(2) protocol, the
injective tensor norm, the (2—4)-norm, and for a full list of other (roughly) equivalent discrimination problems.
Anyway, all this to say that having an efficient way of amplifying an e-gap in hg by parallel repetition would
have significant implications!

Relaxations of separability or absolute separability and related com-
plexity issues

As was highlighted in many different ways over these pages, any simple necessary condition for separability
(meaning that there exists an efficient way of checking it) is doomed to become very rough as the dimensions
of the local Hilbert spaces grow. Let us focus here on two such relaxations of separability, which are of very
distinct nature, even though deciding membership can be cast as an SDP for both of them: positivity under
partial transposition and k-extendibility. The PPT criterion is believed to be, in several senses, the best amongst,
separability criteria based on positive maps. Nonetheless, it is not even known whether the set of PPT states
has a mean width and a volume radius which asymptotically differ from those of the set of all states. On the
contrary, concerning the set of k-extendible states, Theorem 9.2.5 in Chapter 9, Section 9.2, tells us that

¥k €N, vrad (8,(C".C")) <w (&(C%CY))  ~ %é
— 400

Now, we just have to recall that for the set of all states we have

e—1/4

d d 2 d d
w (D(C? ® CY)) 0 d and vrad (2(C* @ C%)) Pt

And we thus get the existence of a constant 0 < ¢y < 1 and a dimension dy € N such that, for any d > dy,
V=2 w((ChC%) <cow (D(CT®CY) and V k > 7, vrad (6,(C*“:C%)) < ¢pvrad (2(C? @ CY)) .

Hence to summarize: for a fixed k& > 2, the size of €;(C?:CY) differs from that of @(C? ® C?) only by an
absolute factor, but one can at least certify that the latter is strictly smaller than 1 (for all & > 2 if size is
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measured in terms of mean width, and for sure as soon as k > 7 if size is measured in terms of volume radius).
Whereas oppositely, it could be that the ratio between the size of P (C?:C%) and that of @(C%® C?) approaches
1 as d increases. It may be worth pointing out that, when volume radius is used as size parameter, this problem
is equivalent to: does there exist an absolute constant ¢ > 0 such that

VdeN, Py, o (peP(ChCYH) <ot 2

As a side technical comment, let us mention that, for the case of k-extendibility, we already have as a corollary
of Theorem 9.6.4 in Chapter 9, Section 9.6, that

vk = 6’ 3 Cr > 0: Vde ].\I7 P/’NNdZ 22 (p c %k(Cd:Cd)) < efcde.

But by all the remarks above, we see that (at least for k > 7) this probability estimate is far from optimal: the
dimensional dependence in the concentration bound can actually be improved from d? to d*.

However complicated to characterize the set of separable states is, it could be that its so-called absolute
version is much easier to grasp. The latter, initially introduced in [125], is defined as the set of states which
remain separable under conjugation by any unitary, i.e. it encompasses a notion of separability for states which
only depends on their eigenvalues, and not on their eigenvectors. Similarly, one can define, for each separability
criterion, the set of states which absolutely satisfy it. Quite surprisingly, there are strong evidences towards the
fact that, for instance, being absolutely PPT could already be equivalent to being absolutely separable. This
conjecture is known to hold in the special case of C? ® C?, for any d € N [119]. If it were true in general, it
would imply an extremely simple description of absolutely separable states, as a finite number of semidefinite
conditions [103]. With this kind of motivations in mind, trying to understand the hierarchy of absolutely k-
extendible states looks like an interesting project: does it collapse to absolutely separable states for a finite k7
and if so a dimension dependent or independent k7 etc.

Typical degradability or anti-degradability of quantum channels

Let N : Z(A) — 2£(B) be a quantum channel, such that & (X) = Trg(V X V) for some isometry V : A < B®E.
Its complementary channel is then the quantum channel /¢ : 2 (A) — £(E) defined by #¢(X) = Trg(VXVT).
N is called degradable if there exists a quantum channel & : £(B) — £(E) such that /¢ = F o N, and it is
called anti-degradable if N¢ is degradable (i.e. if there exists a quantum channel ¥ : Z(E) — £(B) such that
N = F o N€). These channels are interesting from many respects. One main feature of theirs is that an anti-
degradable channel does not have any quantum capacity, while a degradable channel has an additive coherent
information, and therefore a quantum capacity admitting a single-letter formula. In [152], an approximate
notion of (anti-)degradability was more generally defined. And it was shown there that, with this definition,
the smallest € such that a channel W is e-anti-degradable can be used to give an upper bound on the quantum
capacity of N. This is an important result because this minimal ¢ can be efficiently determined (by solving an
SDP), hence providing an easily computable upper bound on the quantum capacity, a quantity for which no
method to even just estimate it is known in general.

Besides, another nice fact about (anti-)degradability is that it is a property which can be easily characterized
at the level of the Choi states of either W or N¢. Specifically, N is anti-degradable if and only if 7(N) is a
2-extendible state, and thus conversely, N is degradable if and only if 7(N€) is a 2-extendible state (cf. Chapter
9). So now, assume that & : £(A) — £(B) is a random quantum channel, defined by & (X) = Trg(VXVT) for
V : A — B®E a uniformly distributed isometry. Then, as |A|, |B|, |E| grow, 7(N') is more or less distributed as
a random state on A ® B induced by some environment E (this hand-waving claim can be made mathematically
precise). Hence, understanding when such random channels are typically (anti-)degradable or not roughly
boils down to understanding when random-induced states are typically 2-extendible or not. And this is now
something that we know quite well how to do thanks to the techniques developed in Chapter 9. An interesting
question at that point would therefore be: can this approach be extended in order to estimate, given a random
channel, its minimal e-anti-degradability (and subsequently an upper bound on its quantum capacity)?

There are several reasons why this does not look like a completely straightforward affair. Characterizing
when a random channel is with high probability exactly (anti-)degradable is probably not the hardest part:
from the results of Chapter 9, one can reasonably expect that there should be a threshold for anti-degradability
vs non-anti-degradability at |E| = ¢|A||B|, for some universal constant ¢ > 0 (and correspondingly, one for
degradability vs non-degradability at |B| = ¢|A||E|). The main difficulty rather comes from the fact that the
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notion of e-(anti-)degradability introduced in [152] is not simply being e-close to an exactly (anti-)degradable
channel, but instead being e-close to satisfying the (anti-)degradability condition. It is a problem we already
stumbled upon in Chapters 10 and 11 (in a totally different context) that, even though sounding like a sensible
hope, it is not always true that the latter (for some ¢) implies the former (for some d(¢)).
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Résumé: S’il fallait résumer le sujet de cette thése en une expression, cela pourrait étre quelque chose

comme: phénoménes de grande dimension (mais néanmoins finie) en théorie quantique de I'information.
Cela étant dit, essayons toutefois de développer briévement. La physique quantique a inéluctablement
affaire & des objets de grande dimension. Partant de cette observation, il y a, en gros, deux stratégies qui
peuvent étre adoptées: ou bien essayer de ramener leur étude a celle de situations de plus petite dimension,
ou bien essayer de comprendre quels sont les comportements universels précisément susceptibles d’émerger
dans ce régime. Nous ne donnons ici notre préférence a aucune de ces deux attitudes, mais au contraire
oscillons constamment entre 'une et I'autre.

Notre but dans la premiére partie de ce manuscrit est de réduire autant que possible la complexité de
certains processus quantiques, tout en préservant, évidemment, leurs caractéristiques essentielles. Les deux
types de processus auxquels nous nous intéressons sont les canaux quantiques et les mesures quantiques.
Dans les deux cas, la complexité d’une transformation est mesurée par le nombre d’opérateurs nécessaires
pour décrire son action, tandis que la proximité entre la transformation d’origine et son approximation
est définie par le fait que, quel que soit I’état d’entrée, les deux états de sortie doivent étre proches I'un de
Pautre. Nous proposons des solutions universelles (basées sur des constructions aléatoires) a ces problémes
de compression de canaux quantiques et d’amenuisement de mesures quantiques, et nous prouvons leur
optimalité.

La deuxiéme partie de ce manuscrit est, au contraire, spécifiquement dédiée a I'analyse de systémes
quantiques de grande dimension et certains de leurs traits typiques. L’accent est mis sur les systémes
multi-partites et leurs propriétés ayant un lien avec l'intrication. Les principaux résultats auxquels nous
aboutissons peuvent se résumer de la facon suivante: lorsque les dimensions des espaces sous-jacents
augmentent, il est générique pour les états quantiques multi-partites d’étre a peine distinguables par des
observateurs locaux, et il est générique pour les relaxations de la notion de séparabilité d’en étre des
approximations trés grossiéres. Sur le plan technique, ces assertions sont établies grace a des estimations
moyennes de suprema de processus gaussiens, combinées avec le phénomeéne de concentration de la mesure.
Dans la troisiéme partie de ce manuscrit, nous revenons pour finir a notre état d’esprit de réduction de
dimensionnalité. Cette fois pourtant, la stratégie est plutot: pour chaque situation donnée, tenter d’utiliser
au maximum les symétries qui lui sont inhérentes afin d’obtenir une simplification qui lui soit propre.
En reliant de maniére quantitative symétrie par permutation et indépendance, nous nous retrouvons en
mesure de montrer le comportement multiplicatif de plusieurs quantités apparaissant en théorie quantique
de l'information (fonctions de support d’ensembles d’états, probabilités de succés dans des jeux multi-
joueurs non locaux etc.). L’outil principal que nous développons dans cette optique est un résultat de
type de Finetti particulierement malléable.

Mots clés: Théorie quantique de l'information, Analyse géométrique asymptotique, Symétrie par per-
mutation.

Image en couverture: Alice et Bob vivant sur une planéte dont la masse se concentre autour de I’équateur, dessin au
crayon de couleur et encre par Aurélie Garnier.
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