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Chapter 1

Introduction

1.1 The practical problem

The worldwide utilization of natural gas has led producing countries to look for transporta-
tion solutions. Marine transportation becomes economically feasible for long distances or when
pipe laying becomes unpractical. In order to ship natural gas in sufficient quantities to make
a complete energy supply project viable, it is liquefied at -163◦ C thereby reducing its volume
by a factor of 600. The first liquefied natural gas (LNG) carrier Methane Pioneer left the
Calcasieu River on the Louisiana Gulf coast on 25 January 1959. With a capacity of 5,000 m3

distributed over 5 tanks, it sailed to the UK where the cargo was delivered. Nowadays, the
largest LNG carriers in the world, have capacities of 266,000 m3 and larger vessels are under
development.

Generally, LNG carriers sail in either completely filled or empty tanks condition. But for the
gas loading and unloading in offshore locations, the filling ratios in the tanks vary continuously
from 0 up to 100%. Within a range of tank filling levels, the wave induced pitching and rolling
motions of the ship, and the liquid free surface effect, can cause the liquid to move within the
tank. It is possible for considerable liquid motion to take place, creating high impact pressure
on the tank walls. This sloshing phenomenon can be found in industrial areas widely.

Figure 1.1: LNG tanker with Membrane containment systems.
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Sloshing is a resonant phenomenon with a strong nonlinear behavior. Including ship appli-
cations, sloshing must be considered for almost any moving vehicle or structure containing a
liquid with a free surface, such as harbor resonance, land transportations, onshore tanks and
space applications. Resonant free surface flows in tanks in aircrafts, missiles and rockets have
been the focus of many researches (Abramson [1963], Bauer et al. [1976], etc.). In this case,
sloshing will have a strong influence on the dynamic stability. Large scale sloshing in a lake
with steep sides may be the result of a landslide or earthquake. Shallow water sloshing in a
container can be used to dampen out wind induced motions of tall buildings. A tuned liquid
damper, TLD, is a well known concept for suppressing motions of structures (Fujino et al.
[1992]).

A variety of ship tank shapes exist, comprising rectangular, spherical as well as prismatic
tanks. The liquid may be oil, liquefied gas, or water. Sloshing may appear, for instance, as
a consequence of a collision between two ships, grounding or the collision of a ship with ice.
However, wave-induced ship motions are the primary excitation mechanism. Now the coupled
motions of the ship with tanks are affected by the liquid in the tanks and external fluid which
should be simulated simultaneously.

Because sloshing is a typical resonance phenomenon, it is not necessarily the most extreme
ship motion or external wave loads that cause the most severe sloshing. Therefore, external
wave-induced loads can in many practical cases be described by linear theory. For the violent
liquid motion in the tank, the nonlinear theories must be adopted due to the complicated free
surface elevations. The lateral and angular tank motions cause the largest liquid response
in the coupled motions, but vertical tank motions cannot excite sloshing according to linear
theory and so it is secondary.

1.2 Previous researches

The sloshing phenomena have been studied by numerous researchers through a wide spec-
trum of different analytical, numerical and experimental approaches. Due to its strong nonlin-
earity with large fluid motions, wave breaking, spray and mixing of liquid and gas, sloshing is
difficult to predict theoretically.

In general analytical solutions to sloshing problems are based on potential flow theory. Some
analytical solutions can be given for tanks of simple geometrical shapes. A good summary given
by Abramson [1966] presents linear and nonlinear analytical solutions of sloshing in tanks of a
variety of different geometries undergoing harmonic oscillations. Liquid sloshing dynamics with
elastic containers can be found in Bauer et al. [1976]. Recently a fairly comprehensive discussion
of the almost every aspect of liquid sloshing dynamics was given by Ibrahim [2005]. Taking more
attentions in marine hydrodynamics, Faltinsen et al. [2000] use the work of Moiseyev [1958] and
derive a nonlinear analytical theory for sloshing in a rectangular tank with finite water depth.
Moiseyev suggests a general nonlinear method based on potential flow for determination of free
and forced oscillations of the liquid in generally shaped tanks. More systematic discussions of
this analytical theory can be found in Faltinsen and Timokha [2009].

For the numerical methods, the field equations governing the fluid flow may be the complete
Navier-Stokes equations, the Euler equation or the Laplace equation when potential flow is
assumed. Either an Eulerian or Lagrangian description, or a mixture of these, is used. In
the Eulerian description, the grid is fixed relative to the reference frame and the fluid moves
through the grid, as opposed to the Lagrangian description where the coordinate system and
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the grid points move with the fluid. The type of grid is dependent on the method used to
create an equivalent discrete form of the continuous field equations.

One part of numerical methods for simulating sloshing phenomenon are based on the volume
tracking method. The basic features of volume tracking methods were described by Rider and
Kothe [1998].

The finite difference method, FDM, adopts a structured grid and flow variables are com-
puted for fixed discrete points within this grid using an Eulerian approach. The partial deriva-
tives of the governing equations are reformed by algebraic difference quotients which give a
system of algebraic equations (Mitchell and Griffiths [1980]). Chen and Nokes [2005] use time-
independent finite-difference method to analyze two-dimensional sloshing motions in a rectan-
gular tank based on the primitive 2D Navier-Stokes equations. Both the fully non-linear free
surface condition and fluid viscosity are included. This method has been extended to simulate
the sloshing motions in a three dimensional tank excited by coupled surge and sway motions
in Wu and Chen [2009]. Internal structures baffles are considered in the sloshing motions in
Wu et al. [2012].

The finite volume method, FVM, divides the spatial domain into a finite number of discrete
contiguous control volumes. The solution of the governing equations is given in two steps. First,
an integration over each control volume is performed and secondly, the resulting cell boundary
values are approximated (Versteeg and Malalasekera [2007]). Peric et al. [2009] demonstrated
the application of a procedure to predict internal sloshing loads on partially filled tank walls of
LNG ships subject to realistic wave excitations. A moving grid approach and a finite volume
solution method are designed to allow for arbitrary ship motions.

Another widely used free surface tracking method is the Volume of Fluid, VOF, method. A
thorough description of this method is given by Hirt and Nichols [1981]. The pilot studies are
taken by Van Daalen et al. [2000] which use the VOF method to track the free surface in anti-
roll tank. Jesús et al. [2013] compared the multimodal method with an open source package
OpenFOAM and a commercial CFD solver STAR-CCM+ for two phases analysis of sloshing
in a rectangular tank. The discretization of the flow governing equations in the OpenFOAM
package is based on the FVM and the VOF method is used to govern the air and water free
surface elevation in the commercial solver STAR-CCM+.

Finite element methods, FEM, adopt a different discretization process than the finite dif-
ference method. A typical work out of the method involves (1) dividing the domain of the
problem into a collection of sub-domains, with each sub-domain represented by a set of ele-
ment equations to the original problem, followed by (2) systematically recombining all sets of
element equations into a global system of equations for the final calculation. An introduction
of this method is given by Reddy [2005]. Wu et al. [1998] analyzed the sloshing waves in a
three dimensional rectangular tank using a finite element method based on the fully non-linear
wave potential theory. A two dimensional nonlinear random sloshing problem is analyzed by
fully nonlinear wave velocity potential theory based on the finite element method in Wang and
Khoo [2005].

The constrained interpolation profile (CIP) method, which was developed by Yabe and
Aoki [1991] and Yabe et al. [1991] for solving hyperbolic equations, has attracted a great
deal of attention in marine engineering. Hu and Kashiwagi [2004] presented a finite difference
method based CIP method for the numerical simulations of violent free surface flow. The
key points of the CIP method are a compact upwind scheme with subcell resolution for the
advection calculation and a pressure-based algorithm that can treat liquid, gas and solid phases,
irrespective of whether the flow is compressible or incompressible by solving one set of governing
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equations. The method for hydrodynamic problems using the pressure-based algorithm is called
the CIP combined and unified procedure (CCUP) method. In Kishev et al. [2006], the sloshing
problem is considered as a multiphase problem that includes water and air flows. The CCUP
scheme was adopted for the flow solver and both the CIP scheme and the CIP conservative
semi-Lagrangian with cubic interpolation polynomial scheme were used for interface capturing.
Three dimensional sloshing studies based on the CIP method can be found in Hu et al. [2010].

Boundary element methods, BEM, are based on a potential flow assumption, i.e. the ef-
fect of viscosity is neglected and the fluid is assumed incompressible and the flow irrotational.
Applying Green’s second identity, the singularities (infinite fluid sources and normal dipoles)
representing the velocity potential are distributed all over the boundary of the fluid domain.
With the solution of the linear system, singularity densities can be given. A careful treatment
of the contact point is needed, and post-breaking flow is difficult to handle. The details of the
programming process can be found in Brebbia and Dominguez [1992]. Numerous improved
versions of this method are given. Gedikli and Ergüven [2003] presents a variational boundary
element method based on Hamilton’s principle that produces symmetric matrices. The bound-
ary integral equations can be regularized by moving the singular points outside the domain. A
modal approach is developed for the second-order analysis of sloshing problem using bound-
ary element method in Firouz-Abadi et al. [2010]. A developed successive boundary element
method is given by Ebrahimian et al. [2013] to determine the symmetric and antisymmetric
sloshing natural frequencies and mode shapes for multi baffled axis-symmetric containers with
arbitrary geometries.

When dealing with violent free-surface flows accompanied by large deformations and frag-
mentations, the particle methods, including smoothed particle hydrodynamics (SPH) and mov-
ing particle semi-implicit methods (MPS), appear to be appropriate candidates due to their
Lagrangian and mesh-free features. The SPH method was firstly proposed by Gingold and
Monaghan [1977] and Lucy [1977] in astrophysics. A good review for this method can be found
in Monaghan [2005]. Rafiee et al. [2009] applied this method to violent sloshing flows in a
2D rectangular tank under harmonic sway excitation motion. The pressure field in forced roll
motions is investigated experimentally and numerically in Delorme et al. [2009]. Comparative
studies on the accuracy and stability of SPH schemes in energetic free surface flows have been
presented in Rafiee et al. [2012]. In this paper, the accuracy, stability and efficiency of improved
techniques based on the SPH method are compared with the experimental results.

Spectral methods were firstly proposed by Cooley and Tukey [1956] in FFT. A review
of applications of spectral methods in general computational fluid dynamics can be found in
Fornberg [1995]. Ferrant and Le Touzé [2001] use a pseudo-spectral method based on fully
nonlinear potential theory to study sloshing. The velocity potential is expanded in series of the
natural modes of the tank geometry. The results given agree well with finite element analysis
results by Wu et al. [1998] for a very shallow water case.

Some experimental data can be found in Abramson [1966] and Ibrahim [2005] with rect-
angular, spherical and prismatic tanks. Kuo et al. [2009] reviewed the relevant Exxon Mobil’s
sloshing assessment methods. The most significant development is the introduction of a prob-
abilistic based framework that facilitates modeling of the high variability of sloshing impact
pressures. Bunnik and Huijsmans [2009] described a study of model test experiments on a large
scale 2D section (scale 1:10) of an LNG tank in various loading conditions without depressuri-
sation. Using high speed video observations the wave front formed by the bore of the LNG in
resonance was related to measured impacts on the tank hull. Hirdaris et al. [2010] discussed
some of the recent advances in model test tank investigations and reviewed the relevance of
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allowing unrestricted filling levels in LNG membrane tank ships. The assessment presented in
this work allowed for a reduction in the barred filling range from 80% to 70% of the internal
height of the tank. Xu et al. [2012] carried out sloshing model tests with 1:55 scale membrane-
type LNG tank oscillating in regular harmonic motions. The purpose of this study has been
to investigate the characteristics of free surface motions, impact pressures and structural re-
sponses. During the sloshel project Brosset et al. [2009], the membrane containment systems
have been tested at scale 1 in a long wave tank. Space-focusing waves have been generated in
order to obtain single impact on the membrane (see figure 1.2 right).

Figure 1.2: The experiments are carried out in the Maritime Research Institute Netherlands. These two figures
are the large scale (1:10) tests (left) and full scale tests (right) of membrane containment systems respectively.

The differences in the methods of simulating the sloshing motions in the tanks and the
seakeeping of the ships result in different ways of coupling the computations. One method of
coupling computations in the frequency domain was proposed by Molin et al. [2002]. The forces
and moments produced by the liquid in the tanks are calculated by a linear modal method and
taken into the equations of motions in the frequency domain. The responses of the motions
of the fluid in the tanks and the motions of the floating body can be obtained after solving
the equations of motions. Kim [2002] presented a computational study on sloshing flows, the
anti-rolling tank problem, coupled with ship motions. The three dimensional sloshing flow was
simulated by the finite difference method and the ship motion based on a time-domain panel
method. At each time step, the instantaneous displacements, velocities and accelerations of ship
motions were applied to the excitations of liquid motions, and corresponding sloshing induced
forces and moments were added into the wave-induced excitations. With time stepping, the
time histories of the responses can be given. Another approach for the coupling computations
in the frequency domain was described by Newman [2005]. The interior wetted tank surfaces
are considered as an extension of the exterior ship hull to form one global boundary surface
with two independent fluid domains. This method has been applied to the panel code WAMIT
(Wave Analysis at Massachusetts Institute of Technology). The principal advantage of this
approach is that the exterior panel code can be extended to the internal tanks with relatively
few modifications.

Bunnik and Veldman [2010] proposed two coupling computational methods in both fre-
quency domain and time domain, which are compared to experimental results. In the frequency
domain, it is a linear diffraction method in which the effect of the liquid in the tank is modeled
as a solid inertia of the fluid mass, an added mass and damping of the sloshing fluid. In the
time domain, the sloshing motions in the tank are modeled with the CFD code ComFLOW.
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The method for coupling computations is similar to the method mentioned in Kim [2002]. Both
methods are applied to sloshing model tests, published by Molin et al. [2008].

Clauss et al. [2010] analyzed a LNG carrier with four membrane tanks numerically with
the radiation-diffraction panel code WAMIT. The numerical method has been described in
Newman [2005]. Tank filling heights as well as the density of the internal fluid can be chosen
arbitrarily. The comparisons of the roll motion RAOs for different filling levels of LNG and
ship drafts are given. And later the frequency shift between the theoretical natural frequency
of the tank and the respective motion peak for a vessel with four tanks mounted to the hull
is investigated in Clauss et al. [2011]. Clauss et al. [2012] presented the relationships between
the frequency peaks and the roll motion, the first transverse sloshing mode of the tank and the
asymmetry of the tank.

1.3 The developments of Boussinesq-type equations

In this thesis, Boussinesq-type models have been used for the sloshing problem, and the
historical developments of the Boussinesq-type model should be given.

The main issue of Boussinesq-type equations is to reduce a three-dimensional problem to a
two-dimensional one by introducing a polynomial approximation of the vertical distribution of
the flow field into the integral conservation laws, while accounting for non-hydrostatic effects
due to the vertical acceleration of water.

The idea was firstly proposed by Boussinesq [1872], and the problem discussed in that paper
was restricted to a horizontal bottom. The vertical velocity was assumed to vary linearly from
zero at the bottom to a maximum at the free surface.

The classical Boussinesq equations are given by Peregrine [1967] in two horizontal dimen-
sions for the case of uneven bottom. However for many practical applications, the range is
limited to kh < 0.75 (where k is wavenumber and h water depth). After that, a number of
enhanced and higher-order Boussinesq equations have been formulated to improve both dis-
persive and nonlinear properties. As a result the best forms have extended the linear range of
applicability up to kh ≈ 6 (Madsen and Schäffer [1998]; Gobbi et al. [2000]).

A breakthrough in treating nonlinearity was made by Agnon et al. [1999]. They presented
a new procedure by which it is possible to achieve the same accuracy in nonlinear properties
as in dispersive properties. But the problem is that an accurate vertical distribution of the
velocity field cannot be provided. Madsen et al. [2002] and Madsen and Agnon [2003] combine
a time-stepping of the exact surface boundary conditions with an approximate series expansion
solution to the Laplace equation in the interior domain. As a result, dispersive and nonlinear
wave characteristics become very accurate up to wavenumbers as high as kh = 40, while the
vertical variation of the velocity field becomes applicable for kh up to 12. All this work has
used the original velocity formulation which is in terms of the surface elevation, a vertical
velocity variable and a two-component horizontal velocity variable.

In order to match with other potential flow solvers and improve computational efficiency,
Jamois et al. [2006] re-casted Boussinesq-type equations in a potential formulation in terms of a
horizontal velocity potential variable which replaced velocity variable. The shoaling properties
of the potential formulation is not as well as that of velocity of formulation. A improved version
was given by Bingham et al. [2009]. In our works, the Boussinesq-type method for the internal
fluid in the tank is based on the theories in Bingham et al. [2009].
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1.4 Outline of the thesis

The works reported in the thesis focus on the sloshing motions of the fluid in tanks with
forced motions and the coupling motions of a floating body with partially filled tanks. All the
researches are carried out in the framework of potential theories, however the viscous damping
term, is also considered in the numerical models. Generally, the thesis is divided into two parts:
Forced motions and Coupled motions. The tank with forced motions is studied from three
different perspectives: linear theories, Boussinesq-type models and integral equations. The
coupled motions are analyzed in both frequency domain and time domain. Some experiments
are done for comparisons. A coupled analysis of a floating support and partially filled tanks was
given by Molin et al. [2002] in the frequency domain based on linear theories. In this paper,
limitations of linearized free surface conditions appear in predicting the actual free surface
elevations in the tanks. So our discussions will start from this paper.

The chapters 2 and 3 present the computational models of the sloshing motions in a two
dimensional rectangular tank under forced motion.

The linearized theoretical models of the sloshing motions are presented in chapter 2. All
the solutions are in the framework of linearized boundary conditions at the free surface. First,
the computational models for the liquid in a still rectangular tank are given by superposing
natural sloshing modes in the frequency domain. And then the natural sloshing modes are
related to the forced motions of the tank in a pendulum equation. In the derivations, the
velocity potential is separated into two parts which are related by expanding on the same
basis, the natural sloshing modes. The damping term has been considered to take into account
the friction at the walls. Some computational results are presented about the sloshing of liquid
in a rectangular tank with forced harmonic motions.

The extended Boussinesq-type models for the sloshing motions in the tank are given in
chapter 3. Fully nonlinear free surface boundary conditions are adopted for simulating the
internal liquid motions. The theoretical derivations of the Boussinesq-type models are intro-
duced and the numerical discretization processes are given. Both the flat bottom and the
inclined bottom rectangular tanks in forced motions are discussed. The Boussinesq model in
flat bottom tank with different filling levels is validated. The results are compared with linear
theory, integral equation method and results in literature. The nonlinear free surface boundary
conditions are taken for the integral equation method and the mixed Euler-Lagrange method is
used for the iterative process. The comparisons between flat bottom tank and inclined bottom
tank are given and both of them are compared with experimental results.

The following chapters are about the models of the coupled computations of the sloshing
in the tank and the sea-keeping of a floating body.

Chapter 4 presents the linearized boundary value problem of a rectangular barge and the
transformation of the equations of motions from the frequency domain to the time domain. The
hydrodynamic characteristics of the barge are calculated by a semi-analytical method in the
frequency domain. The external fluid domain is divided into a succession of rectangular sub-
domains where eigen-function expansions are used to express the velocity potential. Matching
of the velocity potentials and horizontal velocities at the successive boundaries gives the solution
to the problem. Based on the hydrodynamic characteristics of the barge in the frequency
domain, the infinite frequency added masses, retardation function and exciting forces in the
equations of motions in the time domain can be obtained. The motions of the barge in the
frequency domain are compared to the solutions in the time domain.

Chapter 5 discusses the coupled motions of a floating body, a rectangular tank fixed on
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a rectangular barge. The numerical solutions are compared with experimental results. The
experiments were carried out in the wave tank BGO-FIRST, at la Seyne sur mer. A rectan-
gular barge with two partially filled tanks is submitted to irregular beam waves with varying
significant wave heights and peak periods. Both frequency domain and time domain computa-
tions are carried out by solving the equations of motions of the floating body. In the frequency
domain, the linear theories for the liquid in the tank and eigen-function expansions method
for the external fluid domain are used. In the time domain computations, the Boussinesq-type
approach is adopted for the sloshing in the tank and the coefficients of the equations of mo-
tions are based on the frequency domain computations of the barge. Some comparisons of the
motions of the floating body and the free surface elevations in the tank are given between these
two computational methods and experimental results.

Chapter 6 presents the concluding remarks and perspectives.
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Chapter 2

Linear theories for the sloshing in a

two-dimensional rectangular tank

In this chapter, the assumption of linearity is employed in the boundary conditions on the
free surface, and the problem is discussed in the frequency domain within potential theory.
A modal approach is followed to represent the motions of the liquid in the tank which are
combined with the motions of the tank by a pendulum equation. As a result, the transfer
functions of every natural sloshing mode are obtained. The free surface elevations of the liquid
in the tank can be given by superposing the natural sloshing modes.
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2.1 Natural sloshing modes in a two-dimensional rect-

angular tank

The following equations in the frequency domain are employed for governing the liquid in
a tank with linearized free surface condition.

∆Φ = 0 in the domain

∇Φ · ~n = 0 on the wetted surface of tank walls SC

gΦz − ω2Φ = 0 on the mean free surface SF (2.1)

where
Φ̄(y, z, t) = Φ(y, z) sin(ωt+ θ) (2.2)

~n is the outward normal vector, g is the gravity acceleration and ω is the angular frequency.

O y

z

h

l

O
′

Figure 2.1: The sketch of 2D rectangular tank

A rectangular tank, of length l and water depth h, is considered (figure 2.1). The origin of
the coordinate system Oyz is located on the middle of the free surface at rest. Following Molin
et al. [2002], the eigen-modes of the liquid in the tank are given by:

Φ̄n = −An0g

ωn

coshλn(z + h)

cosh λnh
cos λn(y +

l

2
) sin(ωnt + θn) (2.3)

where the natural frequencies ωn are

ω2
n = gλn tanhλnh with λn =

nπ

l
(2.4)

and the free surface elevation is

ηn(y, t) = An0 cos λn(y +
l

2
) cos(ωnt+ θn) (2.5)

For a tank of general shape the eigen-modes can be obtained with a numerical software. It is
easy to show that the potentials Φn(y, 0) form an orthogonal and complete basis at the free
surface.

As a result the free surface elevation can be expanded as:

η(y, t) =
∑

n

An(t)ζn(y) (2.6)

where
ζn(y) =

ωn

g
Φn(y, 0) (2.7)
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And the velocity potential within the tank is then given by

Φ̄(y, z, t) = −
∑

n

(

∫ t

0

An(τ)dτ)ωnΦn(y, z) (2.8)

2.2 Elementary forced motion problems

The tank under forced motion is considered in this section. The elementary problems to be
solved are

∆Φj = 0 fluid domain

∇Φj · ~n = Nj on the wetted surface SC

gΦjz − ω2Φj = 0 on the mean free surface SF (2.9)

where the angular frequency ω is given and Nj stands for one component of the generalized
normal vector. For the 3 degrees of freedom, Nj writes:

(N2, N3, N4) = (n2, n3, Y n3 − Zn2) (2.10)

The potential Φj is divided into two parts:

Φj = φj + ϕj (2.11)

where ϕj is the infinite frequency radiation potential which satisfies:

∆ϕj = 0 fluid domain

∇ϕj · ~n = Nj on the wetted surface SC

ϕj = 0 on the mean free surface SF (2.12)

and the other term φj satisfies

∆φj = 0 fluid domain

∇φj · ~n = 0 on the wetted surface SC

gφjz − ω2φj = −gϕjz on the mean free surface SF (2.13)

After expanding φj with Φn, the amplitude An of the sloshing motion n under motion amplitude
Xj is obtained.

An/Xj = − ω2gγjn
ωn(ω2

n − ω2)
= − ω2

ω2
n − ω2

Dnj (2.14)

which can be reformed into a pendulum equation

Än + ω2
nAn =

∑

j

DnjẌj (2.15)

The coefficients Dnj are defined by

Dnj = − g

ωn

∫

SC
NjΦndS

∫

SF
Φ2

ndS
(2.16)
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which remains valid when Xj(t) is not harmonic since the Dnj do not involve the frequency ω.
Introducing a linear damping term B1n, the equation of motion can be expressed:

Än +B1nȦn + ω2
nAn =

∑

j

DnjẌj (2.17)

Following Molin et al. (2002), the damping coefficient due to laminar friction at the walls is
given by

B1n = 2ωn

√

ν

2ωn

1

lb
(b+ l + b

λnl − 2λnh

sinh 2λnh
) (2.18)

where b is the width in the x-direction and ν is the molecular viscosity.
The total velocity potential in the tank is given by

Φ̄(y, z, t) = −
∑

n

(

∫ t

0

An(τ)dτ)ωnΦn(y, z) +
∑

j

Ẋj(t)ϕj (2.19)

And the generalized force tensor ~F = (~F , ~C):

~F =
∑

n

An(t)~fn −Ma(∞) ~̈X (2.20)

where Ma(∞) is the infinite frequency added mass matrix and

fnj = ρωn

∫

SC

ΦnNjdS (2.21)

It may be noticed that the fnj and Dnj coefficients are obtained through the same integral over
SC and that they are simply related:

Dnj = −g
ρ

fnj
ω2
n

∫ ∫

SF
Φ2

ndS
(2.22)

Here we give the expressions ofMa(∞) = [mij∞], along y-direction, around the x-direction and
their coupling terms.

1

ρ
m22∞ = lh− 8l2

π3

∑

n odd

tanhλnh

n3

1

ρ
m42∞ =

1

ρ
m24∞ = − lh

2

2
− l3

6
+

8l3

π4

∑

n odd

1

n4
(

2

cosh λnh
+ λnh tanhλnh)

1

ρ
m44∞ =

lh3

3
+
l3h

12
+

8l4

π5

∑

n odd

1

n5
(4 tanhλnh−

4λnh

cosh(λnh)
− λ2nh

2 tanhλnh) (2.23)

2.3 The numerical experiments

As mentioned above, the motion of the tank Xj(t) is not necessary harmonic, which means
the time domain computations should be applied. Here, some results of a 2D partially filled
rectangular tank with forced harmonic motions are presented. Based on the motion equations,
the motions of the liquid in the tank can be solved in time domain.
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The temporal derivatives of An and Ȧn can be introduced as follows:

d

dt
An = Ȧn

d

dt
Ȧn = Än = Dn2Ẍ2 +Dn4Ẍ4 − w2

nAn −B1nȦn (2.24)

Initially, the modal amplitudes An and Ȧn are set to zeros, which means the right-hand side
of the two equations are known. The coefficients in these two equations can be derived analyt-
ically. With the temporal derivatives on the left-hand side, An and Ȧn can be updated by an
iterative process where the classical 4th Runge-Kutta process is adopted. With the solution
of the amplitude of each sloshing mode, the free surface elevation and the forces and moments
can be calculated by the superposition of them.

For the frequency domain, the equation of motion should be transformed as follows:

Än +B1nȦn + ω2
nAn = Dn2Ẍ2 +Dn4Ẍ4 (2.25)

Here only the sway and roll motions are considered. Due to the harmonic motions, the ampli-
tudes should be satisfy the following equation:

[(ω2 − ω2
n) + iωB1n]An = ω2Dn2X2 + ω2Dn4X4 (2.26)

where ω is the angular frequency of the harmonic motion. Here An, X2 and X4 are the
amplitudes of each mode and the motions. The amplitudes of the free surface elevations can
be obtained by equation (2.6).

A 2D rectangular tank with length 1.08 m and filling level 0.15 m is considered. Due to
the computations of damping coefficient B1n, the width of the tank in the x-direction is taken
equal to 0.1 m. The motions of the tank are harmonic sway motions with amplitude 1 mm.
This is the basic case. The range of periods is from 0.6 rad/s to 2.0 rad/s. Based on the former
dispersion relation, the natural angular frequencies of the first and third sloshing modes are
3.423 rad/s and 8.6 rad/s which means the periods are 1.83 s and 0.73 s respectively.

In figures 2.2 and 2.3, the modal amplitudes An are calculated by the equation (2.26) using
the basic case. The range of excitation periods is from 0.6 second to 2.0 second. The first modal
amplitude A1 and the third modal amplitude A3 divided by the amplitude of the sway motion
1 mm give the values of the ordinates. The different values of the viscosity ν are compared in
these two figures. Obviously, with the increase of the molecular viscosity ν, the peak values of
the modal amplitudes around the first natural period and the third natural period decrease.

The time varying modal amplitudes An(t) can be solved by the equation (2.24). The free
surface elevations are calculated by equation (2.6). In our numerical computations, the number
of modes is taken equal to nine. Figure 2.4 and 2.5 present the time histories of the free surface
elevations at the position of the left wall during 200 seconds. The excitation periods are 0.7
second (figure 2.4) and 1.6 second (figure 2.5) respectively. As is well known, the beating wave
can be obtained by a linear superposition of two sinusoidal waves with different frequencies.
In figure 2.4, the beating period can be calculated by 2π/(|ω − ω1|) where ω is the excitation
frequency and ω1 is the first natural frequency. The case of excitation period 1.6 second is
shown in figure 2.5.

The comparisons of the first mode and the third mode between the frequency domain
and the time domain are given in figures 2.6 and 2.7. The first modal amplitudes A1 in the
frequency domain are solved by the equation 2.26 with the excitation periods from 0.6 second to
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2.0 second. The viscosity ν is taken equal to 1×10−6 m2s−1. When the excitation period is close
to the first natural period, the resonance phenomenon becomes significant. In the time domain
computations, the values of A1(t) are calculated by the equation 2.24 and the amplitudes of
A1(t) after the transients have died out are adopted. In figure 2.6, the first modal amplitudes
divided by the amplitude of sway motion are compared between the frequency domain and the
time domain computations. The comparison of the third sloshing modes A3 in the frequency
domain and the time domain is given in figure 2.7. The results in both of the figures coincide
well.

2.4 Conclusion

The modal approach is an efficient method for simulating the sloshing motions. The motion
is simply considered as a linearized superposition of the natural sloshing modes. Due to the
linearized assumption and the symmetric shape of the tank, the resonance in the even natural
sloshing modes cannot be predicted by this modal approach. The derivation process is carried
out in the frequency domain, but the excitation motions are not limited in harmonic motions.
From the time domain computations, the beating phenomenon can be found in the beginning
and the transients gradually disappear due to the damping term in the equations of motions.
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Figure 2.2: The amplitudes of the first sloshing mode divided by the amplitude of sway motion give the values
of ordinates. Three different values of the viscosity ν are adopted in the comparisons. [basic case]
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Figure 2.3: The amplitudes of the third sloshing mode divided by the amplitude of sway motion give the values
of ordinates. Three different values of the viscosity ν are adopted in the comparisons. [basic case]
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Figure 2.4: The time history of the free surface elevations are given for the point on the left wall. The period
of the sway motion of the tank is 0.7 second. [basic case]
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Figure 2.5: The time history of the free surface elevations are given for the point on the left wall. The period
of the sway motion of the tank is 1.6 second. [basic case]
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The results (red) in the time domain are compared to the solutions (blue) of the frequency domain computations.
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Figure 2.7: The results in the time domain are compared to the solutions of the frequency domain. The third
sloshing mode is adopted here. [basic case]
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Chapter 3

Extended Boussinesq-type models for

the sloshing in two-dimensional

rectangular tank

In this chapter, sloshing in a flat bottom rectangular tank and in an inclined bottom tank
will be considered. Both of them are simulated based on the Boussinesq-type approach, which
means non-linear free surface boundary conditions are adopted. Different filling levels in the flat
bottom tank are discussed. The results for the flat bottom rectangular tank will be compared
with the former linear theory, integral equation method and results from literature. Due to
asymmetry of the inclined bottom tank, a significant difference can be found in the second
sloshing mode between flat bottom tank and inclined bottom tank. The numerical results
calculated by the Boussinesq model are then compared with the experimental results.
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3.1 The extended Boussinesq-type models

Firstly, the governing equations for a general three-dimensional nonlinear wave problem
are given. A Cartesian coordinate system is adopted here, with the origin located on the
still water plane and the z-axis pointing vertically upwards. The boundaries of fluid domain
are given by the bottom at z = −h(x) and the free surface at z = η(x, t) with x = [x, y].
Following Zakharov [1968], the free surface boundary conditions are written in terms of the
velocity potential Φ̃ = Φ(x, η, t) and the vertical velocity w̃ = (Φz)z=η defined directly on the
free surface

ηt +∇η · ∇Φ̃− w̃(1 +∇η · ∇η) = 0 (3.1)

Φ̃t + gη +
1

2
(∇Φ̃)2 − 1

2
w̃2(1 +∇η · ∇η) = 0 (3.2)

where ∇ = [∂/∂x, ∂/∂y] is the horizontal gradient operator and g is the gravitational acceler-
ation. The Laplace equation in the fluid domain and the kinematic boundary condition on the
bottom are given as follows:

∇2Φ + Φzz = 0 (3.3)

w +∇h · ∇Φ = 0, z = −h(x) (3.4)

A Boussinesq-type Taylor series expansion of the velocity potential about an arbitrary level
z = ẑ(x) will be used. The Taylor series expansion of the solution Φ(x, z, t) about an arbitrary
vertical position z = ẑ(x) is given by

Φ(x, z, t) = Φ̂ + (z − ẑ(x))ŵ +
1

2
(z − ẑ(x))2Φ̂(2) +

1

6
(z − ẑ(x))3Φ̂(3) + . . . (3.5)

where

Φ̂ = Φ̂(0) = Φ(x, ẑ(x), t), ŵ = Φ̂(1) =
∂Φ(x, z, t)

∂z

∣

∣

∣

z=ẑ(x)

Φ̂(n) =
∂nΦ(x, z, t)

∂zn

∣

∣

∣

z=ẑ(x)
, n = 2, 3, . . . ,∞. (3.6)

Introducing ψ = z − ẑ(x) for brevity, we substitute the potential Φ into the Laplace equation
and set the coefficient of each power of ψ equal to zero. Finally, a recursion relation for Φ̂(n) is
obtained:

Φ̂(n) =
1

1 +∇ẑ2 (−∇2Φ̂(n−2) + 2∇ẑ · ∇Φ̂(n−1) +∇2ẑ · Φ̂(n−1)), n = 2, 3, . . . ,∞. (3.7)

Following Bingham et al. [2009], the recursion relation can be simplified based on assuming
small bottom slope that is ẑ(δx) where δ ≪ 1. Collecting terms at each order of δ and keeping
terms up to δ, we get:

Φ̂(n) = −∇2Φ̂(n−2) + 2δ∇ẑ · ∇Φ̂(n−1), n = 2, 3, . . . ,∞. (3.8)

Successively solving for n = 2, 3, . . . ,∞, each Φ̂(n) can be expressed in terms of Φ̂ and ŵ. In
order to improve the accuracy of the truncated approximation, an enhancement operator with
new expansion variables Φ̂∗, ŵ∗ is adopted.

Φ̂ = Lp(ẑ∇)Φ̂∗, ŵ = Lw(ẑ∇)ŵ∗. (3.9)
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where the operators Lp = L0 +∇ẑ · L1∇, Lw = L0 +∇ẑ · L2∇ are given:

L0(ẑ∇) =

2N
∑

n=0

λ2nẑ
2n∇2n (3.10)

L1(ẑ∇) =
N+1
∑

n=1

a2n−1ẑ
2n−1∇2n−2, L2(ẑ∇) =

N+1
∑

n=1

b2n−1ẑ
2n−1∇2n−2 (3.11)

Here, the coefficients ai, bi can be obtained by optimizing the linearized shoaling behavior.
Applying the enhancement operators, the velocity potential is given finally as follows

Φ(x, z, t) = (J01 + δ∇ẑ · J11p∇)Φ̂∗ + (J02 + δ∇ẑ · J12p∇)ŵ∗ (3.12)

The same procedure can be applied to the horizontal and vertical velocities

u(x, z, t) = (J01∇+ δ∇ẑJ11u)Φ̂∗ + (J02∇+ δ∇ẑJ12u)ŵ∗ (3.13)

w(x, z, t) = (−J02∇2 − δ∇ẑ · J12w∇)Φ̂∗ + (J01 + δ∇ẑ · J11w∇)ŵ∗. (3.14)

Setting N = 1, the operators are given as follows:

J01 = 1 + (−ψ
2

2
+
ẑ2

10
)∇2 J02 = ψ + (−ψ

3

6
+
ẑ2ψ

10
)∇2

J11p = a1ẑ + [−ψ
3

3
− ψ2ẑ(

1

5
+
a1
2
) + ẑ3a3]∇2

J12p = (ψ2 + b1ψẑ) + [−ψ
4

6
+
ψ2ẑ2

10
− ψ3ẑ(

1

15
+
b1
6
) + ψẑ3b3]∇2

J12w = [ψ2 + ψẑ(
2

5
+ a1)]∇2

J11w = (2ψ + ẑb1) + [−2ψ3

3
+
ψẑ2

5
− ψ2ẑ(

1

5
+
b1
2
) + ẑ3b3]∇2

J11u = [ψ + ẑ(
1

5
+ a1)]∇2 + [−ψ

3

2
+
ψẑ2

10
− ψ2ẑ(

3

10
+
a1
2
) + ẑ3(

1

30
+ a3)]∇4

J12u = −1 + [
3ψ2

2
− ẑ2

10
+ ψẑ(

1

5
+ b1)]∇2 (3.15)

where a1 = −0.465737, a3 = −0.0653131, b1 = 0.138568 and b3 = −0.0138568. These coeffi-
cients are optimized for a range of kh from 0 to 6.

3.2 The theoretical models of sloshing in a moving flat

bottom rectangular tank

A two-dimensional rectangular tank partially filled is considered here with length l and
water depth h, and a tank-fixed coordinate system Oyz lies on the free surface at rest in the
middle of the tank (figure 2.1). Small-amplitude motions in sway, heave and roll of the tank are
considered, with the axis of rotation in the middle of the bottom O

′

. The velocity ~v = (0, vy, vz)
on the boundary of the tank is given:

~v0 = (0, v02, v03), ~w = (w1, 0, 0), ~r = ~O′O + ~OM = (0, 0, h) + (0, y, z) = (0, y, h+ z) (3.16)

~v = ~v0 + ~w ∧ ~r = (0, v02 − w1(z + h), w1y + v03) (3.17)
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where v02 is the translational velocity, v03 is the vertical velocity and w1 is the angular velocity.
Firstly, the governing equations in the tank-fixed coordinate system should be reformed.

The temporal derivatives in the governing equations defined in the inertial coordinate system
and in the non-inertial coordinate system are related by the following expressions:

∂Φ

∂t
:

∂Φ

∂t
− ~v · ∇Φ;

∂η

∂t
:

∂η

∂t
− ~v · ∇η (3.18)

The left-sided physical quantities are based on the inertial coordinate system and the right-
sided are based on the non-inertial coordinate system. And ~v is the velocity of non-inertial
system relative to the inertial system.

The governing equations of the liquid in the tank are given by:

Φyy + Φzz = 0; Φy = vy y = ± l

2
; Φz = vz z = −h; (3.19)

ηt − vyηy − Φz + ηyΦy = 0 z = η; (3.20)

Φt − vyΦy − vzΦz + gη +
1

2
(Φ2

y + Φ2
z) = 0 z = η (3.21)

Following Zakharov [1968], the free surface conditions are written in terms of the velocity
potential Φ̃ = Φ(y, η, t) and the vertical velocity w̃ = (Φz)z=η defined on the free surface. Based
on the chain rule, the partial derivatives follow:

(Φ̃)y = (Φy)z=η + (Φz)z=η · ηy = ṽ + w̃ηy (3.22)

(Φ̃)t = (Φt)z=η + (Φz)z=η · ηt = (Φt)z=η + w̃(w̃ + (vy − ṽ)ηy) (3.23)

Substitution in the boundary conditions on the free surface gives the evolution equations for
Φ̃ and η:

ηt = vyηy − Φ̃yηy + (1 + η2y)w̃; (3.24)

Φ̃t = vyΦ̃y + vzw̃ − gη − 1

2
Φ̃2

y +
1

2
w̃2(1 + η2y) (3.25)

In the numerical computations, the potential Φ̃ and the elevation η can be advanced in time
from the derivatives Φ̃t and ηt if the vertical velocity w̃ is known.

The potential Φ is separated into two parts: Φ = φ + ϕ, with ϕ a particular solution
satisfying the Laplace equation and the no-flow condition on the walls given by:

ϕ = v02 ·y+v03 ·z+w1

∑

n odd

αn cos(λn(y+
l

2
))[

2 sinh(λnz)

λn cosh(λnh)
−(z+h)]; λn =

nπ

l
αn = − 4l

n2π2

(3.26)
Here ϕ includes two parts: one is directly proportional to the tank velocity, and the other is
due to the roll motion. The potential φ is the solution of the following equations.

φyy + φzz = 0; φy = 0 y = ± l

2
; φz = 0 z = −h (3.27)

ηt − vyηy − φz − ϕz + ηy(φy + ϕy) = 0

φt + ϕt − vyφy − vyϕy − vzφz − vzϕz + gη +
1

2
[(φy + ϕy)

2 + (φz + ϕz)
2] = 0; z = η

(3.28)
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where

ϕy = v02 − w1

∑

n odd

αnλn sin(λn(y +
l

2
))[

2 sinh(λnz)

λn cosh(λnh)
− (z + h)] (3.29)

ϕz = v03 + w1

∑

n odd

αn cos(λn(y +
l

2
))[

2 cosh(λnz)

cosh(λnh)
− 1] (3.30)

Then the vertical velocity on the free surface is given by:

w̃ = (Φz)z=η = (φz)z=η + (ϕz)z=η (3.31)

The hydrodynamic loads are given by the integrations of the pressure on the wetted surface as
follows:

~F =

∫

s

p ~n ds; ~M =

∫

s

p ~r × ~n ds; (3.32)

p =− ρ(Φt − vyΦy − vzΦz +
1

2
(Φ2

y + Φ2
z) + gz) (3.33)

3.3 Introduction of an energy dissipation term in the

dynamic free surface equation

According to the definitions in linear theory, a linear damping term of the first sloshing
mode can be obtained by comparing the amplitude. Firstly, the equation of motion (equation
2.17) without external excitation for the first sloshing mode can be written as follows:

Ä1 +B11Ȧ1 + ω2
1A1 = 0 (3.34)

with B11 obtained as equation (2.18) to account for friction on the tank wall.
The solution can be given as follows,

A1 = A0e
−B11t/(2ω1) cos(ω1t + θ) (3.35)

The linearized dynamic and kinematic free surface conditions are taken as:

Φt + gη = 0 (3.36)

ηt − Φz = 0 (3.37)

A dissipative term ǫΦ is introduced in the first equation.

Φt + gη + ǫΦ = 0 (3.38)

ηt − Φz = 0 (3.39)

Eliminating the variable η, we obtain:

Φtt + ǫΦt + gΦz = 0 (3.40)

The expression of velocity potential is taken as:

Φ = ℜ{−igA(ǫt)
ω

cos(λ1y +
l

2
)
cosh λ1(z + h)

coshλ1h
e−iωt} (3.41)
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and the temporal derivatives of velocity potential are given:

Φt = ℜ{(−Ag − iǫȦg

ω
) cos(λ1y +

l

2
)
coshλ1(z + h)

coshλ1h
e−iωt} (3.42)

Φtt = ℜ{(iωAg − 2ǫȦg − iǫ2Äg

ω
) cos(λ1y +

l

2
)
coshλ1(z + h)

coshλ1h
e−iωt} (3.43)

The coefficient of term Φtt + ǫΦt + gΦz should be equal to zero. After eliminating the term
O(ǫ2), the amplitude A satisfies,

−2ǫȦg − ǫAg = 0 (3.44)

hence
A(ǫt) = A0e

−ǫt/2 (3.45)

Compared with equation (3.35), the coefficient ǫ can be obtained:

ǫ =
B11

ω1
(3.46)

The linear damping term of the Boussinesq model is added in right-hand side of equation
(3.25):

−B11

ω1
Φ̃ (3.47)

3.4 The numerical models of sloshing in a moving flat

bottom rectangular tank

Based on the above sections and setting N = 1, the velocity potential and the vertical
velocity for constant water depth in the tank are given:

φ(y, z, t) = J01 · φ̂∗ + J02 · ŵ∗ (3.48)

w(y, z, t) =
∂φ

∂z
= −J02∇2 · φ̂∗ + J01 · ŵ∗ (3.49)

where

J01 = 1 + (−ψ
2

2
+
ẑ2

10
)∇2; J02 = ψ + (−ψ

3

6
+
ẑ2ψ

10
)∇2; ψ = z − ẑ (3.50)

The potential φ̃ on the free surface is given by:

φ̃ = JFS
01 · φ̂∗ + JFS

02 · ŵ∗ ψ = η − ẑ (3.51)

And the vertical velocity on the bottom

w = −J b
02∇2 · φ̂∗ + J b

01 · ŵ∗ = 0 (3.52)

The notation FS expresses that the operators have been evaluated with z = η and the notation
b expresses that the operators have been evaluated with z = −h. With the knowns φ̃, a linear
system of unknowns φ̂∗ ŵ∗ is obtained.

[

JFS
01 JFS

02

−J b
02∇2 J b

01

] [

φ̂∗

ŵ∗

]

=

[

φ̃
0

]

(3.53)
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The domain is discretized and a finite difference scheme is adopted for the spatial derivatives
in the numerical computations (f : arbitrary function).

∂fi
∂y

=
1

12(dy)
(fi−2 − 8fi−1 + 8fi+1 − fi+2)

∂2fi
∂y2

=
1

12(dy)2
(−fi−2 + 16fi−1 − 30fi + 16fi+1 − fi+2)

∂3fi
∂y3

=
1

2(dy)3
(−fi−2 + 2fi−1 − 2fi+1 + fi+2)

∂4fi
∂y4

=
1

(dy)4
(fi−2 − 4fi−1 + 6fi − 4fi+1 + fi+2) (3.54)

Here the assumption ηy = 0, y = ±l/2 is used on the walls.

∂η1
∂y

=
1

12dy
(η−1 − 8η0 + 8η2 − η3) = 0

∂ηn
∂y

=
1

12dy
(ηn−2 − 8ηn−1 + 8ηn+1 − ηn+2) = 0 (3.55)

η−1 = η3, η0 = η2; ηn−2 = ηn+2, ηn−1 = ηn+1 (3.56)

And the same process for the potential φ on the walls

∂φ1

∂y
=

1

12dy
(φ−1 − 8φ0 + 8φ2 − φ3) = 0

∂φn

∂y
=

1

12dy
(φn−2 − 8φn−1 + 8φn+1 − φn+2) = 0 (3.57)

φ−1 = φ3, φ0 = φ2; φn−2 = φn+2, φn−1 = φn+1 (3.58)

With a flat bottom, the unknowns φ̂∗ ŵ∗ have the following relationship

φ̂∗

−1 = φ̂∗

3; φ̂
∗

0 = φ̂∗

2; φ̂
∗

n−2 = φ̂∗

n+2; φ̂
∗

n−1 = φ̂∗

n+1 (3.59)

ŵ∗

−1 = ŵ∗

3; ŵ
∗

0 = ŵ∗

2; ŵ
∗

n−2 = ŵ∗

n+2; ŵ
∗

n−1 = ŵ∗

n+1 (3.60)

In order to obtain a band matrix, the linear system should be rebuilt with the order of unknowns
like [φ̂∗

1, ŵ
∗

1, φ̂
∗

2, ŵ
∗

2, . . . , φ̂
∗

n−1, ŵ
∗

n−1, φ̂
∗

n, ŵ
∗

n]. For n = 5, the band width is equal to 11. The open
source codes LAPACK is used for solving the linear system.

With the solutions of the linear system, the derivative φz on the free surface can be obtained.
The vertical velocity on the free surface can be separated into two parts:

w̃ = (φz)z=η + (ϕz)z=η (3.61)

The second part is the derivative of the particular solution on the free surface.
Based on the dynamic and kinematic free surface boundary conditions, the temporal deriva-

tives ηt, Φ̃t can be given, which will be used for updating in time the values of η and Φ̃.
With the free surface elevations and the solutions of linear system, the pressure distributed

on the wetting surface can be calculated. For the spatial derivative Φy, the first part due to
the potential φ is given by:

∂φ

∂y
= J01∇ · φ̂∗ + J02∇ · ŵ∗ (3.62)
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where φ̂∗, ŵ∗ are the solutions of the above linear system. And the derivative Φy can be
calculated by adding the second part ϕy.

The temporal derivative in the computations of the pressure on the wetted surface is cal-
culated by the backward difference:

Φt =
Φ(t)− Φ(t−∆t)

∆t
(3.63)

The classical forth Runge-Kutta method is adopted for the time-stepping processes and the
Savitzky-Golay filter is used for smoothing the data in each time step.

For the beginning of the process, the ramp function is taken as follows:

ramp(t) =







1

2

[

1− cos

(

πt

nT

)]

t 6 nT

1 t > nT

where T is characteristic period of the motion and n is number of period where the ramp takes
place.

3.5 Integral equation method

3.5.1 The theoretical models of the fluid in a moving rectangular

tank

h

l

z

y

~n

~s

Ω S

Figure 3.1: Sketch of sloshing in a rectangular tank.

A two dimensional rectangular tank (figure 3.1) with partially filled liquid is considered
here with the length l and filling level h. The coordinate system is fixed on the still free surface
in the middle of the tank and the normal vector at the boundary of the fluid points to the
outside.

For the liquid in the tank, the boundary of the fluid domain is divided into two parts: the
free surface and the wetted surface. At an instant, we assume that the velocity potential Φ
on the free surface is known and the governing equations of the fluid in the tank are given as
follows:

∇2Φ = 0 in fluid domain (3.64)

Φn = f1 on the wetted surface (3.65)

Φ = f2 on the free surface (3.66)
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where f1 is the normal velocity and f2 is the velocity potential.
According to the Green’s theorem, the domain problem can be transformed into the bound-

ary value problem based on the following boundary integral equation:

∫ ∫

Ω

(Φ∇2G−G∇2Φ)dΩ =

∫

S

(ΦGn −GΦn)dS = 0 (3.67)

where Ω is the fluid domain and S is the boundary of the fluid domain. G is the Green’s function
which is selected with the basic solution for the Laplace equation. In the two dimensional
problem, the function takes the form as follows:

G = lnr(P,Q) (3.68)

Here r(P,Q) represents the distance between the source point Q distributed along the contour
S and the field point P belonging to the contour S. Gn and Φn are the normal derivatives of
the Green’s function and of the velocity potential.

The Green’s function is singular when the source point Q coincides with the field point P .
In this case, a small circle of radius ǫ is used to bypass the point Q and the integration will
be performed over the new boundary. Taking the limit as ǫ → 0, the equation (3.67) can be
reformed as follows:

αΦ(P ) =

∫

S

(ΦGn −GΦn)dS (3.69)

where α is the interior angle at the field point P lying on the boundary.
If the linear segments are used for approximating the boundary of the fluid domain, the

integral equation can be discretized as follows:

αiΦi +
∑

j

∫

Sj

ΦGndS =
∑

j

∫

Sj

GΦndS (3.70)

The situations in the two parts of the boundary are different. On the free surface, the velocity
potential is known but the normal derivative of the velocity potential is unknown. Otherwise,
on the wetted surface, the normal derivative of the velocity potential is known but the velocity
potential is unknown. Fortunately, the quantities of unknowns in the integral equation equal
to the quantities of the equations in the system.

Finally, a linear system with unknowns Φ on the wetted surface and Φn on the free surface
can be built.

N
∑

j=1

AijΦj =

N
∑

j=1

BijΦnj (3.71)

where Aij and Bij are the coefficients.
Rebuilding the linear system with unknowns on the left-hand side, the normal derivatives

on the free surface can be given with the solutions of the linear system. Based on the normal
derivatives of the velocity potential Φn and tangential derivatives of the velocity potential
Φs, the spatial derivatives of the velocity potential Φy and Φz are calculated by the following
equations:

Φy = Φsnz + Φnny (3.72)

Φz = −Φsny + Φnnz (3.73)
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where (ny,nz) are the components of the normal vector ~n.
The kinematic and dynamic free surface conditions for the tank-fixed coordinate system

are the same as mentioned in the section 3.2

ηt + (Φ̃y − vy)ηy − (1 + η2y)w̃ = 0

Φ̃t − vyΦ̃y − vzw̃ + gη +
1

2
Φ̃2

y −
1

2
w̃2(1 + η2y) = 0 (3.74)

where vy and vz are the velocity components. The vertical velocity w̃ = (Φz)z=η and the
velocity potential Φ̃ = Φz=η are defined on the free surface. With the initial conditions on the
free surface and the temporal derivative of the free surface elevation and the velocity potential,
the time histories of the free surface elevation and the velocity potential can be calculated with
the Mixed Eulerian Lagrangian method.

3.5.2 The discretization of the integral equation

The boundary of the liquid will be approximated by a series of linear elements which means
the unknowns vary linearly over the elements. In the global coordinate system (y-z), P is a
field point and Q is a source point. Here, the local coordinate system (ξ, η) is adopted. ~n and
~s denote the normal and tangential (clockwise) unit vectors of this element respectively. The
origin is fixed on the field point P and ξ-axis is in the direction of ~s.

ξ = ~PQ · ~s η = ~PQ · ~n (3.75)

The boundary integrals can be approximated as the sum of individual integrations on each
element in a local coordinate system,

∫

S

Φ
∂(lnr)

∂n
dS =

∑

j

∫ j+1

j

Φ
∂(lnr)

∂n
dS =

∑

j

(

ξj+1I2 − I4
ξj+1 − ξj

Φj +
I4 − ξjI2
ξj+1 − ξj

Φj+1

)

(3.76)
∫

S

∂Φ

∂n
(lnr)dS =

∑

j

∫ j+1

j

∂Φ

∂n
(lnr)dS =

∑

j

(

ξj+1I1 − I3
ξj+1 − ξj

(

∂Φ

∂n

)

j

+
I3 − ξjI1
ξj+1 − ξj

(

∂Φ

∂n

)

j+1

)

(3.77)

where

I1 =

∫ j+1

j

lnrdξ =
1

2

[

ξ ln(ξ2 + η2)− 2ξ + 2η tan−1

(

ξ

η

)]j+1

j

, (3.78)

I2 =

∫ j+1

j

∂

∂n
(ln r)dξ =

[

tan−1

(

ξ

η

)]j+1

j

, (3.79)

I3 =

∫ j+1

j

ξ ln rdξ =
1

4
[(ξ2 + η2)(ln(ξ2 + η2)− 1)]j+1

j , (3.80)

I4 =

∫ j+1

j

ξ
∂

∂n
(ln r)dξ =

1

2
η[ln(ξ2 + η2)]j+1

j . (3.81)

When the boundary of the fluid domain is discretized into linear elements, the points at
corners require special attentions because the conditions on both sides may be not the same.
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Since the potential is unique at any point of the boundary, no problem will be introduced into
the point at corner. But the normal derivatives of the points at corner are not the same value
from the left and right limits. this problem can be arranged by treating the connect point as
two points (Brebbia and Dominguez [1992]).

3.5.3 The tangential derivative of the velocity potential

High order numerical differentiations are usually not as good as expected, and most of the
time, they are not necessary. In the lower curvature region, three-point differentiation is usually
enough, while in the region where high curvature occurs, higher-order differentiation always
loses its accuracy and is not accurate as lower-order differentiation. Here, the three-point
Lagrangian interpolation is employed.

(

∂Φ

∂s

)

j

= Lj−1Φj−1 + LjΦj + Lj+1Φj+1 (3.82)

where

Lj−1 = − ∆sj
(∆sj−1 +∆sj)∆sj−1

(3.83)

Lj =
∆sj −∆sj−1

∆sj−1∆sj
(3.84)

Lj+1 =
∆sj−1

(∆sj−1 +∆sj)∆sj
(3.85)

and

∆sj−1 =
√

(xj − xj−1)2 + (yj − yj−1)2, ∆sj =
√

(xj+1 − xj)2 + (yj+1 − yj)2 (3.86)

The connections of the free surface and the walls should be considered with care. The tangential
derivatives are calculated by the forward difference and backward difference.

Φs,1 =
−(∆s22 + 2∆s1∆s2)Φ1 + (∆s1 +∆s2)

2Φ2 −∆s21Φ3

∆s1∆s2(∆s1 +∆s2)
(3.87)

Φs,n =
∆s2n−1Φn−2 − (∆sn−2 +∆sn−1)

2Φn−1 + (∆s2n−2 + 2∆sn−2∆sn−1)Φn

∆sn−2∆sn−1(∆sn−2 +∆sn−1)
(3.88)

3.6 Validation: numerical experiments for a flat bottom

tank with intermediate water depth

3.6.1 Comparisons with linear theory

A rectangular tank is adopted here with length l=1.08 m and filling level h=0.15 m. Forced
harmonic sway and roll motions are used. The results calculated by the Boussinesq model are
compared with the linear theory (nine modes). The viscosity is not considered here.

Figure 3.2 presents the time histories of the free surface elevations on the left wall, one
third and two thirds of length away from left wall. The horizontal harmonic motion is used
with excitation period 0.7 s and excitation amplitude 1 mm. The excitation period is close to
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the third natural sloshing mode ω3 which includes one and a half wavelength in the tank. The
beating period 2π/|ω−ω3| is around 17 seconds. The results shown in the figure coincide well.
The excitation period 1.6 second of forced motion with amplitude 1 mm is shown in figure 3.3,
which is close to the first natural sloshing mode.

From the figures, the Boussinesq model gives an overall good agreement. It should be noted
that acceleration of forced motion is used for linearized modal method, but Boussinesq model
adopts the velocity for external excitations. The phase lag of half of the excitation period
should be treated in the comparisons.

The larger excitation amplitude 2 mm is used for the next comparisons. Figure 3.4 presents
the comparison between Boussinesq model and linear theory with forced period T=0.7 second.
The discrepancies between the two models can be found on the positions of troughs. The
nonlinear free surface conditions used in Boussinesq model give more flat trough than linear
theories. The excitation period 1.6 second is shown in figure 3.5. The first sampling point
is on the left wall, and more flat trough can also be found. Due to steeper crest and flatter
trough, the crests of free surface elevation on the second and third sampling points calculated by
Boussinesq model are lower than that with linear theories. The free surface heights (elevation +
filling level) in the tank at instant 7.15 s and 7.95 s are shown in figures 3.6 and 3.7 respectively.
The length of the tank has been normalized. From the figures, the nonlinear characteristic of
the free surface can be found clearly.

The forced harmonic roll motions are used and the axis of rotation is located on the origin
of coordinate system. Figure 3.8 presents the free surface elevations at 0 cm, 36 cm and 72
cm away from the left wall. The excitation period is 0.7 second and motion amplitude is 0.5
degree. The results calculated by the Boussinesq model give an overall good agreement with
linear theory. The flatter trough can be found in the Boussinesq model. The higher excitation
amplitude 1.0 degree is compared in figure 3.9 which the nonlinearity is more significant. The
excitation period 1.6 second which is close to the first sloshing mode is shown in figure 3.10.
The motion amplitude is 0.5 degree. The free surface elevations on the left wall calculated
by Boussinesq model present steeper crests than linear theory. At one third and two thirds
of length away from left wall, the amplitude of the crest is lower than linear theory due to
nonlinear free surface profile.

3.6.2 Comparisons with integral equation method

The rectangular flat bottom tank with filling level h=0.15 m and length l=1.08 m is also
considered. The initial free surface profile is set to η(y) = A cos(2πy/l) with the amplitude
A=0.004 m. The integral equation method is firstly validated by fixed tank. Figure 3.11
presents the time histories of the free surface elevations at the wall during 50 seconds. The
energy attenuation is not present and the signal is keeping sinusoidal waves because no damping
terms exists.

The tank with forced harmonic horizontal motions is calculated with the free surface at rest
initially. According to the dispersion relation, the natural periods of the first and third sloshing
modes are close to 1.8356 second and 0.7306 second. In figure 3.12 and 3.13, the excitation
periods 0.73 and 1.83 second are taken with excitation amplitude a=1 mm. The viscosity
is not considered here. The Boussinesq model and integral equation method with nonlinear
free surface conditions are compared with linear modal approach (nine modes). From the
comparisons, the nonlinear free surface elevations are steeper at crests and flatter at troughs.
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Figure 3.2: The time histories of the free surface elevations at 0 cm, 36 cm and 72 cm away from the left wall.
The excitation period is 0.7 s and the excitation amplitude is 1 mm.
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Figure 3.3: The time histories of the free surface elevations at 0 cm, 36 cm and 72 cm away from the left wall.
The excitation period is 1.6 s and the excitation amplitude is 1 mm.
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Figure 3.4: The time histories of the free surface elevations at 0 cm, 36 cm and 72 cm away from the left wall.
The excitation period is 0.7 s and the excitation amplitude is 2 mm.
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Figure 3.5: The time histories of the free surface elevations at 0 cm, 36 cm and 72 cm away from the left wall.
The excitation period is 1.6 s and the excitation amplitude is 2 mm.
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Figure 3.6: The free surface height in the tank at instant 7.15 s.
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Figure 3.7: The free surface height in the tank at instant 7.95 s.
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Figure 3.8: The time histories of the free surface elevations at 0 cm, 36 cm and 72 cm away from the left wall.
The excitation period is 0.7 s and the excitation amplitude is 0.5 degree.
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Figure 3.9: The time histories of the free surface elevations at 0 cm, 36 cm and 72 cm away from the left wall.
The excitation period is 0.7 s and the excitation amplitude is 1.0 degree.
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Figure 3.10: The time histories of the free surface elevations at 0 cm, 36 cm and 72 cm away from the left wall.
The excitation period is 1.6 s and the excitation amplitude is 0.5 degree.
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Figure 3.11: The time histories of the free surface elevations on the position of the wall.

The filling level h=0.1 m and the same length of tank is considered here. The excitation
periods T= 2.1 second and T=2.4 second are selected for the comparisons at the left wall and
36 cm away from the left wall. The motion amplitude is 1 mm. The excitation period 2.1 s is
close to the first natural period. On the left wall (figure 3.14), steeper crests and flatter troughs
are given by nonlinear free surface conditions. On the position of 36 cm away from the left
wall (figure 3.15), the amplitude of crests are lower than linear results. The excitation period
2.4 second is shown in figures 3.16 and 3.17. The free surface elevations are more complex.
Harmonics are clearly present in the Boussinesq model and in the integral equation method.
However differences can be noticed between the two methods and these differences are larger
after the first period of the envelope. This phenomenon can not be predicted by linear theory.
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Figure 3.12: Comparison of time histories of the free surface elevations at the left wall.
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Figure 3.13: Comparison of time histories of the free surface elevations at the left wall.
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Figure 3.14: Comparison of time histories of the free surface elevations at the left wall. The period is 2.1 second
and the filling level is 0.1 m.
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Figure 3.15: Comparison of time histories of the free surface elevations at 36 cm away from the left wall. The
period is 2.1 second and the filling level is 0.1 m.
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Figure 3.16: Comparison of time histories of the free surface elevations at the left wall. The period is 2.4 second
and the filling level is 0.1 m.
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Figure 3.17: Comparison of time histories of the free surface elevations at 36 cm away from the left wall. The
period is 2.4 second and the filling level is 0.1 m.
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3.7 Validation: numerical experiments for a flat bottom

tank with shallow water and finite water depth con-

ditions

3.7.1 Shallow water case

According to different filling levels in the tank, the regimes of the motions of the liquid can
be divided roughly into shallow water theory (h/l < 0.1), intermediate water depth regime
(0.1 ≤ h/l ≤ 0.2 − 0.25) and finite water depth condition (0.2 − 0.25 < h/l < 1.0) (Faltinsen
and Timokha [2009]). Here l is the length of the tank and h is the filling level. The shallow
water sloshing motions in a rectangular tank are considered and compared with Antuono et al.
[2012]. In this paper, Antuono et al proposed to solve a simple Boussinesq model in terms of
depth-averaged fluid velocity. The results are compared with the experimental data and a SPH
model. Their comparisons proved that the proposed shallow-water model is accurate, fast and
robust. A linear viscous term βν is added into the momentum equation of Boussinesq model
of the paper.

βν =
∑

n

βnUn
einπx

2i
; βn =

√

nπ

2Re
(1 +

2h

b
)
l

h
+

4n2π2

Re
(3.89)

where βn is the damping coefficient of sloshing mode proportional to the modal amplitude Un of
depth-averaged fluid velocity. And Re = (l

√
gh)/ν is the Reynolds number. ν is the kinematic

viscosity which equals to 0.0094 cm2s−1 and b is the length along x-axis. The first term in
the right-hand side takes into account the dissipation due to the boundary layers while the
second one describes the dissipation inside the fluid bulk. In our Boussinesq model, the linear
damping term proposed in section 3.3 is also adopted in the dynamic free surface condition.

Firstly, a rectangular tank, length l = 1.175 m and filling level h = 0.06 m, is considered.
The width of the tank is b = 12 cm. The first resonant frequency based on the linear dispersion
relation is ωr = 2.0425 s−1. The horizontal harmonic forced motions are taken for the tank
with the amplitude 0.0039 m. The kinematic viscosity is 0.0094 cm2s−1. The simulations time
was t/T = 200 in the paper to go beyond the transient regime and ensure the establishment of
a steady state. Here T is the excitation period. From figure 3.18 to 3.21, different frequencies
ω of the forcing excitation are compared respectively between the Boussinesq-type equations
in terms of velocity and the Boussinesq model in terms of velocity potential. The small dis-
crepancy of the phases have been removed for the comparisons of amplitudes through shifting
curves. The non-dimensional time t/T is used for the values of the abscissa. From the figures,
the results given by the Boussinesq model in terms of the velocity potential present an overall
good agreement with the Boussinesq model in terms of the velocity.

The second tank with length l = 0.6095 m and filling level h = 0.06 m is used for our
computations. The ratio h/l = 0.098 is close to the intermediate water depth regime. The
width of the tank b is 0.23 m. The horizontal forcing amplitude is 0.00196 m and the first
resonant frequency predicted through the linear theory wr is 3.893 rad/s. The viscosity term
taken in the numerical model is the same as before. The evolution of the free surface at
the left wall are compared with different excitation frequency ω/ωr = 0.97 (figure 3.22) and
ω/ωr = 1.04 (figure 3.23). In these two cases, a two-wave regime and a single-bump-wave
regime are observed during one excitation period. When the excitation frequency is close to
the first natural frequency, a nonlinear subharmonic free surface elevation motion can be found
in figure 3.24. The results give an overall good agreement with Antuono’s model.

43



89.5 90 90.5 91 91.5 92 92.5
−0.2

−0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

t / T

fre
e 

su
rfa

ce
 e

le
va

tio
n 

/ f
illi

ng
 le

ve
l

 

 
Boussinesq
Antuono

Figure 3.18: The evolution of the free surface at the wall with ω/ωr = 0.98; T is the period of the forcing
excitation. The length of tank is 1.175 m and filling level is 0.06 m.
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Figure 3.19: The evolution of the free surface at the wall with ω/ωr = 1.02. T is the period of the forcing
excitation. The length of tank is 1.175 m and filling level is 0.06 m.
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Figure 3.20: The evolution of the free surface at the wall with ω/ωr = 1.08; T is the period of the forcing
excitation. The length of tank is 1.175 m and filling level is 0.06 m.
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Figure 3.21: The evolution of the free surface at the wall with ω/ωr = 1.10. T is the period of the forcing
excitation. The length of tank is 1.175 m and filling level is 0.06 m.
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Figure 3.22: The evolution of the free surface at the wall with ω/ωr = 0.97. The length of tank is 0.6095 m
and filling level is 0.06 m.
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Figure 3.23: The evolution of the free surface at the wall with ω/ωr = 1.04. The length of tank is 0.6095 m
and filling level is 0.06 m.
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Figure 3.24: The evolution of the free surface at the wall with ω/ωr = 0.99. The length of tank is 0.6095 m
and filling level is 0.06 m.

3.7.2 Finite water depth case

In Wu et al. [1998], a finite element method based on fully non-linear wave potential theory
is used for the simulation of the sloshing motions in a rectangular tank. The viscous term is
not used in this paper. A 2D rectangular tank with l/h = 2 and b/h = 0.2 is adopted. Here l
is the length of the tank, h is the filling level of the tank and b is the width along x-axis. For
our computations, the length of the tank is set to 1.08 m and the filling level is 0.54 m.

The free surface profiles are compared in figure 3.25 and figure 3.26 with different computa-
tional models. The non-dimensional amplitude a/h of the harmonic horizontal motion equals
to 0.0186. The non-dimensional time is defined as τ = t

√

g/h. The excitation period equals
to 0.999 times the first natural period. The free surface height is measured from the bottom
of the tank. The linear theories given in chapter 2 are used here for comparisons. From the
figure, we can find numerical solutions based on nonlinear free surface conditions coincide well
and the linear solution still gives good results in this case.

In Frandsen [2004], liquid motions in 2-D tanks excited by periodic loadings are considered.
A fully nonlinear numerical model is based on inviscid flow equations and solutions are obtained
using finite differences. The sloshing motion is discussed based on potential theory. A 2D
rectangular tank with aspect ratio h/l = 0.5 is considered. Here the length of the tank is set to
2.0 m and the filling level equals to 1.0 m. The non-dimensional excitation amplitude κ equals
to aω2/g where a is excitation amplitude and ω is excitation frequency. Two kind of external
forcing excitation frequencies ω/ωr = 0.7 and ω/ωr = 1.3 are taken in our comparisons. The
first resonance frequency ωr is calculated by the linear dispersion relation. According to the
linear dispersion equation, the first natural frequency is 3.7594 s−1.
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Figure 3.25: The comparison of the free surface elevations at the non-dimensional time τ = 13.0667.
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Figure 3.26: The comparison of the free surface elevations at the non-dimensional time τ = 15.725.
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Figure 3.27: The free surface elevations on the left wall. ω/ωr = 0.7 and κ = 0.0036.
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Figure 3.28: The free surface elevations on the left wall. ω/ωr = 0.7 and κ = 0.036.
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Figure 3.29: The free surface elevations on the left wall. ω/ωr = 1.3 and κ = 0.0036.
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Figure 3.30: The free surface elevations on the left wall. ω/ωr = 1.3 and κ = 0.072.
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In figure 3.27 and 3.28, the frequency ω/ωr = 0.7 is used in the horizontal forcing motions
with different amplitudes κ = 0.0036 and κ = 0.036. The non-dimensional time is defined
as t × ωr. The free surface elevations on the left wall divided by the amplitude of the forcing
motion give the values of the ordinates. In figure 3.29, the forcing frequency ratio is ω/ωr = 1.3.
The same excitation frequency and more stronger motions κ = 0.072 is shown in figure 3.30.
From the figures, the free surface elevations present an overall good agreement between the
Boussinesq model and the Frandsen’s model.

Another discussion in the range of finite depth condition can be found in Faltinsen et al.
[2000]. In this paper, a multidimensional modal analysis of nonlinear sloshing in a rectangular
tank is given based on the potential theories. Some analytical and experimental results of
the sloshing motions in a two dimensional rectangular tank are presented. The left figure in
figure 3.31 adopts a rectangular tank with length l = 1.73 m and filling level h = 0.6 m. The
harmonic horizontal motions are used with an amplitude equals to 0.025 m. The period of
the forcing excitation is 1.3 s. The right figure takes the same length of the tank but different
filling level h = 0.5m. The amplitude of the forced motion is 0.029 m and the period of the
forcing excitation is 1.4 s. The free surface elevations at 0.05 m away from the left wall are
compared between Boussinesq model and multidimensional modal in both figures.

The amplitude calculated by the Boussinesq model are much lower than the results in
Faltinsen et al. [2000]. And much stronger difference can be found with larger amplitudes of
motions. The phenomenon maybe is due to the boundary condition on the wall used in our
numerical model. The slope of tangent of the free surface profile close to the wall is not equal
to zero any more and the limitation should be revised for large amplitude of sloshing motions.
The problem could be solved by the moving boundary algorithm. The free surface profile will
be extended linearly to the outside of the tank and the slope of the external linear free surface
is determined by the internal free surface close to the wall. The details can be found in the
chapter Concluding remarks and perspectives.
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Figure 3.31: The free surface elevations on the position of 0.05 m away from the left wall.
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3.8 The numerical models of the sloshing in a moving

inclined bottom rectangular tank

A 2D rectangular tank of length l with an inclined bottom of bathymetry h(y) is adopted.
A tank-fixed coordinate system Oyz lies on the free surface at rest in the middle of the tank
and only the sway motion vy is considered here.

The governing equations of the liquid in the tank are given:

Φyy + Φzz = 0; Φy = vy y = ± l

2
; Φz + hyΦy = ~v · ~n z = −h(y); (3.90)

ηt = vyηy − Φ̃yηy + (1 + η2y)w̃; Φ̃t = vyΦ̃y + vzw̃ − gη − 1

2
Φ̃2

y +
1

2
w̃2(1 + η2y) (3.91)

where ~n is the normal vector of the inclined bottom and Φ̃, w̃ are the velocity potential and
vertical velocity defined directly on the free surface. The process of solving the problem is the
same as the case of flat bottom tank. Here is the computational process of the linear system.
Firstly, the velocity potential and the vertical derivative of the velocity potential are given as
follows:

Φ(y, z, t) = (J01 +∇ẑ · J11p∇)Φ̂∗ + (J02 +∇ẑ · J12p∇)ŵ∗ (3.92)

w(y, z, t) = (−J02∇2 −∇ẑ · J12w∇)Φ̂∗ + (J01 +∇ẑ · J11w∇)ŵ∗ (3.93)

The potential Φ̃ on the free surface is given by (the notation FS expresses that the operators
have been evaluated with z = η):

Φ̃ = (JFS
01 +∇ẑ · JFS

11p∇)Φ̂∗ + (JFS
02 +∇ẑ · JFS

12p∇)ŵ∗ ψ = η − ẑ (3.94)

Based on the assumption ∇h = O(δ) (∇ =
∂

∂y
) on the bottom (Bingham et al. [2009]):

Φ = (J01 + δ∇ẑ · J11p∇)Φ̂∗ + (J02 + δ∇ẑ · J12p∇)ŵ∗

∇Φ = (∇J01 + δ∇(∇ẑ · J11p∇))Φ̂∗ + (∇J02 + δ∇(∇ẑ · J12p∇))ŵ∗

∇J01 = J01∇+ δ∇ẑ ∂
∂ẑ
J01; ∇J02 = J02∇+ δ∇ẑ ∂

∂ẑ
J02

Retaining the terms at O(δ):

Φz + hyΦy = (−J b
02∇2 −∇ẑ · J b

12w∇ +∇h · J b
01∇)Φ̂∗ + (J b

01 +∇ẑ · J b
11w∇+∇h · J b

02∇)ŵ∗

(3.95)

Together with velocity potential on the free surface, the linear system with unknowns Φ̂∗ and
ŵ∗ is given as follows. The notation b expresses that the operators have been evaluated with
z = −h(y).
[

JFS
01 +∇ẑ · JFS

11p∇ JFS
02 +∇ẑ · JFS

12p∇
−J b

02∇2 −∇ẑ · J b
12w∇+∇h · J b

01∇ J b
01 +∇ẑ · J b

11w∇+∇h · J b
02∇

] [

Φ̂∗

ŵ∗

]

=

[

Φ̃
0

]

(3.96)

The finite difference scheme is adopted for the spatial derivatives in the numerical computa-
tions.
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Based on the assumption of slowly varying bathymetry, the following equations are used
for the calculations of the derivatives of the water depth.

h−1 = h3, h0 = h2, (hy)−1 = (hy)3, (hy)0 = (hy)2 (3.97)

with the same the conditions on the walls as the flat bottom, we can get

φ̂∗

−1 = φ̂∗

3, φ̂
∗

0 = φ̂∗

2 ŵ∗

−1 = ŵ∗

3, ŵ
∗

0 = ŵ∗

2 (3.98)

These conditions are just an approximate treatment for the small slope of the varying bottom.

3.9 Comparisons between flat bottom tank and inclined

bottom tank

A rectangular tank with slowly varying bottom is considered here. The water depth varies
linearly with a bottom slope equals to 0.074 (see Figure 3.32 right). In order to compare with
the flat bottom tank, the length of the tank is set to 1.08 m. The water depth in the left side
is 0.19 m and the right side is 0.11 m. So the mass of the liquid is the same as in the flat
case with the filling level h=0.15 m. Forced harmonic sway motions are considered for the
comparisons. The periods are from 0.6 second to 2.0 seconds and the amplitude is 1 mm.

The Boussinesq models are used for the simulation of the sloshing motions in the tanks. This
means the nonlinear free surface conditions will be adopted. The viscosity is not considered
here. According to the linear theories in the chapter 2, there is a peak if the tank is not
symmetric. Based on the nonlinear free surface conditions, the symmetric and asymmetric
rectangular tanks will be compared for the first, second and third sloshing modes.

0.15 0.19 0.11

Figure 3.32: Both rectangular tanks are forced by harmonic sway motions with amplitude of 1 mm. The hight
of the inclined bottom is 0.08 m with slope 0.074.

In figure 3.33, the maximum free surface elevations during 40 seconds (consistent with
experimental data) divided by the amplitude of motion are calculated. Due to the slope
of the bottom, the amplitudes of the peaks on the first sloshing mode (1.82 s) and the third
sloshing mode (0.73 s) are a little higher and natural frequencies change a little. The significant
differences can be found in the second sloshing mode which means one wave length in the
tank. For the flat bottom, the motions of the liquid is anti-symmetrical and the free surface
elevations are small. But for the inclined bottom, the asymmetrical shape of the tank gives
larger amplitude of free surface elevations and so there is a small peak in the second sloshing
mode.

Figure 3.34 gives the time histories of the free surface elevations at the wall. The red line
is from the solutions of the inclined bottom tank and the blue line is the elevation in the flat
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bottom tank. Significantly, there is a resonance in the inclined bottom when the period is 1.0
second.

Figure 3.35 and 3.36 are the results for the inclined bottom tank. The free surface elevations
on the left side and the right side of the tank are compared during 40 seconds. Due to the
asymmetric shape of the tank, the free surface elevations on the right side of the tank are
higher than the left side of the tank. Due to the anti-phase of the two sides, one curve has
been shifted by half of the period for the comparisons of the amplitudes.
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Figure 3.33: The figure gives a comparison between the flat bottom tank and the inclined bottom tank. The
maximum free surface elevations during 40 seconds divided by the amplitude of motion gives the values of
ordinates.
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Figure 3.34: The period of the forced harmonic motion is 1.0 second. This figure gives a comparison of free
surface elevations on the right wall between flat bottom tank and inclined bottom tank.
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Figure 3.35: The comparisons of the free surface elevations between the left side and the right side.
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Figure 3.36: The comparisons of the free surface elevations between the left side and the right side.
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3.10 Experimental campaigns

Forced motions are simulated by a dynamic hexapod which is designed by the company
SYMETRIE. The hexapod, MISTRAL (figure 3.37), gives the motion and simulation of high
payloads following 6 dof (Rx,Ry,Rz,Tx,Ty,Tz). The robust mechanical structure of the MIS-
TRAL hexapod allows payloads up to 1 ton. The dynamic forces and moments can be measured
by the sensors embedded in hexapod directly. All the input and output signals of movements,
forces and moments can be operated by controlling computer. The coordinates system of the
hexapod is given in figure 3.38. And the range of the motions of the hexapod can be found in
the table 3.1.

Figure 3.37: The MISTRAL hexapod from http://www.symetrie.fr.

Figure 3.38: The Oxyz coordinates system. The translational motions Tx, Ty and Tz are along the x,y and z
axis. The rotational motions Rx, Ry and Rz are around former three axis respectively.
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Because the numerical computations are two dimensional, in our experiments, a tank with
internal length 1.08 m and width 0.1 m is adopted. The material of the tank wall is made of
glass which can be considered as smooth. The glass walls are connected by a metal frame and
a smooth PVC plate is used for the sloping bottom. In figure 3.39, the tank is fixed on the
hexapod with longer side along the y-axis of the hexapod. The liquid in the tank is dyed with
fluorescein and a laser light is put on the top of the tank. So the free surface of the liquid in
the tank can be en-lighted due to the laser sheet. A high-speed camera, fixed on the hexapod,
is set in the front of the tank. An opaque sheet is used to stop the outside lights in order to
enhance the automatic detection of the free surface by the camera.

Axis Travel range Speeds Accelerations

Linear travel Tx ± 460 mm ± 1000 mm/s 10000 mm/s2

Linear travel Ty ± 460 mm ± 1000 mm/s 10000 mm/s2

Linear travel Tz ± 400 mm ± 700 mm/s 8000 mm/s2

Angular travel Rx ± 30◦ ± 50◦/s 500◦/s2

Angular travel Ry ± 30◦ ± 50◦/s 500◦/s2

Angular travel Rz ± 40◦ ± 70◦/s 700◦/s2

Table 3.1: The range of the motions of the hexapod

High lighted free surface

Laser sheet

The viewfield of the camera

Figure 3.39: The left figure is the experimental set-up for the inclined bottom. The right figure is a sketch of
the setup.
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From the setup shown in figure 3.39, the red dashed line corresponds to the lighted free
surface by the laser sheet. Due to the limited experimental condition, the laser sheet is not
wide enough to catch the whole free surface in the tank. The two ended sections of the free
surface are not considered. Through the high-speed camera, the free surface can be captured
clearly. Figure 3.40 gives some images of the free surface at different instants recorded by the
camera.

Figure 3.40: The free surfaces in the tank at different instants.

The monochrome images include the informations of the free surface elevations. The func-
tion im2bw can be used to convert the monochrome images into the binary images based on
the software Matlab. In the binary images, the pixel points of the free surface can be distin-
guished easily from the black background. Based on the initial free surface at rest, the free
surface elevations of each instant can be obtained.

3.11 Comparisons between numerical solutions and ex-

perimental results

3.11.1 Flat bottom tank

The rectangular flat bottom tank, length l=1.08 m and filling level h=0.15 m, is used.
The forced harmonic horizontal motions are taken with amplitude 2 mm. Both the numerical
results based on the Boussinesq model and the integral equation method will be compared with
the experimental results.

Due to the fact that the laser sheet is not wide enough to catch the whole free surface in
the tank, part of the free surface is used, which means 6.37 cm counted from the left wall and
12.05 cm counted from the right wall are not included. Figure 3.41 gives the time histories of
the free surface elevations at 6.37 cm away from the left wall during 30 seconds. The period
of the forced motions is 1.8356 second which means the first sloshing mode of the tank. Both
the Boussinesq model and the integral equation method are compared to the experimental
results. There is no damping terms in the numerical models so the values of the amplitudes
are somewhat higher than the experimental results.
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Figure 3.41: The time histories of the free surface elevations at 6.37 cm away from the left wall. The bottom
of tank is horizontal.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−0.015

−0.01

−0.005

0

0.005

0.01

0.015

0.02

length of tank (m)

fre
e 

su
rfa

ce
 e

le
va

tio
n 

(m
)

 

 
Boussinesq
BEM
Experiment

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−0.015

−0.01

−0.005

0

0.005

0.01

0.015

0.02

0.025

length of tank (m)

fre
e 

su
rfa

ce
 e

le
va

tio
n 

(m
)

 

 
Boussinesq
BEM
Experiment

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−0.015

−0.01

−0.005

0

0.005

0.01

0.015

0.02

0.025

0.03

length of tank (m)

fre
e 

su
rfa

ce
 e

le
va

tio
n 

(m
)

 

 
Boussinesq
BEM
Experiment

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−0.02

−0.01

0

0.01

0.02

0.03

0.04

length of tank (m)

fre
e 

su
rfa

ce
 e

le
va

tio
n 

(m
)

 

 
Boussinesq
BEM
Experiment

Figure 3.42: The free surface profiles in the tank corresponding to different instants: 15.11 s (upper left); 16.94
s (upper right); 18.76 s (down left); 20.58 s (down right).
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Figure 3.43: The time histories of the free surface elevations at 36 cm away from the left wall. The bottom of
the tank is horizontal.

The free surface profiles in the tank are given in figure 3.42 for different instants: 15.11 s
(upper left), 16.94 s (upper right), 18.76 s (down left) and 20.58 s (down right) corresponding
to the eighth, ninth, tenth and eleventh peaks in the figure 3.41. The period of the forced
motion is close to the first sloshing mode and half of the wavelength can be found in the tank.
From the figures, we can find that both numerical models give almost the same results. The
amplitude of the BEM model is higher for crest amplitude. The comparison of free surface
elevations with excitation period 0.7306 second is given in figure 3.43. The same conclusions
can be drawn as the previous case.

3.11.2 Inclined bottom tank

The comparisons of inclined bottom tank between the experimental results and the Boussi-
nesq model are given. The filling level is 19 cm and the bathymetry varies linearly with a
bottom slope of 0.074. The excitation motions are harmonic sway motions with amplitude 1
mm. Due to the limitations in the experiments, the results are compared for the same window
as the experimental data. In figure 3.44, the maximum free surface elevations during 40 seconds
divided by the amplitude of motion give the values of ordinates. The linear damping term is
not considered here. The numerical results present an overall agreement with experimental
results. The viscosity effect is not very important during short time. Figure 3.45 gives the
time histories of the free surface at 6.37 cm away from the left wall during 40 seconds. The
period is 1.0 second which is close to the second sloshing mode. The excitation periods 0.73
second and 1.83 second are shown in figures 3.46 and 3.47. These are close to the first and
third sloshing modes respectively. We can see clearly that the numerical code overestimate the
wave elevations.

60



0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

5

10

15

20

25

30

35

40

45

Period (s)

M
ax

im
um

 e
lev

at
ion

s /
 a

m
pli

tu
de

 o
f m

ot
ion

 

 
numerical
experimental

Figure 3.44: The amplitude of the motion is 1 mm. The free surface is from 6.37 cm away from left wall to
12.05 cm away from right wall.
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Figure 3.45: The comparison between the numerical and the experimental results at 6.37 cm away from the
left wall. The period is 1 second.
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Figure 3.46: comparison between the numerical and the experimental results at 6.37 cm away from the left
wall. The period is 0.73 second.
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Figure 3.47: The comparison between the numerical and the experimental results at 6.37 cm away from the
left wall. The period is 1.83 second.
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Next, the harmonic horizontal motions are taken with excitation amplitude 2 mm. In figure
3.48, the period of the forced motions is 1.0 s corresponding to the second sloshing mode. The
figure presents the comparisons of the free surface elevations in the middle of the tank. The
period of the forced motion in figure 3.49 is 1.836 s corresponding to the first sloshing mode.
The comparisons of the free surface elevations at 6.37 cm away from the left wall are presented.
The subharmonic motions have been simulated in the troughs of the free surface elevations but
the amplitudes are much larger due to no viscous assumption. The free surface profiles in the
tank are given in figure 3.49 for different instants: 11.448 s (upper left), 13.284 s (upper right),
15.124 s (down left) and 16.956 s (down right) corresponding to the sixth, seventh, eighth and
ninth peaks in figure 3.50.

In figure 3.51 and 3.52, the period of the forced motions is 0.73 s corresponding to the
third sloshing mode. The free surface elevations at 6.37 cm and 36 cm away from the left wall
are shown in figures. The nonlinear effects, the steeper wave crest and more flat trough, can
also be found in these figures. The numerical results present an overall good agreement with
experimantal results.
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Figure 3.48: The time histories of the free surface elevations in the middle of the tank. The bottom is inclined.
The excitation amplitude is 2 mm.

The linear damping term (section 3.3) is tested. The flat bottom tank with filling level 0.15
m is used. The numerical results without damping have been compared in figures 3.41 and 3.43.
The excitation amplitude is 2 mm. The first sloshing mode and the third sloshing mode are
shown in figure 3.53 and 3.54. The value of viscosity is set to 1×10−5. From the comparisons,
the numerical results present an overall good agreement with experimental results.
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Figure 3.49: The time histories of the free surface elevations at 6.37 cm away from the left wall. The bottom
is inclined. The excitation amplitude is 2 mm.
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Figure 3.50: The free surface profiles in the tank corresponding to different instants: 11.448 s (upper left);
13.284 s (upper right); 15.124 s (down left); 16.956 s (down right). The excitation amplitude is 2 mm.
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Figure 3.51: The time histories of the free surface elevations at 6.37 cm away from the left wall. The bottom
is inclined. The excitation amplitude is 2 mm.
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Figure 3.52: The time histories of the free surface elevations at 36 cm away from the left wall. The excitation
amplitude is 2 mm.
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Figure 3.53: The point is located 6.37 cm away from the left wall. The period of forced motion is 1.8356 second
and the amplitude is 2 mm. The viscosity ν is taken equal to 1×10−5.
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Figure 3.54: The point is located 36 cm away from the left wall. The excitation period is 0.7306 second and
motion amplitude is 2 mm. The viscosity ν is taken equal to 1×10−5.
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The hexapod is equiped with 6 mono-axial force sensors mounted between the actuators
and the ball joints fixed on the top plate. To obtain the overall forces, a calculation including
the precise position of the hexapod is needed. Therefore in order to ensure the correctness
of measured results, a 6 axis balance is placed between the tank and hexapod to control the
efforts. As shown in figure 3.55, the tank in the left is placed on hexapod directly and the
efforts are measured by hexapod. In the right-hand, the tank is fixed on the balance which is
fixed on hexapod. The efforts can be measured by hexapod and balance simultaneously.

hexapod

tank

hexapod
balance

tank

Figure 3.55: The different ways to measure the efforts produced by the liquid in the tank.

Figure 3.56 shows the comparisons between the experimental results and numerical results
for a flat bottom tank. For the experimental results, the efforts measured by hexapod without
balance are shown by only hexapod. And hexapod with balance represents efforts measured by
hexapod when the balance is fixed. The results given by balance are shown by balance. The
harmonic horizontal motions are adopted with excitation amplitude 1 mm. The length of tank
is 1.08 m and filling level is 0.15 m. The width of tank is 0.1 m which provides two dimensional
sloshing motions. The excitation periods are from 0.6 second to 2.0 second. For each period,
the maximum horizontal forces during 100 seconds give the values of ordinates. As shown in
figure, the three different measurements give an overall agreement. The experimental results
are compared with numerical solutions based on Boussinesq model and linear theories. It
should be noted that numerical results multiplied by the width of tank are compared with
experimental results. The linear damping terms are considered in both numerical models.
Although the linear damping term of Boussinesq model still have a problem, the forces given
by Boussinesq model present relative good agreement.

The comparisons between numerical results and experimental results with excitation ampli-
tude 2 mm are shown in figure 3.57. As shown in figure, the efforts given by linear theory are
much higher than experimental results. In order to decrease the peak values of linear theory,
higher value of viscosity ν = 3× 10−6 is used. In both figures, part of the measured efforts are
negative before the third sloshing mode. And it can also be found in the following two figures.
No explanation is given on this behavior and further researches are needed.

The comparisons of efforts with inclined bottom tank are compared in figures 3.58 and
3.59. The filling level is 19 cm. Due to the asymmetric shape of tank, resonance can be found
around the second sloshing mode. The results based on Boussinesq model give an overall
agreement with experimental results. The forces produced by inclined bottom tank are a little
smaller than that produced by flat bottom tank with the same mass of liquid. That means the
horizontal acceleration of liquid is smaller due to the inclined bottom in the tank. However
the forces are overestimated by the model for the first sloshing mode. This is probably due to
the wrong calculation of the damping term.
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Figure 3.56: The comparisons of horizontal efforts with the case of flat bottom tank. The excitation amplitude
is 0.001 m.
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Figure 3.57: The comparisons of horizontal efforts with the case of flat bottom tank. The excitation amplitude
is 0.002 m.
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Figure 3.58: The comparisons of horizontal efforts with the case of inclined bottom tank. The excitation
amplitude is 0.001 m.
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Figure 3.59: The comparisons of horizontal efforts with the case of inclined bottom tank. The excitation
amplitude is 0.002 m.
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3.12 Conclusion

The computational models of sloshing motions in tanks are built based on extended Boussinesq-
type model. Firstly, the flat bottom rectangular tank was considered with different filling levels.
For shallow water condition case, the Boussinesq model is validated by the results calculated
by Boussinesq-type equations in terms of depth-averaged fluid velocity published in Antuono
et al. [2012]. The linear damping term is considered here. The free surface elevations calcu-
lated by these two models coincide well. In finite depth conditions, finite element method,
finite difference method and analytical method are used for comparisons. A good results can
be found for the Boussinesq model with small excitation amplitude. When the free surface
elevations are too high, the slope of tangent of free surface profile close to the walls can not be
considered as zero. This numerical model can not work well with large excitation amplitude
motions.

For the intermediate water depth, the numerical results calculated by Boussinesq model
are compared to the solutions of linear modal approach firstly. For small excitation amplitude
1 mm and off-resonance excitation period, the linear theories still give a good agreement with
Boussinesq model which includes nonlinear free surface conditions. When excitation amplitude
is 2 mm, free surface profiles present nonlinearity compared with the linear modal approach.
The free surface elevations present steeper crests and flatter troughs in the Boussinesq model
based on nonlinear free surface conditions. The integral equation method is adopted with fully
nonlinear free surface conditions. The two nonlinear numerical methods present an overall
good agreement.

The flat and inclined bottom tank were compared to Boussinesq model. According to lin-
ear theory, there is no resonance on the second sloshing mode due to the symmetric shape.
The asymmetric shape, inclined bottom tank, was considered under horizontal harmonic mo-
tions. Resonance of the second sloshing mode appears in the numerical results calculated by
Boussinesq model.

The numerical results were validated by experimental results with flat bottom tank and
inclined bottom tank. An overall agreement is given between Boussinesq model and exper-
imental results. The Boussinesq model can be used for the simulation of sloshing motions
with flat bottom tank and inclined bottom tank (small slope). To increase the bottom slope,
terms of order δ2 must be taken into account. The efforts produced by the liquid in the tank
are compared between numerical results and experimental results, which presents an overall
agreement.
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Chapter 4

The transformation of the equations of

motions between the frequency domain

and the time domain

In this chapter, the linearized boundary value problem of floating body, a rectangular
barge, will be introduced in the framework of potential theory. The problem is solved by a
semi-analytical method, eigen-function expansions. The fluid domain is divided into a suc-
cession of rectangular sub-domains where eigen-function expansions are used to express the
velocity potential. Matching of the velocity potentials and horizontal velocities at the suc-
cessive boundaries gives the solutions of the problem. The hydrodynamic coefficients of the
barge, such as the diffraction loads, added masses and damping matrices, can be obtained and
then are substituted into the computations of the equations of motions in the time domain.
The response amplitude operators (RAOs) of the motions of the barge calculated in the time
domain are compared with the results in the frequency domain.
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Figure 4.1: 2D sketch of a barge floats in waves with constant water depth.

4.1 The boundary value problem for a rectangular float-

ing barge in the linear frequency domain theory

As shown in figure 4.1, the fluid domain is limited by the barge and the horizontal bottom.
The origin of the coordinate system oyz is located on the free surface at rest with z-direction
upwards. The linearized motions of the barge are excited by a harmonic incident wave propa-
gating from the left-hand side semi-infinite sub-domain, along the y-axis. The velocity field in
time harmonic can be represented by:

Φ(y, z, t) = ℜ{φ(y, z)e−iωt} (4.1)

where ω is the angular frequency of the incident wave. The velocity potential can be decom-
posed into the classical form:

φ(y, z) = −iAg
ω

(φI(y, z) + φD(y, z)) +
∑

k=2,3,4

−iωXkφRk(y, z) (4.2)

where A is the amplitude of the incident wave and g is the gravity acceleration. φI denotes
the incident wave potential, and φD is the diffraction wave potential due to the barge. The
last term φRk are the radiation potentials associated with the amplitudes of sway (X2), heave
(X3) and roll (X4).

The incident wave potential in the up-wave region (y < y1) is given:

φI(y, z) =
cosh k0(z + h)

cosh k0h
eik0y (4.3)

where h is the constant water depth and k0 satisfies the dispersion relationship ω2 = gk0 tanh k0h.
The governing equations for the velocity potential ϕ = φI + φD are given by:

∆ϕ = 0 fluid domain

∇ϕ · ~n = 0 wetted surface

ϕz = 0 z = −h
gϕz − ω2ϕ = 0 z = 0 (4.4)
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And the radiation conditions should be added in the up-wave and down-wave regions. For
y ≪ y1, it contains the incoming wave and a reflected wave; However a transmitted wave
should be included for y ≫ y2.

The radiation potentials of the motions satisfy the following equations:

∆φRk = 0 fluid domain

∇φRk · ~n = Nk wetted surface

φRkz = 0 z = −h
gφRkz − ω2φRk = 0 z = 0

+ propagation to the infinity (4.5)

where Nk is the generalized normal vector N2 = ny, N3 = nz and N4 = (z−zG)ny− (y−yG)nz.

4.2 Eigen-function expansions and Matching adjacent

regions

Following Cointe et al. [1990] and Liu [2010], the eigen-function expansions of the potential
ϕ in each region can be written as follows:

For the left-hand side fluid domain,

ϕ1 =
cosh k0(z + h)

cosh k0h
(eik0y + A0e

−ik0y) +
∑

n

Ane
kn(y−y1) cos kn(z + h) (4.6)

where kn satisfy ω2 = −gkn tan knh.
For the fluid domain under the barge,

ϕ2 = B0
y − y2
y1 − y2

+ C0
y − y1
y2 − y1

+
∑

n

cosλn(z + h)[Bne
−λn(y−y1) + Cne

λn(y−y2)] (4.7)

where λn =
nπ

h− d
and d is the draft of the barge.

And for the right-hand side fluid domain,

ϕ3 =
cosh k0(z + h)

cosh k0h
D0e

ik0y +
∑

n

Dne
−kn(y−y2) cos kn(z + h) (4.8)

The A0 represents the reflected wave amplitude coefficient and D0 denotes the transmitted
wave amplitude coefficients. The coefficients An and Dn are the amplitude functions for the
evanescent modes at the boundaries, which decay exponentially with distance from the bound-
ary.

At the boundaries, based on the principle of continuity on y = y1 and y = y2, the following
equations should be satisfied with −h ≤ z ≤ −d.

ϕ1 = ϕ2 ϕ1y = ϕ2y (4.9)

ϕ2 = ϕ3 ϕ2y = ϕ3y (4.10)

And in the range of −d ≤ z ≤ 0, the horizontal derivatives of the potentials ϕ1y and ϕ3y are
equal to zero on y = y1 and y = y2 respectively.
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At the connection y = y1, the orthogonal functions cosh k0(z+h) and cos kn(z+h) are used
for multiplying the equations 4.9 respectively and then the integration along the z-direction
are taken:

∫

−d

−h

ϕ1 · cosh k0(z + h) dz =

∫

−d

−h

ϕ2 · cosh k0(z + h) dz (4.11)

∫ 0

−h

ϕ1y · cosh k0(z + h) dz =

∫

−d

−h

ϕ2y · cosh k0(z + h) dz (4.12)

∫

−d

−h

ϕ1 · cos kn(z + h) dz =

∫

−d

−h

ϕ2 · cos kn(z + h) dz (4.13)

∫ 0

−h

ϕ1y · cos kn(z + h) dz =

∫

−d

−h

ϕ2y · cos kn(z + h) dz (4.14)

Based on the equation 4.11 and 4.13, a linear system of n+1 equations can be given as follows:

~R1 +MA1
~A =MB1

~B +MC1
~C (4.15)

And a similar linear system could be found with the equations 4.12 and 4.14:

~R2 +MA2
~A =MB2

~B +MC2
~C (4.16)

where the ~A, ~B and ~C are the unknown coefficient vectors. The coefficient matricesMA1,MA2,
MB1, MB2, MC1, MC2 and ~R1, ~R2 are known. Eliminating the unknown vector ~A, two linear
systems 4.15 and 4.16 can be integrated:

(MB2 −MA2M
−1
A1MB1) ~B + (MC2 −MA2M

−1
A1MC1) ~C = ~R2 −MA2M

−1
A1
~R1 (4.17)

At the connection y = y2, the orthogonal functions cosh k0(z + h) and cos kn(z + h) are
also used for multiplying the equations 4.10 respectively and then the integration along the
z-direction are taken:

∫

−d

−h

ϕ2 · cosh k0(z + h) dz =

∫

−d

−h

ϕ3 · cosh k0(z + h) dz (4.18)

∫

−d

−h

ϕ2y · cosh k0(z + h) dz =

∫ 0

−h

ϕ3y · cosh k0(z + h) dz (4.19)

∫

−d

−h

ϕ2 · cos kn(z + h) dz =

∫

−d

−h

ϕ3 · cos kn(z + h) dz (4.20)

∫

−d

−h

ϕ2y · cos kn(z + h) dz =

∫ 0

−h

ϕ3y · cos kn(z + h) dz (4.21)

Based on the equation 4.18 and 4.20, a linear system of n+1 equations can be given as follows:

MB3
~B +MC3

~C =MD1
~D (4.22)

And the similar linear system is given with the equations 4.19 and 4.21.

MB4
~B +MC4

~C =MD2
~D (4.23)
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where ~D is the unknown coefficient vector and MB3, MB4, MC3 and MC4 are the coefficient
matrices. After eliminating the vector ~D, two linear systems can be integrated:

(MB3 −MD1M
−1
D2MB4) ~B + (MC3 −MD1M

−1
D2MC4) ~C = 0 (4.24)

Together equations 4.17 and 4.24, the values of vector ~B and ~C can be given and then ~A, ~D
can also be solved.

The similar decompositions and matching process is used for the radiation potentials. Due
to the differences of the governing equations between the diffraction potential and radiation po-
tential, a particular solution should be added in the eigen-function expressions. The particular
solution of the radiation potential under the barge are given by

φRk =















0, k = 2, sway,
(z+h)2−y2

2(h−d)
, k = 3, heave,

(y−yG)
2(h−d)

{ (y−yG)2

3
− (z + h)2}, k = 4, roll.

(4.25)

With the values of potentials ϕ and φRk in the each fluid domain, the hydrodynamic loads
are given by:

Fk = ρgA

∫

s

ϕNkds (4.26)

where Nk is the generalized normal vector on the wetted surface of the barge.
Moreover, the hydrodynamic coefficients are calculated as follows:

ω2akl + iωbkl = ρω2

∫

s

φRlNkds (4.27)

where akl is the added mass matrix and bkl is damping coefficients matrix.
The equations of motions of the barge are given as follows:

−(ω2(M + a22) + iωb22)X2 − (ω2a24 + iωb24)X4 = F2 (4.28)

−(ω2(M + a33) + iωb33 − ρgB)X3 = F3 (4.29)

−(ω2a42 + iωb42)X2 − (ω2(I + a44) + iω(b44 +

√

8

π
σẊ4

BQ4)− C44)X4 = F4 (4.30)

where X2, X3 and X4 are the sway, heave and roll motions. M and I are the mass and the
moment of inertia of the barge.

M = ρBd I = ρBd(B/3)2 (4.31)

B is the beam of the barge and C44 is the restoring coefficient.

C44 = ρg(
B3

12
− Bd(

d

2
+ zg)) (4.32)

where zg is the center of gravity of the barge.
σẊ4

is the standard deviation of the roll velocity which can be solved through iterative
method for a given irregular sea state defined by its spectrum S(ω). The coefficient BQ4 equals
to ρCdB

4/2.
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According to the experiments carried out within a Club pour Les Actions de Recherches
sur les Ouvrages en Mer (CLAROM) project on roll resonance of barge described in Molin
and Remy [2001], the drag coefficient Cd is taken around 0.1 - 0.15 for rectangular barges of
somewhat lower beam over draft ratios (B/d = 5), and with lower centers of gravity (at the
free surface level). Due to the lower draft and higher center of gravity, higher value of Cd

coefficient is taken to 0.2. F2, F3 and F4 are the hydrodynamic loads.

4.3 The results of hydrodynamic coefficients and loads

A two dimensional rectangular barge, with a beam B=1.0 m and a draft d=0.108 m, floats
in waves. The water depth h=1.0 m. The origin of the coordinate system is set on the free
surface at rest. The center of the gravity locates on the middle of the barge with vertical
position on the free surface. The hydrodynamic loads and coefficients will be calculated in the
frequency domain with the angular frequencies from 0.2 radian per second to 20 radian per
second.

The diffraction forces and moment are presented in figure 4.2. The added masses and
moment of inertia produced by the sway, heave and roll motions are given in figure 4.3. In
figure 4.4, the damping terms can be found.
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Figure 4.2: The hydrodynamic forces and moment.
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Figure 4.3: These figures present the added masses produced by the sway (a22), heave (a33) and roll (a44)
motions and their coupling terms (a24 and a42).

77



0 2 4 6 8 10 12 14 16 18 20
0

50

100

150

200

250

Angular frequency (rad/s)

D
am

pi
ng

 

 
b22

0 2 4 6 8 10 12 14 16 18 20
−10

0

10

20

30

40

50

60

70

Angular frequency (rad/s)

D
am

pi
ng

 

 
b24

0 2 4 6 8 10 12 14 16 18 20
0

200

400

600

800

1000

1200

1400

1600

Angular frequency (rad/s)

D
am

pi
ng

 

 
b33

0 2 4 6 8 10 12 14 16 18 20
−10

0

10

20

30

40

50

60

70

Angular frequency (rad/s)

D
am

pi
ng

 

 
b42

0 2 4 6 8 10 12 14 16 18 20
0

5

10

15

20

25

Angular frequency (rad/s)

D
am

pi
ng

 

 
b44

Figure 4.4: These figures present the damping produced by the sway (b22), heave (b33) and roll (b44) motions
and their coupling terms (b24 and b42).
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4.4 The equations of motions in the time domain

The general equations of motion in the time domain can be written as follows:

6
∑

j=1

{(Mij +mij)ẍj +

∫ t

−∞

Kij(t− τ)ẋj(τ)dτ + Cijxj} = Fi(t) i = 1, ..., 6 (4.33)

where :
Mij is the inertia matrix;
mij is the infinite frequency added mass matrix;
Kij is the retardation function;
Cij is the matrix of hydrostatic restoring stiffness;
Fi is the time varying exciting forces, which may include all kinds of external influences;
xj is the motions of the floating body.
The problem we consider here is a two dimensional case, so only the sway, heave and roll

motions are calculated. Next, all the terms in the equations of motions will be discussed.
1. The inertia matrix

Mij =





m 0 0
0 m 0
0 0 I





where m is the mass of the barge and I is the moment of inertia which is related to the center
of the gravity.

2. The hydrostatic restoring force coefficients

C =





0 0 0
0 C33 0
0 0 C44





The coefficient in the sway motion is zero and the heave motion C33 is taken to ρgB. The

roll motion C44 is given by ρg(
B3

12
− Bd(

d

2
+ zg)) where zg is the z coordinate of the center of

gravity.
3. The external exciting forces
The time history of the forcing functions in regular waves can be generated easily based on

the absolute value of the forces calculated in the frequency domain.

Fi(t) = ramp(t) · fi(ω) cos(ωt) (4.34)

where ramp(t) is the ramp function used for the beginning of the motions.
A quadratic damping term, nonlinear viscous roll damping contributions, is added in the

right-side of the roll equation of motion, as an external moment, under the form:

Cv4 = −1

2
ρCdB4L|α̇|α̇ (4.35)

where Cd is a drag coefficient, the same as the frequency domain. B is the beam of the barge
and L is the length along x-axis. α̇ is the roll velocity.
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4. The retardation function
The time-domain equations can describe motions of any kind, also harmonic motions. Com-

paring the equations of motions in the frequency domain and time domain in a simple harmonic
motion, the retardation functions are related to the damping coefficients in the frequency-
domain description.

Kij(τ) =
2

π

∫

∞

0

bij(ω) cos(ωτ)dω (4.36)

In practice, the integration is carried out in a limited frequencies range.

Kij(τ) =
2

π

∫ Ω2

Ω1

bij(ω) cos(ωτ)dω (4.37)

The details of numerical computations

Kij(τ) =
2

π

∫ Ω2

Ω1

bij(ω) cos(ωτ)dω

=
2

π

∫ Ω2

Ω1

bij(ω)(
sin(ωτ)

τ
)
′

dω

=
2

πτ
(bij(Ω2) sin(Ω2τ)− bij(Ω1) sin(Ω1τ)) +

2

πτ

∫ Ω2

Ω1

b
′

ij(ω)(
cosωτ

τ
)
′

dω

=
2

πτ
(bij(Ω2) sin(Ω2τ)− bij(Ω1) sin(Ω1τ)) +

2

πτ 2

Nω
∑

n=1

∆bn
∆ω

(cos(ωn+1τ)− cos(ωnτ))

(4.38)

With
Nω ·∆ω = Ω2 − Ω1; ∆bn : bij(ωn+1)− bij(ωn); ∆ω : ωn+1 − ωn.

For τ = 0, the values of the retardation functions should be calculated by following equation.

Kij(τ = 0) =
2

π

∫ Ω2

Ω1

bij(ω)dω (4.39)

5. The damping term
The lower limit of integration in the damping term shows the equation of motion is laid

on the past of the motions of floating body (Memory effect). Due to the characteristics of the
retardation function, only the very near past T of the floating body motion is important. The
limits can be obtained using a numerical test with a series of different limits.

∫ t

0

Kij(t− τ)ẋj(τ)dτ ≃
∫ t

t−T

Kij(t− τ)ẋj(τ)dτ (4.40)

6. The infinite frequency added mass
Based on a similar process of derivation as the retardation function, the frequency-independent

added masses are related to the added masses and damping coefficients in the frequency-domain
description.

mij = aij(Ω) +
1

Ω

∫

∞

0

Kij(t) sin(Ωt)dt (4.41)

where Ω is an arbitrarily chosen value of the frequencies.
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Theoretically, the values of mij are independent with the frequencies Ω. Due to the various
approximations involved, these computations did not yield exactly the same value. An effective
method is to calculate a series of values of frequency independent added mass with different
frequencies and calculate the mean value.

The details of numerical computations present as follows:
∫ t1

0

K(t) sin(Ωt)dt =

∫ t1

0

K(t)(
− cos(Ωt)

Ω
)
′

dt

=
1

Ω
(K(0)−K(t1) cos(Ωt1)) +

∫ t1

0

K
′

(t)
cos(Ωt)

Ω
dt

=
1

Ω
(K(0)−K(t1) cos(Ωt1)) +

1

Ω

∫ t1

0

K
′

(t)(
sin(Ωt)

Ω
)
′

dt

=
1

Ω
(K(0)−K(t1) cos(Ωt1)) +

1

Ω2

nt
∑

n=1

∆K

∆t
(sin(Ωtn+1)− sin(Ωtn)) (4.42)

where ∆K = K(tn+1)−K(tn); ∆t ∗ nt = t1.

4.5 Comparisons between frequency domain and time

domain

A three dimensional barge in beam waves is considered here with the length of the barge
L=2.55 m. The diffraction loads, added masses and radiation damping, given by the former
model, are just multiplied by the length of the barge. Theoretically, the added masses mij

(figure 4.5) should be constant for all the frequencies. Here the values for a range of frequencies
are given and the mean values will be taken as the constant added masses.
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Figure 4.5: This figure presents the constant added mass coefficients of sway(up left), heave(up right) and
roll(down left) motions and coupling motions(down right) between sway and roll motions.
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The RAOs of the sway, heave and roll motions are compared in the frequency domain and
the time domain in figures 4.6, 4.7 and 4.8.
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Figure 4.6: The comparison of RAO in sway motion between the frequency domain and time domain.
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Figure 4.7: The comparison of RAO in heave motion between the frequency domain and time domain.
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Figure 4.8: The comparison of RAO in roll motion between the frequency domain and time domain.

The RAOs in frequency domain are calculated by the equations of motions given by equation
4.28, 4.29 and 4.30. For the time domain computations, the values of ordinates are obtained
from the amplitudes of sway, heave and roll motions. The time varying external forces are
calculated according to equation 4.34. The quadratic damping term is considered with drag
coefficient 0.2. In figure 4.6, the sway motions of the barge are compared and the results in
the time domain coincide well with those of the frequency domain. The heave motion is shown
in figure 4.7. With an increasing incident wave period, RAO of heave motion tends to one
which means the barge floats up and down with the same amplitude as incident waves. The
resonance in roll motion can be found in figure 4.8 clearly. When the excitation period is close
to the roll natural period, the amplitudes of roll motions are much higher. The numerical
results calculated in the time domain coincide well with those of the frequency domain.
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Chapter 5

The comparisons of coupled motions

between numerical results and

experimental results

In this chapter, the motions of a floating body, the rectangular tank supported by the
barge, will be discussed for comparisons between experimental and numerical results. The
experiments were carried out in the BGO-FIRST wave tank, at la Seyne sur mer. The tank is
partially filled with liquid and the barge is floating in waves with constant water depth. Both
the frequency domain analysis and the time domain analysis are carried out for the coupled
motions of the floating body which is limited by the internal and external fluid. In the frequency
domain, the linear theory is adopted for the liquid in the tank and eigen-functions expansion
method is used for the external fluid. A quadratic damping term is added in the equation
of the roll motion. In the time domain, the Bousinesq-type approach is used for the internal
fluid. The hydrodynamic coefficients needed for the equations of motions in the time domain
are based on the eigen-functions expansions method. The quadratic damping term in roll is
also taken into account in the coupled equations of motions. Both the results in the frequency
domain and the time domain simulations are compared with the experimental results.
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5.1 The description of the experiments

The experimental campaign was carried out at the BGO-FIRST (Bassin de Génie Océanique
FIRST) which is located at la Seyne sur mer. BGO-FIRST is a multipurpose basin mainly
dedicated to maritime structures studies for the offshore oil industry and in coastal engineer-
ing. It is a basin of ocean engineering designed to perform tests in combined wave, current and
wind. It has a central well for offshore applications, a vertical moveable floor and a horizontal
mobile platform. The main features are:

• length : 40 m; width : 16 m;
depth : 5 m

• depth of central well : 10 m,
diameter : 5 m

• wave period : from 0.6 to 4 s

• wave height : max. 0.6 m

• current velocity :

– maximum 0.4 m/s for 3 m
of depth

– maximum 1.2 m/s for 1.1
m of depth

• maximum longitudinal velocity
of the platform : 1.2 m/s

• maximum transverse velocity of
the platform : 0.8 m/s

• maximum velocity of wind : 5
m/s.

The experimental model is shown as follows. Two rectangular tanks are fixed on the middle
of a rectangular barge whose bow and stern are slanted. The mass of the barge model with
the empty glass-tanks was 169 kg, with a center of gravity at 0.237 m above keel level and a
gyration radius of 0.414 m in roll. With a total height of water of 0.58 m in the two tanks (0.29
m + 0.29 m, or 0.19 m + 0.39 m), no additional weight was required to achieve the target
draft. At lower filling level (0.19 m + 0.19 m), additional masses (40 kg) were put on the deck,
with their centers of gravity approximately 0.28 m above keel level and 0.35 m away from the
longitudinal axis (transverse direction).

The model was installed in the basin in the middle of the testing section, with its longitu-
dinal axis parallel to the wave-maker line (only beam waves were considered). It was anchored
to the walls of the tank, with 4 aerial lines. The stiffness of the mooring system resulted in a
natural period in sway of 20 seconds (model scale).
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• The parameters of the barge

– length : 3 m; width : 1 m;
depth : 0.267 m

– Mass without tanks : 127 kg;
Mass of tanks : 42 kg

– Additional masses : 116 kg

– Draft : 0.108 m

– Volume of displacement :
0.285 m3

• The parameters of the tanks

– Attached objects : 5 kg

– Mass of empty tanks : 37 kg

– Internal length : 0.8 m;
Internal width : 2×0.25 m;
Height : 0.6 m.

The motion of the barge was measured through the optical tracking system KRYPTON
RODYM DMM 6D. Its accuracy is very good. The reference point for the translation com-
ponents was at the deck level (0.267 m above keel level). The water motion inside the tanks
was measured by five ORCA capacitive probes. Three were installed in tank 2, which always
had the higher filling level, at 25, 180 and 350 mm from the wall closet to the wave-maker.
Two were installed in tank 1, at 25 and 180 mm from the corresponding wall. The probes are
numbered from 1 to 5, with numbers 1, 2, 3 in tank 2, probe 1 being close to the middle and
probe 3 by the wall, and numbers 4 and 5 in tank 1, probe 4 being by the wall.
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5.2 The frequency domain computations

The motions of the floating body (Figure 5.1) are affected by the internal fluid in the tank
and the external fluid which the barge floats. The forces and moments given by the internal
fluid are calculated based on the linear theories which have been described in chapter 2. The
forces and moments given by the external fluid are calculated based on the eigen-function
expansions method which has been described in chapter 4. In the framework of linear theory,
only the sway and roll motions are discussed in our two dimensional model.

According to the theories in chapter 2, the free surface elevation in the tank is written as:

η(y, t) =
∑

n

An(t)ζn(y) (5.1)

where

ζn(y) =
ωn

g
Φn(y, 0) (5.2)

The total velocity potential in the tank is given by

Φ̄(y, z, t) = −
∑

n

(

∫ t

0

An(τ)dτ)ωnΦn(y, z) +
∑

j=2,4

Ẋj(t)ϕj (5.3)

where ϕj is the infinite frequency radiation potential. Φn(y, z) are the potentials of the natural
modes of oscillation in the tank. Ẋ2 and Ẋ4 are the velocity of the sway and roll motions.

The forces and moments produced by the internal liquid are given as follows:

~F =
∑

n

An(t)~fn −Ma(∞) ~̈X (5.4)

where An(t) are the amplitudes of sloshing modes and ~X(t) = [y(t), α(t)] are the motions of

the tank. The expressions of the coefficients ~fn = [fn2, fn4] and infinite frequency added mass
matrix Ma(∞) can be found in chapter 2.

free surface
barge

liquid

bottom

Figure 5.1: 2D sketch of a floating body in waves with constant water depth.
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The forces and moments, together with the diffraction loads calculated by the eigen-function
expansions method, are taken in the sway and roll equations of motions of the floating body.

(M +m22)ÿ +m24α̈ + b22ẏ + b24α̇ = F2 +
∑

n

fn2An (5.5)

(I44 +m44)α̈+m24ÿ + b44α̇+ b24ẏ +BQ4α̇|α̇|+ C44α = C4 +
∑

n

[fn4 − (zC − zG)fn2]An (5.6)

Here M and I44 are the mass and the moment of inertia. m22, m24 and m44 are the added
masses which has accounted the internal fluidMa(∞) and the external fluid. The sway and roll
motions are represented by y and α. The bij terms are the outer radiation dampings and BQ4

the viscous damping in roll. C44 is the restoring coefficient. The F2 and C4 are the diffraction
loads. Here the term zC − zG is due to the distance between the bottom of the tank and the
center of gravity of the floating body.

These equations are coupled with the equations of the sloshing modes

Än +B1nȦn + ω2
nAn = Dn2[ÿ − α̈(zC − zG)] +Dn4α̈ (5.7)

The coefficient B1n is the linear damping term. The coefficients Dn2 and Dn4 are coupling
coefficients which are obtained from the Φn potentials.

In the frequency domain computations, the equations 5.5, 5.6 and 5.7 can be reformed as
follows:

[

−(M +m22)ω
2 − iωb22

]

y

+
[

−m24ω
2 − iωb24

]

α−
∑

n

fn2An = F2(ω) (5.8)

[

−(I44 +m44)ω
2 − iω

(

b44 +

√

8

π
σα̇BQ4

)

+ C44

]

α

+
[

−m24ω
2 − iωb24

]

y −
∑

n

[fn4 − (zC − zG)fn2]An = C4(ω) (5.9)

ω2Dn2y + ω2[Dn4 − (zC − zG)Dn2]α

+
[

−ω2 − iωB1n + ω2
n

]

An = 0 (5.10)

where ω is the angular frequecy in waves and ωn are the natural angular frequencies of sloshing
modes. The last equation is repeated for each sloshing mode, for n = 1, N , where N is the
total number of modes.

For the damping term in the roll motion, the quadratic damping is introduced in the roll
equation of motion as follows:

Cv4 = −1

2
ρCdB

4L|α̇|α̇ (5.11)

If the stochastic linearization is applied, the damping moment is written as

Cv4 = −
√

2

π
ρCdB

4Lσα̇α̇ (5.12)

where B is the beam of the barge, L its length along x-axis. Cd is a drag coefficient which is
taken to 0.2. σα̇ is the standard deviation of the roll velocity. This procedure ensures identical
energy dissipations for Gaussian processes.
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5.3 The time domain computations

As shown in the chapter 4, the equations of motions are given like this

∑

j

{(Mij +mij)ẍj +

∫ t

−∞

Kij(t− τ)ẋj(τ)dτ + Cijxj} = Fi(t) (5.13)

The coefficients in the equations of motions are the same as before, but the forces and moments
in the right side of the equations include both the internal and external effects. Following the
theory in chapter 3, the internal forces and moments are calculated by integrating the pressure
on the wetted surface s.

~F =

∫

s

p ~n ds; ~M =

∫

s

p ~r × ~n ds (5.14)

where the pressure p is calculated by the Boussinesq model in the time domain.
The time history of the external forcing functions in irregular waves can be generated easily

when the forces in regular waves are known as a function of the wave frequency.
The general representation of the surface elevation corresponding to a particular energy

spectrum is given by:

η(t) =
∑

i

Ai cos(ωit + θi) (5.15)

with θi are random numbers. The amplitudes of the harmonic wave components are defined
by the spectral density of the waves:

A2
i = 2S(ωi)∆ωi (5.16)

where S(ωi) is the spectral density.
Now the time history of the force are given by:

F (t) = R{
∑

j

f(ωj)Aje
−i(ωjt+θj)} (5.17)

where f(ωj) are the forces in the frequency domain with unit wave amplitude.

The equations of motions The Boussinesq-type models
Motions

Forces

Figure 5.2: The iterative computational process in the time domain.

Initially, the free surface elevations and the velocity potential in the tank are given. The
motions of the liquid in the tank will be calculated by the Boussinesq model and the forces
and moments produced by the internal fluid in the tank can be output. The external forces
and moments are calculated by the equation 5.17. Both the internal and external forces and
moments are taken into the equations of motions of the floating body. And then the motions
of the floating body can be obtained, which are again used for the computations of the tank.
As shown in figure 5.2, the two-way coupling computations can be carried out with the time
stepping. And then the time histories of the free surface elevations in the tank and the motions
of the floating body can be obtained.
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5.4 Validations of the coupled motions based on lin-

earized free surface conditions

Firstly, the linear theory will be adopted in both the frequency domain and the time domain
for the validations of the coupled motions. The forces and moments produced by the liquid
in the tank are calculated by the linear theory in the time domain. According to the theories
in chapter 2, the pendulum equation for the sloshing motions in the tank still works when the
motions of the tank is not harmonic since the coefficients Dnj do not involve the frequency ω.

Some experiments of a floating body in a wave tank are present as follows.
The water depth of the external fluid is 1 meter and beam waves are considered here which

is parallel to the x-axis. The equivalent length of the barge along x-axis is 2.55 m. The draft
of the barge is 0.108 meter and the beam of the barge is 1 meter.

The length of the rectangular tank is 0.8 meter and the width is 0.5 meter. These values
refer to the internal dimensions. The filling level of the fluid in the tank is set to 0.19 meter.

The mass of the barge with empty glass tank was 169 kg, with a center of gravity at 24 cm
above keel level and a gyration radius of 41.4 cm in roll. For the case 19 cm filling level, the
additional mass is 40 kg and their centers of gravity are approximately 28 cm above keel line
and 35 cm away from the longitudinal axis.

The stiffness of the mooring system resulted in a natural period in sway of 20 seconds.
For the irregular waves, the produced wave spectra were of JONSWAP type, with γ = 2.

In figure 5.3, the spectral density of the irregular waves is given with the peak period Tp=1.6
second and the significant wave height Hs=0.066 meter. The signal of the incident waves used
in the time domain computations during 640 seconds is given in figure 5.4.

In the frequency domain computations, the response amplitude operator (RAO) of the sway
and roll motions should be calculated firstly. And then the spectral densities of the sway and
roll motions can be calculated based on the following equation:

RAO =
√

Sout/Sin (5.18)

where Sin is the spectral density of the incident wave and Sout is the spectral density of the
sway and roll motions.

The stochastic linearization method is applied in the computations of the standard deviation
in the equation of the roll motion. The iterative process is used for solving the standard
deviation (Molin [2002]). In jth iterative step, the equation of the roll motion should be firstly
solved with all the frequencies.

[

−(I44 +m44)ω
2 − iω

(

b44 +

√

8

π
σ
(j−1)
α̇ BQ4

)

+K44

]

α(j)

+
[

−m24ω
2 − iωb24

]

y −
∑

n

[fn4 − (zC − zG)fn2]An = C4(ω) (5.19)

Then the RAOs in the roll motion are integrated for the spectral density S(ω).

(σ
(j)
α̇ )2 =

∫ Ω2

Ω1

α(j)(ω)(α(j)(ω))∗S(ω)ω2dω (5.20)

The updated standard deviation will be used for the next iterative step.
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In the time domain computations, the quadratic damping term is considered as an external
moments.

Cv4 = −1

2
ρCdB

4L|α̇|α̇ (5.21)

where the drag coefficient Cd is the same as that in the frequency domain.
The time histories of the sway and roll motions are transformed based on the FFT with

Welch’s method (Welch [1967]). The spectral densities of the sway and roll motions calculated
in the time domain are compared to the results in the frequency domain.

Due to the free surface in the tank, the restoring coefficients of the floating body should be
decreased by:

−ρg
12
bl3 (5.22)

where b = 0.5 m is the internal width of the tank and l = 0.8 m is the internal length.
The center of the bottom of the tank is not coincide with the center of gravity, and some

coefficients needed to be corrected are this distance δz.

Dn4 −→ Dn4 − δz ∗Dn2 (5.23)

fn4 −→ fn4 − δz ∗ fn2 (5.24)

Ma24(∞) −→ Ma24 − δz ∗Ma22(∞) (5.25)

Ma44(∞) −→ Ma44 + δz ∗ δz ∗Ma22(∞) (5.26)

There are three positions where free surface elevations are measured by capacitive probes in
the experiments. The probes 1, 2 and 3 are located at the positions 350 mm, 180 mm and 25
mm away from the left wall.

The results in the following figures are based on the JONSWAP type irregular waves with
the peak period Tp=1.6 second and significant wave height Hs=0.066 meter. The spectral
analysis in the time domain are based on the signals during 640 seconds.

In figures 5.5 and 5.7, the spectral densities of the sway and roll motions are given. The
peak angular frequency of the incident waves is 3.927 rad/s. At 19 cm filling level, the angular
frequency of the first sloshing mode, given by the linear dispersion relationship, is 4.95 rad/s.
It is close to the roll natural frequency 4.8 rad/s when the water in the tank is frozen. The
coupling effects can be found in these two figures around 6 rad/s. The figures 5.6 and 5.8 give
the time histories of the motions during 400 seconds.

The spectral densities of the relative free surface elevations at gauge 3, 2 and 1 are given
in figures 5.9, 5.11 and 5.13. The coupling effects can be found around the first sloshing mode.
Due to the linear theories in the tank, the second sloshing mode 8.2 rad/s can not be present in
these figures. But the third sloshing mode 10.6 rad/s appears. The position of the gauge 3 is
close to an anti-node in the third sloshing mode and the spectral density of the third sloshing
mode in gauge 3 is larger than in gauge 2 and gauge 1. The time histories of the relative free
surface elevations of the gauge 3, 2 and 1 are given in figures 5.10, 5.12 and 5.14.

The response amplitude operators (RAOs) of the roll motion and the relative free surface
elevations are shown. In figure 5.15, the RAO of the roll motion of the floating body in the
frequency domain is compared with the results in the time domain. The RAO in the time
domain is obtained from the cross-spectrum between the considered signal and the incident
waves. The RAOs at the positions of gauge 3, 2 and 1 are shown respectively in figure 5.16,
figure 5.17 and figure 5.18.
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Figure 5.3: The peak period is Tp=1.6 second and the significant wave height is Hs=0.066 meter. The range
of the frequencies are from 0.25 times peak frequency to 2.5 times peak frequency.
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Figure 5.4: The incident wave adopted in the time domain with peak period Tp=1.6 s and significant wave
height Hs=0.066 m.
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Figure 5.5: Comparison between frequency domain and time domain for the sway motion.
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Figure 5.6: Time history of the sway motion during 400 seconds.
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Figure 5.7: Comparison between frequency domain and time domain for the roll motions.
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Figure 5.8: Time history of the roll motion during 400 seconds.
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Figure 5.9: Comparison between frequency domain and time domain for the capacitive probe 3. The probe is
located 25 mm away from the left wall.

0 20 40 60 80 100 120 140 160 180 200
−0.1

−0.08

−0.06

−0.04

−0.02

0

0.02

0.04

0.06

0.08

0.1

Time (s)

Amp
litud

e (m
)

200 220 240 260 280 300 320 340 360 380 400
−0.1

−0.08

−0.06

−0.04

−0.02

0

0.02

0.04

0.06

0.08

0.1

Time (s)

Amp
litud

e (m
)

Figure 5.10: Time history of the free surface elevation for probe 3 during 400 seconds.
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Figure 5.11: Comparison between frequency domain and time domain for the capacitive probe 2. The probe is
located 180 mm away from the left wall.
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Figure 5.12: Time history of the free surface elevation for probe 2 during 400 seconds.
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Figure 5.13: Comparison between frequency domain and time domain for the capacitive probe 1. The probe is
located 350 mm away from the left wall.
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Figure 5.14: Time history of the free surface elevation for probe 1 during 400 seconds.
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Figure 5.15: The RAO of the roll motion of the floating body.
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Figure 5.16: The RAO of the relative free surface elevation at gauge 3.
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Figure 5.17: The RAO of the relative free surface elevation at gauge 2.
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Figure 5.18: The RAO of the relative free surface elevation at gauge 1.
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5.5 Comparisons between Boussinesq model and linear

theory

The Boussinesq model and the linear theory in the time domain are compared with the same
floating body but with a different incident wave amplitude. The peak period of the incident
wave is Tp=1.6 second and the significant wave height is Hs=0.017 m. The spectral density of
the incident wave is given in figure 5.19. In figure 5.20, the time history of the incident waves
during 640 seconds are shown in the time domain computations. The filling level of the tank
is also 19 cm and the water depth is 1 m.

The spectral densities of sway and roll motions are presented in figures 5.21 and 5.23 and
the time histories of these two motions are compared in figures 5.22 and 5.24. Due to the
nonlinear free surface conditions adopted in the Boussinesq model, the significant difference of
the spectral densities can be found in the second sloshing mode in gauge 3 which is located
close to the wall (figure 5.25). The spectral density around the first sloshing mode coincides
well. The reason is the anti-node of the second sloshing mode present at gauge 3. The situation
is similar for the gauge 1 which is located in the middle of the tank. The peak around the
second sloshing mode can be found in the Boussinesq model (figure 5.29). But the amplitude
around the first sloshing mode at gauge 1, a node for the first sloshing mode, is much smaller
than for the gauge 3.

The gauge 2 which is located around a quarter of the length of the tank, This location
corresponds to a node for the second sloshing mode and no significant peak of the spectral
density can be found in the Boussinesq model (figure 5.27).

The time histories of the free surface elevations at gauge 3, 2 and 1 are compared in figures
5.26, 5.28 and 5.30. These figures show the phases informations between the Boussinesq model
and the linear theory. The phases of the incident waves adopted in these two numerical models
are the same. Due to the acceleration of the tank used in the linear theory and the velocity of
the tank used in the Boussinesq model, the phase discrepancy (around half of the peak period)
may be observed for the 3 wave gauges.

The RAOs of the roll motion of the floating body are compared between the Boussinesq
model in the time domain and the linear theory in the frequency domain (figure 5.31). In figure
5.32, the RAO of the relative free surface elevation at gauge 3 is given and the difference for
the second sloshing mode is significant.

The difference between the figure 5.33 and figure 5.34 corresponds to 2 different measure-
ment positions of the free surface. In figure 5.33, the RAO of the relative free surface elevations
at gauge 2 is given, which is located 0.18 m away from the left wall. Here the point is not
exactly the node for the second sloshing mode. The peak can be found around 8.2 rad/s cor-
responding to the small peak in figure 5.27. In figure 5.34, the measured point is located at
0.2 m away from the left wall. Due to the node of the second sloshing mode, there is no peak
around 8.2 rad/s. The RAO of the free surface elevation at gauge 1 is shown in figure 5.35.
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Figure 5.19: The peak period is 1.6 second and the significant wave height is 0.017 m.
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Figure 5.20: The incident wave adopted in the time domain with peak period 1.6 s and significant wave height
0.017 m.
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Figure 5.21: The spectral densities of the sway motions of the floating body.
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Figure 5.22: The time histories of the sway motions of the floating body during 60 seconds.

103



1 2 3 4 5 6 7 8 9 10
0

1

2

x 10
−4 roll

Frequency (rad/s)

Sp
ec

tra
l d

en
sit

y

 

 
linear
Boussinesq

Figure 5.23: The spectral densities of the roll motions of the floating body.
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Figure 5.24: The time histories of the roll motions of the floating body during 60 seconds.
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Figure 5.25: The spectral densities of the relative free surface elevations at gauge 3.
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Figure 5.26: The time histories of the relative free surface elevations at gauge 3 during 60 seconds.
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Figure 5.27: The spectral densities of the relative free surface elevations at gauge 2.
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Figure 5.28: The time histories of the relative free surface elevations at gauge 2 during 60 seconds.
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Figure 5.29: The spectral densities of the relative free surface elevations at gauge 1.
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Figure 5.30: The time histories of the relative free surface elevations at gauge 1 during 60 seconds.
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Figure 5.31: The RAO of the roll motion of the floating body.
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Figure 5.32: The RAO of the relative free surface elevation at gauge 3.
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Figure 5.33: The RAO of the relative free surface elevation at gauge 2, i.e. 0.18 m from the left wall.
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Figure 5.34: The RAO of the relative free surface elevation at 0.2 m away from the left wall.
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Figure 5.35: The RAO of the relative free surface elevation at gauge 1.

5.6 Comparisons between numerical results and exper-

imental results

A series of experiments have been carried out based on different peak periods and significant
wave heights. In the following comparisons, the peak period of the incident wave is 1.6 second
and the significant wave height is 0.034 m. The walls of the tanks are smooth and the filling
levels of both tanks are 19 cm. In figure 5.36, the comparison between the theoretical values
and the measured values of the JONSWAP incident waves is given.

Based on the signal of the incident waves measured in the wave tank, the values of the
phases can be obtained:

Aje
iθj =

2

Tf

∫ Tf

0

η(t)e−iωjtdt (5.27)

where ηt is the free surface elevation in the wave tank. ωj are the angular frequencies. Aj and
θj are the amplitudes and phases. These phases will be taken into the irregular signals of the
external forces and moments of the floating body. The figure 5.37 presents the comparisons of
the free surface elevations between measured results and reconstructed solutions. The recon-
structed free surface elevations are obtained using equation (5.15). The amplitudes and phases
come from equation 5.27. The discrepancy is due to limited range of frequencies.

Figure 5.38 ∼ 5.40 present the time histories of the sway, heave and roll motions during 40
seconds. The amplitudes and phases are compared between the Boussinesq model (red line)
and the experimental results (blue line). The lower frequencies signals (mooring system) of
the sway motion has been filtered. Figure 5.41 and figure 5.42 give the time histories of the
free surface elevations at probe 2 which is located 180 mm away from the left wall and probe
3 which is located 350 mm away from the left wall.
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Figure 5.36: The comparison of the spectral density between theoretical solution and experimental results.
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Figure 5.37: The comparisons of free surface elevations between measured results and reconstructed solutions.
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Figure 5.38: The comparison of the time histories of the sway motion between the Boussinesq method and the
experimental results.
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Figure 5.39: The comparison of the time histories of the heave motion between the Boussinesq method and the
experimental results.
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Figure 5.40: The comparison of the time histories of the roll motion between the Boussinesq method and the
experimental results.
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Figure 5.41: The comparison of the time histories of the free surface elevation at probe 2 between the Boussinesq
method and the experimental results.
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Figure 5.42: The comparison of the time histories of the free surface elevation at probe 3 between the Boussinesq
method and the experimental results.
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Figure 5.43: The spectral densities of the sway motion of the barge.
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Figure 5.44: The spectral densities of the heave motion of the barge.
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Figure 5.45: The spectral densities of the roll motion of the barge.
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Figure 5.46: The spectral densities of the relative free surface at gauge 3.
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Figure 5.47: The spectral densities of the relative free surface at gauge 2.
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Figure 5.48: The spectral densities of the relative free surface at gauge 1.
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Figure 5.49: The RAO of the roll motion.
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Figure 5.50: The RAO of the relative free surface at gauge 3.
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Figure 5.51: The RAO of the relative free surface at gauge 2.
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Figure 5.52: The RAO of the relative free surface at gauge 1.

Figure 5.43 ∼ 5.45 present the sway, heave and roll motions of the floating body. The
spectral densities are calculated by the Fast Fourier Transformation (FFT) based on the signal
of the motions during 640 seconds. With the filling level 19 cm in the tanks, the angular
frequency of the first sloshing mode based on the linear dispersion equation is around 4.95
rd/s. And the roll natural frequency is around 4.8 rd/s (when the water in the tanks is frozen).
They are close to the peak frequency of the wave spectrum 3.93 rd/s. The coupled effect can
be found around the frequency 6.0 rd/s in the sway and roll motions. Due to the symmetric
shape of the rectangular tank, the second sloshing mode (8.2 rd/s) is not present in the sway
and roll motions.

In figure 5.46 ∼ 5.48, the spectral densities of the relative free surface elevations are given.
For the first and second sloshing mode, the positions of the wave amplitude and the node can
be represented well based on the positions of the probes. In figure 5.46, the probe 3 is close
to the wall of the tank. From the figure, the peaks of the spectral density of the first and the
second sloshing modes can be found in the nonlinear Boussinesq method and the experiments.
According to the theories in chapter 2, the second sloshing mode can not be predicted by the
linear free surface conditions.

In figure 5.47, probe 2 is located a quarter of the length of the tank. It is a node for the
second sloshing mode but there are certain motions on the free surface due to the first sloshing
mode. So the values on the first sloshing mode is lower than the results of probe 3. And there
is no difference of the numerical results in the second sloshing mode between the linear free
surface conditions and the nonlinear free surface conditions. The coupled motions can also be
found around 6.0 rd/s.

In figure 5.48, the significant difference between the nonlinear and the linear theories can
be found in the second sloshing mode because the anti-node is located here. The nonlinear free
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surface conditions in Boussinesq type approach coincides well with the experimental results.
Due to the position of a node, the amplitude of the first sloshing mode is smaller than the
values of probe 2 and 3.

The RAO of the roll motion of the floating body between Boussinesq model, linear theory
and experimental results is given in figure 5.49. The cross-spectrum between the considered
signal and the incident waves is used for the RAO of the roll motion. The figures 5.50, 5.51
and 5.52 show the RAOs of the relative free surface elevations at gauge 3, gauge 2 and gauge
1 respectively.

5.7 The stronger nonlinear case

The higher significant wave height Hs=0.066 m and the same peak period Tp=1.6 s is
used for the computations. In figure 5.53, the spectral density is compared between theoretical
value and experimental results. The parameters of the floating body are the same as the former
case. In figure 5.54, 5.55 and 5.56, the free surface elevations at gauge 1, 2 and 3 are shown
respectively. From the figures, the maximum amplitude of the free surface elevations close to
wall is almost 15 cm, with a peak greater than 25 cm.

The numerical results based on Boussinesq model are given in figures 5.57 and 5.58. As
shown in figures, the time domain simulations can not continued after 243 s. It corresponds to
very high value of the run-up on the wall. Due to the inappropriate damping terms included in
the Boussinesq model, the code becomes unstable and breaks. Furthermore, in our numerical
model, the derivative of the free surface profile on the wall is equal to zero. Actually, this con-
dition can not work with strong nonlinearity. Maybe the problem can be solved by introducing
moving boundary algorithm. Future studies should be taken.

1 2 3 4 5 6 7 8 9 10 11 12
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6
x 10

−4

frequency (rad/s)

sp
ec

tra
l d

en
sit

y 

Tp = 1.6 s; Hs = 0.066 m

 

 
Theory
Experiment

Figure 5.53: The spectral density of JONSWAP waves with peak period 1.6 s and significant wave height 0.066
m.
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Figure 5.54: The time history of the measured free surface elevation at gauge 1.
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Figure 5.55: The time history of the measured free surface elevation at gauge 2.
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Figure 5.56: The time history of the measured free surface elevation at gauge 3.
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Figure 5.57: A section of the time history of the free surface elevations at the left wall.
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Figure 5.58: A section of the time history of the free surface elevations at the right wall.
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5.8 Conclusion

The coupled motions of the floating body are discussed based on wave tank experiments,
linear theory analysis and nonlinear Boussinesq model. The motions around the first sloshing
mode predicted by linear theory and Boussinesq model coincide well with experimental results.
Due to fully nonlinear free surface conditions, the free surface elevations calculated by Boussi-
nesq model present a good agreement with experimental results on the second sloshing mode,
which is equal to zero for the linear theory. For violent incident waves, the Boussinesq model
can not work due to the limits of damping and boundary conditions on the walls.
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Chapter 6

Concluding remarks and perspectives

The problem discussed in this thesis is the sloshing phenomenon. One part of the thesis
presents results for sloshing motions in a rectangular tank with forced motions. The other part
shows the coupled motions of a floating body, rectangular tank fixed on rectangular barge,
which is affected by the fluid in the tank and the external fluid around the barge. Both
linear theory and nonlinear numerical models are used for simulating sloshing motions. And
experiments were carried out in order to verify the numerical solutions.

In the framework of linearized free surface conditions, the free surface elevations in a rect-
angular tank can be considered simply as superposing a series of natural sloshing modes. The
sloshing motions can be related to the forced motions of tank through pendulum equation.
Although the derivation process is carried out in the frequency domain, the excitation mo-
tions are not limited to harmonic motions. From the time domain computations, the beating
phenomenon modulation of the envelope of the signal can be found in the beginning and the
transient gradually disappears due to the damping term in the equations of motions. The odd
natural sloshing modes can be solved by the linear modal approach. But the resonances of the
even natural sloshing modes can not be predicted due to its linearized free surface conditions.

Due to the limitations, the extended Boussinesq-type equations with fully nonlinear free
surface conditions are considered. The Boussinesq model is firstly validated by a flat bottom
tank. According to different filling levels in the tank, the regimes of nonlinear sloshing motions
can be divided roughly into shallow water theory, intermediate water depth and finite water
depth conditions. The nonlinear free surface elevations in shallow water are compared with
Antuono et al. [2012]. Firstly, a rectangular tank length l = 1.175m and filling level h = 0.06m
is considered. The free surface elevations on the wall with different excitation frequencies
are compared, which shows an overall good agreement. The second tank with length l =
0.6095m and filling level h = 0.06m is also considered. The ratio h/l = 0.098 is close to the
intermediate water depth regime. Two waves regime and single bump-wave-regime appear in
the tank with excitation frequencies ω/ωr = 0.97 and ω/ωr = 1.04 respectively. When the
excitation frequency is very close to natural frequency ω/ωr = 0.99, a nonlinear subharmonic
free surface elevation motion can be found. The results given by Boussinesq model present a
good agreement with results in the literature.

The finite water depth condition is validated by Wu et al. [1998] and Frandsen [2004]. The
2D rectangular tank with l/h = 2 is considered. From the comparisons of free surface profiles
at two instants, nonlinear free surface calculated by Boussinesq model and integral equation
method coincide well with the results in Wu et al. [1998]. Compared with linear solutions,
the steeper crests and flatter troughs can be found clearly. The time histories of free surface
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elevations on the wall are compared with results of Frandsen [2004]. The results of Boussinesq
model present an overall good agreement with results of Frandsen [2004]. When the excitation
motions are more violent, the free surface elevations on the wall are higher. The slope of
tangent of the free surface profile close to walls is not equal to zero any more. The assumption
of boundary conditions on the wall is not suitable. So the comparisons between Boussinesq
model and results in Faltinsen et al. [2000] are not good. The moving boundary algorithm
should be applied.

For the intermediate water depth, the solutions of Boussinesq model are compared with
linear theory and integral equation method. The Boussinesq model is firstly validated through
small excitation amplitude (1 mm) sway motions. Due to small-amplitude external excitation,
the free surface elevations calculated by Boussinesq model give a good agreement with linear
theories in the off-resonance excitation periods. Larger excitation amplitude (2 mm) is also
considered for comparisons and the discrepancies between linear theory and nonlinear model
appear. The free surface profiles present steeper crests and flatter troughs with the Boussinesq
model due to its fully nonlinear free surface conditions. The fully nonlinear free surface condi-
tions are also adopted in the integral equation method. As shown in the comparisons, the free
surface elevations calculated by Boussinesq model coincide well with integral equation method.

The resonance of second natural sloshing mode can be found with fully nonlinear free surface
conditions and asymmetric shape of tank. An asymmetric rectangular tank with an inclined
bottom is considered. The slope of the inclined bottom is small. A symmetric rectangular
tank is also used for comparisons with the same length of tank and same mass of internal
liquid. Compared with the solutions of symmetric rectangular tank, the natural periods of
asymmetric tank in the first and third sloshing modes are a little higher. The resonance in the
second sloshing mode appears in the solutions of asymmetric tank.

The numerical solutions of both flat and inclined bottom tank are compared with exper-
imental results. Due to no damping term, the numerical amplitudes are a little higher than
experimental results. But the time histories of free surface elevations still present an overall
agreement with experimental results. A linear damping term is tested for the flat bottom
tank. The numerical amplitudes decrease and present an overall agreement with experimental
results. The forces calculated by Boussinesq model present an overall agreement with experi-
mental results.

The sloshing motions in the tank are coupled with the motions of a barge. The diffraction
and radiation problem of the rectangular barge is solved by eigen-function expansions in the
framework of linearized free surface conditions. The comparisons of sway, heave and roll
motions in the frequency domain and time domain are given. Considering the length of barge
1.0 m and the draft 0.108 m, the drag coefficient in the quadratic damping term is taken equal
to 0.2.

The coupled motions of the floating body in the JONSWAP type beam waves is considered
in both numerical and experimental methods. The experiments were carried out at the BGO-
FIRST which is a multipurpose basin. Both the frequency domain and the time domain
computations are carried out for comparing experimental results. The linear theory is used in
the frequency domain and the Boussinesq approach is used in the time domain. The tank with
filling level 19 cm and internal length 0.8 m is considered. The natural frequencies at the first
sloshing mode and second sloshing mode are 4.95 rad/s and 8.2 rad/s respectively according
to linear dispersion relationship. The peak period of incident JONSWAP wave is 1.6 second.
The significant wave heights are 0.017 m, 0.034 m and 0.066 m respectively.

The comparison between Boussinesq model and linear theory is carried out with significant
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wave height 0.017 m. Both the spectral densities and the time histories of motions and free
surface elevations are given. Due to the peak period close to the first sloshing mode and roll
natural period, the coupled effects can be found in the spectral densities of sway and roll
motions of floating body around the first sloshing mode. Three different positions on the free
surface of the tank are measured which are located at the probe 3 (close to wall), probe 2
(around a quarter of length) and probe 1 (close to middle of tank). The anti-node of the first
and second sloshing modes appear on the position of probe 3. As shown in the spectral density
of free surface elevations at probe 3, the coupled motions present around the first sloshing mode
coincide well for both linear theory and Boussinesq model. The resonance around the second
sloshing mode only appears in Boussinesq model due to its nonlinear free surface conditions.
The situation is different for the probe 2 corresponding to a node for the second sloshing mode.
There is no resonance in both Boussinesq model and linear theory. The anti-node of the second
sloshing mode is located at the position of probe 1. The significant difference can be found in
the spectral density around the second sloshing mode. The values of spectral density around
the first sloshing mode is much lower than in probe 3 because it is a node for the first sloshing
mode.

The experiment was carried out with significant wave height 0.034 m. The nonlinear free
surface conditions in Boussinesq model present an overall good agreement with experimental
results. The resonance of the second sloshing mode appear in both the Boussinesq model and
experimental results. For higher significant wave height 0.066 m, the Boussinesq model can
not work due to violent free surface. As shown in the experiments, the free surface elevations
in the tank has reached up to 25 cm. Damping and assumption of the Boundary condition
should be revised for stronger nonlinear simulations.

Perspectives

The slopes of the free surface profile on the walls are null, which is used in the thesis. For
the stronger nonlinear sloshing motions in the tank, the limitations are significant. A moving
boundary algorithm can be used to solve this problem. The free surface in the tank is extended
to the outside of the tank. In figure 6.1, the red domain is the extended fluid domain (dry
domain) and the black domain is the fluid domain in the tank (wet domain).
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Figure 6.1: The sketch of the moving boundary algorithm.

A series of discretized points will be set in both the wet and dry free surface. The external
free surface is the linearly extended free surface profile which means that the red dashed line is
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the tangent of the internal free surface. With the time stepping, the internal wet free surface
will be updated by the Boussinesq model and the external dry free surface will be extended
linearly. The discretized points close to the wet-dry boundary locate either in the wet domain
or the dry domain with the motions of the free surface. If the points locate in the wet domain,
the motions of the points will be calculated by the Boussinesq model. Otherwise, the positions
of the points will be determined by the linear extrapolation of the free surface displacement.
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