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## General introduction

Ultracold atoms represent a rich environment to realize and manipulate quantum mechanical systems. For atomic clouds cooled to the sub- $\mu \mathrm{K}$ temperature regime, the thermal de Broglie wavelength becomes comparable to the interparticle distance, and spectacular quantum phenomena take place. For bosonic atoms, this has lead in 1995 to the first observation of a Bose-Einstein condensate (BEC), a macroscopic quantum state with features determined by the statistics of its indistinguishable components [1, 2, 3]. In comparison with solid-state systems, the peculiarity of ultracold atoms is the large degree of control achievable in experiments, which allows to explore a wide set of physical conditions [4]. A central example is the control of the strength of interparticle interactions. The original BEC observation was obtained in the weakly-interacting regime, but the Feshbach-resonance technique currently allows to tune interactions from very weak to arbitrarily strong [5].

In the unitary limit, the interaction strength reaches its maximum. Experiments with fermionic atoms, close or at this limit, have lead to major discoveries concerning the condensation of atomic pairs [6]. The low-temperature unitary Fermi gas is a universal system, where thermodynamic properties like the equation of state are determined by the sole available length scale, the typical interparticle distance. Bosonic systems with unitary interactions require a more complex description, including the presence of Efimov trimers. These trimers constitute an infinite sequence of three-body bound states, linked by a geometric scale invariance [7]. The interest in strongly-interacting bosonic system was greatly enhanced by the first observation of Efimov trimers, obtained in 2006 with ultracold atoms [8], and the study of many-body systems of bosonic atoms with unitary interactions is an active theoretical and experimental research subject [9]. A central question is whether these systems may have a metastable gaseous phase, at low temperature.

This thesis is centered on a system of bosonic atoms, with interactions tuned to the unitary limit. In Chapter 2, we consider two- or three-body systems, interacting through
a zero-range model potential. For three particles, this corresponds to the universal Efimov theory. As compared to fermions, universality for unitary bosons includes an additional length scale, the three-body parameter [10]. We introduce it through a cutoff at short three-body distance, and show that the resulting model shares several properties with the universal theory. At finite temperature, the cutoff also assures the thermodynamic stability of the system.

The theoretical treatment of the many-body problem is made even more difficult by the presence of strong interactions. In Chapter 3, we describe the numerical scheme employed in this work, namely the path integral quantum Monte Carlo (QMC) technique. It was originally developed in the context of liquid helium [11], and it is the method of choice to treat bosonic ultracold gases. The additional difficulties caused by strong interactions are addressed through a novel algorithm, which is optimal for two particles and also allows an efficient treatment of the many-body problem.

The application to unitary bosons is described in Chapter 4. We consider a homogeneous system, which allows a precise determination of the phase diagram. This includes the three phases previously studied in the trapped case [12]. The high-temperature, normal-gas phase can be described within the virial-expansion approach [13, 12]. This cannot be extended to low temperatures, where two distinct phase transitions take place. For large values of the three-body parameter, the system enters the BEC phase. We find that the critical temperature $T_{c}$ for this transition is approximately $10 \%$ smaller than its non-interacting counterpart, in contrast with the increase of $T_{c}$ caused by weak repulsive interactions [14]. For small three-body parameter, the system is thermodynamically unstable towards the formation of Efimov-liquid droplets, which we identify and characterize both via an approximate analytic model and via the QMC technique. In the normal-gas and BEC phases, we also compute the momentum distribution. This is an experimentally accessible observable of key importance in the context of unitary systems, due to its universal features. The results in this chapter are the object of Publication 2.

In the infinite-temperature limit, the only relevant term of our model for the unitary gas would be the cutoff on the three-body distance. In Chapter 5, we consider a classical system which is entirely defined by this three-body interaction. This is a generalization of the hard-sphere model, with a counter-intuitive behavior due to the absence of twobody interactions. We first consider the packing problem, in two and three dimensions, and propose a solution based on a variational ansatz and on the simulated-annealing technique. Extending these results to finite pressure shows that the system has a discontinuous melting transition, which we identify through the Monte Carlo technique. The results on the classical three-body hard-core model are the object of Publication 1.

Other research projects in the field of ultracold atoms were completed or started in the time frame of this thesis, corresponding to the following publications:

- M. Di Liberto, T. Comparin, T. Kock, M. Ölsclhäger, A. Hemmerich, and C. Morais Smith. Controlling coherence via tuning of the population imbalance in a bipartite optical lattice, Nature Communications 5, 5735 (2014).
- R. H. Chaviguri, T. Comparin, V. S. Bagnato, and M. A. Caracanhas. Phase transition of ultracold atoms immersed in a BEC vortex lattice, in preparation.
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## CHAPTER 1

## Bosons at low temperature

### 1.1 Bose-Einstein condensation

The phenomenon of Bose-Einstein condensation (BEC) for a system of indistinguishable particles corresponds to the macroscopic occupation of a single-particle quantum state [15]. For low-temperature bosonic systems a novel phase of matter emerges (the Bose-Einstein condensate), which is a direct consequence of the quantum statistics of its constituents. Predicted in the 1920s, this phenomenon was first clearly identified through ultracold-atomic experiments, in the 1990s.

In this chapter, we define the BEC phase, in connection with the phenomenon of superfluidity, and describe the experimental set-ups where it was first observed (cf. Section 1.2). The path-integral formalism provides a useful alternative view on the BEC phase, which turns into a powerful calculation scheme for non-interacting bosons (cf. Section 1.4). Its generalization to include interactions is obtained through the quantum Monte Carlo (QMC) technique, as described in Chapter 3.

## Indistinguishable quantum particles

Bose-Einstein condensation emerges as a direct consequence of quantum statistics, as is easily shown for the non-interacting gas [16]. In the absence of interactions, the Hamiltonian of $N$ particles is the sum of $N$ commuting single-particle terms. A configuration is defined by assigning each particle to one of the single-particle available states $|i\rangle$. This leads to an occupation number $N_{i}$ for each state $|i\rangle$, with $\sum N_{i}=N$. Assuming here that the number $M$ of single-particle states is finite, we compute the number of states which
realize a certain $\left\{N_{i}\right\}$. For distinguishable particles, this reads

$$
\begin{equation*}
W_{\text {dist }}\left(\left\{N_{1}, \ldots, N_{M}\right\}\right)=\frac{N!}{\prod_{i=1}^{M} N_{i}!}, \tag{1.1}
\end{equation*}
$$

which is the number of ways of assigning $N$ different objects to $M$ groups. $W_{\text {dist }}$ has a maximum for configurations where all occupation numbers are close to $N / M$. In contrast, it is suppressed when a large fraction of particles occupies a small number of states, as for $\left\{N_{i}\right\}=\{N, 0, \ldots, 0\}$. This property changes drastically in the case of indistinguishable bosonic particles. As the particles bear no difference, exchanging two of them does not lead to a different state. Thus the number of ways to obtain a certain occupation-number sequence $\left\{N_{i}\right\}$ is simply

$$
\begin{equation*}
W_{\text {bos }}\left(\left\{N_{1}, \ldots, N_{M}\right\}\right)=1 . \tag{1.2}
\end{equation*}
$$

In this case, unlike $W_{\text {dist }}$, the homogeneous distribution $N_{i}=N / M$ has the same weight as an extreme configuration like $\left\{N_{i}\right\}=\{N, 0, \ldots, 0\}$. The different statistical weight assigned to configurations with a large occupation number for a single state is at the basis of the BEC phenomenon. Single-particle states have different energies, so that a larger population of the ground state $|0\rangle$ is favored, at any finite temperature. For bosons, the average occupation number of $|0\rangle$ is larger than any other average $N_{i}$, and this effect is more pronounced at low temperatures. For distinguishable particles, however, a large occupation of $|0\rangle$ is prevented by the strong suppression of $W_{\text {dist }}$ for configurations with one occupation number much larger than the others. The difference between distinguishable particles and bosons becomes stronger when the average occupation number per state increases. $W_{\text {dist }}(\{N, 0, \ldots, 0\})$, for instance, decays exponentially at large $N$, for a given $M$. For bosons in a periodic box, a rigorous condition for the regime where indistinguishability has a drastic effect is found below (cf. Eq. 1.10), leading to a threshold for the temperature at which the occupation of $|0\rangle$ becomes macroscopic.

## Bose-Einstein condensation in a periodic box

We consider three-dimensional non-interacting particles in a periodic cubic box. The eigenstates of the single-particle Hamiltonian are plane waves, labeled by an index $\mathbf{n} \in$ $\mathbb{Z}^{3}$. The $\mathbf{n}$-th state has wave number $\mathbf{k}_{\mathbf{n}}$ and energy $E_{\mathbf{n}}$ equal to

$$
\begin{equation*}
\mathbf{k}_{\mathbf{n}}=\frac{2 \pi}{L} \mathbf{n}, \quad E_{\mathbf{n}}=\frac{\hbar^{2} \mathbf{k}_{\mathbf{n}}^{2}}{2 m}=\frac{1}{2 m}\left(\frac{2 \pi \hbar}{L}\right)^{2} \mathbf{n}^{2}, \tag{1.3}
\end{equation*}
$$

where $L$ is the edge length of the box, and $m$ is the particle mass. A distribution of $N$ bosons in the single-particle energy states is defined through the set of occupation numbers $\left\{N_{\mathbf{n}}\right\}$. The statistical weight of one such configuration is given by the Boltzmann
factor

$$
\begin{equation*}
\exp \left(-\beta \sum_{\mathbf{n} \in \mathbb{Z}^{3}} N_{\mathbf{n}} E_{\mathbf{n}}\right) \tag{1.4}
\end{equation*}
$$

where $\sum_{\mathbf{n}} N_{\mathbf{n}} E_{\mathbf{n}}$ is the total energy and $\beta=1 /\left(k_{B} T\right)$ is the inverse temperature. We compute the threshold condition for Bose-Einstein condensation within the grand canonical ensemble, where the total number of particles $N=\sum_{\mathbf{n}} N_{\mathbf{n}}$ can fluctuate. In this case, the statistical weight for a given set of occupation numbers $N_{\mathrm{n}}$ is

$$
\begin{equation*}
\exp \left(-\beta \sum_{\mathbf{n} \in \mathbb{Z}^{3}} N_{\mathbf{n}}\left(E_{\mathbf{n}}-\mu\right)\right)=\prod_{\mathbf{n} \in \mathbb{Z}^{3}}\left[e^{-\beta\left(E_{\mathbf{n}}-\mu\right)}\right]^{N_{\mathbf{n}}} \tag{1.5}
\end{equation*}
$$

where the chemical potential $\mu$ can be fixed by setting the average number of particles, $\langle N\rangle$. The thermal average for $N_{\mathbf{n}}$ reads

$$
\begin{equation*}
\left\langle N_{\mathbf{n}}\right\rangle=\frac{\sum_{N_{\mathbf{n}}=0}^{\infty} N_{\mathbf{n}} e^{-\beta N_{\mathbf{n}}\left(E_{\mathbf{n}}-\mu\right)}}{\sum_{N_{\mathbf{n}}=0}^{\infty} e^{-\beta N_{\mathbf{n}}\left(E_{\mathbf{n}}-\mu\right)}}=\frac{1}{e^{\beta\left(E_{\mathbf{n}}-\mu\right)}-1}, \tag{1.6}
\end{equation*}
$$

which only depends on $\mathbf{n}$ through the energy $E_{\mathbf{n}}$. The total number of particles is the sum of $\left\langle N_{\mathbf{n}}\right\rangle$ for $\mathbf{n} \in \mathbb{Z}^{3}$, which we split into two parts: $\left\langle N_{0}\right\rangle$ is the average number of condensed particles, occupying the single-particle ground state, while $\left\langle N_{\text {th }}\right\rangle=\langle N\rangle-$ $\left\langle N_{0}\right\rangle$ is the average number of thermal particles. For a given temperature and volume, an upper bound $N_{\max }$ exists for the number of thermal atoms. If $N>N_{\max }$, then at least $N-N_{\max }$ atoms necessarily occupy the single-particle ground state. We compute $N_{\max }$ through the continuous-spectrum approximation, which consists in replacing the sum over excited single-particle states (that is, excluding the ground state) with an integral over their wave vectors. This is valid for large systems at finite temperature, where the spacing between energy levels (proportional to $\hbar^{2} /\left(m L^{2}\right), c f$. Eq. 1.3), is much smaller than the thermal energy $k_{B} T$. The upper bound for $N_{\text {th }}$ reads

$$
\begin{align*}
N_{\max } & =\sum_{\mathbf{n} \in \mathbb{Z}^{3} \backslash\{0\}} \frac{1}{\exp \left(\beta E_{\mathbf{n}}\right)-1} \simeq\left(\frac{2 \pi}{L}\right)^{3} \int d \mathbf{k} \frac{1}{\exp \left(\beta \frac{\hbar^{2} k^{2}}{2 m}\right)-1}=  \tag{1.7}\\
& =g_{3 / 2}(1) \times \frac{V}{\lambda_{\mathrm{th}}^{3}}
\end{align*}
$$

where

$$
\begin{equation*}
\lambda_{\mathrm{th}} \equiv \sqrt{\frac{2 \pi \hbar^{2} \beta}{m}} \tag{1.8}
\end{equation*}
$$

is the thermal de Broglie wavelength, and

$$
\begin{equation*}
g_{3 / 2}(1)=\sum_{l=1}^{\infty} \frac{1}{l^{3 / 2}} \simeq 2.612 \tag{1.9}
\end{equation*}
$$

The critical temperature $T_{c}^{0}$ for Bose-Einstein condensation is obtained by setting $N_{\max }=$ $\langle N\rangle$, so that at temperatures below $T_{c}^{0}$ any additional boson would be placed in the ground state. From Eq. 1.7, we find

$$
\begin{equation*}
k_{B} T_{c}^{0}=\frac{2 \pi \hbar^{2}}{m}\left(\frac{\rho}{g_{3 / 2}(1)}\right)^{2 / 3} \simeq 3.3125 \times \frac{\hbar^{2} \rho^{2 / 3}}{m} \tag{1.10}
\end{equation*}
$$

where $\rho=N / V$ is the number density of the system. This can be recast in a threshold for the phase-space density $\rho \lambda_{\text {th }}^{3}$,

$$
\begin{equation*}
\rho \lambda_{\mathrm{th}}^{3}=g_{3 / 2}(1) \simeq 2.612 \tag{1.11}
\end{equation*}
$$

meaning that Bose-Einstein condensation takes place when the thermal wavelength $\lambda_{\text {th }}$ becomes comparable with the typical interparticle spacing $\rho^{-1 / 3}$.

## BEC for interacting systems

In the presence of interactions, the Hamiltonian is not a sum of commuting singleparticle terms, and a many-body eigenstate is not simply defined by the assignment of each boson to a single-particle eigenstate. Thus the definition of BEC as the macroscopic occupation of the single-particle ground state breaks down. This has lead to the generalized definition of Bose-Einstein condensation introduced by Penrose and Onsager in 1956 [17], linked to the concept of off-diagonal long-range order (ODLRO) [18].

We consider the eigenstates $\Psi_{n}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right)$ and eigenvalues $E_{n}$ which solve the $N$ body Schrödinger equation, and we introduce the one-body reduced density matrix,

$$
\begin{equation*}
g^{(1)}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=\frac{N}{Z} \sum_{n} e^{-\beta E_{n}} \int d \mathbf{x}_{2} \ldots d \mathbf{x}_{N} \Psi_{n}^{*}\left(\mathbf{x}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{N}\right) \Psi_{n}\left(\mathbf{x}^{\prime}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{N}\right), \tag{1.12}
\end{equation*}
$$

where the normalizing constant in Eq. 1.12 is the partition function $Z=\sum_{n} \exp \left(-\beta E_{n}\right)$. An equivalent definition of $g^{(1)}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$ in the path-integral formalism is given in Section 3.3.3. Due to its hermiticity, $g^{(1)}$ can be decomposed as

$$
\begin{equation*}
g^{(1)}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=\sum_{j} N_{j} \chi_{j}^{*}(\mathbf{x}) \chi_{j}\left(\mathbf{x}^{\prime}\right), \tag{1.13}
\end{equation*}
$$

on a complete orthogonal set of single-particle states $\chi_{j}$, with

$$
\begin{align*}
& \int d \mathbf{x}^{\prime} g^{(1)}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) \chi_{j}\left(\mathbf{x}^{\prime}\right)=N_{j} \chi_{j}(\mathbf{x}), \\
& \int d \mathbf{x} \chi_{j}^{*}(\mathbf{x}) \chi_{j}(\mathbf{x})=\delta_{i j},  \tag{1.14}\\
& \sum_{j} N_{j}=N .
\end{align*}
$$

Apart from specific cases as a non-interacting system, the states $\chi_{j}$ are different from the eigenstates of the single-particle Hamiltonian. The Penrose-Onsager condition is that Bose-Einstein condensation takes place when one of the eigenvalues $N_{j}$ is macroscopic, that is, it scales linearly with $N$ for large $N$. By rewriting Eq. 1.14 as

$$
\begin{equation*}
g^{(1)}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=N_{0} \chi_{0}^{*}(\mathbf{x}) \chi_{0}\left(\mathbf{x}^{\prime}\right)+\sum_{j \neq 0} N_{j} \chi_{j}^{*}(\mathbf{x}) \chi_{j}\left(\mathbf{x}^{\prime}\right) \tag{1.15}
\end{equation*}
$$

an equivalent version of the Penrose-Onsager criterion is that Bose-Einstein takes place if the limit

$$
\begin{equation*}
\lim _{\left|\mathbf{x}-\mathbf{x}^{\prime}\right| \rightarrow \infty} g^{(1)}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=\frac{N_{0}}{N} \tag{1.16}
\end{equation*}
$$

is finite, which corresponds to a finite condensate fraction $N_{0} / N$. This is known as off-diagonal long-range order (ODLRO, cf. Section 3.3.3). The fact that the term

$$
\begin{equation*}
\sum_{j \neq 0} N_{j} \chi_{j}(\mathbf{x}) \chi_{j}^{*}\left(\mathbf{x}^{\prime}\right) \tag{1.17}
\end{equation*}
$$

vanishes in the limit of large distance is due to destructive interference between the different states. For the case of a homogeneous Bose gas, this can be directly verified by using the explicit expression for the eigenfunctions of $g^{(1)}$, that is, plane-wave states with momenta $\mathbf{k}_{\mathbf{n}}$ (cf. Eq. 1.3).

## Superfluidity

Closely-related to the Bose-Einstein condensation is the phenomenon of superfluidity. Its first signatures have been observed in the 1930s in liquid ${ }^{4} \mathrm{He}$ : At the so called $\lambda$ transition (for temperature $T \simeq 2.17 \mathrm{~K}$ ), several physical properties have a sudden change: The liquid flows without apparent viscosity in a narrow channel, and its response to a rotation of the container shows a non-classical rotational inertia. The connection between the $\lambda$ transition and Bose-Einstein condensation was proposed soon after the first experimental discoveries [19], although these remain two distinct phenomena (a striking example is the absence of a finite-temperature BEC phase for a two-dimensional homogeneous system, for which superfluidity can take place). Due to the strong interparticle interactions, the theoretical description of superfluidity in ${ }^{4} \mathrm{He}$ has mostly been phenomenological, and the main ab initio approach (based on path integral quantum Monte Carlo, cf. Chapter 3) only became available in the 1980s. The main phenomenological approach consists in describing liquid helium below the $\lambda$ transition as a mixture of normal and superfluid components, with densities $\rho_{n}$ and $\rho_{s}$. Within this description, the main properties of the superfluid state (for instance the decrease in the rotational inertia, when the liquid is subject to rotation) directly follow from the presence of a finite superfluid density $\rho_{s}$. It is convenient to introduce a superfluid order parameter, $\Psi(\mathbf{x})$. This is a complex-valued function, with squared absolute value equal to the condensate
density. The phase $\phi(\mathbf{x})$ of the order parameter, in contrast, encodes information about the superfluid velocity, $\mathbf{v}_{s}(\mathbf{x})$ :

$$
\begin{equation*}
\mathbf{v}_{s}(\mathbf{x})=\frac{\hbar}{m} \nabla \phi(\mathbf{x}), \quad \text { where } \Psi(\mathbf{x})=|\Psi(\mathbf{x})| e^{i \phi(\mathbf{x})} . \tag{1.18}
\end{equation*}
$$

This fact is directly related to the presence of topological defects (that is, vortices) in $\Psi(\mathbf{x})$, another peculiar feature of the superfluid state [16].

## Helicity modulus and superfluid fraction

While the original description of superfluidity in liquid helium is based on its dynamical features, it is useful to characterize this phenomenon through equilibrium properties, accessible through thermodynamic theoretical tools. The main ingredient of this characterization is the formal definition of the superfluid density, formulated in a general way which also includes spin systems [20]. We concentrate on phase transitions described by an order-parameter field $\mathbf{M}(\mathbf{x})$ with at least two dimensions. For a spin model, this is the local magnetization, which is a two- or three-dimensional vector in the XY and Heisenberg models (the Ising-model, in contrast, has a one-dimensional order parameter). For the superfluid phase of a Bose gas, the local order-parameter $\mathbf{M}(\mathbf{x})$ is the aforementioned complex field $\Psi(\mathbf{x})$, corresponding to a two-dimensional real field. If the energy of the system does not include terms favoring a specific orientation of $\mathbf{M}$, the ensemble average $\langle\mathbf{M}\rangle$ is equal to zero, both above and below the critical temperature. In the ordered phase, the average $\langle\mathbf{M}\rangle$ can be made finite by including an external field which breaks the rotational symmetry. This can be for instance an external magnetic field which favors a certain spin orientation. Another way to make $\langle\mathbf{M}(\mathbf{x})\rangle$ non-zero is by setting a specific boundary condition, that is, by pinning $\mathbf{M}(\mathbf{x})$ to a specific value for $\mathbf{x}$ on the boundaries of the system. As a concrete example, we consider a three-dimensional system (in a cubic box of volume $L^{3}$ ) with a two-dimensional order parameter $\mathbf{M}(\mathbf{x})$, and we denote by $\phi(\mathbf{x})$ the phase angle of $\mathbf{M}$ with respect to a reference axis. To make $\langle\mathbf{M}(\mathbf{x})\rangle$ finite, we use twisted boundary conditions, that is, we set the values of the phase $\phi(\mathbf{x})$ to $\theta_{1}$ and $\theta_{2}$ on two opposite faces of the cubic box. For a small


Figure 1.1: Schematic view of the order-parameter field $\mathbf{M}(\mathbf{x})$ for a one-dimensional $X Y$ model, with the twisted boundary conditions pinning its phase to $\theta_{1}$ and $\theta_{2}$ on the two ends of the system.
difference $\theta_{1}-\theta_{2}$, the order-parameter field changes smoothly across the system, with
the phase angle rotating from $\theta_{1}$ on one wall to $\theta_{2}$ on the other (cf. Fig. 1.1). This would not be possible for systems with a scalar order parameter (as the Ising model), which would rather be separated into two domains. By imposing these boundary conditions, the free energy $F$ of a certain system (for given temperature and system size) acquires a dependence on the pinning angles: $F=F\left(\theta_{1}, \theta_{2}\right)$. We consider the free-energy difference $\Delta F(\theta)=F(-\theta, \theta)-F(\theta, \theta)$, for a small twisting angle $2 \theta$. This difference is an extensive quantity, proportional to the system volume $L^{3}$. Moreover, it is proportional to the square of $\langle\langle\nabla \phi\rangle\rangle$, the average gradient ${ }^{1}$ of the order-parameter phase [20]. $\langle\langle\nabla \phi\rangle\rangle$ is equal to $2 \theta / L$ : The total angle difference $(2 \theta)$ divided by the length over which the change takes place $(L)$. The expansion of $\Delta F$ for small $\theta$ leads to the definition of the helicity modulus, Y , through

$$
\begin{equation*}
\Delta F(\theta) \approx \frac{\mathrm{Y}}{2}\langle\langle\nabla \phi\rangle\rangle^{2} L^{3}=(2 Y L) \times \theta^{2} \tag{1.19}
\end{equation*}
$$

Y encodes the response of the system to an imposed phase twist: A large value of $Y$ corresponds to a rigid systems, where the phase twist has a large free-energy cost. This definition of Y through the small- $\theta$ expansion of $\Delta F(\theta)$ is general, and it holds for instance for the XY and Heisenberg spin models. In the specific case of the Bose gas, the helicity modulus corresponds to the superfluid density $\rho_{s}$, via

$$
\begin{equation*}
\rho_{s}=\left(\frac{m}{\hbar}\right)^{2} \mathrm{Y} \tag{1.20}
\end{equation*}
$$

which follows from the connection between $(\hbar / m) \nabla \phi(\mathbf{x})$ and the superfluid velocity $\mathbf{v}_{s}$ (cf. Eq. 1.18). This definition of $\rho_{s}$ through Eqs. 1.19 and 1.20 (or analogous expressions related to twisted boundary conditions), is only based on equilibrium properties, and it is of fundamental importance for several applications: It has been applied to the ideal Bose gas, leading to the exact expression [20,21]

$$
\frac{\rho_{s}}{\rho}= \begin{cases}1-\left(\frac{T}{T_{c}^{0}}\right)^{3 / 2} & \text { for } T<T_{c}^{0}  \tag{1.21}\\ 0 & \text { for } T>T_{c}^{0}\end{cases}
$$

for a three-dimensional system in the thermodynamic limit, it is a key ingredient in the formulation of the finite-size scaling theory (cf. Section 3.4.1 and Ref. [22]), and it is at the basis of the measure of the superfluid density in quantum Monte Carlo (cf. Section 3.3.2 and Ref. [23]).

### 1.2 Ultracold atomic gases

The first atomic system used to probe low-temperature physics and the effects of quantum mechanics has been liquid helium [24], for which the $\lambda$ transition (cf. Section 1.1)

[^0]takes place at $T_{c} \simeq 2.17 \mathrm{~K}$. The critical temperature for Bose-Einstein condensation of non-interacting bosons with the mass and density of ${ }^{4} \mathrm{He}\left(\rho \simeq 2 \times 10^{28} \mathrm{~m}^{-3}\right)$ is $T_{c}^{0} \simeq 3.13$ K . While being quantitatively different from $T_{c}$, the non-interacting theory captures the correct order of magnitude for Bose-Einstein condensation, which motivated the first connection between the phenomena of BEC and superfluidity [19]. Nevertheless, liquid helium is a strongly interacting system: The main features of the interaction potential (the repulsive core for distances below $2.5 \AA$ and the minimum at $2.8 \AA$ ) take place at distances comparable to the typical interparticle separation (of the order of $3-4 \AA$ ). This modifies the zero-temperature condensate fraction, which is reduced to below $10 \%$ (as compared to the non-interacting case, where $N_{0} / N=1$ at zero temperature).

Liquid helium has to be compared with the currently available ultracold atomic gases, a different class of systems where Bose-Einstein condensation takes place [25]. The progress in cooling techniques allowed to reach temperatures as low as tens of nK . The transition to the solid phase, which would exist at such low temperature, is avoided by using extremely dilute systems (with typical densities of the order of $10^{19}$ $10^{20} \mathrm{~m}^{-3}$, leading to interparticle distances of approximately 100 nm ). These systems are therefore metastable. The major instability mechanism is given by inelastic three-body losses, which are scattering processes resulting into a bound dimer and a third atom carrying away the binding energy. The rate of these collisions sets a finite life-time, typically larger than the other time scales of the system ${ }^{2}$. Considering the example of ${ }^{87} \mathrm{Rb}$, the temperature at which the phase-space density $\rho \lambda_{\text {th }}^{3}$ becomes of order one is $\approx 10^{2}$ nK . It is in this temperature regime that the first direct observation of Bose-Einstein condensation has been realized, with clouds of $\mathrm{Rb}, \mathrm{Li}$ and Na atoms [1, 2, 3]. Alkali atomic species are the most commonly used for ultracold experiments. Other species are chosen for some specific features, as the long-range interactions caused by the large magnetic dipole moment of Er atoms [26].

Differently from liquid helium, ultracold atomic systems offer an unprecedented degree of control, and their application spectrum largely exceeds the sole observation of Bose-Einstein condensation. Some of the main tunability directions include the interaction strength tuning through Feshbach resonances, the confinement of the atomic clouds on the sites of an optical lattice, the mimicking of artificial magnetic fields for neutral atoms, and the use of anisotropic confinement to obtain low-dimensional systems (see Ref. [4] for a review). In this work, we concentrate on the low-temperature properties of spinless bosonic atoms, in the regime of strong interactions.

The main observable to detect the onset of Bose-Einstein condensation is the momentum distribution, $n(\mathbf{k})$, which develops a narrow peak at zero momentum in the condensed phase (cf. Section 3.3.4). In the majority of experiments, an atomic cloud of less than $10^{7}$ atoms is confined by an external trap, well approximated by an harmonic potential. In this case the BEC transition is also visible in the non-uniform density profile of the gas. More recently, the same transition has been realized for a gas confined in

[^1]a uniform-box trap [27,28]. This novel set-up has an advantage in the study of critical behavior with diverging correlation lengths, since there is no inhomogeneity caused by the external trapping potential.

A useful criterion to classify experimental and theoretical studies of ultracold atomic systems is the strength of interactions. The theory for non-interacting bosons is only qualitatively valid (apart from cases where interactions are artificially tuned to zero strength), despite the correct order-of-magnitude estimate of the critical temperature in the strongly-interacting case of liquid helium. The ideal-gas model fails in capturing several properties of interacting systems, including the shape of the condensate wave function in a harmonic trap. Moreover, the BEC transition is qualitatively modified by the presence of any finite interaction strength, and the critical behavior of the interacting system belongs to a distinct universality class (cf. Section 3.4.1). This motivates why several contradictory predictions have been proposed for the lowest-order effect of weak interactions on the Bose-gas critical temperature, taking more than 40 years before consensus was reached (cf. Ref. [14] for a detailed review).

The next level of approximation is a mean-field approximation, as Gross-Pitaevskii theory [29]. This approach is valid in the regime of low temperature and weak interactions, where it correctly reproduces several observables, including for instance the condensate wave function for a trapped gas. However, it cannot describe systems with strong thermal or quantum fluctuations. A recent example of this limitation is the observation of stable quantum droplets of dipolar quantum gases in regimes where meanfield theory predicts a mechanical collapse [30,31]. Beyond-mean-field corrections have been predicted [32], and later identified in the equation of state of an interacting BEC [33].

This classification in terms of the interaction strength naturally continues towards the regime of strong interactions and the unitary limit. This is the main subject of this work, and the status of experiments in this direction is reviewed in Section 2.3.

### 1.3 Density matrix and path integrals

The density matrix is the basic tool to treat a statistical mixture of quantum states. In particular, it is at the basis of the path-integral formulation for equilibrium thermodynamics, extensively used in this work.

The partition function $Z$ of a quantum system at inverse temperature $\beta$ is the trace of the density-matrix operator $\exp (-\beta H)$. The simplest way to represent this trace is through a basis where the Hamiltonian $H$ operator is diagonal, so that

$$
\begin{equation*}
Z=\operatorname{Tr} e^{-\beta H}=\sum_{n} \exp \left(-\beta E_{n}\right), \tag{1.22}
\end{equation*}
$$

where $E_{n}$ are the eigenvalues of the Hamiltonian $H$. The formulation at the basis of the work described here is, however, is in the position representation. For the simple case
of one quantum particle in three dimensions, the trace in Eq. 1.22 becomes

$$
\begin{equation*}
Z=\int d \mathbf{x} \rho_{1}(\mathbf{x}, \mathbf{x} ; \beta) \tag{1.23}
\end{equation*}
$$

where $\rho_{1}(\mathbf{x}, \mathbf{x} ; \beta)$ is the diagonal component of

$$
\begin{equation*}
\rho_{1}\left(\mathbf{x}, \mathbf{x}^{\prime} ; \beta\right)=\sum_{n} \Psi_{n}^{*}\left(\mathbf{x}^{\prime}\right) e^{-\beta E_{n}} \Psi_{n}(\mathbf{x}) \tag{1.24}
\end{equation*}
$$

This expression includes the full set of single-particle eigenfunctions $\Psi_{n}$ and eigenvalues $E_{n}$ of $H$, and the summation has to be replaced by an integration in case of a continuous spectrum. An analogous definition holds for the density matrix of an $N$-body system,

$$
\begin{equation*}
\rho_{N}\left(\mathbf{X}, \mathbf{X}^{\prime} ; \beta\right)=\sum_{n} \Psi_{n}^{*}\left(\mathbf{X}^{\prime}\right) e^{-\beta E_{n}} \Psi_{n}(\mathbf{X}) \tag{1.25}
\end{equation*}
$$

where $\Psi_{n}$ and $E_{n}$ are the eigenfunctions and eigenvalues of the $N$-body Schrödinger equation, and where we use the shorthands $\mathbf{X}=\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right\}$ and $\mathbf{X}^{\prime}=\left\{\mathbf{x}_{1}^{\prime}, \ldots, \mathbf{x}_{N}^{\prime}\right\}$. Despite encoding the full thermodynamics of a many-body system, the expression in Eq. 1.25 is rarely of practical use for realistic many-body problem (that is, for a large number of interacting quantum particles), since it requires the full knowledge of the spectrum and eigenfunctions of $H$. Nevertheless, it constitutes the basis for powerful approximation schemes, leading to unbiased solutions for some challenging problems in many-body physics.

The density matrix is conveniently treated within the path-integral formalism. In its original formulation, this formalism consists in a rewriting of the real-time propagator of a quantum system [34]. The central quantity is the amplitude for the system being in state $|A\rangle$ at time $t_{0}$ and in state $|B\rangle$ at time $t_{1}$, given by

$$
\begin{equation*}
\langle B| \exp \left(-i \frac{H\left(t_{1}-t_{0}\right)}{\hbar}\right)|A\rangle \tag{1.26}
\end{equation*}
$$

This propagator, generally unknown, can be rewritten as a weighted sum over all the space-time paths connecting $\left|A, t=t_{0}\right\rangle$ with $\left|B, t=t_{1}\right\rangle$. Through the formal replacement of the time interval $t_{1}-t_{0}$ with an imaginary-time variable, the real-time propagator in Eq. 1.26 is related to the density matrix in Eq. 1.25, for which the same idea of summing over paths is applicable [35,36]. The analogy goes even further, since the main approximation scheme used for imaginary-time path integrals (that is, the discretization into small imaginary-time intervals) was already used to treat the original time-evolution problem. This is discussed more in detail in Section 3.2.1. Furthermore, the path-integral formulation provides a mapping between the thermodynamics of a quantum system in $d$ dimensions with a classical system in $d+1$ dimensions, which can be treated by Monte Carlo algorithms.

For bosons, the eigenstates $\Psi_{n}$ in Eq. 1.25 are symmetric under the exchange of any pair of coordinates, $\mathbf{x}_{i} \leftrightarrow \mathbf{x}_{j}$. In this case, the bosonic density matrix $\rho_{N}^{\text {bos }}\left(\mathbf{X}, \mathbf{X}^{\prime} ; \beta\right)$ remains unchanged when $\mathbf{X}^{\prime}$ is replaced by $P \mathbf{X}^{\prime} \equiv \mathbf{x}_{P_{1}}^{\prime}, \ldots, \mathbf{x}_{P_{N}}^{\prime}$, where $P=P_{1}, \ldots, P_{N}$ is a permutation of the indices $1, \ldots, N$. Starting from the $N$-body density matrix for distinguishable particles, $\rho_{N}\left(\mathbf{X}, \mathbf{X}^{\prime} ; \beta\right)$, its bosonic counterpart is obtained as an average over all permutations $P$,

$$
\begin{equation*}
\rho_{N}^{\mathrm{bos}}\left(\mathbf{X}, \mathbf{X}^{\prime} ; \beta\right)=\frac{1}{N!} \sum_{P} \rho_{N}\left(\mathbf{X}, P \mathbf{X}^{\prime} ; \beta\right) \tag{1.27}
\end{equation*}
$$

For a given permutation $P$, a cycle is a subset of $\{1, \ldots, N\}$ such that its elements only exchange place with one another, upon repeated application of $P$ (see Fig.1.2). The cycle length is the number of elements in one such subset. From the bosonic density matrix, it is simple to state a rough condition for the appearance of long cycles at thermal equilibrium. The typical interparticle distance is $\rho^{-1 / 3}$, and the distinguishable-particle density matrix $\rho_{N}$ is exponentially suppressed if any pair $\mathbf{x}_{j}, \mathbf{x}_{j}^{\prime}$ is at distance larger than $\lambda_{\text {th }}$ (cf. Section 2.1.2). A permutation $P$ different from the identity has a relevant weight in Eq. 1.27 only if the distance between any pair $\mathbf{x}_{j}, \mathbf{x}_{P_{j}}^{\prime}$ is comparable to $\lambda_{\text {th }}$. If this is not the case, the contribution of $P$ is strongly suppressed. Therefore, the regime where cycles longer than one become important is when $\rho \lambda_{\text {th }}^{3}$ is of the order of unity, corresponding to the BEC criterion in Section 1.1. High temperature or low density decrease the statistical weight of permutations which include long cycles, while low temperature or high density have the opposite effect. In the next section, the concept of permutation


Figure 1.2: Schematic view of some of the $4!=24$ permutations for $N=4$, together with their decomposition into cycles (in parentheses).
cycles is quantitatively related to the appearance of a BEC phase, for non-interacting bosons. The general connection of permutation cycles with BEC and superfluidity is given in Sections 3.3.2 and 3.3.3, within the path-integral framework.

### 1.4 Recursion method for non-interacting bosons

For the non-interacting Bose gas, the study of permutation cycles leads to a powerful method to exactly compute observables as the energy and the condensate fraction. This method provides insight into the connection between permutation cycles and BoseEinstein condensation. Moreover, it is valuable to benchmark our QMC algorithm (cf. Fig. 3.15 and Table 3.1).

For a single quantum particle in a three-dimensional periodic box, the partition function at inverse temperature $\beta$ reads

$$
\begin{equation*}
z(\beta)=\left[\sum_{n \in \mathbb{Z}} \exp \left(-\frac{\beta}{2 m}\left(\frac{2 \pi \hbar}{L}\right)^{2} n^{2}\right)\right]^{3} \tag{1.28}
\end{equation*}
$$

In the density-matrix formalism, this is equal to the integral of $\rho_{1}(\mathbf{x}, \mathbf{x} ; \beta)$ (cf. Eq. 1.23). The partition function for $N$ non-interacting bosons can be expressed through the following recursion relation [37, 38],

$$
\begin{equation*}
Z_{N}(\beta)=\frac{1}{N} \sum_{k=1}^{N} z(k \beta) Z_{N-k}(\beta) \tag{1.29}
\end{equation*}
$$

with $Z_{0}(\beta)=1$. For $N=2$, Eq. 1.29 gives

$$
\begin{equation*}
Z_{2}(\beta)=\frac{(z(\beta))^{2}}{2}+\frac{z(2 \beta)}{2} \tag{1.30}
\end{equation*}
$$

The same quantity can be computed through the bosonic two-body density matrix (cf. Eq. 1.27), and it reads

$$
\begin{align*}
Z_{2}(\beta) & =\int d \mathbf{x}_{1} \int d \mathbf{x}_{2} \rho_{2}^{\text {bos }}\left(\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\},\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\} ; \beta\right)= \\
& =\int d \mathbf{x}_{1} \int d \mathbf{x}_{2}\left[\frac{\rho_{2}\left(\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\},\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\} ; \beta\right)}{2}+\frac{\rho_{2}\left(\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\},\left\{\mathbf{x}_{2}, \mathbf{x}_{1}\right\} ; \beta\right)}{2}\right]=  \tag{1.31}\\
& =\frac{\left(\int d \mathbf{x} \rho_{1}(\mathbf{x}, \mathbf{x} ; \beta)\right)^{2}}{2}+\frac{\int d \mathbf{x}_{1} \int d \mathbf{x}_{2} \rho_{2}\left(\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\},\left\{\mathbf{x}_{2}, \mathbf{x}_{1}\right\} ; \beta\right)}{2}
\end{align*}
$$

This shows that the two terms in Eq. 1.30 correspond to the two available permutations for two particles, $P=1,2$ and $P=2,1$ (with the notation of Fig. 1.2). The recursion relation in Eq. 1.29 provides a compact way to obtain $Z_{N}(\beta)$, which would naively require a sum over all $N$ ! permutations. $Z_{N}(\beta)$ gives access to several thermodynamic observables. The average energy, for instance, is obtained through its definition,

$$
\begin{equation*}
\left\langle E_{N}\right\rangle=\frac{1}{Z_{N}(\beta)} \frac{\partial Z_{N}(\beta)}{\partial \beta} \tag{1.32}
\end{equation*}
$$

and a recursion relation for $\partial Z_{N}(\beta) / \partial \beta$ which is derived from Eq. 1.29.
The recursive expression for $Z_{N}(\beta)$ is connected with the statistics of permutation cycles. The $k$-th term in Eq. 1.29 is the product of $z(k \beta)$ and $Z_{N-k}(\beta)$, which corresponds to assigning a given particle to a cycle of length $k$ and weighting this choice with the partition function of the other $N-k$ particles, $\mathrm{Z}_{N-k}(\beta)$. Therefore, the normalized probability for a given particle to be on a cycle of length $k$ reads

$$
\begin{equation*}
\pi_{k}=\frac{1}{N} \frac{z(k \beta) Z_{N-k}(\beta)}{Z_{N}(\beta)} \tag{1.33}
\end{equation*}
$$

As particles are identical, the average number of particles on cycles of length $k$ is $k \times \pi_{k}$. In Chapter 3, this expression is used to benchmark our QMC technique (cf. Fig. 3.15).

The recursion scheme for $Z_{N}$ also determines the probability of having $N_{0}$ particles in the single-particle ground state, which is [39]

$$
p\left(N_{0}\right)=\frac{1}{Z_{N}(\beta)} \begin{cases}Z_{N-N_{0}}(\beta)-Z_{N-\left(N_{0}+1\right)}(\beta) & \text { if } N_{0}<N  \tag{1.34}\\ 1 & \text { if } N_{0}=N\end{cases}
$$

for cases in which the ground state energy is equal to zero (cf. Eq. 1.3). The condensate fraction $\left\langle N_{0}\right\rangle$ is $\sum_{N_{0}} N_{0} \times p\left(N_{0}\right)$. Moreover, the integer derivative of the average permutation-cycle occupation is proportional to $p\left(N_{0}\right)$ [40, 39, 41], that is

$$
\begin{equation*}
\frac{p\left(N_{0}=k\right)}{N}=k \pi_{k}-(k+1) \pi_{k+1} \tag{1.35}
\end{equation*}
$$

for $k \gg 1$. This establishes a connection between the condensate fraction and the appearance of long permutation cycles. At large $N$ and $T<T_{c}^{0}$, for instance, $k \pi_{k}$ drops to zero for $k \simeq\left\langle N_{0}\right\rangle$, which allows to identify the condensate fraction with the length of the longest cycle with a finite occupation number.

The recursion scheme for $Z_{N}(\beta)$ also gives access to other observables, like the onebody reduced off-diagonal density matrix [40, 42] and the superfluid fraction (cf. Section 3.3.2), but it is restricted to ideal particles. The generalization to interacting systems can only be obtained approximately, for instance through corrections to Eq. 1.29 based on the high-temperature virial coefficients (see for instance Ref. [43], where this is used to study the unitary Bose gas).

## CHAPTER 2

## Few-body physics with strong interactions

In this chapter, we consider systems of two or three strongly-interacting quantum particles. Two limits are of particular interest, the scaling and the unitary limit. In the scaling limit, the range of the interparticle potential vanishes. This is the relevant regime for experiments with dilute ultracold atomic gases, where the interaction range is typically much smaller than the average interparticle distance between atoms. The unitary limit corresponds to interactions which realize a diverging scattering length. This is the extreme strongly-interacting limit, since the corresponding cross section for two-body collisions saturates a theoretical upper bound. Unitary interactions can be induced in ultracold atomic samples, through the Feshbach-resonance technique (see Section 2.3).

We first review the general basics of scattering theory for two quantum particles (see Section 2.1). Analytical results for the case of zero-range unitary interactions allow us to compute thermal correlation functions, including the momentum distribution and the pair-correlation function. These are of particular interest, since they share some relevant features with the case of a unitary-interacting many-body system, described in Chapter 4 . For the case of three strongly-interacting particles, the Efimov effect appears, consisting in a scale-invariant sequence of three-body bound states. This phenomenon is connected to universal properties, which do not depend on microscopic details of the interparticle interactions. In Section 2.2, we review the description of the Efimov effect and verify that our theoretical model (based on a three-body cutoff) is consistent with the universal theory. The verification is based on numerical results for the ground-state trimer, obtained through the quantum Monte Carlo technique (cf. Chapter 3).

Throughout Sections 2.1 and 2.2, we combine two different approaches to the fewbody problem. The study of two-body scattering and of the Efimov effect is based on wave functions for single quantum states, while the density-matrix approach is used to obtain finite-temperature results. For $N=2$, the latter provides analytical, approx-
imate expressions for the relevant correlation functions. More generally, numerically exact results can be obtained at any temperature, by combining the density-matrix approach with the quantum Monte Carlo technique. This powerful method is also used to describe the many-body case (cf. Chapter 4).

### 2.1 Two-body physics

In the present section, we describe the two-body quantum problem for strong, shortranged interactions. We first review the basics of scattering theory for two particles, providing the specific examples of the square-well and zero-range model potentials (see Section 2.1.1). From the study of wave functions, we then move to the finite-temperature density-matrix formalism, and report the exact solution for the density matrix of two particles with zero-range, unitary interactions (see Section 2.1.2.1). This is useful for two applications. On one hand, it gives direct access to thermal correlation functions for two particles, like the one-particle-reduced density matrix $g^{(1)}(\mathbf{r})$ and the pair-correlation function $g^{(2)}(\mathbf{r})$ (see Section 2.1.3). These show the small-distance features typical of systems with strong, short-ranged interactions, like the cusp singularity of $g^{(1)}(\mathbf{r})$ and the divergence of the pair-correlation function. On the other hand, the exact knowledge of the two-body density matrix constitutes the essential ingredient for our quantum Monte Carlo scheme (see Section 3.2.1). This technique is used to benchmark other calculations for $N=2$ (e.g. for correlation functions), and to obtain new results for $N \geq$ 3, concerning Efimov trimers (cf. Section 2.2.2) and the unitary Bose gas (cf. Chapter 4).

### 2.1.1 Scattering theory

We consider two distinguishable particles of mass $m$, interacting through a potential $V_{2}\left(\left|\mathbf{x}_{1}-\mathbf{x}_{2}\right|\right)$ which only depends on their distance. The Hamiltonian is the sum of the center-of-mass and relative-motion terms, $H^{\text {c.m. }}$ and $H^{\text {rel }}$, as in

$$
\begin{equation*}
H=\frac{\mathbf{p}_{1}^{2}}{2 m}+\frac{\mathbf{p}_{2}^{2}}{2 m}+V_{2}\left(\left|\mathbf{x}_{1}-\mathbf{x}_{2}\right|\right)=\underbrace{\frac{\mathbf{p}^{2}}{4 m}}_{H^{\text {c.m. } .}}+\underbrace{\left[\frac{\mathbf{p}^{2}}{m}+V_{2}(r)\right]}_{H^{\text {rel }}}, \tag{2.1}
\end{equation*}
$$

where $\mathbf{P}=\left(\mathbf{p}_{1}+\mathbf{p}_{2}\right), \mathbf{p}=\left(\mathbf{p}_{1}-\mathbf{p}_{2}\right) / 2, \mathbf{r}=\mathbf{x}_{1}-\mathbf{x}_{2}$, and $r=|\mathbf{r}| . H^{\text {c.m. }}$ corresponds to the Hamiltonian of a free particle with mass $2 m$, while the presence of two-body interactions only affects $H^{\text {rel }}$. We consider the relative-motion problem, and assume that the $V_{2}(r)$ decays to zero at large $r$. We look for scattering eigenstates $\Psi_{\mathbf{k}}^{\text {rel }}(\mathbf{r})$ of $H^{\text {rel }}$, that solve the time-independent Schrödinger equation,

$$
\begin{equation*}
\left(\frac{\mathbf{p}^{2}}{m}+V_{2}(r)\right) \Psi_{\mathbf{k}}^{\mathrm{rel}}(\mathbf{r})=E_{k} \Psi_{\mathbf{k}}^{\mathrm{rel}}(\mathbf{r}) \tag{2.2}
\end{equation*}
$$

with a positive energy $E_{k}=\hbar^{2} k^{2} / m$. For large distance $r$, a scattering eigenstate is the superposition of the incoming plane wave (with wave number $\mathbf{k}$ ) and a scattered spherical wave:

$$
\begin{equation*}
\Psi_{\mathbf{k}}^{\mathrm{rel}}(\mathbf{r}) \sim e^{i k r \cos \theta}+f(k, \theta) \frac{e^{i k r}}{r} \tag{2.3}
\end{equation*}
$$

where $\theta$ is the angle between $\mathbf{k}$ and $\mathbf{r}$. The scattering amplitude $f(k, \theta)$ encodes the effects of interactions on a two-body collision process. The total scattering cross section $\sigma(k)$, for instance, is the solid-angle integral of $|f(k, \theta)|^{2}$. As the system is characterized by axial symmetry (for rotations with axis $\mathbf{k}$ ), a scattering state can be written as a partial-wave expansion

$$
\begin{equation*}
\Psi^{\mathrm{rel}}(\mathbf{r})=\sum_{l=0}^{\infty} A_{l} P_{l}(\cos \theta) R_{k, l}(r) \tag{2.4}
\end{equation*}
$$

where $A_{l}$ are constant coefficients and $P_{l}$ are the Legendre polynomials. The radial wave function $R_{k, l}(r)$ solves the one-dimensional Schrödinger equation

$$
\begin{equation*}
\left(-\frac{1}{r^{2}} \frac{d}{d r} r^{2} \frac{d}{d r}+\frac{l(l+1)}{r^{2}}+\frac{m V_{2}(r)}{\hbar^{2}}\right) R_{k, l}(r)=k^{2} R_{k, l}(r) \tag{2.5}
\end{equation*}
$$

which depends on $l$ through a centrifugal barrier proportional to $l(l+1) / r^{2}$. At large distance, the solution of Eq. 2.5 satisfies

$$
\begin{equation*}
R_{k, l}(r) \propto \frac{2 \sin \left(k r-\frac{\pi}{2} l+\delta_{l}(k)\right)}{r}=\frac{1}{i r}\left[(-i)^{l} e^{i\left(k r+\delta_{l}(k)\right)}-i^{l} e^{-i\left(k r+\delta_{l}(k)\right)}\right] \tag{2.6}
\end{equation*}
$$

where $\delta_{l}(k)$ is a constant phase shift. By using this expression and comparing Eqs. 2.3 and 2.4, the coefficients $A_{l}$ are found to be [44]

$$
\begin{equation*}
A_{l}=\frac{1}{2 k}(2 l+1) i^{l} e^{i \delta_{l}(k)} \tag{2.7}
\end{equation*}
$$

The phase shifts $\delta_{l}(k)$ encode the effect of the interaction potential $V_{2}(r)$ on the scattering wave functions $R_{k, l}(r)$, for distances much larger than the potential range. By comparing Eqs. 2.3 and 2.4 at large $r$, the scattering amplitude reads

$$
\begin{equation*}
f(k, \theta)=\frac{1}{2 i k} \sum_{l=0}^{\infty}(2 l+1) P_{l}(\cos \theta)\left[e^{2 i \delta_{l}(k)}-1\right] . \tag{2.8}
\end{equation*}
$$

This leads to the total cross section

$$
\begin{equation*}
\sigma(k)=2 \pi \int_{-1}^{1} d \cos \theta|f(k, \theta)|^{2}=\frac{4 \pi}{k^{2}} \sum_{l=0}^{\infty} \sin ^{2} \delta_{l}(k), \tag{2.9}
\end{equation*}
$$

for two distinguishable particles. For $l>0$, the centrifugal barrier in Eq. 2.5 suppresses $R_{k, l}(r)$ at short $r$, that is, in the region where $V_{2}(r)$ is strongest. Thus the contribution of
$l>0$ partial waves should vanish in the zero-energy limit, $k \rightarrow 0$. More precisely, the $k \rightarrow 0$ limit of the phase shifts reads ${ }^{1}$

$$
\begin{equation*}
\delta_{l}(k) \propto k^{2 l+1} \quad \text { modulo } \pi \tag{2.10}
\end{equation*}
$$

Therefore all contributions in Eqs. 2.8 and 2.9 vanish in the $k \rightarrow 0$ limit, except for the $l=0$ term.

The low-energy regime for two-body scattering is realized in ultracold atomic gases, due to the extremely low temperature. This leads to the s-wave approximation, which consists in truncating the partial-wave expansion at $l=0$. Within this scheme, the effect of interactions on scattering properties is encoded in the phase shift $\delta_{0}(k)$. This quantity is conveniently expressed through the s-wave scattering length $a$, defined as

$$
\begin{equation*}
a=-\lim _{k \rightarrow 0} \frac{\tan \delta_{0}(k)}{k} \tag{2.11}
\end{equation*}
$$

For $k$ going to zero, the total cross section $\sigma(k)$ tends to $4 \pi a^{2}$ (cf. Eq. 2.9), which is the area of a sphere of radius $a$. Thus the scattering length can be interpreted as the length scale over which the incoming plane wave is substantially modified by interactions. In the case of a hard-sphere potential (where $V_{2}(r)$ is infinite for distances smaller than the particle diameter, and zero otherwise), this interpretation becomes exact, as the scattering length $a$ is equal to the particle diameter [45].

For ultracold atomic gases, the typical interaction potential $V_{2}(r)$ is strongly repulsive at small $r$, has a minimum at intermediate distance, and falls off as a power law. The attractive large- $r$ tail is

$$
\begin{equation*}
V_{2}^{\text {tail }}(r)=-\frac{C_{6}}{r^{6}} \tag{2.12}
\end{equation*}
$$

which allows to define the van der Waals length $l_{\text {vdW }}$ as

$$
\begin{equation*}
l_{\mathrm{vdW}}=\frac{1}{2}\left(\frac{m C_{6}}{\hbar^{2}}\right)^{1 / 4} \tag{2.13}
\end{equation*}
$$

For ${ }^{87} \mathrm{Rb}$, for instance, $l_{\mathrm{vdW}} \approx 4 \mathrm{~nm}$ [5]. This potential supports several molecular bound states with large binding energy. This indicates that ultracold gases are only metastable, while the equilibrium state would correspond to a solid phase. Therefore, this realistic potential cannot be used directly within thermal-equilibrium theories (including the path-integral QMC technique) [46]. However, ultracold atomic systems are experimentally realized in the dilute regime, where the range of the two-body potential is significantly smaller than the typical interparticle distance. Theoretical predictions in this regime only depend on the scattering properties of the potential, rather than on the specific form of $V_{2}(r)$. At low temperature, in particular, they depend only on the

[^2]s-wave scattering length $a$. Thus an arbitrary model can be chosen, provided it reproduces the required value of $a$. The choice is dictated by simplicity in the calculations, and by the fact the model potential should be amenable to a thermal-equilibrium treatment (that is, it should not have deeply-bound molecular states, which may lead to a instability towards a solid phase). An example of this choice is the use of the hardsphere potential to study bosonic gases with small scattering length (see for instance [47]). In Sections 2.1.1.1 and 2.1.1.2, we describe two possible models: The attractive square-well potential, and its zero-range limit. The latter is then used throughout the rest of this chapter and in Chapter 4.

### 2.1.1.1 Square-well potential

The attractive square-well potential is defined as

$$
V_{2}^{\text {sw }}(r)= \begin{cases}-U_{0} & \text { for } r<r_{0}  \tag{2.14}\\ 0 & \text { for } r>r_{0}\end{cases}
$$

with $U_{0} \geq 0$ (see Fig. 2.1a). For the s-wave channel (that is, for $l=0$ ), the solution of the


Figure 2.1: Panel a: Attractive square-well potential $V_{2}^{\mathrm{sw}}(r)$, with range $r_{0}$ and depth $U_{0}$. Panel b: s-wave scattering length $a^{\text {sw }}$ for the attractive square-well potential (blue solid line, cf. Eq. 2.17).
radial Schrödinger equation in Eq. 2.5 reads

$$
R_{k, 0}(r)= \begin{cases}\frac{A \sin \left(r \sqrt{k^{2}+k_{0}^{2}}\right)}{r} & \text { for } r<r_{0}  \tag{2.15}\\ \frac{A^{\prime} \sin \left(k r+\delta_{0}^{\mathrm{sw}}(k)\right)}{r} & \text { for } r>r_{0}\end{cases}
$$

where $k_{0}=\sqrt{m U_{0} / \hbar^{2}}$, and $A$ and $A^{\prime}$ are constant coefficients. $\delta_{0}^{\text {sw }}(k)$ corresponds to the $l=0$ phase shift introduced in Eq. 2.6, as can be seen by a direct comparison of the two
wave functions at large $r$. By imposing the continuity of $R_{k, 0}(r)$ and of its logarithmic derivative $R_{k, 0}^{\prime}(r) / R_{k, 0}(r)$ at $r=r_{0}$, we find the $l=0$ phase shift

$$
\begin{equation*}
\delta_{0}^{\mathrm{sw}}(k)=-k r_{0}+\arctan \frac{k \tan \left(r_{0} \sqrt{k_{0}^{2}+k^{2}}\right)}{\sqrt{k_{0}^{2}+k^{2}}} \tag{2.16}
\end{equation*}
$$

As a consequence, the s-wave scattering length for the square-well potential reads

$$
\begin{equation*}
a^{\mathrm{sw}} \equiv \lim _{k \rightarrow 0} \frac{-\delta_{0}^{\mathrm{sw}}(k)}{k}=r_{0}\left(1-\frac{\tan \left(k_{0} r_{0}\right)}{k_{0} r_{0}}\right) . \tag{2.17}
\end{equation*}
$$

This quantity (cf. Fig. 2.1b) vanishes when $U_{0}=0$, and it is negative for a weak potential, that is, for $k_{0} r_{0} \leq \pi / 2$. Upon increasing $k_{0} r_{0}$, the scattering length diverges every time that $k_{0} r_{0}$ is an odd multiple of $\pi / 2$, which corresponds to the point where new bound states for $V_{2}^{\mathrm{sw}}(r)$ appear. Thus the attractive square-well interaction can realize all values of the scattering length: Positive or negative, and of arbitrary magnitude. A repulsive-barrier potential (the same as in Eq. 2.14, but with $U_{0}<0$ ), in contrast, only leads to non-negative scattering lengths [45].

### 2.1.1.2 Zero-range potential

The square-well potential depends on two parameters, from which the scattering length is computed as in Eq. 2.17. A more convenient choice consists in the zero-range potential [46], which is fully determined by the value of the scattering length. Moreover, the swave approximation becomes exact for this potential, as all phase shifts $\delta_{l}$ with $l>0$ are identically zero [45].

One possible realization of the zero-range potential consists in taking the $r_{0} \rightarrow 0$ and $U_{0} \rightarrow \infty$ limits for the square-well potential (see Eq. 2.14), while keeping the scattering length in Eq. 2.17 fixed. In this limit, the s-wave scattering wave function reads

$$
\begin{equation*}
R_{k, 0}(r)=\sqrt{\frac{2}{\pi}} \frac{\sin (k r-\arctan (k a))}{r} \tag{2.18}
\end{equation*}
$$

where only the $r \geq r_{0}$ part of Eq. 2.15 is relevant, since $r_{0} \rightarrow 0$. This form of $R_{k, 0}(r)$ highlights the fact that the zero-range interaction is fully defined by the choice of the scattering length $a$. For positive $a$, the contact potential also supports a dimer bound state, with energy

$$
\begin{equation*}
E_{D}=-\frac{\hbar^{2}}{m a^{2}} \tag{2.19}
\end{equation*}
$$

The corresponding wave function reads

$$
\begin{equation*}
R_{\mathrm{b} . \mathrm{s} .}(r)=\sqrt{\frac{2}{a}} \frac{e^{-r / a}}{r} \tag{2.20}
\end{equation*}
$$

as can be verified by inserting $R_{\text {b.s. }}$ in the Schrödinger equation, Eq. 2.5.
An alternative way to describe the contact potential is to directly consider the zerorange limit, rather than passing through the square-well potential. In this case, $V_{2}(r)$ is identically zero in the $l=0$ Schrödinger equation (cf. Eq. 2.5), but a specific boundary condition is imposed for small distance:

$$
\begin{equation*}
R_{k, 0}(r) \stackrel{r \rightarrow 0}{\approx} C\left(\frac{1}{r}-\frac{1}{a}\right) \tag{2.21}
\end{equation*}
$$

known as Bethe-Peierls boundary condition [48, 49]. Both the diffusive and bound states of the contact potential (cf. Eqs. 2.18 and 2.20) satisfy the boundary condition in Eq. 2.21, with prefactors

$$
C= \begin{cases}-\sqrt{\frac{2}{\pi}} \frac{k a}{\sqrt{1+k^{2} a^{2}}} & \text { for } R_{k, 0}(r)  \tag{2.22}\\ \sqrt{\frac{2}{a}} & \text { for } R_{\text {b.s. }}(r)\end{cases}
$$

The small-distance divergence of the wave function has peculiar consequences on the correlation functions of a system with zero-range interactions (see Section 2.1.3).

The phase shift $\delta_{0}(k)$ for the zero-range model is equal to $-\arctan (k a)$ ( $c f$. Eq. 2.18). By using the partial-wave expansion for the total scattering cross section (Eq. 2.9, truncated to $l=0$ ), we find

$$
\begin{equation*}
\sigma(k)=\frac{4 \pi a^{2}}{1+(k a)^{2}} \tag{2.23}
\end{equation*}
$$

For vanishing $a$, this expression tends to $4 \pi a^{2}$, which is the standard result for lowenergy scattering [45]. When $|a| \rightarrow \infty$, in contrast, $\sigma(k)$ tends to $4 \pi / k^{2}$. This saturates the upper bound on the cross section which follows from the unitarity of the quantum evolution operator [46]. For this reason, the $|a| \rightarrow \infty$ limit is known as the unitary limit, independently of the setting in which this is realized (either a theoretical zero-range potential or a realistic finite-range potential).

A specific feature of the zero-range interaction model is that the properties of a twobody system are fully determined by a single length scale (the scattering length $a$ ). This leads to a continuous scaling symmetry: When $a$ is multiplied by a real factor $\lambda$, other physical properties should be rescaled by a certain power of $\lambda$, as dictated by dimensional analysis. As an example, the dimer energy $E_{D}$ has to scale as $\lambda^{-2}$, when $a \rightarrow \lambda a$. This constraint is satisfied by the expression in Eq.2.19. Another example is the total cross section $\sigma(k)$, which scales as $\lambda^{2}$, since it has the units of an area. Continuous scale invariance has to be confronted with the discrete scale invariance associated to the Efimov effect (see Section 2.2.1).

### 2.1.2 Two-body density matrix

In Section 1.3 we have introduced the general expression for the density matrix of $N$ distinguishable particles (see Eq. 1.25). This quantity allows to pass from considering
individual quantum states to a finite-temperature treatment, where each state has a statistical weight proportional to the Boltzmann factor of its energy. In this section we consider the case of two quantum particles interacting via a zero-range potential, and we construct an exact expression for the two-body density matrix $\rho_{2}$ by making use of the solutions in Section 2.1.1.2. The exact knowledge of $\rho_{2}$ constitutes the building block for an approximate expression of the $N$-body density matrix, which is at the basis of our QMC approach (cf. Section 3.2.1) Focusing on the unitary limit, where the scattering length diverges, we also use the expression of $\rho_{2}$ to compute several non-trivial correlation functions of a two-body system (cf. Section 2.1.3). These observables share several relevant features with their many-body counterparts, in the unitary Bose gas (see Chapter 4).

The full solution of a quantum-mechanical problem, in terms of the wave functions and spectrum of its Hamiltonian, gives access to the corresponding density-matrix. As an example, we consider a quantum particle in free space, with Hamiltonian $H=$ $\mathbf{p}^{2} /(2 m)$. As in Eq. 1.25, the density matrix is

$$
\begin{equation*}
\rho_{1}\left(\mathbf{x}, \mathbf{x}^{\prime} ; \beta\right)=\int_{\mathbb{R}^{3}} d \mathbf{k} \psi_{\mathbf{k}}^{*}\left(\mathbf{r}^{\prime}\right) e^{-\beta E_{k}} \psi_{\mathbf{k}}(\mathbf{r}), \tag{2.24}
\end{equation*}
$$

where $\psi_{\mathbf{k}}(\mathbf{r})=\exp (-i \mathbf{k} \cdot \mathbf{r}) /(2 \pi)^{3 / 2}$ are plane-wave eigenstates with energy $E_{k}=$ $\hbar^{2} k^{2} /(2 m)$. The free-space single-particle density matrix reads

$$
\begin{equation*}
\rho_{1}\left(\mathbf{x}, \mathbf{x}^{\prime} ; \beta\right)=\left(\frac{m}{2 \pi \hbar^{2} \beta}\right)^{3 / 2} \exp \left(-\frac{m\left(\mathbf{x}-\mathbf{x}^{\prime}\right)^{2}}{2 \hbar^{2} \beta}\right) \tag{2.25}
\end{equation*}
$$

This expression is a necessary ingredient to construct the density matrix for $N>1$.
For a two-body problem, the Hamiltonian is the sum of two commuting terms ( $H^{\text {c.m. }}$ and $H^{\text {rel }}, c f$. Eq. 2.1), corresponding to the center-of-mass and relative-motion problems. The two-body density matrix, $\rho_{2}$, can be factorized as

$$
\begin{equation*}
\rho_{2}\left(\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\},\left\{\mathbf{x}_{1}^{\prime}, \mathbf{x}_{2}^{\prime}\right\} ; \beta\right)=\rho_{2}^{\text {c.m. }}\left(\mathbf{X}, \mathbf{X}^{\prime} ; \beta\right) \rho_{2}^{\text {rel }}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \beta\right) \tag{2.26}
\end{equation*}
$$

with $\mathbf{X}=\left(\mathbf{x}_{1}+\mathbf{x}_{2}\right) / 2, \mathbf{X}^{\prime}=\left(\mathbf{x}_{1}^{\prime}+\mathbf{x}_{2}^{\prime}\right) / 2, \mathbf{r}=\mathbf{x}_{1}-\mathbf{x}_{2}$, and $\mathbf{r}^{\prime}=\mathbf{x}_{1}^{\prime}-\mathbf{x}_{2}^{\prime}$. Since $H^{\text {c.m. }}$ is the Hamiltonian of a free particle with mass $2 m$, the corresponding density matrix directly reads

$$
\begin{equation*}
\rho_{2}^{\text {c.m. }}\left(\mathbf{X}, \mathbf{X}^{\prime} ; \beta\right)=\rho_{1}\left(\mathbf{X}, \mathbf{X}^{\prime} ; \beta / 2\right) \tag{2.27}
\end{equation*}
$$

where the $1 / 2$ factor in front of $\beta$ corresponds to the fact that the reduced mass of the center-of-mass problem is twice as large as $m$ (cf. Eq. 2.25). In the absence of interactions, also $H^{\text {rel }}$ is a free-particle Hamiltonian (with reduced mass $m / 2$ ), so that the non-interacting relative-motion density matrix reads

$$
\begin{equation*}
\rho_{2}^{\mathrm{rel}, 0}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \beta\right)=\rho_{1}\left(\mathbf{r}, \mathbf{r}^{\prime} ; 2 \beta\right) . \tag{2.28}
\end{equation*}
$$

The dependence of $\rho_{2}^{\text {rel }}$ on interactions can be absorbed in a correction factor $g^{\text {rel }}$, as in

$$
\begin{equation*}
\rho_{2}^{\mathrm{rel}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \beta\right)=\rho_{2}^{\mathrm{rel}, 0}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \beta\right)+\Delta \rho_{2}^{\mathrm{rel}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \beta\right)=\rho_{2}^{\mathrm{rel}, 0}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \beta\right) g^{\mathrm{rel}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \beta\right) \tag{2.29}
\end{equation*}
$$

where $g^{\text {rel }}$ is defined by

$$
\begin{equation*}
g^{\mathrm{rel}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \beta\right) \equiv 1+\frac{\Delta \rho_{2}^{\mathrm{rel}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \beta\right)}{\rho_{2}^{\mathrm{rel}, 0}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \beta\right)} \tag{2.30}
\end{equation*}
$$

This correction factor is equal to one in the absence of interactions, and otherwise quantifies the deviation from the non-interacting relative-motion density matrix. The knowledge of $g^{\text {rel }}$ represents the full solution of the two-body problem at finite temperature, and it is useful for the many-body treatment described in Section 3.2.1.

### 2.1.2.1 Two-body correction factor for zero-range potential

We consider the zero-range two-body potential $V_{2}(r)$ introduced in Section 2.1.1.2. In Eq. 2.24 , the single-particle density matrix $\rho_{1}$ is obtained through an integral over the eigenstates of the Hamiltonian. In an analogous way, the eigenstates found in Section 2.1.1.2 for the zero-range potential give access to the exact form of the two-body density matrix $\rho_{2}^{\text {rel }}$, as we show in this section.

The partial-wave expansion which we used for the two-body scattering states (see Eq. 2.4) also applies to the relative density matrix $\rho_{2}^{\text {rel }}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \beta\right)$. For the zero-range potential, the difference $\Delta \rho_{2}^{\text {rel }}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \beta\right)$ only includes the $l=0$ terms, while corrections for higher partial waves vanish. The s-wave term in the expansion of $\rho_{2}^{\text {rel }}$ reads [50]

$$
\begin{equation*}
\frac{1}{4 \pi} \int_{0}^{\infty} d k R_{k, 0}^{*}\left(r^{\prime}\right) R_{k, 0}(r) \exp \left(-\frac{\beta \hbar^{2} k^{2}}{m}\right) \tag{2.31}
\end{equation*}
$$

with the eigenfunctions $R_{k, 0}(r)$ in Eq.2.18. If a bound state exists (that is, for $a>0$ ), $\rho_{2}^{\text {rel }}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \beta\right)$ also includes the corresponding term

$$
\begin{equation*}
R_{b . s}^{*}\left(r^{\prime}\right) R_{b . s .}(r) \exp \left(\frac{\hbar^{2}}{m a^{2}}\right) \tag{2.32}
\end{equation*}
$$

with $R_{\text {b.s. }}$ defined as in Eq. 2.20. The $l=0$ contribution to $\rho_{2}^{\mathrm{rel}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \beta\right)$ consists in the sum of Eqs. 2.31 and 2.32, and can be computed analytically (cf. Appendix 3.B in Ref. [51]). This results in a unique expression, not depending on whether the bound state exists. $\Delta \rho_{2}^{\text {rel }}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \beta\right)$ is then obtained as the difference between the $l=0$ parts of $\rho_{2}^{\text {rel }}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \beta\right)$ and $\rho_{2}^{\text {rel }, 0}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \beta\right)$. The correction factor $g^{\text {rel }}$ for a three-dimensional contact potential with scattering length $a$ thus reads

$$
\begin{equation*}
g^{\mathrm{rel}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \beta\right)=1+\frac{2 \beta \hbar^{2}}{m r r^{\prime}} \exp \left(-\frac{r r^{\prime}+\mathbf{r} \cdot \mathbf{r}^{\prime}}{2 \beta \hbar^{2} / m}\right) F_{a}\left(r, r^{\prime} ; \beta\right) \tag{2.33}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{a}\left(r, r^{\prime} ; \beta\right)=1+\frac{\hbar}{a} \sqrt{\frac{\pi \beta}{m}} e\left(\sqrt{\left.\frac{m}{\beta} \frac{r+r^{\prime}}{2 \hbar}-\sqrt{\frac{\beta}{m} \frac{\hbar}{a}}\right)^{2}} \operatorname{erfc}\left(\sqrt{\frac{m}{\beta}} \frac{r+r^{\prime}}{2 \hbar}-\sqrt{\frac{\beta}{m}} \frac{\pi}{a}\right)\right. \tag{2.34}
\end{equation*}
$$

The function $F_{a}\left(r, r^{\prime} ; \beta\right)$ tends to 0 for $a \rightarrow 0^{-}$, giving back the non-interacting limit (that is, $g^{\text {rel }}=1$ ). For $|a| \rightarrow \infty$, in contrast, $F_{a}\left(r, r^{\prime} ; \beta\right)$ tends to 1 , so that the correction factor at unitarity reads

$$
\begin{equation*}
g^{\mathrm{rel}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \beta\right)=1+\frac{2 \beta \hbar^{2}}{m r r^{\prime}} \exp \left(-\frac{r r^{\prime}+\mathbf{r} \cdot \mathbf{r}^{\prime}}{2 \beta \hbar^{2} / m}\right) \tag{2.35}
\end{equation*}
$$

The correction factor diverges as $\left(r r^{\prime}\right)^{-1}$ for small $r$ and $r^{\prime}$, which corresponds to imposing the Bethe-Peierls boundary conditions on the pair wave functions (see Eq. 2.21). This implies that the zero-range potential at unitarity has an effective short-range attraction, since the weight of configurations with small $r$ and $r^{\prime}$ is greatly enhanced when $r, r^{\prime} \rightarrow 0$. Nevertheless, the two particles do not form a bound state, since the binding energy $E_{D}$ vanishes in the unitary limit (cf. Eq. 2.19). The short-range divergence of $g^{\text {rel }}$ has peculiar consequences on the correlation functions for two or more unitary particles (e.g., the non-smoothness of the single-particle correlation function $g^{(1)}$ ), which we describe in the next section (see Section 2.1.3).

The correction factor in Eq. 2.35 is also the building block to construct an approximate expression of the $N$-body density matrix (see Eq. 3.32). For this reason, it has been used in several QMC studies of both bosonic and fermionic systems with zero-range unitary interactions $[52,12,53,54,55]$. $\rho_{2}^{\text {rel }}$ has also been computed in the presence of a trapping potential [53].

### 2.1.3 Correlation functions

In this section, we compute the main correlation functions for two unitary bosons, and compare them to the exact numerical curves obtained through the QMC method (cf. Chapter 3). We consider two particles in a periodic cubic box of edge length $L$. The bosonic two-body density matrix is obtained as an average over the two possible permutation structures (cf. Eq. 1.27), namely

$$
\begin{equation*}
\rho_{2}^{\text {bos }}\left(\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\},\left\{\mathbf{x}_{1}^{\prime}, \mathbf{x}_{2}^{\prime}\right\} ; \beta\right)=\frac{\rho_{2}\left(\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\},\left\{\mathbf{x}_{1}^{\prime}, \mathbf{x}_{2}^{\prime}\right\} ; \beta\right)+\rho_{2}\left(\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\},\left\{\mathbf{x}_{2}^{\prime}, \mathbf{x}_{1}^{\prime}\right\} ; \beta\right)}{2} . \tag{2.36}
\end{equation*}
$$

The one-body reduced density matrix $g^{(1)}$ and the pair-correlation function $g^{(2)}$ are defined as

$$
\begin{equation*}
g^{(1)}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=2 \frac{\int d \mathbf{x}_{2} \rho_{2}^{\text {bos }}\left(\left\{\mathbf{x}, \mathbf{x}_{2}\right\},\left\{\mathbf{x}^{\prime}, \mathbf{x}_{2}\right\} ; \beta\right)}{\int d \mathbf{x}_{1} d \mathbf{x}_{2} \rho_{2}^{\text {bos }}\left(\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\},\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\} ; \beta\right)} \tag{2.37}
\end{equation*}
$$

and

$$
\begin{equation*}
g^{(2)}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=\frac{\rho_{2}^{\text {bos }}\left(\left\{\mathbf{x}, \mathbf{x}^{\prime}\right\},\left\{\mathbf{x}, \mathbf{x}^{\prime}\right\} ; \beta\right)}{\int d \mathbf{x}_{1} d \mathbf{x}_{2} \rho_{2}^{\text {bos }}\left(\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\},\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\} ; \beta\right)} \tag{2.38}
\end{equation*}
$$

For a translation-invariant system, both $g^{(1)}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$ and $g^{(2)}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$ only depend on $\mathbf{r}=$ $\mathbf{x}-\mathbf{x}^{\prime}$. In the path-integral description, $g^{(1)}$ is the distribution for the endpoints of an open path, while $g^{(2)}$ is the distance distribution for closed-path configurations. This is developed further in Sections 3.3.1 and 3.3.3, where these observables are defined for a general many-body system.

The effects of unitary zero-range interactions on these correlation functions are represented in Fig. 2.2. The one-body reduced density matrix has a cusp singularity at $\mathbf{r}=0$ (cf. Fig. 2.2a), so that the momentum distribution $n(\mathbf{k})$ decays as a power law for large momenta (cf. Fig. 2.2b). Moreover, the pair-correlation function $g^{(2)}(\mathbf{r})$ diverges as $1 / r^{2}$ for small $r$ ( $c f$. Fig. 2.2c). These features have been extensively studied for bosonic or fermionic systems in the regime of large scattering length and small range of potential [56, 57, 58, 49, 59]. For $N=2$, they can be obtained directly from the knowledge of the two-body density matrix, see Sections 2.1.3.1 and 2.1.3.2.


Figure 2.2: Schematic view of correlation functions at unitarity (data obtained through the QMC simulation of two co-cyclical bosons at low temperature, see Section 3.2). The one-body reduced density matrix $g^{(1)}(\mathbf{r})$ has a cusp at $r_{x}=r_{y}=r_{z}=0$ (panel a, shown for $r_{z} / \lambda_{\text {th }} \approx 0$ ), leading to a power-law decay of its Fourier transform $n(\mathbf{k})$ (panel $\mathbf{b}$ ). Panel c: Pair-correlation function $g^{(2)}(\mathbf{r})$, diverging at short distance.

### 2.1.3.1 One-body reduced density matrix and momentum distribution

Following its definition in Eq. 2.37, $g^{(1)}(\mathbf{r})$ tends to $\rho=N / V$ for $r$ going to zero. This implies that the momentum distribution,

$$
\begin{equation*}
n(\mathbf{k})=V \int d \mathbf{r} g^{(1)}(\mathbf{r}) e^{-i \mathbf{k} \cdot \mathbf{r}} \tag{2.39}
\end{equation*}
$$

satisfies the normalization condition $\int d \mathbf{k} n(\mathbf{k})=2 \times(2 \pi)^{3}$. We compute $g^{(1)}(\mathbf{r})$ in the high-temperature limit, i.e. for a thermal wavelength $\lambda_{\text {th }}$ much smaller than $L$. In this regime, the following approximation is justified

$$
\begin{equation*}
\int_{[0, L]^{3}} d \mathbf{x} \int_{[0, L]^{3}} d \mathbf{x}^{\prime} \exp \left(-\pi \frac{\left(\mathbf{x}-\mathbf{x}^{\prime}\right)^{2}}{\lambda_{\mathrm{th}}^{2}}\right) \simeq L^{3} \int_{\mathbb{R}^{3}} d \mathbf{r} \exp \left(-\pi \frac{\mathbf{r}^{2}}{\lambda_{\mathrm{th}}^{2}}\right)=\left(L \lambda_{\mathrm{th}}\right)^{3} \tag{2.40}
\end{equation*}
$$

which simplifies the analytical calculation. The integral in Eq. 2.37 then gives

$$
\begin{equation*}
g^{(1)}(\mathbf{r})=\frac{\rho}{\gamma}[e^{-\frac{\pi r^{2}}{\lambda_{\mathrm{th}}^{2}}}+\underbrace{\left(\frac{\lambda_{\mathrm{th}}}{L \sqrt{2}}\right)^{3} e^{-\frac{\pi r^{2}}{2 \nu_{\mathrm{th}}^{2}}}}_{\text {2nd term }}+\underbrace{\left(\frac{\lambda_{\mathrm{th}} \sqrt{2}}{L}\right)^{3} e^{-\frac{\pi r^{2}}{2 \lambda_{\mathrm{th}}^{2}}} \operatorname{erfc}\left(\frac{r \sqrt{\pi / 2}}{\lambda_{\mathrm{th}}}\right)}_{\text {3rd term }}] \tag{2.41}
\end{equation*}
$$

where the normalization factor $\gamma$ reads

$$
\begin{equation*}
\gamma=1+\left(\frac{\lambda_{\mathrm{th}}}{L \sqrt{2}}\right)^{3}+\left(\frac{\lambda_{\mathrm{th}} \sqrt{2}}{L}\right)^{3} \tag{2.42}
\end{equation*}
$$

The expression in Eq. 2.41 is the sum of three terms: The result for non-interacting distinguishable particles, followed by the two corrections due to bosonic statistics and to unitary interactions. Both corrections vanish in the infinite-temperature limit, $\lambda_{\text {th }} \rho^{1 / 3} \rightarrow 0$. The second term in $g^{(1)}(\mathbf{r})$ (due to bosonic statistics) has a slower large- $r$ decay than the first term. This is a signature of off-diagonal long-range order, which would take place at low temperature (see Sections 1.1 and 3.3.3). The third term in Eq. 2.41 is the effect of zero-range, unitary interactions, for the one-body reduced density matrix of two bosons. Due to the erfc function, the derivative of $g^{(1)}(\mathbf{r})$ with respect to $r$ remains finite in the $r \rightarrow 0$ limit, generating a cusp singularity (see Fig. 2.2a). The non-smoothness of $g^{(1)}$ in real space corresponds to a power-law decay of $n(\mathbf{k})$ at large momentum, namely $n(\mathbf{k}) \simeq C_{2} / k^{4}$. This asymptotic scaling of the momentum distribution is a general feature due to strong short-ranged interaction potentials, and it is also present in the many-body case (see Sections 4.3.1 and 4.4.2). The prefactor $C_{2}$, known as Tan's contact [57] regulates the short-distance behavior of $g^{(1)}(\mathbf{r})$ and $g^{(2)}(\mathbf{r})$ (see also Section 2.1.3.2). Moreover, it is related to global observables, as the derivative of the total energy with respect to the scattering length $[57,49]$.

A direct connection exists between the cusp singularity in $g^{(1)}(\mathbf{r})$ and the power-law decay of its Fourier transform at large $k$ [60]. The one-body reduced density matrix is


Figure 2.3: Momentum distribution for two unitary bosons in a cubic box, at different temperatures (see legend). For each temperature, the numerical Fourier transform of Eq. 2.41 (solid lines) is indistinguishable from the exact numerical result (dots, obtained with the QMC method described in Chapter 3). The large- $k$ part of $n(\mathbf{k})$ is well captured by $C_{2} / k^{4}$, with the value of $C_{2}$ extracted from the pair-correlation function (dashed lines, cf. Eq. 2.48). We also show $n(\mathbf{k})$ for two non-interacting distinguishable particles (red dotted line, cf. Eq. 3.102).
conveniently rewritten as

$$
\begin{align*}
g^{(1)}(\mathbf{r}) & =\frac{1}{V(2 \pi)^{3}} \int d \mathbf{k} n(\mathbf{k}) e^{-i \mathbf{k} \cdot \mathbf{r}}=\frac{N}{V}+\frac{1}{V(2 \pi)^{3}} \int d \mathbf{k} n(\mathbf{k})\left(e^{-i \mathbf{k} \cdot \mathbf{r}}-1\right)= \\
& =\frac{N}{V}+\underbrace{\frac{1}{V(2 \pi)^{3}} \int d \mathbf{k} \frac{C_{2}}{k^{4}}\left(e^{-i \mathbf{k} \cdot \mathbf{r}}-1\right)}_{\mathcal{I}_{A}}+\underbrace{\int d \mathbf{k}\left(n(\mathbf{k})-\frac{C_{2}}{k^{4}}\right)\left(e^{-i \mathbf{k} \cdot \mathbf{r}}-1\right)}_{\mathcal{I}_{B}}, \tag{2.43}
\end{align*}
$$

where the second term, $\mathcal{I}_{A}$, can be computed exactly. Assuming that $n(\mathbf{k}) \simeq C_{2} / k^{4}$ at large $k, \mathcal{I}_{B}$ is $O\left(r^{2}\right)$ [58]. Thus the small- $r$ expansion of $g^{(1)}(\mathbf{r})$ reads

$$
\begin{equation*}
g^{(1)}(\mathbf{r}) \stackrel{r \rightarrow 0}{\simeq} \frac{N}{V}-\frac{C_{2}}{8 \pi V} r+O\left(r^{2}\right) \tag{2.44}
\end{equation*}
$$

Thus the contact density $c_{2} \equiv C_{2} / V$ corresponds to the $r$-derivative of $g^{(1)}(\mathbf{r})$ for $r \rightarrow 0$, up to numerical prefactors, and it can be computed from Eq. 2.41. This leads to

$$
\begin{equation*}
c_{2} \rho^{-4 / 3}=\frac{128 \pi}{8+9 \sqrt{2}\left(\lambda_{\mathrm{th}}^{3} \rho\right)}\left(\lambda_{\mathrm{th}} \rho^{1 / 3}\right)^{2} \tag{2.45}
\end{equation*}
$$

which holds for two particles in the high-temperature regime ( $\lambda_{\text {th }} \rho^{1 / 3} \ll 1$ ). At smaller temperatures, the shape of the box becomes relevant and Eq. 2.41 is not valid, since it is based on the approximation in Eq. 2.40.

The full momentum distribution can be computed from the expression in Eq. 2.41, by performing the Fourier transform in Eq. 2.39 numerically. For $\lambda_{\text {th }} \rho^{1 / 3}$ up to 0.6 , the resulting $n(\mathbf{k})$ curves agree with the exact results obtained through the QMC method (see Fig. 2.3). The small- $k$ part is well described by the momentum distribution of noninteracting distinguishable particles, which crosses over into the asymptotic power-law tail at $k \approx k^{*}$. The length scale over which the derivative of $g^{(1)}(\mathbf{r})$ is finite is set by the thermal wavelength $\lambda_{\text {th }}$ (cf. Eq. 2.41). Therefore the crossover momentum $k^{*}$ should be proportional to $1 / \lambda_{\text {th }}$. This is confirmed by the results shown in Fig. 2.3, where we find that $k^{*} \approx 10 / \lambda_{\text {th }}$.

### 2.1.3.2 Pair-correlation function



Figure 2.4: Panel a: Rescaled contact density for two bosons in a periodic cubic box. Approximate expressions are computed starting from $g^{(1)}(\mathbf{r})$ (black solid line, cf. Eq. 2.45) and $g^{(2)}(\mathbf{r})$ (dashed red line, cf. Eq. 2.48), and compared with the exact results (black dots, obtained through QMC). Panel b: Pair-correlation function for two bosons in a periodic cubic box, at different temperatures (see legend). At each temperature, the approximate high-temperature expression (solid line, cf. Eq. 2.46) is compared with the exact QMC curve (dots, cf. Chapter 3). The expression in Eq. 2.46 is multiplied by the distribution of periodic distances for two non-interacting particles (different from unity only for $r>L / 2$ ), and then rescaled to obtain the correct normalization (cf. Section 4.4.3).

We also compute the pair-correlation function $g^{(2)}(\mathbf{r})$ analytically, in the limit of high
temperature. Starting from the definition in Eq. 2.38, we find

$$
\begin{equation*}
g^{(2)}(\mathbf{r})=\frac{2}{V^{2}}[1+\underbrace{\exp \left(-\frac{2 \pi r^{2}}{\lambda_{\mathrm{th}}^{2}}\right)}_{\text {2nd term }}+\underbrace{\frac{2 \lambda_{\mathrm{th}}^{2}}{\pi r^{2}} \exp \left(-\frac{2 \pi r^{2}}{\lambda_{\mathrm{th}}^{2}}\right)}_{\text {3rd term }}] . \tag{2.46}
\end{equation*}
$$

As for $g^{(1)}(\mathbf{r})$, the pair-correlation function is the sum of three terms. The first is the result for two distinguishable non-interacting particles, where $g^{(2)}(\mathbf{r})$ is a constant. The second term corresponds to the boson-bunching effect [61]: Bosonic statistics leads to the doubling of the statistical weight of configurations with the two particles at zero distance. The third term is the correction due to unitary, zero-range interactions for two bosons, and it diverges as $1 / r^{2}$ at short distance. This leads to an alternative expression for the contact density $c_{2}$, which can be obtained through [49, 59]

$$
\begin{equation*}
c_{2}=\lim _{r \rightarrow 0}\left[(4 \pi r)^{2} g^{(2)}(\mathbf{r})\right], \tag{2.47}
\end{equation*}
$$

for any N -body system. By applying Eq. 2.48 to the high-temperature pair-correlation function for two bosons (cf. Eq. 2.46), we find

$$
\begin{equation*}
c_{2} \rho^{-4 / 3}=16 \pi\left(\lambda_{\mathrm{th}} \rho^{1 / 3}\right)^{2} \tag{2.48}
\end{equation*}
$$

This corresponds to the second-order virial-expansion result [62, 63, 64], up to a factor of two (which is a finite- $N$ correction, see Appendix 4.A).

The contact densities in Eqs. 2.45 and 2.48 (obtained through $g^{(1)}(\mathbf{r})$ and $g^{(2)}(\mathbf{r})$, respectively) are equal at high temperature. Both expressions are only approximately valid, and cannot be used at low temperature. By a comparison with the exact QMC data, however, we observe that Eq. 2.45 better captures the temperature dependence of $c_{2}$, for two bosons in a periodic box (see Fig. 2.4a). At high temperature, the rescaled contact density $c_{2} \rho^{-4 / 3}$ is proportional to $\left(\lambda_{\mathrm{th}} \rho^{1 / 3}\right)^{2} . c_{2}$ reaches its maximum value for $\lambda_{\text {th }} \rho^{1 / 3} \approx 0.9$, and then decreases for larger $\lambda_{\text {th }} \rho^{1 / 3}$. A similar behavior is observed for the many-body case, $c f$. Sections 4.3.2 and 4.4.3. Eq. 2.46 for the pair-correlation function is only valid in the high-temperature regime, for small $\lambda_{\mathrm{th}} \rho^{1 / 3}$, as is clear when comparing it with the exact curves obtained through QMC simulations (see Fig. 2.4b). The temperature at which deviations first appear corresponds to $\lambda_{\text {th }} \rho^{1 / 3} \approx 0.8$.

### 2.2 Three-body physics and Efimov effect

In the Section 2.1, we described two bosons interacting through a zero-range potential with infinite scattering length. In the $|a| \rightarrow \infty$ limit, the shallow dimer state (which
exists for $a>0$ ) becomes unbound, as its size diverges and its binding energy vanishes. If a third identical boson is added, however, an infinite sequence of three-body bound states appears. This was first described by V. Efimov in 1970 [7, 65], in the context of nuclear physics. These states are characterized by a discrete scale invariance, where the $(n+1)$-th trimer has an energy which is $\approx 515$ times smaller than the $n$-th state, and a linear size which is $\approx 22.7$ times larger. Moreover, they have universal properties, which can be obtained starting from different two-body potentials having a short range and a large scattering lengths. For $a \leq 0$, Efimov trimers are Borromean states, since three particles form a bound state even in the absence of any two-body binding.

Forty years after the prediction of Efimov trimers, signatures of these states have been observed in experiments with strongly-interacting ultracold atomic gases (see Section 2.3). This has lead to an renewed experimental and theoretical interest towards Efimov physics, which has reached diverse fields as quantum magnets [66] and threestranded DNA (see [67] and references therein).

In this section, we describe the basic derivation of the Efimov effect, for the case of a model two-body potential with zero range and infinite scattering length [10]. This mainly consists in obtaining a certain class of solutions of the $N=3$ Schrödinger equation, in the low-energy regime. This theory allows to obtain the infinite tower of scaleinvariant, universal Efimov trimers. However, using a zero-range two-body potential leads to the Thomas collapse, where a trimer state exists with infinite binding energy and vanishing size. To regularize the problem, we introduce a three-body regulator (cf. Section 2.2.2), in the form of a cutoff on the three-body distance. This model only weakly deviates from the universal Efimov theory (cf. Section 2.2.2), and it will be the basis for our study of the many-body case (the unitary Bose gas, see Chapter 4).

Furthermore, we explain in Section 2.2.2.1 how some specific properties of Efimov trimers also provide a method to calibrate the quantum Monte Carlo scheme described in Chapter 3. This method is used here to study the ground-state Efimov trimer (see Section 2.2.2), and in Chapter 4 for the unitary Bose gas.

### 2.2.1 Efimov trimers

Here we sketch the derivation of the universal theory for the Efimov effect, for the case of three identical bosons with infinite scattering length and zero-range interactions ${ }^{2}$. The three-body Hamiltonian reads

$$
\begin{equation*}
H=\sum_{i=1}^{3} \frac{\mathbf{p}_{i}^{2}}{2}+V_{2}\left(r_{12}\right)+V_{2}\left(r_{23}\right)+V_{2}\left(r_{31}\right) \tag{2.49}
\end{equation*}
$$

and we are only interested in the relative-motion problem, in the frame of the center of mass of the three particles. In this case, a configuration is defined through six degrees

[^3]of freedom. It is convenient to express the three-body problem by using different sets of variables, namely the Jacobi and hyperspherical coordinates. Given three positions $\mathbf{x}_{1}, \mathbf{x}_{2}$ and $\mathbf{x}_{3}$, Jacobi coordinates read
\[

$$
\begin{equation*}
\mathbf{r}_{i j}=\mathbf{x}_{i}-\mathbf{x}_{j}, \quad \mathbf{r}_{k, i j}=\mathbf{x}_{k}-\frac{\mathbf{x}_{i}+\mathbf{x}_{j}}{2} \tag{2.50}
\end{equation*}
$$

\]

for any permutation $\{i, j, k\}$ of $\{1,2,3\}$. In the center-of-mass frame, a configuration is specified by any pair of vectors $\mathbf{r}_{i j}$ and $\mathbf{r}_{k, i j}$. The hyperradial coordinates consist in the hyperradius $R$, the Delves hyperangle $\alpha_{k}$, and the two unit vectors $\hat{\mathbf{r}}_{i j} \equiv \mathbf{r}_{i j} /\left|\mathbf{r}_{i j}\right|$ and $\hat{\mathbf{r}}_{k, i j} \equiv \mathbf{r}_{k, i j} /\left|\mathbf{r}_{k, i j}\right|$. The hyperradius is defined through

$$
\begin{equation*}
R \equiv \sqrt{\frac{r_{12}^{2}+r_{23}^{2}+r_{31}^{2}}{3}}=\sqrt{\frac{1}{2} r_{i j}^{2}+\frac{2}{3} r_{k, i j \prime}^{2}} \tag{2.51}
\end{equation*}
$$

while the Delves hyperangle reads

$$
\begin{equation*}
\alpha_{k}=\arctan \left(\frac{\sqrt{3} r_{i j}}{2 r_{k, i j}}\right), \tag{2.52}
\end{equation*}
$$

with $\alpha_{k} \in[0, \pi / 2]$. We collectively denote the angular variables by $\Omega=\left(\alpha_{k}, \hat{\mathbf{r}}_{i j}, \hat{\mathbf{r}}_{k, i j}\right)$.
The three-body wave function $\Psi(R, \Omega)$, which satisfies the Schrödinger equation for the Hamiltonian in Eq. 2.49, can be decomposed on a complete set of hyperangular functions $\Phi_{n}(\Omega, R)$ :

$$
\begin{equation*}
\Psi(R, \alpha)=\frac{1}{R^{5 / 2}} \sum_{n} f_{n}(R) \Phi_{n}(\Omega ; R) \tag{2.53}
\end{equation*}
$$

and the Faddeev decomposition of $\Phi_{n}$ reads

$$
\begin{equation*}
\Phi_{n}(\Omega ; R)=\sum_{k=1}^{3} \frac{\phi(\Omega ; R)}{\sin 2 \alpha_{k}} \tag{2.54}
\end{equation*}
$$

for three identical bosons. In the low-energy regime, the dependence of $\phi$ on $\hat{\mathbf{r}}_{i j}$ and $\hat{\mathbf{r}}_{k, i j}$ can be neglected, which is equivalent to only considering the first term in the corresponding partial-wave expansions. The solution for $\Phi_{n}$ introduces an additional effective potential $V_{n}(R)$ in the Schrödinger equation for the $n$-th hyperradial wave function, $f_{n}(R)$. The different channels are in principle not independent, but their coupling can be neglected in the low-energy limit. We consider the $n=0$ channel, which is the only one with an attractive effective potential supporting a bound state [65]. The effective potential $V_{0}(R)$ is proportional to $R^{-2}$, and it depends on $s_{0}=1.0062378$.., the solution of

$$
\begin{equation*}
s_{0} \cosh \frac{\pi s_{0}}{2}=\frac{8}{\sqrt{3}} \sinh \frac{\pi s_{0}}{6} \tag{2.55}
\end{equation*}
$$

The Schrödinger equation for $f_{0}(R)$ reads

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m}\left(\frac{\partial^{2}}{\partial R^{2}}+\frac{s_{0}^{2}+1 / 4}{R^{2}}\right) f_{0}(R)=E f_{0}(R) \tag{2.56}
\end{equation*}
$$

and the binding momentum $\mathcal{K}$ reads

$$
\begin{equation*}
\kappa=\sqrt{\frac{-m E}{\hbar^{2}}} \tag{2.57}
\end{equation*}
$$

The solution of Eq. 2.56 which decays exponentially at large hyperradius is

$$
\begin{equation*}
f_{0}(R)=\frac{2 \kappa \sqrt{R} K_{i s_{0}}(\sqrt{2} \kappa R)}{\sqrt{\pi s_{0} \operatorname{csch}\left(\pi s_{0}\right)}} \tag{2.58}
\end{equation*}
$$

where csch is the hyperbolic cosecant and $K_{i s_{0}}$ is the Bessel function with imaginary index $i_{0}$.

The wave function $f_{0}(R)$ depends on a single parameter, namely its binding momentum $\kappa$. Fixing a small- $R$ boundary conditions for its logarithmic derivative sets a constraint on of $\kappa$, which is restricted to take a discrete set of values $\kappa_{n}$. These values form an infinite geometric sequence, defined by [65]

$$
\begin{equation*}
\frac{\kappa_{n}}{\kappa_{n+1}}=e^{\pi / s_{0}} \approx 22.694 \quad \text { for } n \in \mathbb{Z} \tag{2.59}
\end{equation*}
$$

Therefore there exists an infinite sequence of states, known as Efimov trimers, with energies $E_{n}$ which satisfy

$$
\begin{equation*}
\frac{E_{n}}{E_{n+1}}=e^{2 \pi / s_{0}} \approx 515 \tag{2.60}
\end{equation*}
$$

The peculiarity of these states is their scale invariance: The $n$-th and $(n+1)$-th are simply a rescaled version of one another, with a length scale set by $1 / \kappa_{n}$. The knowledge of the binding momentum $\kappa_{n}$ for a specific $n=n^{*}$ determines the whole sequence $\left\{\kappa_{n}\right\}$. This corresponds to the fact that the universality of a system of three stronglyinteracting unitary bosons is not fully determined by the scattering length, but it also depends on a three-body parameter. In Section 2.2.2 we show how this parameter is fixed in our model, while in Section 2.3.2 we describe its experimental characterization.

The size of a trimer can be measured through its average squared hyperradius,

$$
\begin{equation*}
\left\langle R^{2}\right\rangle=\frac{\int_{0}^{\infty} d R\left|f_{0}(R)\right|^{2} R^{2}}{\int_{0}^{\infty} d R\left|f_{0}(R)\right|^{2}} \tag{2.61}
\end{equation*}
$$

which is connected to the trimer binding momentum $\kappa$ through

$$
\begin{equation*}
\kappa^{2}=\frac{1+s_{0}^{2}}{3} \frac{1}{\left\langle R^{2}\right\rangle} \tag{2.62}
\end{equation*}
$$

as obtained directly through Eqs. 2.58 and $2.61^{3}$. For $n \rightarrow \infty$, the binding energy of the $n$-th trimer tends to zero (cf. Eq. 2.60) and its characteristic size diverges, while for $n \rightarrow \infty$ the binding energy $\left|E_{n}\right|$ diverges and the trimer collapses to a single point in space at any temperature. The latter is known as the Thomas collapse [68], which we discuss further in Section 2.2.2.

### 2.2.2 Three-body-cutoff model

As the Efimov spectrum is not bounded from below, three unitary bosons with zerorange interactions would collapse to a single point, at any temperature. This is also visible in the small- $R$ behavior of the hyperradial wave function $f_{0}(R)$, which reads

$$
\begin{equation*}
f_{0}(R) \simeq-\frac{2 \kappa \sqrt{R}}{\sqrt{s_{0}}} \sin \left(s_{0} \log (\kappa R)+\alpha_{0}\right) \tag{2.63}
\end{equation*}
$$

where $\alpha_{0} \simeq-0.0477$ is a constant depending on $s_{0}$ [10]. The signature of Thomas collapse is that the oscillatory function in Eq. 2.63 has infinitely many nodes, for a given value of $\kappa$ (see Fig. 2.5). Starting from the outermost node, the values of $\kappa R$ for these nodes differ by integer multiples of $\exp \left(-\pi / s_{0}\right)$. Therefore, for any trimer state (characterized by $\kappa$ ) there exist infinitely many other trimers with larger energy and smaller size [69].


Figure 2.5: Hyperradial wave function of an Efimov trimer (orange solid line, cf. Eq. 2.58) and its small-R expansion (blue dashed line, cf. Eq. 2.63). The four outermost nodes of $f_{0}(R)$ are marked by blue circles.

[^4]The pathological Thomas collapse is a consequence of using the zero-range twobody potential. This potential does not include any information about the short-range part of realistic interactions, which would otherwise lead to a small- $R$ repulsive term in the Schrödinger equation for $f_{0}(R)$ [70]. Using a realistic two-body potential with range $r_{0}$ would set a large energy scale $\propto 1 / r_{0}^{2}$. This would provide a lower bound on the Efimov spectrum, leading to the appearance of one specific ground-state trimer.

Within the model based on zero-range two-body interactions, Thomas collapse can be avoided introducing a small- $R$ cutoff on $f_{0}(R)$ [69,10,71, 12]. This corresponds to setting $f_{0}(R)=0$ for any $R \leq R_{0}$, where $R_{0}$ is chosen as the outermost node of $f_{0}(R)-$ see Fig. 2.5. This introduces a lower bound on the Efimov spectrum, so that there exists a well-defined ground-state trimer, with binding momentum ${ }^{4}$

$$
\begin{equation*}
\kappa_{0}=\frac{e^{-\left(\pi+\alpha_{0}\right) / s_{0}}}{R_{0}} \simeq \frac{0.046203}{R_{0}} \tag{2.64}
\end{equation*}
$$

and energy

$$
\begin{equation*}
E_{T}=-\frac{\hbar^{2} \kappa_{0}^{2}}{m} \simeq-\frac{\hbar^{2}}{m} \frac{0.0021347}{R_{0}^{2}} \tag{2.65}
\end{equation*}
$$

Setting a cutoff for $R \leq R_{0}$ corresponds to considering the Hamiltonian

$$
\begin{equation*}
H=\sum_{i=1}^{3} \frac{\mathbf{p}_{i}^{2}}{2 m}+\sum_{i<j} V_{2}\left(r_{i j}\right)+V_{3}(R), \tag{2.66}
\end{equation*}
$$

where $V_{3}$ is a three-body hard-core repulsion:

$$
V_{3}(R)= \begin{cases}\infty & \text { if } R<R_{0}  \tag{2.67}\\ 0 & \text { if } R>R_{0}\end{cases}
$$

Eq. 2.66 can be generalized to the $N$-body case, as in

$$
\begin{equation*}
H=\sum_{i=1}^{N} \frac{\mathbf{p}_{i}^{2}}{2 m}+\sum_{i<j} V_{2}\left(r_{i j}\right)+\sum_{i<j<k} V_{3}\left(R_{i j k}\right), \tag{2.68}
\end{equation*}
$$

which constitutes the model for our study of the unitary Bose gas (see Chapter 4).
An alternative regularization scheme consists in replacing the three-body cutoff with a soft repulsive potential $V_{3}(R)$ [72]. This choice is easier to treat through the QMC method (cf. Chapter 3), at the price of an additional dependence on the functional form for $V_{3}$.

[^5]The choice of the hyperradial cutoff as a regulator is in principle arbitrary, and we need to verify the extent to which the universal properties of Efimov trimers are modified. For a trimer with binding momentum $\kappa$, the effect of the three-body cutoff on the wave function in Eq. 2.58 depends on $\kappa R_{0}$. For the ground-state trimer, this parameter is $\approx 0.046$, while for the $n$-th excited state it is approximately $0.046 / 22.7^{n}$. This guarantees that highly-excited states have a large overlap with the universal wave function in Eq. 2.58. The deviation from universality can be measured through the relative difference of $\kappa_{n} / \kappa_{n+1}$ from the scaling factor $\exp \left(\pi / s_{0}\right) \approx 22.7$, which reads [72]:

$$
\begin{equation*}
\operatorname{diff}_{n}=\frac{\frac{\kappa_{n}}{\kappa_{n+1}}-e^{\pi / s_{0}}}{e^{\pi / s_{0}}} \approx\left(5.297 \times 10^{-4}\right) \times e^{-6.244 n} \tag{2.69}
\end{equation*}
$$

This is already small for the ground state ( $\operatorname{diff}_{0} \simeq 0.053 \%$ ), and negligible for highly excited states (for instance, diff $_{4}<10^{-14}$ ).

We also compare universal Efimov trimers with the ground-state trimer of the three-body-cutoff model. For the latter, the hyperradial correlation function $P_{3}(R)$ and the single-particle momentum distribution $n(\mathbf{k})$ are computed through the QMC method (see Chapter 3), which gives access to thermal-equilibrium properties. Therefore, the only accessible trimer state is the ground state, which is the dominating state when the thermal energy $k_{B} T$ is much smaller than the energy gap $\Delta E$ to the first excited state. This condition reads

$$
\begin{equation*}
1 \ll \beta \Delta E=\beta\left|E_{T}\right|\left(1-e^{-2 \pi / s_{0}}\right) \approx \beta\left|E_{T}\right| \tag{2.70}
\end{equation*}
$$

where $E_{T}$ is the energy of the ground-state trimer (cf. Eq. 2.65). A technical aspect of our QMC simulations for the ground-state trimer is that they are performed for three bosons belonging to a single permutation cycle [51]. This is necessary to regulate the accessible volume, which is then set to be of the order of $\lambda_{\mathrm{th}}^{3}$. An alternative option would be to include a shallow harmonic trap. Fixing the permutation-cycle structure does not introduce a severe bias on the trimer state realized in the QMC simulations. The paths of the three particles come at extremely short distance, as seen in the divergence of $g^{(2)}(\mathbf{r})$ at small $r$, so that a different permutation structure could be considered at no cost (see Section 3.2.2.2). The only effect of the co-cyclicity condition is then to modify observables which involves length scales larger than $\approx \lambda_{\text {th }}$, or momenta smaller than $\approx 1 / \lambda_{\text {th }}$.

The hyperradial distribution function $P_{3}(R)$ for a universal trimer is obtained directly as $\left|f_{0}(R)\right|^{2}$, via Eq. 2.58 . In a QMC simulation which includes the three-body cutoff, $P_{3}(R)$ is obtained as a histogram of the hyperradii in several samples (cf. Section 3.3.1). To compare these two curves, we need to estimate $\kappa_{0}$ for the trimer obtained through QMC, which can be done by measuring the average hyperradius $\left\langle R^{2}\right\rangle$ and using Eq.2.62. This also provides a well-defined way to calibrate our QMC scheme, as described in Section 2.2.2.1. The two curves for $P_{3}(R)$ shown in Fig. 2.6 (for the universal trimer and for the ground-state trimer of the model with a hyperradial cutoff)
are indistinguishable, for $R>R_{0}$. This shows that even the ground-state trimer of the three-body-cutoff model is only weakly non-universal.


Figure 2.6: Hyperradial probability distribution $P_{3}(R)$ for a universal Efimov trimer (thin blue line, obtained as the squared modulus of $f_{0}(R), c f$. Eq. 2.58), and for the ground-state trimer of the model in Eq. 2.66 (thick orange line, through the QMC method described in Chapter 3). The QMC simulation is performed at $\beta\left|E_{T}\right| \approx 4$, with imaginary-time discretization $\lambda_{\mathrm{s}}=1.52 \times R_{0}$ (see Section 3.2.1). The binding momentum $\kappa_{0}$ is extracted from the QMC data through Eqs. 2.64 and 2.74 (cf. Section 2.2.2.1).

The QMC method also yields the single-particle momentum distribution $n(\mathbf{k})$ (see Section 3.3.4). For a universal trimer, the numerically exact expression of $n(\mathbf{k})$ has been computed [73]. As for $N=2, n(\mathbf{k})$ has a power-law tail, $C_{2} / k^{4}$, at large-momentum. Tan's contact parameter reads

$$
\begin{equation*}
C_{2}=\kappa \times 53.09722846 \ldots, \tag{2.71}
\end{equation*}
$$

where $\kappa$ is the trimer binding momentum [73]. Furthermore, $n(\mathbf{k})$ includes the subleading term

$$
\begin{equation*}
\frac{C_{3}}{k^{5}} \cos \left(2 s_{0} \log \left(\frac{\sqrt{3} k}{\kappa}\right)+\phi\right) \tag{2.72}
\end{equation*}
$$

where C3 is the three-body analogous of the two-body contact $C_{2}$, and

$$
\begin{align*}
C_{3} & \simeq-89.26260 \times \kappa^{2}  \tag{2.73}\\
\phi & \simeq-0.8727976 .
\end{align*}
$$

This term is a consequence of the Efimov effect, and it has also been predicted for a many-body system of unitary bosons [62] (see Section 4.3.1). In Fig. 2.7 we compare the momentum distribution of a universal Efimov trimer with the one for the ground-state trimer of the three-body-cutoff model, obtained through our QMC simulations. The binding momentum $\kappa_{0}$ is extracted through Eqs. 2.64 and 2.74 , so that the QMC data do not rely on any fitting parameter. $n(\mathbf{k})$ shows some weak deviation from the universal curve for $k \lesssim 2 / \lambda_{\text {th }}$, as a consequence of the finite temperature and of our choice for the volume regulation. For $k \lambda_{\text {th }} \gtrsim 2$, however, the two curves are in agreement over at least three orders of magnitude in $n(\mathbf{k})$ (cf. Fig. 2.7a). For large momenta, however, the statistical noise prevents the accurate determination of the QMC curve (cf. Fig. 2.7b). This is a known issue of the naive method to measure $n(\mathbf{k})$, which could be improved with dedicated QMC estimators (see discussion in Section 3.4.2). Nevertheless, it is possible to track the first part of the universal oscillations in $k^{4} n(\mathbf{k})$ (cf. Fig. 2.7b and Eq. 2.72). For even larger momenta (that is, for $k \gtrsim 1 / R_{0}$ ), the momentum distribution of the three-body hard-core model is expected to deviate from the universal curve.



Figure 2.7: Momentum distribution of a universal trimer (orange solid line, from Ref. [73]) and of the ground-state trimer in the presence of a three-body cutoff (blue points, through QMC method, cf. Fig. 2.6). The shaded area corresponds to $k \lambda_{\text {th }} \leq 2$, where our choice to regulate the volume in QMC simulations induce deviations from the universal curve.

### 2.2.2.1 Ground-state trimer through quantum Monte Carlo

The results for the ground-state trimer of the three-body-cutoff model (see Figs. 2.6 and 2.7) are obtained through the QMC method described in Chapter 3. An important detail of these calculations is that there exists a discrepancy between the value of $R_{0}$ which is imposed as an input ( $R_{0}^{\text {input }}$ ) and the actual value of $R_{0}$ which is realized in the simulation. This discrepancy follows from the fact that the QMC method is based on an
approximate form of the three-body density matrix, which incorporates the three-body cutoff through the Trotter approximation (see Section 3.2.1). The effective value of $R_{0}$ is obtained through this procedure [51]:

1. We set a certain $R_{0}^{\text {input }}$, which enters the approximate three-body density matrix via the Trotter approximation.
2. We extract the average hyperradius $\left\langle R^{2}\right\rangle$ from the QMC simulation and obtain the trimer binding momentum through Eq. 2.62.
3. We extract the effective value of $R_{0}$ through Eq. 2.64.

The Trotter approximation depends on $\tau$ (the imaginary-time discretization interval), and its validity requires a small value of this parameter. At low temperature, the only available length scales are $R_{0}^{\text {input }}$ and $\sqrt{\hbar^{2} \tau / m}$, so that they should also determine the deviation of $R_{0}$ from the input value $R_{0}^{\text {input }}$. This is confirmed by the QMC results in Fig. 2.8, which collapse on the single curve

$$
\begin{equation*}
\frac{R_{0}}{R_{0}^{\text {input }}} \simeq 1-0.588 \frac{\sqrt{\hbar^{2} \tau / m}}{R_{0}^{\text {input }}} \tag{2.74}
\end{equation*}
$$

This expression becomes invalid in the physically uninteresting regime where $\sqrt{\hbar^{2} \tau / m} \approx$ $R_{0}^{\text {input }}$. For all other cases, it provides a method to correct the Trotter approximation, in a way which is consistent with the universal Efimov theory for three particles (cf. Figs. 2.6 and 2.7, where the correction in Eq. 2.74 is already taken into account). Furthermore, Eq. 2.74 can be used also to determine the value of $R_{0}$ in a dilute many-body system (see Section 4.1).

### 2.3 Ultracold atoms with strong interactions

After the theoretical prediction of the Efimov effect, four decades passed before its first experimental signatures were observed [8]. This observation was achieved with ultracold atomic systems, where the Feshbach-resonance technique provides an extreme control of the interaction strength and allows to reach the unitary regime (see Section 2.3.1). Following the first observation, several results were obtained in connection with fewbody Efimov physics. Not only trimers of identical bosons were identified, but also four-body resonances and the Efimov effect for atomic mixtures. In most experiments, the central observable is the three-body recombination rate, the main contribution to losses of atoms from the confining potential, which has resonances corresponding to specific features of Efimov states (see Section 2.3.2).

While being useful to study few-body physics, three-body losses also constitute a severe obstacle towards the realization of a quantum-degenerate many-body state with unitary interactions. Both conditions (quantum degeneracy for a strongly-interacting


Figure 2.8: Discrepancy between $R_{0}$ and $R_{0}^{\text {input }}$, as a function of the dimensionless ratio $\sqrt{\hbar^{2} \tau / m} / R_{0}^{\text {input }}$. Different symbols correspond to different choices of $R_{0}^{\text {input }}$ (cf. legend, in arbitrary units), and all points are obtained in the low-temperature regime, $\beta\left|E_{T}\right|>2.5$ (cf. Eq. 2.70). The black dashed line corresponds to the linear fit in Eq. 2.74.
system, and the unitary limit for interactions) have been independently obtained in experiments $[33,74,75,76,77]$. A single experiment has been realized at low temperature and with unitary interactions [78], but its interpretation has not yet reached a consensus (see Section 2.3.2.1).

### 2.3.1 Feshbach resonances

The square-well model potential has a set of resonances for the s-wave scattering length, taking place for specific combinations of its range and depth (see Fig. 2.1b). More generally, scattering resonances also exist for higher partial waves. Shape resonances take place when the centrifugal barrier (cf. Eq. 2.5) generates a quasibound state at short distance (see for instance Refs [79] and [80]). If the energy of the incoming pair of particle is close to the quasibound state, this induces a resonance, with an enhanced cross section. In this case, the control parameter is the collision energy.

Both these examples involve a single channel, and their control parameters (the range and depth of the potential, or the collision energy) are not easily tunable. Around a Feshbach resonance, in contrast, the scattering properties can be modified through a magnetic field, allowing to tune $a$ across a wide interval [5]. This technique was first demonstrated with gases of Na and Rb atoms [81, 82], and it is the method of choice to produce strongly-interacting atomic clouds. The basic physics of a Feshbach resonance can be understood within a two-channels model. The atomic gas is prepared in a given hyperfine state, with the hyperspin quantum number resulting from the combination
of electronic and nuclear spins. The interparticle potential for atoms in this state defines an open channel, $V_{\text {open }}(r)$, for the low-energy scattering of two particles. Another potential $V_{\text {closed }}(r)$, for particles in a higher hyperfine state, defines the closed channel. This has a higher energy, and only its lowest bound states are accessible during a lowenergy collision (see Fig. 2.9a). Due to the hyperfine coupling between the two channels, transitions between an open-channel scattering state and a closed-channel bound state are allowed. The two channels have different magnetic moments, due to their different


Figure 2.9: Panel a: Sketch of the open and closed interaction channels. The Feshbach resonance takes place when the closed-channel bound state corresponds to the openchannel scattering threshold. Panel b: Dependence of the scattering length on the magnetic field, cf. Eq. 2.75.
hyperspin state. Thus their energy difference can be tuned by means of the Zeeman shift induced by an external magnetic field. A Feshbach resonance takes place when the closed-channel bound state reaches the open-channel scattering threshold. In this case, the scattering length is drastically enhanced, due to the vanishing gap between these two states. For a magnetic field $B$ close to the resonance value $B_{0}$, an approximate expression for $a$ reads

$$
\begin{equation*}
a(B) \approx a_{\mathrm{bg}}\left(1+\frac{\Delta}{B-B_{0}}\right) \tag{2.75}
\end{equation*}
$$

where $a_{\mathrm{bg}}$ is the background scattering length and $\Delta$ characterizes the resonance width (cf. Fig. 2.9b). This provides a strong control on $a$, which can be tuned to both positive and negative large values, or even made close to zero

### 2.3.2 Signatures of the Efimov effect

In Section 2.2.1, we described Efimov theory in the unitary limit, and its infinite tower of scale-invariant states (cf. Eq. 2.60). This theory can be extended to the case of large, finite $|a|$, and the corresponding spectrum of Efimov states is represented in Fig. 2.10. In the
chosen coordinate system (that is, $\operatorname{sign}(E) \sqrt{|E|} v s .1 / a$ ), the shallow dimer (cf. Eq. 2.19) corresponds to a straight line, forming an angle of $-\pi / 4$ with the $1 / a$ axis. When $|a| \rightarrow \infty$, the Efimov spectrum has an accumulation point at zero energy. For finite $|a|$, in contrast, there exist only a finite number of trimers (assuming that the Thomas collapse is not present, cf. Section 2.2.2). At negative $a$, the $n$-th trimer state disappears when $a=a_{n}^{-}$, where its energy reaches the threshold for a system of three unbound atoms. At positive $a$, the trimer becomes unstable at scattering length $a_{n}^{+}$, where it dissociates into a dimer and a single atom.


Figure 2.10: Energy spectrum for three identical bosons. For positive energy ("A+A+A" region), the three particles are unbound, while for $a>0$ they form a dimer+atom system (" $\mathrm{A}+\mathrm{D}$ " region, with the black dashed line corresponding to the dimer energy). Thick solid lines mark the energy of the first three trimer states, which touch the zero-energy threshold at negative scattering lengths $a_{n}^{-}$(squares). For positive scattering length $a_{n}^{+}$ (diamonds), the $n$-th trimer state disappears through the atom-dimer threshold. This figure is based on the parametrization of the Efimov spectrum from Ref. [10], and it has been deformed to make the first three states clearly visible.

In the universal regime, which is always reached for highly-excited trimer states, the Efimov spectrum in Fig. 2.10 has a geometric scale invariance which is also valid at finite scattering length (cf. the scale invariance at $|a|=\infty$, Eq. 2.60). This does not imply that the ratio between the binding energies of two subsequent trimers is constant and equal to $\approx 515$, which is only true in the unitary limit (cf. for instance the energies for $n=0$ and $n=1$ states at $a \lesssim a_{1}^{-}$, in Fig. 2.10). Nevertheless, the values of $a_{n}^{-}$and $a_{n}^{+}$
satisfy the universal scaling relation

$$
\begin{equation*}
a_{n_{2}}^{ \pm}=\left(e^{-\pi / s_{0}}\right)^{n_{2}-n_{1}} \times a_{n_{1}}^{ \pm} \tag{2.76}
\end{equation*}
$$

This corresponds to the fact that $a_{n}^{-}$and $a_{n}^{+}$are proportional to the inverse binding momentum of the $n$-th Efimov trimer, with prefactors which do not depend on $n$ [10].

The number of Efimov states which can be identified in a single experiment is limited by several factors. Excited trimers have a large spatial extension and small binding energy, which require a large sample and a very low temperature. Even the observation of the first excited state requires exceptional experimental conditions, with a weak trapping potential and temperatures as low as $T \approx 10 \mathrm{nK}$ [83]. Moreover, the Efimov spectrum is universal only for binding energies smaller than $\hbar^{2} /\left(m r_{0}^{2}\right)$, where $r_{0}$ is the range of two-body interactions. In practice, the simultaneous identification of more than two trimer states has not been achieved with systems of identical bosonic atoms.

The three-body recombination rate represents the central observable for experiments aimed at identifying Efimov states. When a three-body recombination event (or threebody loss) takes place, two atoms bind into a dimer state, and the third carries away the released momentum and energy. The dimer state can be a deep molecular state, with large binding energy, or a shallow universal dimer, for large and positive scattering length. This process generally causes the loss of all three particles from the confining trap, and thus represents an instability mechanism for an ultracold atomic gas. The strength of three-body losses is characterized by the rate $L_{3}$, defined through

$$
\begin{equation*}
\frac{\dot{N}}{N}=-L_{3}\left\langle\rho^{2}\right\rangle \tag{2.77}
\end{equation*}
$$

where $N$ is the number of atoms in the system, $\dot{N}$ is its time derivative, and $\left\langle\rho^{2}\right\rangle$ is the mean square density (averaged over the density profile). Far from Feshbach resonances, the three-body loss rate is small, being for instance equal to $L_{3} \simeq 4 \times 10^{-29} \mathrm{~cm}^{6} \mathrm{~s}^{-1}$ for non-condensed ${ }^{87} \mathrm{Rb}$ [84]. This corresponds to a decay rate below $1 /$ minute, for a trapcenter density lower than $5 \times 10^{13} \mathrm{~cm}^{-3}$ [45]. For large scattering length, however, $L_{3}$ is greatly enhanced, and this is a severe obstacle towards a realization of the quantumdegenerate, unitary Bose gas ( $c f$. Section 2.3.2.1).

At low temperature and close to a Feshbach resonance, the three-body recombination rate can be factorized as [85, 86, 10]

$$
\begin{equation*}
L_{3}=\frac{\hbar a^{4}}{m} f_{\eta}\left(\kappa_{*} a\right) \tag{2.78}
\end{equation*}
$$

where $f_{\eta}$ is a periodic function of $s_{0} \log \left(\kappa_{*} a\right), \kappa_{*}$ is the binding momentum of a given Efimov trimer, and $\eta$ is related to the lifetime of the Efimov trimer (a typical value for alkali atoms is $\eta \approx 0.1$ [9]). Considering negative scattering length and starting from vanishing $|a|, f_{\eta}$ resonantly increases each time that $a$ is equal to $a_{n}^{-}$, that is, each time
that a new Efimov trimer exists (cf. Fig. 2.10). The observation of these resonances in $L_{3}$ (and of the analogous features for positive $a$ ) provided the first unambiguous signature of the existence of Efimov states, obtained in 2006 with a gas of Cs atoms [8]. More recent experiments with ${ }^{7} \mathrm{Li},{ }^{39} \mathrm{~K}$ and ${ }^{133} \mathrm{Cs}[87,88,83]$ allowed to identify features corresponding to two trimer states, and the resulting estimates for the scaling factor were partially consistent with the universal value, $\exp \left(\pi / s_{0}\right) \simeq 22.7$. Following these original observations, the experimental and theoretical study of Efimov physics greatly increased (see Ref. [89] for a review). A notable example is the study of heteronuclear mixtures, where the scaling factor can be much smaller than its value of 22.7 for identical bosons. For a Fermi-Bose mixture of ${ }^{6} \mathrm{Li}$ and ${ }^{133} \mathrm{Cs}$ this scaling factor is $\approx 5$, which allowed the simultaneous observation of three consecutive Efimov resonances [90].

As described in Section 2.2, the universal properties of Efimov trimers depend on an additional three-body length scale. In our model, this is represented by the hyperradial cutoff $R_{0}$, while an alternative choice is the experimentally observable value of $a_{0}^{-}$. This length scale depends on all the details of the microscopic interactions which are not simply encoded in the scattering length. For an open-channel dominated Feshbach resonance, the only relevant length scale of the two-body interaction is the van der Waals length $l_{\mathrm{vdW}}$ (cf. Eq. 2.13), so that it is interesting to study its connection with the threebody parameter [89]. A surprising discovery is that the ratio $\left|a_{0}^{-}\right| / l_{\mathrm{vdW}}$ has very small fluctuations: For a total of ten different Feshbach resonances in systems of ${ }^{7} \mathrm{Li},{ }^{85} \mathrm{Rb}$, ${ }^{133} \mathrm{Cs}$, and ${ }^{39} \mathrm{~K}$, this ratio takes values in the interval 8-10 [91]. Several theoretical studies addressed this universal property [ $92,93,94,95$ ], and also the more complex study of $a_{0}^{+}$[96]. In Refs [92] and [94], it has been proposed that the universality of $\left|a_{0}^{-}\right| / l_{\mathrm{vdW}}$ follows from a strong effective repulsion for hyperradii of the order of $l_{\mathrm{vdW}}$, which suppresses the importance of short-range non-universal features. This barrier takes place at ${ }^{5} R \approx 2.6 \times l_{\mathrm{vdW}}$, which can be used to map our theoretical value of $R_{0}$ onto the van der Waals length.

To conclude this brief account of Efimov physics, we note that $N=3$ is special, and that no Efimov effect exists for more than three identical particles [97]. For the case of $N=4$, it has been predicted that two tetramer bound states are tied to each Efimov trimer [98, 99]. As for the $N=3$ case, the experimental observation of these four-body states was based on resonance features in the recombination rate [100]. The extension to $N>4$ is connected with the existence of a many-body Efimov liquid [71, 12], as discussed in Section 4.2,

### 2.3.2.1 Stability of the unitary Bose gas

The three-body recombination rate in Eq. 2.78 increases as $a^{4}$, implying that this mechanical instability would prevent the experimental observation of the unitary Bose

[^6]gas, where $|a| \rightarrow \infty$. At finite temperature, however, a saturation of $L_{3}$ takes place when $|a| \approx \lambda_{\text {th }}$, setting an upper bound for the recombination rate. The corresponding expression at unitarity reads [74]
\[

$$
\begin{equation*}
L_{3} \simeq \frac{\hbar^{5}}{m} 36 \sqrt{3} \pi^{2} \frac{1-e^{-4 \eta}}{\left(k_{B} T\right)^{2}} . \tag{2.79}
\end{equation*}
$$

\]

The $T^{-2}$ scaling of $L_{3}$ has been accurately measured in experiments with Li and Cs atoms, for temperatures spanning two orders of magnitude [74, 76].

The realization of a degenerate unitary gas would simultaneously require $\rho|a|^{3}$ and $\rho \lambda_{\text {th }}^{3}$ to be large, which could be achieved by two experimental paths, depending on which limit is taken first [101, 9]. In both cases, $L_{3}$ would diverge in the limit of large $|a|$ and $\lambda_{\text {th }}$ (cf. Eqs. 2.78 and 2.79). A way out of this unphysical prediction consists in the conjecture that the only relevant length scale in this regime is set by the density, so that an alternative expression for $L_{3}$ should be used. Several steps have already been taken towards a degenerate unitary Bose gas, by partially relaxing one of its two defining conditions (large $|a|$ and $\lambda_{\text {th }}$ ). In the degenerate non-unitary regime, beyond-mean-field features [32] have been experimentally identified by measuring the equation of state [33] and Tan's contact parameter [102]. In a non-degenerate regime, several experiments reached unitary interactions, with measurements centered on the threebody recombination rate $[74,75,76]$ or on the two- and three-body contact parameters [77].

A single experiment has addressed the low-temperature, unitary regime, by starting from a weakly-interacting Bose-Einstein condensate of Rb atoms and quickly ramping up the interaction strength [78]. A lifetime of the order of $600 \mu$ s is observed, long enough for the momentum distribution $n(\mathbf{k})$ to equilibrate, at least at large $k$. Measurements at different densities suggest a universal behavior, depending only on the interparticle distance. Consensus on the interpretation of this experiment has not been reached, especially concerning the effect of the fast ramp on the final temperature. On one side, it has been suggested that the experiment is in a degenerate state, with a universal dependence on the density, and that the observed momentum distributions is well fitted by the zero-temperature Efimovian prediction [62]. On the other side, the same curve has been fitted by high-temperature expansions, assuming that only local equilibrium is reached, and suggesting that the system is not degenerate [103, 63]. In Section 4.4, we provide more details about some theoretical descriptions of the degenerate unitary Bose gas, and compare our results to the experimental curve of Ref. [78].

In all aforementioned experiments, the atomic cloud is confined through a harmonic trap. The study of strongly-interacting Bose gases might benefit also from the recent advances in the use of homogeneous-box confinement [27]. Because of the uniform density profile, this set-up avoids the problem of having three-body recombination events taking place preferentially at the trap center, thus mitigating the effect of losses.

## Conclusion

In this chapter, we have described the physical properties of two or three stronglyinteracting bosons. For $N=2$, the exact density-matrix is known for unitary, zero-range interactions. This allows to derive analytical approximate expressions for the key correlation functions, $g^{(1)}(\mathbf{r})$ and $g^{(2)}(\mathbf{r})$, which show the peculiar features for this kind of interactions. Their validity, in the high-temperature limit, has been verified through the QMC method.

For $N=3$, we studied the Efimov trimers obtained within the three-body-cutoff model. Through QMC simulations for the ground-state trimer, we confirmed that the hyperradial distribution function agrees with the universal theory, for hyperradii larger than $R_{0}$. This is also true for the momentum distribution of the ground-state trimer, for momenta approximately smaller than $1 / R_{0}$. For the QMC calculations, the trimer binding momentum is extracted from the numerical data, so that no fitting parameter enters the results for $P(R)$ or $n(\mathbf{k})$.

## CHAPTER 3

## Path-Integral quantum Monte Carlo

In this chapter we discuss the quantum Monte Carlo (QMC) algorithm which is at the basis of the results shown in Chapters 2 and 4 , for strongly-interacting bosonic systems. We start with Monte Carlo sampling (Section 3.1), which also applies to the study of classical systems (cf. Chapter 5), and then focus on the path-integral QMC approach (see Section 3.2). For particles interacting through a zero-range unitary potential, we introduce a novel algorithm which constitutes the optimal solution for the two-body problem, and can be generalized to many-body simulations (cf. Section 3.2.2.3). In Section 3.3 we describe the main observables which can be measured, with a stress on their relevance for bosonic systems. We conclude with Section 3.4, where two practical aspects of QMC simulations are discussed.

### 3.1 Monte Carlo sampling

Given a probability distribution $p(x)$ for $x$ in a configuration space $X$, the task of statistical sampling (or Monte Carlo sampling) consists in choosing a sequence of samples $x_{1}, x_{2}, \cdots \in X$ in such a way that their observed probability corresponds to $p(x)$ in the limit of a large number of samples. This allows to estimate properties of $p(x)$ which might not be accessible analytically, the simplest example being the average of a function of $x$ (cf. Eqs.3.1 and 3.2). For a selected class of probability distributions, direct-sampling algorithms are available (cf. Section 3.1.1), that is, algorithms which can sample the target distribution without approximations. Most distribution can however not be sampled directly, and one must to resort to Markov-chain Monte Carlo methods (MCMC) [104, 105, 39], typically based on the Metropolis algorithm (cf. Section 3.1.2). This algorithm starts with a given configuration $x$ and produces a new sample $x^{\prime}$ which
is correlated with $x$. By repeating this operation, the sequence $x_{1}, x_{2}, \ldots$ is constructed, with elements which are distributed according to $p(x)$, in the limit of an infinite sequence.

Monte Carlo sampling has a direct application the study of a physical system in thermodynamic equilibrium, at an inverse temperature $\beta=1 /\left(k_{B} T\right)$. Each possible configuration of the system is assigned a statistical weight which depends only on its energy $E_{x}$, and is proportional to its Boltzmann weight $e^{-\beta E_{x}}$. Thus the average value of any static observable $O(x)$ (like the energy, or an $n$-points correlation function) is defined as

$$
\begin{equation*}
\langle O\rangle=\frac{\sum_{x} O(x) p(x)}{Z} \tag{3.1}
\end{equation*}
$$

where $Z \equiv \sum_{x} p(x)$ is the partition function of the system, and where the sum has to be replaced by an integral for systems with continuous degrees of freedom. The connection with Monte Carlo sampling results from the fact that an average observable can be estimated through the law of large numbers,

$$
\begin{equation*}
\langle O\rangle=\lim _{t \rightarrow \infty} O_{t} \equiv \lim _{t \rightarrow \infty}\left(\frac{1}{t} \sum_{t=1}^{t} O\left(x_{t}\right)\right) \tag{3.2}
\end{equation*}
$$

where $x_{1}, \ldots, x_{t}$ are samples drawn from $p(x)$ and $O_{t}$ is the average over a finite number $t$ of samples. It is essential that the partition function $Z$ does not enter the estimator in Eq. 3.2, as this quantity is not directly accessible, in general. The choice of the sampling algorithm does not affect the validity of Eq.3.2, but it affects the interpretation of $O_{t}$ when the number of samples $t$ is finite, which is always the case in a practical application. A large part of the research in the Monte Carlo field consists in designing algorithms with a fast convergence of $O_{t}$ to $\langle O\rangle$.

### 3.1.1 Direct sampling

Direct-sampling algorithms generate independent samples from a given probability distribution. This basic feature has to be confronted with other methods (notably Markovchain Monte Carlo, cf. Section 3.1.2), which rather produce correlated samples. Naive direct-sampling algorithms can be designed for a broad class of problems, but they often become unpractical in several relevant cases, a typical example being the case of physical systems with a large number of microscopic constituents.

In this work, we make use of several direct-sampling techniques, embedded inside more general Markov-chain schemes. For simple distributions, standard methods as a change of variable (cf. Section 3.1.1.1), rejection sampling (cf. Section 3.1.1.2), and tower sampling (cf. Section 3.1.1.3) are available. The Lévy reconstruction of a quantum path (cf. Section 3.2.2.1) is a direct-sampling algorithm to generate the discrete path of intermediate points connecting two given endpoints. Also the quantum paths of two particles interacting via a unitary zero-range potential can be sampled directly, through the novel algorithm described in Section 3.2.2.3.

### 3.1.1.1 Change of variable

The simplest direct sampling reduces the problem to the task of sampling a simpler probability distribution, for which direct sampling is already available. We consider a probability distribution $p(x)$ for $x \in \mathbb{R}$, and assume that the indefinite integral

$$
\begin{equation*}
f(x)=\int d x p(x) \tag{3.3}
\end{equation*}
$$

is known, and its inverse function $f^{-1}$ can be obtained explicitly. A concrete example is an exponential distribution,

$$
p(x)= \begin{cases}\frac{1}{\zeta} \exp \left(-\frac{x}{\xi}\right) & \text { if } x \geq 0  \tag{3.4}\\ 0 & \text { else }\end{cases}
$$

where $\xi>0$ is a constant parameter. In this case, the integral in Eq. 3.3 is $f(x)=$ $-\exp (-x / \xi)$, and its inverse is $f^{-1}(z)=-\xi \log (-z)$. Through the change of variable $z=f(x)$, we can write

$$
\begin{equation*}
\int_{\mathbb{R}} d x p(x)=\int_{f(0)}^{f(\infty)} d z=\int_{-1}^{0} d z=\int_{\mathbb{R}} d z q(z) \tag{3.5}
\end{equation*}
$$

where we have introduced $q(z)$, the uniform distribution

$$
q(z)= \begin{cases}1 & \text { if }-1 \leq z<0  \tag{3.6}\\ 0 & \text { else }\end{cases}
$$

Therefore, a sample $x^{*}$ from $p(x)$ can be obtained by drawing a sample $z^{*}$ from $q(z)$ and using the inverse transformation $x^{*}=f^{-1}\left(z^{*}\right)$. Assuming that $q(z)$ can be sampled directly, this scheme constitutes a direct-sampling algorithm for $p(x)$. The generalization to more complex choices of $p(x)$ (for instance a higher-dimensional distribution) relies on the possibility of computing $\int d x p(x)$.

### 3.1.1.2 Rejection sampling

The rejection-sampling algorithm [106] also allows to samples $p(x)$ directly. Its first step is to choose an auxiliary distribution, $p^{\prime}(x)$, such that

$$
\begin{equation*}
p^{\prime}(x) \geq p(x) \quad \forall x, \tag{3.7}
\end{equation*}
$$

where neither $p(x)$ nor $p^{\prime}(x)$ need to be normalized. The distribution $p^{\prime}(x)$ is chosen such that it can be sampled directly. Then $p(x)$ can be sampled as follows:

1. Draw a sample $x^{*}$ from $p^{\prime}(x)$.
2. Draw a uniform random number $\eta$ between 0 and 1 .
3. If $\eta \leq p\left(x^{*}\right) / p^{\prime}\left(x^{*}\right)$, accept $x^{*}$, otherwise restart from step 1 .

The average rejection rate in step 3 is given by

$$
\begin{equation*}
1-\int d x\left(\frac{p^{\prime}(x)}{\int d y p^{\prime}(y)}\right) \frac{p(x)}{p^{\prime}(x)}=\frac{\int d x\left[p^{\prime}(x)-p(x)\right]}{\int d x p^{\prime}(x)} \leq 1 \tag{3.8}
\end{equation*}
$$

which is strictly larger than 0 (apart from the trivial case of $p^{\prime}(x)=p(x)$ ). The value of this rate determines the practical applicability of rejection-sampling to a specific case. The strategy to optimize this algorithm is to construct the upper bound $p^{\prime}(x)$ that minimizes $p^{\prime}(x)-p(x)$ (cf. Fig. 3.1). In Section 3.2.2.3, we describe an application of rejection-sampling to the two-body density matrix of unitary quantum particles, and explain how $p^{\prime}(x)$ is chosen.


Figure 3.1: Rejection-sampling scheme, in which a Gaussian upper bound $p^{\prime}(x)$ is used for the target distribution $p(x)$. The hatched area marks the difference between the two curves.

### 3.1.1.3 Tower sampling

While rejection sampling can be easily adapted to a probability distribution over a discrete configuration space, tower sampling represents an improved, rejection-free, method for this case. The probabilities $\left\{p_{i}\right\}_{i=1, \ldots, M}$ are given, and we assume that the partition function $Z=\sum_{i=1}^{M} p_{i}$ is known. Then a sample can be drawn with the following scheme [39]:

1. Draw a sample $\eta$ from the uniform distribution between 0 and $Z$.
2. Construct the cumulative distribution $c_{j}=\sum_{i=1}^{j} p_{i}$, for $j=1, \ldots, M$.
3. Find the value of $j$ such that $c_{j} \leq \eta<c_{j+1}$.

This value of $j$ represents a sample from the distribution $\left\{p_{i}\right\}$. For large $M$, the most computationally expensive part is the last step, namely the search of the value of $j$ for a given $\eta$. The naive algorithm (sequentially checking whether $c_{j} \leq \eta<c_{j+1}$, for all $j=1,2, \ldots$ ) requires a number of operations which scales linearly with $M$, while this scaling is reduced to $\log _{2} M$ by using the bisection-search method [39]. More efficient methods are available for the case in which several samples have to be drawn from a given distribution: At the price of an initialization of the order of $M$ operations, Walker's algorithm [107] allows to draw a sample in a fixed number of operation, independent on $M$.

### 3.1.2 Markov-chain Monte Carlo

The direct-sampling methods described above allow to obtain a sequence of statistically independent samples. In this section, in contrast, we present the Markov-chain Monte Carlo (MCMC) algorithm, which produces correlated samples. While this is a disadvantage with respect to direct sampling, MCMC algorithms have a much broader applicability. Here, we describe the case of a Markov chain with states in a discrete space $X$, and which evolves in discrete time steps. The main idea is to consider the required sequence of samples as the trajectory of a random walk of $t$ steps in the configuration space: $x_{1}, \ldots, x_{t} \in X$. Starting from a given initial state $x_{1}$, all other states are constructed via a sequential stochastic method: Any new state $x_{i+1}$ (for $i>1$ ) is randomly sampled from a distribution which depends on the previous state $x_{i}$. The fact that $x_{i+1}$ does not depend on the entire history $x_{1}, \ldots, x_{i}$ is a defining property of a Markov chain. The formal definition of this random walk consists in choosing its transition matrix, $\mathcal{T}_{y x}$. This is the probability to pass from a configuration $x$ to a configuration $y$ in one step, that is, the conditional probability for $x_{i+1}=y$ under the constraint that $x_{i}=x$. This leads to a distribution $p_{i}(x)$ for the $i$-th state being equal to $x$, which in general evolves with the Monte Carlo time step $i$ : The probability that the $(i+1)$-th sample is equal to $x$ reads

$$
\begin{equation*}
p_{i+1}(x)=p_{i}(x)+\sum_{y \in X} p_{i}(y) \mathcal{T}_{x y}-p_{i}(x) \sum_{y \in X} \mathcal{T}_{y x} \tag{3.9}
\end{equation*}
$$

A MCMC algorithm is defined through its transition matrix. Given a set of conditions for $\mathcal{T}_{y x}$ (namely irreducibility, aperiodicity, and stationarity, see below), the distribution $p_{t}(x)$ converges to the target distribution $p(x)$ which we want to sample, in the large- $t$ limit [108]. The first condition is the irreducibility of the transition matrix: For any pair of states $x, y \in X$, there exists a positive integer $t_{0}$ such that $\left(\mathcal{T}^{t_{0}}\right)_{x, y}>0$, where $\mathcal{T}^{t_{0}}$ is the $t_{0}$-th power of the matrix with elements $\mathcal{T}_{y x}$. This condition guarantees that there does not exist a partition of the configuration space into subsets such that the
probability of passing from one to another subset is zero. The second condition is aperiodicity. For an irreducible Markov chain, this consists in the following statement: For any pair of states $x, y \in X$, there exists a positive integer $t_{0}$ such that $\left(\mathcal{T}^{t}\right)_{x, y}>0$ for any $t>t_{0}$. An obvious violation of this condition would be a chain with an oscillatory behavior, such that $x_{t} \in X_{1} \subset X$ for $t$ odd and $x_{t} \in X \backslash X_{1}$ for $t$ even. The third condition concerns the existence of a stationary distribution $\operatorname{peq}(x)$ for $\mathcal{T}_{y x}$, that is, a distribution which is invariant under time evolution:

$$
\begin{equation*}
\operatorname{peq}(x)=\sum_{y \in X} \operatorname{peq}(y) \mathcal{T}_{x y} \tag{3.10}
\end{equation*}
$$

for all $x \in X$. Eq. 3.10 is known as the global-balance condition, and it corresponds to setting $p_{i+1}(x)=p_{i}(x)=p e q(x)$ in Eq. 3.9. The three conditions mentioned here (irreducibility, aperiodicity and global balance) guarantee that the Markov-chain has a unique stationary distribution [108]. In a typical application of Markov-chain Monte Carlo algorithm, the stationary distribution has to correspond to a given target distribution, determined by the problem under study. In this case, one has to replace peq(x) in Eq. 3.10 (or in Eq. 3.11 below) with the known target distribution $p(x)$. The globalbalance condition corresponds to the fact that the net balance of probability flow on a single configuration $x$ (that is, the difference between the incoming and outcoming probability fluxes) is equal to zero. A stricter condition consists in requiring that the net balance of probability flow between any two states $x$ and $y$ is equal to zero. This is the detailed-balance condition,

$$
\begin{equation*}
\operatorname{peq}(y) \mathcal{T}_{x y}=\operatorname{peq}(x) \mathcal{T}_{y x} \tag{3.11}
\end{equation*}
$$

which clearly implies Eq. 3.10 , since one property of $\mathcal{T}$ is that $\sum_{y} \mathcal{T}_{y x}=1$. All the algorithms presented in this work satisfy this more strict condition.

The aforementioned criteria on the transition matrix are necessary for the convergence of the Markov-chain Monte Carlo algorithm, but they leave a large freedom in the choice of a valid transition matrix. Among the possible constructions, the Metropolis algorithm $[109,110]$ stands out as the most frequently used. We start by splitting the evolution during one time step in two parts: The proposal of a new state, and its acceptance or rejection. This corresponds to factorizing $\mathcal{T}_{y x}$ into two parts:

$$
\begin{equation*}
\mathcal{T}_{y x}=\mathcal{A}_{x \rightarrow y} \times p_{\mathrm{acc}}^{x \rightarrow y} \tag{3.12}
\end{equation*}
$$

The first term $\left(\mathcal{A}_{x \rightarrow y}\right)$ is the a-priori probability for proposing $y$ as the state at time $t+1$, provided that the state at time $t$ is $x$. This needs to be a distribution from which $y$ can be obtained via a direct-sampling algorithm. The second factor ( $p_{\mathrm{acc}}^{x \rightarrow y}$ ) represents the acceptance probability: The new proposed state is accepted with probability $p_{\text {acc }}^{x \rightarrow y}$, while with probability $1-p_{\text {acc }}^{x \rightarrow y}$ the move is rejected and the new state is equal to the previous state. In the Metropolis algorithm, the acceptance probability is chosen as

$$
\begin{equation*}
p_{\mathrm{acc}}^{x \rightarrow y}=\min \left(1, \frac{p(y) \mathcal{A}_{y \rightarrow x}}{p(x) \mathcal{A}_{x \rightarrow y}}\right), \tag{3.13}
\end{equation*}
$$

which satisfies the detailed-balance condition in Eq.3.11, with $\operatorname{peq}(x)=p(x)$. When the a-priori probability is symmetric $\left(\mathcal{A}_{y \rightarrow x}=\mathcal{A}_{x \rightarrow y}\right)$, the acceptance probability takes the simpler form

$$
\begin{equation*}
p_{\mathrm{acc}}^{x \rightarrow y}=\min \left(1, \frac{p(y)}{p(x)}\right) . \tag{3.14}
\end{equation*}
$$

The Metropolis acceptance probability in Eq. 3.13 highlights one of the ideas behind the factorization in Eq. 3.12: If we had a direct-sampling algorithm for the target distribution $p$, we could set $\mathcal{A}_{x \rightarrow y}=p(y)$, and make the acceptance probability in Eq. 3.13 equal to one. The presence of a finite rejection probability, in contrast, reflects the fact that we are generally not able to sample directly from $p$.

Any Monte Carlo algorithm (either direct-sampling or MCMC) produces a sequence of samples $\left\{x_{1}, \ldots, x_{t}\right\}$ which gives access to the following estimator for the average value of an observable $O$ :

$$
\begin{equation*}
O_{t}=\frac{1}{t} \sum_{i=1}^{t} O\left(x_{i}\right) \tag{3.15}
\end{equation*}
$$

In the $t \rightarrow \infty$ limit, the standard deviation $\sigma_{\mathrm{MC}}(t)$ of $O_{t}$ (measured for instance through several independent realizations of the sequence $x_{1}, \ldots, x_{t}$ ) decays to zero, while $O_{t}$ converges to $\langle O\rangle$ (cf. Eq. 3.1). If the samples $\left\{x_{1}, \ldots, x_{t}\right\}$ are statistically independent (which is the case if they are produced via a direct sampling algorithm), the standard deviation of $O_{t}$ is equal to

$$
\begin{equation*}
\sigma_{\mathrm{MC}}(t)=\sigma_{\mathrm{MC}}^{\text {indept }}(t)=\sqrt{\frac{\left\langle O^{2}\right\rangle-\langle O\rangle^{2}}{t}} \tag{3.16}
\end{equation*}
$$

Eq. 3.16 follows from the central limit theorem [39], and $\sigma_{\mathrm{MC}}(t)$ provides a confidence interval to be assigned to the average-value estimator in Eq. 3.15 ${ }^{1}$. In contrast, Eq. 3.16 does not hold if the samples are statistically correlated, which is generally true when they are obtained through a MCMC algorithm. Several methods are available to estimate $\sigma_{\mathrm{MC}}(t)$ in this case (see for instance Ref. [104]), including those based on integrated autocorrelation time, binning analysis, and bootstrap/jacknife techniques [111]. Apart from providing a confidence interval for $O_{t}, \sigma_{\mathrm{MC}}(t)$ is also used to measure the efficiency of a given Monte Carlo algorithm, through the ratio

$$
\begin{equation*}
\frac{\sigma_{\mathrm{MC}}^{\text {indept }}(t)}{\sigma_{\mathrm{MC}}(t)} \tag{3.17}
\end{equation*}
$$

This quantity is equal to one (its maximum value) for statistically independent data, while it is smaller than one for correlated samples. A quantity directly related to the ratio in Eq. 3.17 is the autocorrelation function at equilibrium. In a MCMC algorithm, the
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\[

$$
\begin{equation*}
C_{O}(d t)=\frac{\frac{1}{t-d t} \sum_{i=1}^{t-d t} O\left(x_{i+d t}\right) O\left(x_{i}\right)-\left(\frac{1}{t-d t} \sum_{i=1}^{t-d t} O\left(x_{i}\right)\right)^{2}}{\frac{1}{t-d t} \sum_{i=1}^{t-d t} O^{2}\left(x_{i}\right)-\left(\frac{1}{t-d t} \sum_{i=1}^{t-d t} O\left(x_{i}\right)\right)^{2}} \tag{3.18}
\end{equation*}
$$

\]

where $t$ should be large enough that the Markov chain has reached its asymptotic stationary distribution. $C_{O}(d t)$ is equal to one for $d t=0$ and decays to zero at large $d t$. The standard deviation $\sigma_{\mathrm{MC}}(t)$ for a sequence of correlated samples is related to $C_{O}(d t)$ through

$$
\begin{equation*}
\sigma_{\mathrm{MC}}(t)=\sigma_{\mathrm{MC}}^{\text {indept }}(t) \times \sqrt{1+2 \sum_{d t>0} \mathrm{C}_{O}(d t)} \tag{3.19}
\end{equation*}
$$

This leads to the definition of the integrated autocorrelation time for $O$,

$$
\begin{equation*}
\tau_{\mathrm{int}}=1+2 \sum_{d t>0} C_{O}(d t) \tag{3.20}
\end{equation*}
$$

which corresponds to the $d t$ time scale over which the values of $O\left(x_{i}\right)$ and $O\left(x_{i+d t}\right)$ are significantly correlated. If $C_{O}(d t)$ takes a simple exponential form $\exp \left(-d t / \tau^{*}\right)$, and if $\tau^{*} \gg 1$, we have

$$
\begin{equation*}
\tau_{\mathrm{int}}=1+2 \sum_{d t>0} e^{-d t / \tau^{*}} \simeq 1+2 \int_{1}^{\infty} d d t e^{-d t / \tau^{*}} \simeq 2 \tau^{*} \tag{3.21}
\end{equation*}
$$

This makes the correspondence evident between $\tau_{\text {int }}$ and the time scale for the decay of correlations.

Due to its simplicity and generality, the Metropolis algorithm represents the workhorse for a vast range of applications, in several scientific fields. One of the practical limiting factors is the presence of large correlations between subsequent samples, which sets a limit for the size of the problems for which accurate calculations are feasible. In physical application, this reflects into a limit on the maximum number of constituents that can be included in the system, which may represent a severe issue in the study of critical phenomena [104]. Several extensions of the Metropolis algorithm, either general or modelspecific, have been proposed, to mitigate this problem. Among others, a class of irreversible algorithms (not satisfying the detailed-balance condition) have recently been shown to provide an efficiency gain for classical particle systems [112, 113, 114, 115] and spin models [116, 117].

### 3.1.3 Variable-dimensionality sampling

In Section 3.2, we describe how a quantum system can be mapped onto a classical representation and treated with a MCMC algorithm. A key feature of the sampling algorithm
employed in that case is that it draws samples from an extended configuration space (cf. Section 3.2.1). This space is partitioned into two sectors, and configurations in different sectors have a different number of degrees of freedom. The general MCMC scheme described in Section 3.1.2 can be applied also to this case, as described in this section. The resulting algorithm allows to estimate the ratio between the partition functions corresponding to the two sectors, which is a key observable (cf. Section 3.3.3). There exist several other applications of MCMC sampling in an extended space:

- The diagrammatic Monte Carlo technique consists in sampling from the sequence of terms which arise when a physical property is expressed through a series expansion. The main example is the Feynman-diagram expansion for observables of a quantum system [118, 119], where diagrams corresponding to different orders are associated with different numbers of variables.
- The Monte Carlo method of Ref. [120] aims at measuring Rényi entropies in a quantum many-body system. This is achieved by simulating two replicas of the same system, and computing the Rényi entropy through the ratio between two partition functions: The ordinary partition function of the two independent replicas, and an ad hoc partition function for the joint system in the presence of additional couplings.
- In the field of Bayesian inference, a similar algorithm is named reversible-jump Markov-chain Monte Carlo [121, 122]. Among its first applications, there has been the task of sampling from a mixture of different probability distributions, defined on spaces with different dimensionalities [123].

In this section we describe a general example from the class of variable-dimension algorithms. We consider a sequence of probability distributions $p_{n}$ defined on $\mathbb{R}^{n}$. The integral of $p_{n}$ over $\mathbb{R}^{n}$ is denoted by $Z_{n}$, and it may differ from one (which is the relevant case for statistical-physics applications with unknown partition functions). The dimension-changing algorithm samples configurations contributing to the extended partition function,

$$
\begin{equation*}
Z_{\mathrm{tot}} \equiv \sum_{n=0}^{\infty} Z_{n}=p_{0}+\sum_{n=1}^{\infty} \int d x_{1} \ldots d x_{n} p_{n}\left(x_{1}, \ldots, x_{n}\right) \tag{3.22}
\end{equation*}
$$

where $Z_{n}$ should decrease fast enough for large $n$, so that $Z_{\text {tot }}$ is finite. MC moves between two configurations with the same $n$ are constructed in the same way as in usual MCMC algorithms (cf. Section 3.1.2), while the sector-changing moves have some specific features. We consider moves between sectors $n$ and $n+1$, and denote configurations in these two sectors with $\mathbf{x} \in \mathbb{R}^{n}$ and $\mathbf{y} \in \mathbb{R}^{n+1}$. The detailed-balance condition for a $n \Leftrightarrow(n+1)$ move reads

$$
\begin{equation*}
p_{n}(\mathbf{x}) \mathcal{A}_{n \rightarrow n+1}(\mathbf{x}, \mathbf{y}) p_{\mathrm{acc}}^{n \rightarrow n+1}(\mathbf{x}, \mathbf{y})=p_{n+1}(\mathbf{y}) \mathcal{A}_{n+1 \rightarrow n}(\mathbf{x}, \mathbf{y}) p_{\mathrm{acc}}^{n+1 \rightarrow n}(\mathbf{x}, \mathbf{y}), \tag{3.23}
\end{equation*}
$$

where $\mathcal{A}_{n \rightarrow n+1}(\mathbf{x}, \mathbf{y})$ and $\mathcal{A}_{n+1 \rightarrow n}(\mathbf{x}, \mathbf{y})$ are normalized probability distributions for $\mathbf{y}$ and $\mathbf{x}$, respectively. The condition in Eq. 3.23 is automatically satisfied if $p_{\mathrm{acc}}^{n \rightarrow n+1}$ and $p_{\mathrm{acc}}^{n+1 \rightarrow n}$ are chosen according to the Metropolis rule:

$$
\begin{align*}
& p_{\mathrm{acc}}^{n \rightarrow n+1}(\mathbf{x}, \mathbf{y})=\min \left[1, \frac{p_{n+1}(\mathbf{y}) \mathcal{A}_{n+1 \rightarrow n}(\mathbf{x}, \mathbf{y})}{p_{n}(\mathbf{x}) \mathcal{A}_{n \rightarrow n+1}(\mathbf{x}, \mathbf{y})}\right]  \tag{3.24}\\
& p_{\mathrm{acc}}^{n+1 \rightarrow n}(\mathbf{x}, \mathbf{y})=\min \left[1, \frac{p_{n}(\mathbf{x}) \mathcal{A}_{n \rightarrow n+1}(\mathbf{x}, \mathbf{y})}{p_{n+1}(\mathbf{y}) \mathcal{A}_{n+1 \rightarrow n}(\mathbf{x}, \mathbf{y})}\right] \tag{3.25}
\end{align*}
$$

When proposing a move from $\mathbf{x} \in \mathbb{R}^{n}$ to $\mathbf{y} \in \mathbb{R}^{n+1}$, the a-priori probability $\mathcal{A}_{n \rightarrow n+1}(\mathbf{x}, \mathbf{y})$ also determines how to choose the $(n+1)$-th coordinate of $\mathbf{y}$. A simple choice for the a-priori probabilities is to have them only acting on the last component of $\mathbf{y}$ :

$$
\left\{\begin{array}{l}
\mathcal{A}_{n+1 \rightarrow n}(\mathbf{x}, \mathbf{y})=\left[\prod_{i=1}^{n} \delta\left(x_{i}-y_{i}\right)\right],  \tag{3.26}\\
\mathcal{A}_{n \rightarrow n+1}(\mathbf{x}, \mathbf{y})=\left[\prod_{i=1}^{n} \delta\left(x_{i}-y_{i}\right)\right] \mathcal{A}_{\text {last }}\left(y_{n+1}\right),
\end{array}\right.
$$

with $\int d y_{n+1} \mathcal{A}_{\text {last }}\left(y_{n+1}\right)=1$. In this case, the scheme for a $n \rightarrow n+1$ move consists in constructing $\mathbf{y}$ (by setting $y_{i}=x_{i}$ for $i=1, \ldots, n$ and sampling $y_{n+1}$ from $\mathcal{A}_{\text {last }}$ ), and accepting the move with probability $p_{\mathrm{acc}}^{n \rightarrow+1}(\mathbf{x}, \mathbf{y})$. The reverse move consists in setting $\mathbf{x}=\left\{y_{i}\right\}_{i=1, \ldots, n}$ and accepting the move to $\mathbf{x}$ with probability $p_{\mathrm{acc}}^{n+1 \rightarrow n}(\mathbf{x}, \mathbf{y})$. If this $n+1 \rightarrow n$ move is accepted, no memory of $y_{n+1}$ is conserved.

As a concrete example, we set

$$
\begin{equation*}
p_{n}(\mathbf{x})=\frac{1}{(n+1)^{3}} \frac{1}{\left(2 \pi \sigma^{2}\right)^{n / 2}} \exp \left(-\frac{\mathbf{x}^{2}}{2 \sigma^{2}}\right), \tag{3.27}
\end{equation*}
$$

for $\mathbf{x} \in \mathbb{R}^{n}$ and $n \geq 0$. The corresponding partition functions read

$$
\begin{equation*}
Z_{n}=\frac{1}{(n+1)^{3}} \tag{3.28}
\end{equation*}
$$

By using the algorithm described in this section ${ }^{2}$, we estimate the ratio $Z_{n} / Z_{0}$ through the ratio between the number of samples in the $n$-th and 0 -th sectors. The results are in agreement with the expected analytic values (cf. Fig. 3.2).

### 3.2 Sampling quantum paths

The density-matrix approach to the thermodynamics of quantum particles has been introduced for non-interacting particles (cf. Section 1.3), and used to study two bosons
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Figure 3.2: Statistical weight of the $n$-th sector for the extended probability distribution defined by Eq. 3.27, estimated via MC sampling (orange solid line, with error bars representing the standard error of the mean for 100 independent runs of $5 \times 10^{6} \mathrm{MC}$ steps each). Full agreement is obtained with the analytical expression (dashed blue line, cf. Eq. 3.28).
interacting through a zero-range potential (cf. Section 2.1.2). To obtain results for nontrivial cases, this approach must be complemented with Monte Carlo algorithms. This is the case for most of the results shown in Chapter 2 (cf. Figs. 2.4 and 2.3) and Chapter 4. In view of the applications in Chapters 2 and 4 for quantum particles with unitary interactions, the current section includes a detailed description of our path integral Monte Carlo algorithm.

### 3.2.1 Path integrals and Monte Carlo

The density matrix $\rho_{N}$ for $N$ distinguishable particles and its generalization $\rho_{N}^{\text {bos }}$ for $N$ bosons have been introduced in Section 1.3. It is convenient to rewrite $\rho_{N}\left(\mathbf{X}, \mathbf{X}^{\prime} ; \beta\right)$ as a convolution of high-temperature density matrices $\rho_{N}\left(\mathbf{X}, \mathbf{X}^{\prime} ; \tau\right)$, where $\tau=\beta / S$ is the imaginary-time discretization and we are using the shorthands $\mathbf{X}=\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right\}$ and $\mathbf{X}^{\prime}=\left\{\mathbf{x}_{1}^{\prime}, \ldots, \mathbf{x}_{N}^{\prime}\right\}$. This rewriting is expressed as

$$
\begin{equation*}
\rho_{N}\left(\mathbf{X}, \mathbf{X}^{\prime} ; \beta\right)=\int d \mathbf{X}^{1} \ldots d \mathbf{X}^{S-1}\left[\rho_{N}\left(\mathbf{X}, \mathbf{X}^{1} ; \tau\right) \rho_{N}\left(\mathbf{X}^{1}, \mathbf{X}^{2} ; \tau\right) \ldots \rho_{N}\left(\mathbf{X}^{S-1}, \mathbf{X}^{\prime} ; \tau\right)\right] \tag{3.29}
\end{equation*}
$$

where $\mathbf{X}^{s}$ corresponds to $\left\{\mathbf{x}_{1}^{s}, \ldots, \mathbf{x}_{N}^{s}\right\}$, and $d \mathbf{X}$ is a shorthand for $d \mathbf{x}_{1} \ldots d \mathbf{x}_{N}$. A given value of $s=0, \ldots, S-1$ defines an imaginary-time slice, and the positions $\mathbf{x}_{i}^{s}$ on each slice are named beads. Eq. 3.29 is exact, independently of interparticle interactions or
external potentials. The choice of $S$ introduces a length scale

$$
\begin{equation*}
\lambda_{\mathrm{s}}=\sqrt{\frac{2 \pi \hbar^{2} \tau}{m}}=\sqrt{\frac{2 \pi \hbar^{2} \beta}{m S}} \tag{3.30}
\end{equation*}
$$

which is the thermal wavelength corresponding to the inverse-temperature interval of a single slice. The decomposition in Eq. 3.29 does not affect the way in which the bosonic density matrix is constructed, as the average of $\rho_{N}\left(\mathbf{X}, P \mathbf{X}^{\prime} ; \beta\right)$ over all permutations $P$ (cf. Eq. 1.27).

While the discretization in Eq. 3.29 is exact, it is introduced because it allows to devise useful approximation schemes. By increasing $S$, the interval $\tau=\beta$ /S can be made arbitrarily small. Thus the term $\rho_{N}\left(\mathbf{X}^{s}, \mathbf{X}^{s-1} ; \tau\right)$ in Eq. 3.29 corresponds to the density matrix for a system of $N$ particles at temperature $\left(k_{B} / \beta\right) \times S$, which can be made arbitrarily large. In this case, approximated expressions for $\rho_{N}$ are available. The Trotter break-up [124] can be used for any Hamiltonian formed by a kinetic term and a general potential term $\widetilde{V}(\mathbf{X})$, possibly including terms at any order (an external one-body potential, two-body interactions, three-body interactions, ...). The approximation reads:

$$
\begin{equation*}
\rho_{N}\left(\mathbf{X}^{s}, \mathbf{X}^{s+1} ; \tau\right) \simeq \exp \left(-\frac{\tau \widetilde{V}\left(\mathbf{X}^{s}\right)}{2}\right)\left[\prod_{i=1}^{N} \rho_{1}\left(\mathbf{x}_{i}^{s}, \mathbf{x}_{i}^{s+1} ; \tau\right)\right] \exp \left(-\frac{\tau \widetilde{V}\left(\mathbf{X}^{s+1}\right)}{2}\right) \tag{3.31}
\end{equation*}
$$

The error in this approximation scales as $\tau^{3}$. An alternative approximation scheme is the pair-product approximation (PPA), relevant for the cases where the potential energy is the sum of two-body terms $V_{2}\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)$ for particles $i$ and $j[125,11]$. The single-slice thermal wavelength $\lambda_{\mathrm{s}} \propto 1 / \sqrt{S}$ can be made much smaller than the typical interparticle distance $\rho^{1 / 3}$, where $\rho=N / V$ is the density. If $\rho \lambda_{\mathrm{s}}^{3} \ll 1$, the probability of having three close-by particles (that is, in a region of volume $\lambda_{\mathrm{s}}^{3}$ ) is strongly suppressed with respect to the probability of having two close-by particles. For this reason, it is sufficient to only consider two-body terms in $\rho_{N}$, which leads to the following approximated expression

$$
\begin{equation*}
\rho_{N}\left(\mathbf{X}^{s}, \mathbf{X}^{s+1} ; \tau\right) \simeq \prod_{i=1}^{N} \rho_{1}\left(\mathbf{x}_{i}^{s}, \mathbf{x}_{i}^{s+1} \tau\right) \prod_{j<i} g^{\mathrm{rel}}\left(\mathbf{x}_{i}^{s}-\mathbf{x}_{j}^{s}, \mathbf{x}_{i}^{s+1}-\mathbf{x}_{j}^{s+1} ; \tau\right) . \tag{3.32}
\end{equation*}
$$

This approximation is most useful when $g^{\text {rel }}$ is known exactly, including the hard-sphere potential $[126,47]$ and the zero-range potential used in this work (cf. Section 2.1.2.1).

The QMC algorithm used in this thesis for the unitary-gas Hamiltonian (cf. Eq. 2.66) is based on a combination of Trotter and PPA approximations: The interparticle interactions are included via Eq. 3.32, while the Trotter break-up is used for the three-body cutoff. For a given imaginary-time discretization, we extract a $\tau$-dependent effective value of $R_{0}$ from three-particle simulations, which correctly reproduces Efimov physics for small but finite $\tau$ (cf. Section 2.2.2). As shown in Section 4.1, this approach allows to reduce the number of necessary imaginary-time slices, compared to the plain use of the

Trotter break-up. Therefore, it reduces the difficulty of treating hard-core interactions within this approximation, which in other works required to replace the three-body cutoff with a soft repulsive potential [72].

Independently of the choice for the approximation scheme used, we can write the $N$-body bosonic partition function as the integral of the corresponding density matrix:

$$
\begin{equation*}
Z_{\text {closed }}=\int d \mathbf{X} \rho_{N}^{\text {bos }}(\mathbf{X}, \mathbf{X} ; \beta) \tag{3.33}
\end{equation*}
$$

For bosons, this can be directly interpreted as the integral of a non-normalized probability distribution, where $\rho_{N}^{\text {bos }}(\mathbf{X}, \mathbf{X} ; \beta)$ is the statistical weight of the configuration $\mathbf{X}$. For a general $N$-fermions system, in contrast, the integrand can take negative values, as a consequence of anticommutation relations. This greatly complicates the use of QMC, often requiring additional approximations. The integral in Eq. 3.33 only includes closed paths. To extract information about off-diagonal properties as the one-body-reduced density matrix (cf. Section 3.3.3), we introduce a second partition function,

$$
\begin{equation*}
Z_{\text {open }}=\frac{1}{\xi_{0}^{3}} \int d \mathbf{r} \int d \mathbf{X} \rho_{N}^{\text {bos }}\left(\left\{\mathbf{x}_{1}+\mathbf{r}, \mathbf{x}_{2} \ldots, \mathbf{x}_{N}\right\},\left\{\mathbf{x}_{1}, \mathbf{x}_{2} \ldots, \mathbf{x}_{N}\right\} ; \beta\right) \tag{3.34}
\end{equation*}
$$

which includes one open path. Also the integrand of $Z_{\text {open }}$ can be interpreted as a statistical weight, but in this case the configuration is given by $(N+1)$ vectors: The $N$ positions $\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}$ and the relative vector $\mathbf{r}$ between the two ends of the open path. This also justifies the presence of the prefactor $\xi_{0}^{-3}$ in Eq. 3.34 (where $\xi_{0}$ has the units of a length), to make $Z_{\text {open }}$ dimensionless. The QMC algorithm described below is based on an extended partition function,

$$
\begin{equation*}
Z_{\text {tot }}=Z_{\text {closed }}+Z_{\text {open }} \tag{3.35}
\end{equation*}
$$

which includes both open and closed path-integral configurations. The relative weights of the closed and open sectors are $Z_{\text {closed }} / Z_{\text {tot }}$ and $Z_{\text {open }} / Z_{\text {tot }}$, and they can be modified by tuning $\xi_{0}$, which is a free parameter of the QMC algorithm. Physical observables do not depend on the choice of $\xi_{0}$, but this value enters in the Monte Carlo moves that change sector -cf. Section 3.2.4.

The path-integral formulation needs to be modified when the system consists of $N$ particles in a cubic box with periodic boundary conditions (PBC). In this case, the first and last bead of a closed path (which can be formed by one or more bosons) have to be periodic images of each other, but not necessarily coincide. As an example, if $\mathbf{x}_{j}^{0}, \ldots, \mathbf{x}_{j}^{S}$ is the path of particle $j$, then $\mathbf{x}_{j}^{0}$ and $\mathbf{x}_{j}^{S}$ can differ by $L \mathbf{w}$, where $L$ is the linear size of the box. The vector $\mathbf{w} \in \mathbb{Z}^{3}$ is the winding-number vector of the path, as it counts the number of times that the paths winds around the periodic box, in each one of the three directions. For one particle in a periodic box, the density matrix $\rho_{1}\left(\mathbf{x}, \mathbf{x}^{\prime} ; \beta\right)$ reads [39]

$$
\begin{equation*}
\rho_{1}^{\mathrm{PBC}}\left(\mathbf{x}, \mathbf{x}^{\prime} ; \beta\right)=\sum_{\mathbf{w} \in \mathbb{Z}^{3}} \rho_{1}\left(\mathbf{x}, \mathbf{x}^{\prime}+L \mathbf{w} ; \beta\right) . \tag{3.36}
\end{equation*}
$$

When $L \gg \lambda_{\text {th }}$ (that is, at high temperature), all terms with non-zero $\mathbf{w}$ in the righthand side of Eq. 3.36 are exponentially suppressed, so that $\rho_{1}^{\mathrm{PBC}}\left(\mathbf{x}, \mathbf{x}^{\prime} ; \beta\right) \simeq \rho_{1}\left(\mathbf{x}, \mathbf{x}^{\prime} ; \beta\right)$. This is the case when we consider a single imaginary-time slice, corresponding to a thermal wavelength $\lambda_{\mathrm{s}}$ much smaller than $L$ (cf. Eq. 3.30). For this reason, we do not need to explicitly use $\rho_{1}^{\mathrm{PBC}}$ in the partition functions with discretized imaginary time (cf. Eqs. 3.37 and 3.38 below).

The QMC scheme described in this chapter and used in this thesis is local: All moves take place on a small imaginary-time interval, and a change of the winding number can only take place through a closing move (cf. Section 3.2.4). This choice is made in view of treating large systems of interacting particles. In other cases (for small $N$, or for noninteracting particles), the optimal choice would be to use QMC moves acting on a large imaginary-time slice.

Once the integrand of the partition function (in Eq. 3.33 or Eq.3.34) is identified with the statistical weight of a configuration ( $\mathbf{X}$, for $Z_{\text {closed }}$, or $\{\mathbf{X}, \mathbf{r}\}$, for $Z_{\text {open }}$ ), the MC approach described in Section 3.1 can be used to sample a sequence of configurations distributed from this statistical weight. This gives access to several diagonal or off-diagonal observables (see Section 3.3). In a practical application, an approximate version of the statistical weight $\rho_{N}^{\text {bos }}$ is used (like the Trotter break-up or the PPA), which requires the discretization of the imaginary-time interval $[0, \beta]$. Thus the actual problem for which a QMC algorithm is designed is the one defined by the closed-sector partition function

$$
\begin{equation*}
Z_{\text {closed }}=\int d \mathbf{X}^{0} \ldots d \mathbf{X}^{S-1} \prod_{s=0}^{S-1} \rho_{N}^{\text {bos }}\left(\mathbf{X}^{s}, \mathbf{X}^{s+1} ; \tau\right) \tag{3.37}
\end{equation*}
$$

where $\mathbf{X}^{S} \equiv \mathbf{X}^{0}$, and where $\rho_{N}^{\text {bos }}\left(\mathbf{X}^{s}, \mathbf{X}^{s+1} ; \tau\right)$ is replaced by a suitable high-temperature approximation. The open-sector partition function takes an analogous form:

$$
\begin{align*}
Z_{\text {open }}=\frac{1}{\xi_{0}^{3}} \int d \mathbf{r} \int d \mathbf{X}^{0} \ldots d \mathbf{X}^{S-1}\{ & {\left[\prod_{s=0}^{S-2} \rho_{N}^{\text {bos }}\left(\mathbf{X}^{s}, \mathbf{X}^{s+1} ; \tau\right)\right] \times } \\
& \left.\rho_{N}^{\text {bos }}\left(\left\{\mathbf{x}_{1}^{S-1}, \mathbf{x}_{2}^{S-1} \ldots, \mathbf{x}_{N}^{S-1}\right\},\left\{\mathbf{x}_{1}^{0}+\mathbf{r}, \mathbf{x}_{2}^{0} \ldots, \mathbf{x}_{N}^{0}\right\} ; \tau\right)\right\} . \tag{3.38}
\end{align*}
$$

As mentioned above, the periodic-box density matrix can be replaced with its free-space counterpart when it is evaluated on a small imaginary-time interval. The same reasoning allows to approximate $\rho_{N}^{\text {bos }}$ with $\rho_{N}$, in the integrands of Eqs.3.37 and 3.38, provided that the discretization interval is small enough (that is, $\lambda_{\mathrm{s}} \rho^{1 / 3} \ll 1$ ).

Eqs. 3.37 and 3.38 can be interpreted as a classical partition function: Each bead corresponds to a classical three-dimensional particle, with the number of particles being $N S$ for a closed configuration and $N S+1$ for an open one. This mapping implies that similar MC techniques can be developed to treat the equilibrium thermodynamics of classical and quantum systems. The idea of sampling path-integral configurations through the Monte Carlo technique [127, 125, 128, 129, 130, 131, 23] has evolved
into the method of choice for the finite-temperature quantum many-body problem, at least for the case of bosons in more than one dimension [11, 119]. The study of lowtemperature liquid ${ }^{4} \mathrm{He}$ is connected with many technical advances in the design of PIMC algorithms [130, 23, 11]. More recently, further developments of this method [47, 132, 133, 134, 135, 136, 137, 138] (see Ref. [119] for a review) have allowed highprecision comparisons with the results of experiments in ultracold-atomic systems, for two-dimensional [139, 140] and three-dimensional [33, 141] continuous systems and for optical-lattice set-ups [142, 143]. In particular, the use of the extended partition function $Z_{\text {tot }}$ (cf. Eq. 3.35) in the context of path-integral QMC was originally proposed for lattice systems [133, 134], and it has later been generalized to the continuous-space case which we treat here [136, 137].

Following Section 3.1 (and in particular Section 3.1.3), a MC algorithm for the partition function $Z_{\text {tot }}$ consists in a sequence of updates of the path-integral configuration (that is, a sequence of Monte Carlo moves). In each move, a new configuration is sampled from the a-priori distribution, and it is accepted or rejected according to the Metropolis rule (which depends on the statistical weights of the previous and new configurations). The proposed new configuration only partially differs from the previous one, to avoid extremely small acceptance probabilities. In a path-integral QMC simulation, we include several update schemes, aimed at modifying configuration in different ways. The QMC algorithm proceeds by iteratively proposing updates: At each step, moves are selected randomly, with fixed frequencies which are part of the algorithm free parameters. When the move cannot take place (e.g. an swap move cannot be proposed for a configuration in the closed sector, see Section 3.2.3.2), the loop continues as if the move had been rejected. Provided that all these moves satisfy the criteria discussed in Section 3.1, the resulting configurations are distributed according to their statistical weight (given by the integrands of Eq. 3.37 and Eq. 3.38 ), in the limit of large number of samples. In particular, all moves described below are designed so that they satisfy the detailed-balance condition. In some cases (open/close and advance/recede move pairs) this condition is only fulfilled through a pair of complementary moves.

In the following sections, we review the details of several standard QMC moves, and we describe the novel two-body direct-sampling move (cf. Section 3.2.2.3), which is introduced specifically for the unitary interaction used in this work. When not specified, QMC simulations for the unitary Bose gas (cf. Chapter 2 and Chapter 4) are based on the Lévy-reconstruction, two-body direct-sampling, advance/recede, swap, and open/close moves.

### 3.2.2 Closed-sector moves

### 3.2.2.1 Lévy reconstruction

The simplest move that we include is a Lévy reconstruction of a portion of a single path [144, 11, 39]. Given two fixed beads $\mathbf{x}^{s_{1}}$ and $\mathbf{x}^{s_{2}}$ at imaginary-time slices $s_{1}$ and
$s_{2}=s_{1}+\Delta_{s}$, this move samples the probability distribution for the positions of the $\Delta_{s}-1$ intermediate beads, given by

$$
\begin{equation*}
p\left(\mathbf{x}^{s_{1}+1}, \ldots, \mathbf{x}^{s_{2}-1}\right) \propto \prod_{s=s_{1}}^{s_{2}-1} \rho_{1}\left(\mathbf{x}^{s}, \mathbf{x}^{s+1} ; \tau\right) . \tag{3.39}
\end{equation*}
$$

The intermediate beads are sampled sequentially. First, $\mathbf{x}_{s_{1}+1}$ is sampled from

$$
\begin{equation*}
p\left(\mathbf{x}^{s_{1}+1}\right) \propto \rho_{1}\left(\mathbf{x}^{s_{1}}, \mathbf{x}^{s_{1}+1} ; \tau\right) \rho_{1}\left(\mathbf{x}^{s_{1}+1}, \mathbf{x}^{s_{2}} ;\left(\Delta_{s}-1\right) \tau\right) \tag{3.40}
\end{equation*}
$$

which is a Gaussian distribution for $\mathbf{x}^{s_{1}+1}$, with mean

$$
\begin{equation*}
\left\langle\mathbf{x}^{s_{1}+1}\right\rangle=\frac{\Delta_{s}-1}{\Delta_{s}} \mathbf{x}^{s_{1}}+\frac{1}{\Delta_{s}} \mathbf{x}^{s_{2}} \tag{3.41}
\end{equation*}
$$

and variance

$$
\begin{equation*}
\left\langle\left(\mathbf{x}^{s_{1}+1}\right)^{2}\right\rangle-\left\langle\mathbf{x}^{s_{1}+1}\right\rangle^{2}=\frac{\Delta_{s}-1}{\Delta_{s}} \tau . \tag{3.42}
\end{equation*}
$$

Given the sampled value of $\mathbf{x}^{s_{1}+1}$, the probability distribution of $\mathbf{x}^{s_{1}+2}$ reads

$$
\begin{equation*}
p\left(\mathbf{x}^{s_{1}+2}\right) \propto \rho_{1}\left(\mathbf{x}^{s_{1}+1}, \mathbf{x}^{s_{1}+2} ; \tau\right) \rho_{1}\left(\mathbf{x}^{s_{1}+2}, \mathbf{x}^{s_{2}} ;\left(\Delta_{s}-2\right) \tau\right) \tag{3.43}
\end{equation*}
$$

which is also a Gaussian, so that $\mathbf{x}^{s_{1}+2}$ can be readily sampled. The scheme continues in the same way, until the position $\mathbf{x}^{s_{2}-1}$ of the last bead is sampled. Paths constructed in this way are distributed as in Eq. 3.39. This sampling scheme relies on the fact that the probability distributions for intermediate bead positions are Gaussian. The same is true when particles are confined through an external harmonic potential, so that the Lévy construction can be adapted to this case [39].


Figure 3.3: Lévy reconstruction of a portion of a single-particle path: Given two fixed endpoints, the intermediate beads (orange path, in the left panel) are sampled.

This move directly samples a single path. For a many-body non-interacting system, it is rejection-free. In the presence of interactions the Metropolis rule is used to accept
or reject the move, based on the statistical weights of the current and proposed configurations. While it can be naturally applied to any portion of a closed path (see Fig. 3.3), the Lévy-reconstruction move can also be used to modify an open configuration, provided that it only acts on a portion not including the two open ends. As it provides the direct-sampling solution for a single-particle path between two given endpoints, this sampling method is also an essential ingredient in all other QMC moves presented in this work.

### 3.2.2.2 Exchange move

Lévy reconstruction directly samples the single-particle density matrix, but it does not modify bosonic permutation cycles. This can be obtained through the exchange move, depicted in Fig. 3.4. We start by choosing two beads on a given imaginary-time slice $s_{1}$ : $\mathbf{x}_{1}^{s_{1}}$ and $\mathbf{x}_{2}^{s_{1}}$. This defines two path portions in the imaginary-time interval [ $\left.s_{1}, s_{2}\right]$, where $s_{2}=s_{1}+\Delta_{s}$ (cf. Fig.3.4). The proposed move consists in exchanging the identity of the endpoints of these two paths, by connecting $\mathbf{x}_{1}^{s_{1}}$ with $\mathbf{x}_{2}^{s_{2}}$ and $\mathbf{x}_{2}^{s_{1}}$ with $\mathbf{x}_{1}^{s_{2}}$. The new connections, comprising $\Delta_{s}-1$ intermediate beads each, are sampled through the Lévy construction. The acceptance probability for this exchange reads

$$
\begin{equation*}
p_{\mathrm{acc}}=\min \left[1, \frac{\rho_{1}\left(\mathbf{x}_{1}^{s_{1}}, \mathbf{x}_{2}^{s_{2}} ; \tau \Delta_{s}\right) \rho_{1}\left(\mathbf{x}_{2}^{s_{1}}, \mathbf{x}_{1}^{s_{2}} ; \tau \Delta_{s}\right)}{\rho_{1}\left(\mathbf{x}_{1}^{s_{1}}, \mathbf{x}_{1}^{s_{2}} ; \tau \Delta_{s}\right) \rho_{1}\left(\mathbf{x}_{2}^{s_{1}}, \mathbf{x}_{2}^{s_{2}} ; \tau \Delta_{s}\right)} \frac{W_{\text {new }}}{W_{\text {old }}}\right], \tag{3.44}
\end{equation*}
$$

where $W_{\text {old }}$ and $W_{\text {new }}$ are the contribution to the statistical weights of the old and new configurations given by two- and three-body interactions (cf. Section 3.2.1).


Figure 3.4: Exchange move for a diagonal two-particle configuration, modifying the structure of bosonic permutations.

This move is valid for an arbitrary pair of particles, but it has a very small acceptance probability when the distance between $\mathbf{x}_{1}^{s_{1}}$ and $\mathbf{x}_{2}^{s_{1}}$ is much larger than $\lambda_{s} \sqrt{\Delta_{s}}$. One way to avoid this problem is to restrict this move to close-by particles. Several criteria can be implemented, like setting a maximum-distance cutoff, or choosing $x_{2}^{s_{1}}$ to be the bead closest to $\mathbf{x}_{1}^{s_{1}}$. Since the move does not change the starting points $\mathbf{x}_{1}^{s_{1}}$ and $\mathbf{x}_{2}^{s_{1}}$, it is simple
to design a symmetric a-priori probability based on one of these criteria, so that the simplified Metropolis acceptance probability in Eq. 3.14 can be used.

### 3.2.2.3 Direct-sampling two-body move

For a simulation restricted to the closed sector, the combination of Lévy reconstruction and exchange moves constitutes a valid QMC algorithm. However, this algorithm performs very poorly for the case of strong, short-ranged interactions. As described in Section 2.1.2.1, the probability distribution for a path-integral configuration diverges as $1 / r^{2}$ whenever the distance $r$ between two particles on the same slice goes to zero. In this situation, the configuration gains a very large statistical weight, and any MC update which would move the two particles away from each other has a small acceptance probability. We refer to this situation as pinning between the two particles. While the QMC algorithm is formally correct, the presence of pinned configurations dramatically increases the correlation time. Previous studies of bosonic or fermionic systems with zero-range interactions used ad-hoc Monte Carlo moves [12,53,54], in which the new distance between two particles on the same slice is sampled from an a-priori distribution proportional to $1 / r^{2}$. In other cases, a two-body potential with small but finite range was used $[59,145,146]$, at the cost of an additional extrapolation towards the zero-range limit. In this section we describe a novel QMC move which performs direct sampling of the two-body density matrix. This optimal algorithm for a system of two particles constitutes the building block of our many-body simulations (cf. Chapter 4).

We consider the paths of two particles, which have separation vectors $\mathbf{r}^{s_{1}}=\mathbf{x}_{1}^{s_{1}}-$ $\mathbf{x}_{2}^{s_{1}}$ and $\mathbf{r}^{s_{2}}=\mathbf{x}_{1}^{s_{2}}-\mathbf{x}_{2}^{s_{2}}$ at imaginary-time slice $s_{1}$ and $s_{2}=s_{1}+\Delta_{s}$. As described in Section 2.1, the two-body problem can be separated into the center-of-mass and relativemotion independent problems. The center-of-mass part corresponds to the problem of a single particle with reduced mass equal to $2 m$, for which the Lévy reconstruction algorithm is optimal, thus we concentrate on how to sample the relative-motion path.

For fixed $\mathbf{r}_{s_{1}}$ and $\mathbf{r}_{s_{2}}$, our novel move reconstructs the path of intermediate relative vectors $\left\{\mathbf{r}^{s_{1}+1}, \ldots, \mathbf{r}^{s_{2}-1}\right\}$ (see Fig. 3.5) through a direct-sampling algorithm for their probability distribution:

$$
\begin{equation*}
P_{\text {path }}\left(\mathbf{r}^{s_{1}+1}, \ldots, \mathbf{r}^{s_{2}-1}\right)=\prod_{s=s_{1}}^{s_{2}-1} \rho_{2}^{\mathrm{rel}}\left(\mathbf{r}^{s}, \mathbf{r}^{s+1} ; \tau\right) \tag{3.45}
\end{equation*}
$$

where $\rho_{2}^{\text {rel }}$ is the two-body relative-motion density matrix (cf. Eqs. 2.29 and 2.35). The basic ingredient to sample a path from $P_{\text {path }}$ is the ability to draw a sample $\mathbf{r}$ from

$$
\begin{equation*}
P\left(\mathbf{r} \mid \mathbf{r}_{a}, \mathbf{r}_{b}, \tau_{a}, \tau_{b}\right)=\rho_{2}^{\mathrm{rel}}\left(\mathbf{r}_{a}, \mathbf{r} ; \tau_{a}\right) \rho_{2}^{\mathrm{rel}}\left(\mathbf{r}, \mathbf{r}_{b} ; \tau_{b}\right) \tag{3.46}
\end{equation*}
$$

for given values of $\mathbf{r}_{a}, \mathbf{r}_{b}, \tau_{a}$, and $\tau_{b}$. The full path can then be sampled sequentially, as in the usual Lévy construction (cf. Section 3.2.2.1): First $\mathbf{r}^{s_{1}+1}$ is drawn from

$$
\begin{equation*}
P\left(\mathbf{r}^{s_{1}+1} \mid \mathbf{r}^{s_{1}}, \mathbf{r}^{s_{2}}, \tau,\left(\Delta_{s}-1\right) \tau\right), \tag{3.47}
\end{equation*}
$$



Figure 3.5: Scheme of the two-body direct-sampling move.
then $\mathbf{r}^{s_{1}+2}$ is drawn from

$$
\begin{equation*}
P\left(\mathbf{r}^{s_{1}+2} \mid \mathbf{r}^{s_{1}+1}, \mathbf{r}^{s_{2}}, \tau,\left(\Delta_{s}-2\right) \tau\right) \tag{3.48}
\end{equation*}
$$

and so on until $\mathbf{r}^{s_{2}-1}$ is sampled.
The distribution $P\left(\mathbf{r} \mid \mathbf{r}_{a}, \mathbf{r}_{b}, \tau_{a}, \tau_{b}\right)$ is conveniently rewritten as

$$
\begin{equation*}
P\left(\mathbf{r} \mid \mathbf{r}_{a}, \mathbf{r}_{b}, \tau_{a}, \tau_{b}\right) \propto \exp \left(-\frac{m\left(\mathbf{r}-\mathbf{r}^{*}\right)^{2}}{4 \hbar^{2} \tau^{*}}\right) g^{\mathrm{rel}}\left(\mathbf{r}_{a}, \mathbf{r} ; \tau_{a}\right) g^{\mathrm{rel}}\left(\mathbf{r}, \mathbf{r}_{b} ; \tau_{b}\right) \tag{3.49}
\end{equation*}
$$

where we have introduced

$$
\begin{equation*}
\mathbf{r}^{*}=\frac{\tau_{b} \mathbf{r}_{a}+\tau_{a} \mathbf{r}_{b}}{\tau_{a}+\tau_{b}}, \quad \tau^{*}=\frac{\tau_{a} \tau_{b}}{\tau_{a}+\tau_{b}} \tag{3.50}
\end{equation*}
$$

and neglected prefactors not depending on $\mathbf{r}$. To draw samples from the distribution in Eq. 3.49, we use rejection sampling (cf. Section 3.1.1.2). Given a distribution $Q(\mathbf{r}$ ) which can be sampled directly and such that $Q(\mathbf{r}) \geq P\left(\mathbf{r} \mid \mathbf{r}_{a}, \mathbf{r}_{b}, \tau_{a}, \tau_{b}\right)$, the scheme to draw a sample from $P\left(\mathbf{r} \mid \mathbf{r}_{a}, \mathbf{r}_{b}, \tau_{a}, \tau_{b}\right)$ is the following:

1. Draw a sample $\mathbf{r}$ from $Q(\mathbf{r})$.
2. With probability $P\left(\mathbf{r} \mid \mathbf{r}_{a}, \mathbf{r}_{b}, \tau_{a}, \tau_{b}\right) / Q(\mathbf{r})$, accept the sample, otherwise go back to step 1.

We consider the expression for $P$ in Eq. 3.49, for which we have

$$
\begin{equation*}
P\left(\mathbf{r} \mid \mathbf{r}_{a}, \mathbf{r}_{b}, \tau_{a}, \tau_{b}\right) \leq \exp \left(-\frac{m\left(\mathbf{r}-\mathbf{r}^{*}\right)^{2}}{4 \hbar^{2} \tau^{*}}\right)\left[1+\frac{2 \tau_{a} \hbar^{2}}{m r r_{a}}\right]\left[1+\frac{2 \tau_{b} \hbar^{2}}{m r r_{b}}\right] . \tag{3.51}
\end{equation*}
$$

The right-hand side of Eq. 3.51 is governed by two scalings: A divergent $r^{-2}$ term close to the origin (core region), and an exponential decay for large distance from the origin (tail region). Thus we choose the following piecewise function (where $r=|\mathbf{r}|$ ):

$$
Q(\mathbf{r})=\left\{\begin{array}{ll}
K_{\text {core }} r^{-2} & \text { if } r \leq r_{\text {core }}  \tag{3.52}\\
K_{\text {tail }} \exp \left(-\frac{m\left(\mathbf{r}-\mathbf{r}^{*}\right)^{2}}{4 \hbar^{2} \tau^{*}}\right) & \text { if } r>r_{\text {core }}
\end{array} .\right.
$$

The prefactors,

$$
\begin{align*}
K_{\text {core }} & =\left(r_{\text {core }}+\frac{2 \tau_{a} \hbar^{2}}{m r_{a}}\right)\left(r_{\text {core }}+\frac{2 \tau_{b} \hbar^{2}}{m r_{b}}\right)  \tag{3.53}\\
K_{\text {tail }} & =\left(1+\frac{2 \tau_{a} \hbar^{2}}{m r_{a} r_{\text {core }}}\right)\left(1+\frac{2 \tau_{b} \hbar^{2}}{m r_{b} r_{\text {core }}}\right), \tag{3.54}
\end{align*}
$$

are chosen so that $P\left(\mathbf{r} \mid \mathbf{r}_{a}, \mathbf{r}_{b}, \tau_{a}, \tau_{b}\right) \leq Q(\mathbf{r})$. The value of $r_{\text {core }}$, which determines the boundary of the core and tail regions, is a free parameter of the algorithm, and this choice may affect the overall efficiency of this move. A typical choice is to set $r_{\text {core }}$ equal to a small multiple of $\sqrt{\tau^{*} \hbar^{2} / m}$, like $2 \sqrt{\tau^{*} \hbar^{2} / m}$. As part of the rejection-sampling scheme, we need to draw samples from the piecewise distribution $Q(\mathbf{r})$. This requires the computation of $W_{\text {core }}$ and $W_{\text {tail }}$, the integrals of $Q(\mathbf{r})$ in the two regions, which gives

$$
\begin{equation*}
\frac{W_{\text {core }}}{K_{\text {core }}}=4 \pi r_{\text {core }} \tag{3.55}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{W_{\text {tail }}}{K_{\text {tail }}}=4\left(\frac{\pi \tau^{*} \hbar^{2}}{m}\right)^{3 / 2}\left\{\operatorname{erfc}\left(x_{-}\right)+\operatorname{erfc}\left(x_{+}\right)+\frac{2}{r^{*}} \sqrt{\frac{\hbar^{2} \tau^{*}}{\pi m}}\left[e^{-\left(x_{-}\right)^{2}}-e^{-\left(x_{+}\right)^{2}}\right]\right\} \tag{3.56}
\end{equation*}
$$

where $r^{*}=\left|\mathbf{r}^{*}\right|$, and $x_{ \pm} \equiv\left(r_{\text {core }} \pm r^{*}\right) /\left(2 \sqrt{\tau^{*} \hbar^{2} / m}\right)$. Given the weights $W_{\text {core }}$ and $W_{\text {tail }}$, a fraction $W_{\text {core }} /\left(W_{\text {core }}+W_{\text {tail }}\right)$ of samples are drawn in the core region, and the rest are drawn in the tail region. In the core region, we independently sample the direction of $\mathbf{r}$ (by drawing three samples from a one-dimensional Gaussian distribution) and its radius (uniformly in the $\left[0, r_{\text {core }}\right]$ interval). In the tail region, we draw the vector $\mathbf{r}$ from the distribution

$$
\begin{equation*}
\exp \left(-\frac{m\left(\mathbf{r}-\mathbf{r}^{*}\right)^{2}}{4 \hbar^{2} \tau^{*}}\right) \times \theta\left(|\mathbf{r}|-r_{\text {core }}\right), \tag{3.57}
\end{equation*}
$$

which is done by iteratively drawing samples from the Gaussian part, until one of them has radius larger than $r_{\text {core }}$ and is accepted. This concludes the description of how to draw one sample $\mathbf{r}$ from the probability distribution in Eq. 3.49, which then leads to the sequential algorithm to sample a path $\left\{\mathbf{r}^{s_{1}+1}, \ldots, \mathbf{r}^{s_{2}-1}\right\}$ from $P_{\text {path }}$ (cf. Eq. 3.45 and subsequent paragraph).

This direct-sampling Monte Carlo move for the relative positions of a particle pair constructs a completely new path of intermediate relative vectors, rather than proposing a small modification to an existing one. For $N=2$ particles, this algorithm defines a rejection-free random walk in configuration space (only an internal rejection rate is present, due to the use of rejection sampling). For $N \geq 3$, in contrast, the new configuration is accepted or rejected with the Metropolis rule. The interactions of the two
particles involved in this move is taken care of by the a-priori probability, so that it only interactions with the other $N-2$ particles enter in the acceptance probability (cf. Eq.3.13).

To verify the correctness of this move, we set up a closed-sector-only QMC simulation two bosons, which are restricted to be in a single permutation cycle. The probability distribution for the pair distance $r$ is proportional to the average of $\rho_{2}^{\mathrm{rel}}(\mathbf{r},-\mathbf{r} ; \beta)$ over the solid-angle (cf. Eqs. 2.29 and 2.35), which can be performed analytically. The perfect agreement of the QMC and analytic curves in Fig. 3.7 validates the two-body direct-sampling move.

With this novel move, the pinning problem is greatly reduced. As a relevant observable, we consider the fraction of distances smaller than a given threshold,

$$
\begin{equation*}
f=\frac{2}{N(N-1)} \sum_{i=1}^{N} \sum_{j=1}^{i-1} \theta\left(r_{\max }-r_{i j}\right), \tag{3.58}
\end{equation*}
$$

where $r_{i j}$ is the distance between particles $i$ and $j$ on a given slice, and $\theta$ is the Heaviside step function. We set a small distance threshold ( $r_{\max }=\lambda_{\text {th }} / 5$ ), as we are interested in whether the QMC algorithm is able to quickly modify the number of pinned particles. For several physical parameters, we perform QMC simulations of the Hamiltonian in Eq. 2.68 (that is, with zero-range unitary two-body potential and three-body hard-core cutoff), for $N$ distinguishable particles, by using either the single-particle Lévy reconstruction move or the novel two-body move. We compute the autocorrelation function $C_{f}(d t)$ (cf. Eq. 3.18), which encodes the efficiency of the algorithm in producing decorrelated samples, with a faster decay representing a better algorithm. The advantage of the novel two-body move over the single-particle Lévy reconstruction is clear (see Fig. 3.6). Both moves display a rapid decay of $C_{f}(d t)$ from 1 to approximately 0.5 at small $d t$, while at larger time lag the Lévy reconstruction is significantly slower than the two-body move in decorrelating the observable $f$.

### 3.2.3 Open-sector moves

For path-integral configurations in the open sector, we modify the commonly used moves [136, 137], and adapt them so that they keep the number of particles fixed. The advance/recede move (cf. Section 3.2.3.1) is the open-sector equivalent of the Lévy reconstruction move described in Section 3.2.2.1, as it acts on a single-particle path. The swap move (cf. Section 3.2.3.2) provides a way to change the permutation-cycles structure. In the following, we denote by head and tail ( or $\mathbf{h}$ and $\mathbf{t}$ ) the two ends of the open path (see Fig. 3.8). The imaginary-time slice of these two beads is denoted by $s_{\text {cut }}$.

### 3.2.3.1 Advance/recede move

The basic way of modifying a path-integral configuration in the open sector is to act on the open path, without modifying the others. This path has two beads at imaginary-time


Figure 3.6: Autocorrelation function $C_{f}(d t)$ for the fraction $f$ of distances smaller than $\lambda_{\text {th }} / 5$. Simulations for distinguishable quantum particles (with different system size, temperature, and number of reconstructed slices $\Delta_{s}$ ) are based on a single QMC move each: Either the Lévy reconstruction (blue line) or the two-body direct-sampling move (orange line). For all panels, $\lambda_{s} \rho^{1 / 3} \simeq 0.08$, and the time lag $d t$ is in units of $N \times S$ proposed single-bead moves. The two-body direct-sampling move has a significantly faster decay of $C_{f}(d t)$.


Figure 3.7: Normalized probability distribution for the pair distance $r$ between two cocyclical unitary bosons. QMC results obtained with the two-body direct-sampling move (solid lines, inverse temperature and imaginary-time interval reported in the legend, in units of $m / \hbar^{2}$ ) are in perfect agreement with the analytic expression (dashed black lines).
slice $s_{\text {cut }}$ : The tail $\mathbf{t}$ (connected to another bead on slice $s_{\text {cut }}+1$ ), and the head $\mathbf{h}$ (which follows a bead on slice $s_{\text {cut }}-1$ ). In the advance move, the path ending in $h$ grows by $\Delta_{s}$ additional beads, determining a new head $\mathbf{h}_{\text {new }}$ on the imaginary-time slice $s_{\text {cut }}+\Delta_{s}$. Moreover, the $\Delta_{s}$ beads following $\mathbf{t}$ (included) are erased, so that the new tail is on the same slice as $\mathbf{h}_{\text {new }}\left(c f\right.$. Fig. 3.8). The position of the new head $\mathbf{h}_{\text {new }}$ is sampled from


Figure 3.8: Advance move in a single-particle off-diagonal configuration.

$$
\begin{equation*}
P\left(\mathbf{h}_{\text {new }}\right) \propto \rho_{1}\left(\mathbf{h}, \mathbf{h}_{\text {new }} ; \Delta_{s} \tau\right), \tag{3.59}
\end{equation*}
$$

and a set of $\Delta_{s}-1$ intermediate beads is obtained trough the Lévy construction, with endpoints $\mathbf{h}$ and $\mathbf{h}_{\text {new }}$.

The acceptance probability for this move is equal to one for a non-interacting system. In the presence of interactions, the statistical weight of old and new configurations is
computed, and the proposed update is accepted or rejected according to the Metropolis rule. The one described here is the canonical-ensemble version of the advance move, where the total number of beads remains fixed. If the number of beads changes, then the acceptance probability also depends on the chemical potential (cf. Eq. 2.20 in Ref. [137]). To satisfy the detailed-balance condition, we also introduce a complementary move (the recede move, where $s_{\text {cut }} \rightarrow s_{\text {cut }}-\Delta_{s}$ ), and choose one of the two moves with $50 \%$ probability.

The advance/recede moves also constitutes the basic move of the Reptation QMC technique [147], used to compute ground-state observables for a quantum system. For that algorithm, efficiency improves with the following modification: Instead of randomly choosing between the advance and recede moves, as many steps as possible are performed in the same direction, which is changed only when one of these steps is rejected [148]. This is a general approach for MC algorithms, known as lifting [149, 150], which could be added on top of our current QMC scheme.

### 3.2.3.2 Swap move

The swap move $[136,137]$ is a local move which modifies the structure of bosonic permutation cycles for path-integral configurations in the open sector. We first describe it in a simplified version, considering two non-interacting bosons, and discretizing the $[0, \beta]$ imaginary-time interval in two intervals of size $\tau=\beta / 2$. The swap update allows to move between the two open configurations in Fig. 3.9, denoted with old (left panel) and new (right panel). Their statistical weights $W_{\text {old }}$ and $W_{\text {new }}$ are given by


Figure 3.9: Old and new configurations for a swap move, in the case of two bosons with $S=2$ imaginary-time slices.

$$
\begin{align*}
W_{\text {old }} & =\rho_{1}\left(\mathbf{h}_{\text {new }}, \mathbf{x}_{2} ; \tau\right),  \tag{3.60}\\
W_{\text {new }} & =\rho_{1}\left(\mathbf{h}_{\text {old }}, \mathbf{x}_{2} ; \tau\right), \tag{3.61}
\end{align*}
$$

up to common prefactors. The scheme of the swap move is the following:

1. We propose the move that connects $\mathbf{h}_{\text {old }}$ to $\mathbf{x} \in\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\}$, with a-priori probability

$$
\begin{equation*}
\mathcal{A}_{\text {old } \rightarrow \text { new }}(\mathbf{x})=\frac{\rho_{1}\left(\mathbf{h}_{\text {old }}, \mathbf{x} ; \tau\right)}{\sum_{i \in\{1,2\}} \rho_{1}\left(\mathbf{h}_{\text {old }}, \mathbf{x}_{i} ; \tau\right)} \tag{3.62}
\end{equation*}
$$

2. We accept the move with probability

$$
p_{\mathrm{acc}}^{\text {old } \rightarrow \text { new }}(\mathbf{x})= \begin{cases}0 & \text { if } \mathbf{x}=\mathbf{x}_{1},  \tag{3.63}\\ \min \left[1, \frac{\sum_{i \in\{1,2\}} \rho_{1}\left(\mathbf{h}_{\text {old }}, \mathbf{x}_{i} ; \tau\right)}{\sum_{i \in\{1,\}} \rho_{1}\left(\mathbf{h}_{\text {new }}, \mathbf{x}_{i} ; \tau\right)}\right] & \text { if } \mathbf{x}=\mathbf{x}_{2} .\end{cases}
$$

3. If the move is accepted, the link between $\mathbf{h}_{\text {new }}$ and $\mathbf{x}_{2}$ is erased, and a new connection is added between $\mathbf{h}_{\text {old }}$ and $\mathbf{x}_{2}$.

This move satisfies the detailed balance condition

$$
\begin{equation*}
W_{\text {old }} \mathcal{A}_{\text {old } \rightarrow \text { new }}(\mathbf{x}) p_{\mathrm{acc}}^{\text {old } \rightarrow \text { new }}(\mathbf{x})=W_{\text {new }} \mathcal{A}_{\text {new } \rightarrow \text { old }}(\mathbf{x}) p_{\mathrm{acc}}^{\text {new } \rightarrow \text { old }}(\mathbf{x}), \tag{3.64}
\end{equation*}
$$

for any $\mathbf{x} \in\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\}$, where the definitions of $\mathcal{A}_{\text {new } \rightarrow \text { old }}(\mathbf{x})$ and $p_{\mathrm{acc}}^{\text {new } \rightarrow \text { old }}(\mathbf{x})$ are analogous to the ones in Eqs. 3.62 and 3.63. It is often convenient to restrict this move to the case where $\mathbf{h}_{\text {old }}$ and $\mathbf{x}_{2}$ are not too far apart, to avoid exceedingly small acceptance probabilities. This is implemented by setting $\mathcal{A}_{\text {old } \rightarrow \text { new }}(\mathbf{x})$ and $p_{\text {acc }}^{\text {old } \rightarrow \text { new }}(\mathbf{x})$ to zero when $\left|\mathbf{h}_{\text {old }}-\mathbf{x}\right|$ is larger than a given cutoff distance, and restricting the sum in the denominator of Eq. 3.62 accordingly.


Figure 3.10: Swap move in a three-particle configuration, modifying the structure of bosonic permutations.

The actual swap move (see Fig. 3.10) differs from the simplified version in three ways: It takes place on several imaginary-time slices, it involves more than two particles, and it also includes the interaction part of the statistical weight. Here is the scheme of this move, in the version which includes a distance cutoff to avoid extremely low acceptance probabilities:

1. Given the slice $s_{\text {cut }}$ where the head and tail of the open path are, we identify the set of all beads on slice $s_{\text {cut }}+\Delta_{s}$ which are at distance from $\mathbf{h}_{\text {old }}$ smaller than a given cutoff. This set is denoted as $\mathcal{B}=\left\{\mathbf{b}_{1}, \mathbf{b}_{2}, \ldots,\right\}$.
2. We sample one element $\mathbf{b}_{j}$ from $\mathcal{B}$, with probability

$$
\begin{equation*}
P\left(\mathbf{b}_{j}\right)=\frac{\rho_{1}\left(\mathbf{h}_{\mathrm{old}}, \mathbf{b}_{j} ; \Delta_{s} \tau\right)}{\sum_{\mathbf{b} \in \mathcal{B}} \rho_{1}\left(\mathbf{h}_{\mathrm{old}}, \mathbf{b} ; \Delta_{s} \tau\right)} \tag{3.65}
\end{equation*}
$$

which is performed via tower sampling (cf. Section 3.1.1.3).
3. Starting from $\mathbf{b}_{j}$, we follow the path backwards for $\Delta_{s}$ imaginary-time slices, to identify the bead $\mathbf{h}_{\text {new }}$ (the head, in the proposed new configuration). We identify the set $\mathcal{B}^{\prime}$ of the beads on imaginary-time slice $s_{\text {cut }}+\Delta_{s}$ at distance from $\mathbf{h}_{\text {new }}$ smaller than the chosen cutoff.
4. We finally construct the new configuration, by removing the links on the path portion connecting $\mathbf{h}_{\text {new }}$ to $\mathbf{b}_{j}$, and by adding those between $\mathbf{h}_{\text {old }}$ and $\mathbf{b}_{j}$ (via the Lévy construction). We compute the interaction contributions $W_{\text {old }}^{\text {int }}$ and $W_{\text {new }}^{\text {int }}$ to the statistical weights of the old and new configuration, and set the acceptance probability for this move to [136, 137]

$$
\begin{equation*}
p_{\mathrm{acc}}=\min \left[1, \frac{W_{\mathrm{new}}^{\text {int }}}{W_{\text {old }}^{\text {int }}} \times \frac{\sum_{\mathbf{b} \in \mathcal{B}} \rho_{1}\left(\mathbf{h}_{\mathrm{old}}, \mathbf{b} ; \Delta_{s} \tau\right)}{\sum_{\mathbf{b} \in \mathcal{B}^{\prime}} \rho_{1}\left(\mathbf{h}_{\text {new }}, \mathbf{b} ; \Delta_{s} \tau\right)}\right], \tag{3.66}
\end{equation*}
$$

with the additional constraint that $p_{\text {acc }}$ is equal to zero if $\left|\mathbf{h}_{\text {new }}-\mathbf{b}_{j}\right|$ is larger than the chosen distance cutoff. This additional constraint is needed to guarantee that the move is always reversible.
The combination of the swap and advance/recede moves constitutes a complete algorithm for sampling configurations which contributes to the open-sector partition function, cf. Eq. 3.38.

### 3.2.4 Sector-changing moves

Here we describe the QMC moves between the open and closed sectors. Configurations in these two sectors include $3 N S$ and $3 N(S+1)$ spatial degrees of freedom, respectively. Thus the opening and closing moves are an example of the sampling scheme for subspaces of configurations with different dimensionality (see Section 3.1.3). We describe these QMC moves in three steps: For a single particle at high temperature, for a single particle at low temperature, and for $N$ interacting particles.

We first consider the path corresponding to one quantum particle at inverse temperature $\beta$, confined in a large periodic cubic box of volume $V \gg \lambda_{\text {th }}^{3}$ (corresponding to the high-temperature limit). The statistical weights of open and closed configurations read

$$
\begin{align*}
P_{\text {closed }}\left(\mathbf{x}^{0}, \ldots, \mathbf{x}^{S-1}\right) & =\left[\prod_{s=0}^{S-2} \rho_{1}\left(\mathbf{x}^{S}, \mathbf{x}^{s+1} ; \tau\right)\right] \rho_{1}\left(\mathbf{x}^{S-1}, \mathbf{x}^{0} ; \tau\right),  \tag{3.67}\\
P_{\text {open }}\left(\mathbf{x}^{0}, \ldots, \mathbf{x}^{S}\right) & =\left[\prod_{S=0}^{S-2} \rho_{1}\left(\mathbf{x}^{S}, \mathbf{x}^{s+1} ; \tau\right)\right] \rho_{1}\left(\mathbf{x}^{S-1}, \mathbf{x}^{S} ; \tau\right) \frac{1}{\zeta_{0}^{3}} \tag{3.68}
\end{align*}
$$

where $S$ is the total number of imaginary-time slices ${ }^{3}$, and the head an tail of the open path are on the imaginary-time slice $S$. The length scale $\xi_{0}$ is a free parameter of the algorithm, corresponding the choice of a relative factor between the $Z_{\text {open }}$ and $Z_{\text {closed }}$ (cf. Eq. 3.34 and Section 3.2.1). We choose

$$
\begin{equation*}
\xi_{0}=\sqrt{\frac{2 \pi \hbar^{2} \Delta_{s} \tau}{m}} \tag{3.69}
\end{equation*}
$$

where $\Delta_{s}$ is the number of imaginary-time slices over which the closing and opening moves take place.

For the opening and closing moves, we choose a intermediate slice $s_{1}=S-\Delta_{s}$, and we propose a new configuration which differs from the old one only on imaginary-time slices $s_{1}+1, \ldots, S$ (cf. Fig. 3.11). As a-priori probabilities, we choose


Figure 3.11: Scheme of the closing move for a single-particle path, passing from an off-diagonal configuration (left panel) to a diagonal one (right panel). The linear size $L$ of the box (not shown) is much larger than $\lambda_{\text {th }}$.

$$
\begin{gather*}
\mathcal{A}_{\text {open } \rightarrow \text { closed }}\left(\mathbf{x}^{s_{1}+1}, \ldots, \mathbf{x}^{S-1}\right)=\left[\prod_{s=s_{1}}^{S-2} \rho_{1}\left(\mathbf{x}^{s}, \mathbf{x}^{s+1} ; \tau\right)\right] \rho_{1}\left(\mathbf{x}^{S-1}, \mathbf{x}^{0} ; \tau\right)\left(\frac{2 \pi \hbar^{2} \Delta_{s} \tau}{m}\right)^{3 / 2},  \tag{3.70}\\
\mathcal{A}_{\text {closed } \rightarrow \text { open }}\left(\mathbf{x}^{s_{1}+1}, \ldots, \mathbf{x}^{S}\right)=\left[\prod_{s=s_{1}}^{S-1} \rho_{1}\left(\mathbf{x}^{S}, \mathbf{x}^{S+1} ; \tau\right)\right] \rho_{1}\left(\mathbf{x}^{S-1}, \mathbf{x}^{S} ; \tau\right) . \tag{3.71}
\end{gather*}
$$

[^9]so that the acceptance probabilities
\[

$$
\begin{align*}
& p_{\text {acc }}^{\text {open } \rightarrow \text { closed }}=\min \left[1, \frac{P_{\text {closed }}\left(\mathbf{x}^{0}, \ldots, \mathbf{x}^{S-1}\right) \mathcal{A}_{\text {closed } \rightarrow \text { open }}\left(\mathbf{x}^{s_{1}+1}, \ldots, \mathbf{x}^{S-1}\right)}{P_{\text {open }}\left(\mathbf{x}^{0}, \ldots, \mathbf{x}^{S}\right) \mathcal{A}_{\text {open } \rightarrow \text { closed }}\left(\mathbf{x}^{s_{1}+1}, \ldots, \mathbf{x}^{S}\right)}\right]=1,  \tag{3.72}\\
& p_{\text {acc }}^{\text {closed } \rightarrow \text { open }}=\min \left[1, \frac{P_{\text {open }}\left(\mathbf{x}^{0}, \ldots, \mathbf{x}^{S}\right) \mathcal{A}_{\text {open } \rightarrow \text { closed }}\left(\mathbf{x}^{s_{1}+1}, \ldots, \mathbf{x}^{S}\right)}{P_{\text {closed }}\left(\mathbf{x}^{0}, \ldots, \mathbf{x}^{S-1}\right) \mathcal{A}_{\text {closed } \rightarrow \text { open }}\left(\mathbf{x}^{s_{1}+1}, \ldots, \mathbf{x}^{S-1}\right)}\right]=1, \tag{3.73}
\end{align*}
$$
\]

are both equal to one. This corresponds to rejection-free moves. At variance with the algorithm described in Section 3.1.3, one of the a-priori probabilities in Eqs. 3.70 and 3.71 is not normalized:

$$
\begin{align*}
& \int d \mathbf{x}^{s_{1}+1} \ldots d \mathbf{x}^{S-1} \mathcal{A}_{\text {open } \rightarrow \text { closed }}\left(\mathbf{x}^{s_{1}+1}, \ldots, \mathbf{x}^{S-1}\right)=\left(\frac{2 \pi \hbar^{2} \Delta_{s} \tau}{m}\right)^{3 / 2} \rho_{1}\left(\mathbf{x}^{s_{1}}, \mathbf{x}^{0}, \Delta_{s} \tau\right)  \tag{3.74}\\
& \int d \mathbf{x}^{s_{1}+1} \ldots d \mathbf{x}^{S} \mathcal{A}_{\text {closed } \rightarrow \text { open }}\left(\mathbf{x}^{s_{1}+1}, \ldots, \mathbf{x}^{S}\right)=1 \tag{3.75}
\end{align*}
$$

The definition of $\mathcal{A}_{\text {open } \rightarrow \text { closed }}$ could be modified to make its integral equal to one, but this would change the acceptance probabilities in Eqs. 3.72 and 3.73, introducing rejections. A more convenient way to proceed is to introduce an intermediate stopping probability for the closing move, given by

$$
\begin{equation*}
P_{\text {stop }}=1-\frac{\int d \mathbf{x}^{s_{1}+1} \ldots \mathbf{x}^{S-1} \mathcal{A}_{\text {open } \rightarrow \text { closed }}\left(\mathbf{x}^{s_{1}+1}, \ldots, \mathbf{x}^{S-1}\right)}{\int d \mathbf{x}^{s_{1}+1} \ldots \mathbf{x}^{S} \mathcal{A}_{\text {closed } \rightarrow \text { open }}\left(\mathbf{x}^{s_{1}+1}, \ldots, \mathbf{x}^{S}\right)}=1-\exp \left(-\frac{m\left(\mathbf{x}^{s_{1}}-\mathbf{x}^{0}\right)^{2}}{2 \hbar^{2} \Delta_{s} \tau}\right) \tag{3.76}
\end{equation*}
$$

Therefore, the first step of a closing move consists in the choice of whether the move is proposed (which has probability $1-P_{\text {stop }}$ ). If this is the case, the move continues in the usual way: A new configuration is proposed, and its acceptance or rejection is decided with the probability in Eq. 3.72. No change is needed for the opening move, which has zero stopping probability.

The description above is for a quantum particle in a periodic box. If $\lambda_{\text {th }}$ is much smaller than the box linear size $L$, the presence of the box does not influence the statistical weights. At low temperature, however, the thermal wavelength $\lambda_{\text {th }}$ becomes larger than $L$, and even a single path spreads over a region of volume comparable with $L^{3}$. In this case, the choice of the boundary conditions becomes crucial. We use periodic boundary conditions, implying that a closed path may have a non-zero winding number (cf. Section 3.2.1). We include this possibility in the QMC algorithm through the closing move, which can introduce a non-zero winding-number vector $\mathbf{w}^{*}$ (cf. Fig. 3.12).

The choice of which winding-number vector $\mathbf{w}^{*}$ has to be assigned to a new configuration is simplified by the assumption

$$
\begin{equation*}
\sqrt{\frac{2 \pi \hbar^{2} \Delta_{s} \tau}{m}} \ll L \tag{3.77}
\end{equation*}
$$



Figure 3.12: Closing move for a single-particle path in a periodic box of linear size $L$, passing from an off-diagonal configuration (left panel) to a diagonal one (right panel), and introducing a non-zero winding number (compare with Fig. 3.11).

This corresponds to the fact that the typical spread of the portion of path reconstructed during a sector-changing move is much smaller than the box size. Under the assumption in Eq. 3.77 , there is no ambiguity in the choice of $\mathbf{w}^{*}$, which is given by

$$
\begin{equation*}
\mathbf{w}^{*}=\operatorname{argmin}_{\mathbf{w} \in \mathbb{Z}^{3}}\left|\mathbf{x}^{s_{1}}-\left(\mathbf{x}^{0}+L \mathbf{w}\right)\right| . \tag{3.78}
\end{equation*}
$$

That is, the closing move connects the bead $\mathbf{x}^{s_{1}}$ with the periodic image of $\mathbf{x}^{0}$ at smallest distance. This simple choice of $\mathbf{w}^{*}$ is a consequence of Eq. 3.77, whereas without this assumption, we would have to randomly choose $\mathbf{w}^{*}$ from the distribution $P(\mathbf{w}) \propto \rho_{1}\left(\mathbf{x}^{s_{1}}, \mathbf{x}^{0}+\mathbf{w} L ; \Delta_{s} \tau\right)$. The requirement in Eq. 3.77 is easily satisfied for a system with large $N$, where $L$ is also large. In contrast, imposing this condition for a small- $N$ simulation is typically sub-optimal, as it requires very small values of $\Delta_{s}$.

It is instructive to determine the regime where winding has a negligible effect, since this is also the criterion for the superfluid transition (see Section 3.3.2). In the largetemperature limit ( $\lambda_{\text {th }} \ll L$ ), the closed- and open-sector partition functions can be obtained analytically, by direct integration of $P_{\text {closed }}$ and $P_{\text {open }}$, resulting in

$$
\begin{equation*}
Z_{\text {closed }}=\frac{V}{\lambda_{\text {th }}^{3}}, \quad Z_{\text {open }}=V\left(\frac{m}{2 \pi \hbar^{2} \Delta_{s} \tau}\right)^{3 / 2} \tag{3.79}
\end{equation*}
$$

Therefore the relative statistical weight of the closed sector at high temperature reads

$$
\begin{equation*}
\frac{Z_{\text {closed }}}{Z_{\text {closed }}+Z_{\text {open }}}=\left[1+\left(\frac{\Delta_{s}}{S}\right)^{3 / 2}\right]^{-1}=\left[1+\Delta_{s}^{3 / 2}\left(\frac{\lambda_{s}}{\lambda_{\text {th }}}\right)^{3}\right]^{-1} \tag{3.80}
\end{equation*}
$$

This expression includes the QMC parameter $\Delta_{s}$, as a consequence of our choice for the length scale $\xi_{0}$. Eq. 3.80 can be compared with the exact QMC calculation (valid
at any temperature), in which $Z_{\text {closed }} /\left(Z_{\text {closed }}+Z_{\text {open }}\right)$ is estimated as the fraction of MC samples in the closed sector. We find that Eq. 3.80 is valid for $\left(\lambda_{\text {th }} / L\right)^{3} \lesssim 1$ (see


Figure 3.13: Relative weight of $Z_{\text {closed }}$, for one quantum particle in a periodic cubic box of volume $L^{3}$. The high-temperature expansion (blue line, cf. Eq. 3.80) is compared with the exact curve (orange dots), obtained through QMC simulations (with $\lambda_{\mathrm{s}} \rho^{1 / 3}=0.03545$ and $\Delta_{s}=5$ ).

Fig.3.13). For smaller temperatures, the contribution of paths with non-zero winding cannot be neglected.

The opening and closing moves can be simply generalized to the case of $N$ interacting bosons, by making it act on the two ends of the open path. The stopping probability (cf. Eq. 3.76) does not change, but the contributions of two- and three-body interactions to the statistical weight modify the acceptance probabilities in Eqs. 3.73 and 3.72, introducing a finite rejection probability. Furthermore, the condition in Eq. 3.77 is simple to satisfy for a system with large $N$, since $L$ grows proportionally to $N^{1 / 3}$.

The scheme of the open/close QMC algorithm consists in repeating a certain amount of same-sector moves before proposing a sector switch, through the opening or closing moves. During the MC evolution in the open sector, the two ends of the open path can get at distance significantly larger than $\sqrt{2 \pi \hbar^{2} \Delta_{s} \tau / m}$. In this case, the stopping probability (cf. Eq. 3.76) becomes close to one, and the chance that the closing move takes place is small, until the distance between the two open ends decreases. The typical number of open-sector MC steps between two accepted closing moves depends on the temperature (see Fig. 3.14). At low temperature, the distance between the two open ends becomes large more often, so that more open-sector steps are needed before a closing move is accepted. This is not simply a technical feature of the QMC algorithm, but it is directly connected with the concept of ODLRO for the one-body-reduced density matrix, cf. Section 3.3.3.


Figure 3.14: Histogram of the number of open-sector MC steps required before a closing move is accepted, for QMC simulations of $N=10^{3}$ non-interacting bosons in a periodic box, at different temperatures (see legend). One MC step corresponds to moving $N \times S$ beads, on average. For the fixed-sector MC evolution, the Lévy-construction, advance/recede and swap moves are used.

### 3.3 Observables

In the following sections, we describe three kinds of observables: The closed-sector observables which also exist for classical particles (cf. Section 3.3.1), the closed-sector observables which are specific to quantum systems (cf. Section 3.3.2), and the most relevant open-sector observable, namely the one-body-reduced density matrix (cf. Sections 3.3.3 and 3.3.4). The latter is an off-diagonal observable, but its normalization includes the ratio of the open- and closed-sector partition functions (cf. Section 3.3.3). None of the observable estimators described in this section depends on the choice of the interaction potential. On the contrary, the improved momentum-distribution estimator (cf. Section 3.4.2) is specific for the unitary-bosons model under study.

For some observables, we include in this section a comparison of QMC data for the ideal Bose gas and results based on the recursion relations for th canonical partition function (cf. Section 1.4). Their agreement provides a validation of the QMC algorithm for systems without interactions.

### 3.3.1 Spatial correlation functions

For closed path-integral configurations, several observables can be expressed as functions of the positions $\mathbf{X}=\left\{\mathbf{x}_{1}^{s}, \ldots, \mathbf{x}_{N}^{s}\right\}$ of the $N$ beads on the imaginary-time slice $s$. The
normalized probability distribution for these positions is

$$
\begin{equation*}
P_{\mathrm{pos}}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right)=\frac{\rho_{N}^{\text {bos }}\left(\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right\},\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right\} ; \beta\right)}{Z_{\text {closed }}} \tag{3.81}
\end{equation*}
$$

where we dropped the superscript $s$ since $P_{\text {pos }}$ does not depend on the imaginary-time slice. Independently of its quantum origin, $P_{\text {pos }}$ can be interpreted as the probability distribution for $N$ classical particles, and we can introduce some observables which are standard for classical systems [151]. The simplest of these observables is the density profile,

$$
\begin{equation*}
\left\langle\sum_{i=1}^{N} \delta\left(\mathbf{x}_{i}-\mathbf{x}\right)\right\rangle=\int d \mathbf{x}_{1} \ldots d \mathbf{x}_{N} P_{\mathrm{pos}}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right) \sum_{i=1}^{N} \delta\left(\mathbf{x}_{i}-\mathbf{x}\right) \tag{3.82}
\end{equation*}
$$

which gives the average local density at position $\mathbf{x}$. For a homogeneous system, this is a constant function of $\mathbf{x}$, while its value depends on the position when the system is nonhomogeneous, for as for instance due to an external potential. Recording a histogram of particle-position samples during a QMC simulation gives direct access to the density profile.

In a similar way, we can define the pair-correlation function at positions $\mathbf{x}$ and $\mathbf{x}^{\prime}$ as

$$
\begin{equation*}
g^{(2)}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=\sum_{i=1}^{N} \sum_{j \neq i}\left\langle\delta\left(\mathbf{x}-\mathbf{x}_{i}\right) \delta\left(\mathbf{x}^{\prime}-\mathbf{x}_{j}\right)\right\rangle \tag{3.83}
\end{equation*}
$$

where the average is taken for $\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right\}$ distributed as in Eq. 3.81. For a homogeneous system, $g^{(2)}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$ is a function of the relative vector $\mathbf{r}=\mathbf{x}-\mathbf{x}^{\prime}$ only. In QMC, we have direct access to the histogram of the interparticle distances, $P_{\text {dist }}(r)$, normalized as

$$
\begin{equation*}
\int d r P_{\text {dist }}(r)=1 \tag{3.84}
\end{equation*}
$$

This histogram is related to the pair-correlation function through

$$
\begin{equation*}
g^{(2)}(\mathbf{r})=\frac{N(N-1)}{V} \frac{P_{\text {dist }}(r)}{4 \pi r^{2}} \tag{3.85}
\end{equation*}
$$

which is valid for an isotropic system and for distances smaller than $L / 2$ (where $L$ is the edge of the cubic box where particles are confined). At larger distances, $P_{\text {dist }}$ has a dependence on the presence of the box, and it vanishes at $r=\sqrt{3} L / 2$. For a bosonic system with zero-range interactions, the pair-correlation functions is connected to the contact density $c_{2}$ through

$$
\begin{equation*}
\lim _{|\mathbf{r}| \rightarrow 0}\left(r^{2} g^{(2)}(\mathbf{r})\right)=\frac{c_{2}}{(4 \pi)^{2}} \tag{3.86}
\end{equation*}
$$

as described in Section 2.1.3.
Other $n$-point density correlation functions can be defined in the same way as the pair-correlation function. In Section 2.2.2, we compute the three-body correlation function for three unitary bosons at low temperature (cf. Fig. 2.6), which provides a signature of the Efimov effect.

### 3.3.2 Permutation cycles and superfluid density

Unlike the density profile and $n$-point correlation functions, which are also defined for a classical particle system, other diagonal observables are specific to quantum systems. This is reflected in the fact that they depend on degrees of freedom located at different imaginary-time slices.

Bosonic quantum statistics enters the path-integral formulation through permutation cycles (see Section 1.3), with the presence of long cycles being connected to the BEC transition. In the large-temperature limit ( $\lambda_{\text {th }}^{3} \rho \simeq 0$ ), any permutation $P$ different from the identity permutation $\{1, \ldots, N\}$ has vanishing statistical weight, so that particles are effectively distinguishable.

As the temperature is lowered, the statistical weight of permutations including long cycles becomes non-negligible, and in the zero-temperature limit a particle has the same probability for being in a cycle of any length. QMC simulation allow to directly measure the average number of particles on cycles of a given length. For an ideal Bose gas, this quantity can be computed exactly also through the recursion method for the canonical partition functions. With the notation of Section 1.4 for a system of $N$ bosons in a periodic box, the average number of bosons on cycles of length $k$ reads

$$
\begin{equation*}
\frac{k}{N} \times \frac{z(k \beta) Z_{N-k}(\beta)}{Z_{N}(\beta)} \tag{3.87}
\end{equation*}
$$

which can be computed numerically for any choice of $N, V$, and $T$. As shown in Fig. 3.15, the same result is obtained with an open/close QMC simulation for the ideal Bose gas, in which the swap move is used to change the structure of permutation cycles. This validates the QMC algorithm, for the non-interacting case.

The study of permutation cycles is directly related to the BEC transition. For ideal bosons the condensate fraction can be extracted from the quantity in Eq. 3.87 [39], which gives a quantitative connection between the statistics of permutation cycles and the BEC transition. This is not available for the case of interacting systems [42], although permutation cycles keep providing a useful ingredient for an heuristic study of the transition. In contrast with the condensate fraction, the superfluid fraction is directly connected to these cycles, both for ideal and interacting systems. A closed path in a periodic box can have a non-zero winding-number vector $\mathbf{w} \in \mathbb{Z}^{3}$, which is computed by counting how many times it winds around the periodic box along each direction (cf. Section 3.2.1). The total winding-number vector $\mathbf{W}$ of a configuration is the sum of the winding-number vectors corresponding to all bosonic cycles,

$$
\begin{equation*}
\mathbf{W}=\sum_{\text {cycles }} \mathbf{w}_{\text {cycle }} \tag{3.88}
\end{equation*}
$$

where the sum of the number of bosons belonging to each cycle is equal to $N$. The symmetry of the system with respect to spatial inversion implies that $\langle\mathbf{W}\rangle=0$, where


Figure 3.15: Average number of particles on cycles of a given length, for a system of $N=10^{3}$ non-interacting bosons in a three-dimensional periodic box. Full agreement is obtained between the exact results obtained through the QMC algorithm described in this section (dots) and the exact recursion of Section 1.4 (dashed black lines).
the average is taken over configurations distributed according to $\rho_{N}^{\text {bos }}$. The average of $\mathbf{W}^{2}$, in contrast, can be non-zero, and it gives direct access to the superfluid fraction $\rho_{s} / \rho$, via

$$
\begin{equation*}
\frac{\rho_{s}}{\rho}=\frac{m}{\hbar^{2} \beta} \frac{\left\langle\mathbf{W}^{2}\right\rangle L^{2}}{3 N}, \tag{3.89}
\end{equation*}
$$

where $L$ is the linear size of the cubic box. This relation was first introduced in Ref. [23], based on connection of the superfluid density with the helicity modulus (cf. Section 1.1), and it does not depend on whether bosons are interacting. In a QMC simulation, we can collect statistics for $W_{x}$ (note that $\left\langle W_{x}^{2}\right\rangle=\left\langle W_{y}^{2}\right\rangle=\left\langle W_{z}^{2}\right\rangle=\left\langle\mathbf{W}^{2}\right\rangle / 3$, due to the symmetry under permutations of $\{x, y, z\}$ ), and then obtain $\rho_{s}$ through Eq.3.89. At high temperature, the probability of winding numbers $W_{x} \neq 0$ is strongly suppressed (below $2 \%$, for the left panel of Fig.3.16), while it becomes significant at low temperature (cf. Fig. 3.16, middle and right panels). This is a direct consequence of the appearance of long permutation cycles, which can wind several times around the box. Computing $\left\langle\mathbf{W}^{2}\right\rangle$ in QMC requires algorithms which can efficiently modify the structure of permutation cycles. This is best achieved with simulations in the extended configuration space (cf. Section 3.2.1 and Refs [136] and [137]), while the permutation-sampling algorithm originally devised for liquid helium are not optimal (see for instance Ref. [152]).

For the case of $N$ non-interacting bosons, the exact value of $\rho_{s}$ can also be obtained


Figure 3.16: Winding-number distribution for $N=10^{3}$ non-interacting bosons at different temperatures (cf. panel titles), computed through QMC simulations. For high temperature (left panel), the distribution is more narrowly peaked at $W_{x}=0$, while it becomes broader as the temperature decreases. The corresponding superfluid fractions are reported in Table 3.1.
through the recursive method of Section 1.4, as described in Ref. [40]. By introducing

$$
\begin{equation*}
f_{k, w}=\frac{L}{\sqrt{2 \pi \hbar^{2} \beta k / m}} \exp \left(-\frac{m L^{2} w^{2}}{2 k \beta \hbar^{2}}\right) \tag{3.90}
\end{equation*}
$$

we can rewrite $z(k \beta)$ (cf. Eq. 1.28) as

$$
\begin{equation*}
z(k \beta)=\left(\sum_{w \in \mathbb{Z}} f_{k, w}(\beta)\right)^{3} \tag{3.91}
\end{equation*}
$$

Given a cycle of length $k$, the average of its squared winding number along $x$ reads

$$
\begin{equation*}
\left\langle w_{x}^{2}\right\rangle_{k}=\frac{\sum_{w \in \mathbb{Z}} f_{k, w}(\beta) w^{2}}{\sum_{w \in \mathbb{Z}} f_{k, w}(\beta)} \tag{3.92}
\end{equation*}
$$

and it is a monotonically increasing function of $k \in\{1, \ldots N\}$. Given the probability distribution $\pi_{k}$ for a particle to be on a cycle of length $k$ ( $c f$. Eq. 1.33), the variance of the $x$-component of $\mathbf{W}$ is

$$
\begin{equation*}
\left\langle W_{x}^{2}\right\rangle=\sum_{k=1}^{N} \pi_{k}\left\langle w_{x}^{2}\right\rangle_{k}=\sum_{k=1}^{N} \frac{1}{N} \frac{z(k \beta) Z_{N-k}(\beta)}{Z_{N}(\beta)}\left\langle w_{x}^{2}\right\rangle_{k} . \tag{3.93}
\end{equation*}
$$

By combining this result with Eq. 3.89 , we can compute $\rho_{s}$. This quantity agrees with QMC results for the ideal Bose gas with relative errors $\leq 0.7 \%$ (cf. Table 3.1), which represents an additional verification for our algorithm.

| $T / T_{c}^{0}$ | $\rho_{s} / \rho$ (Eqs.3.89 and 3.93) | $\rho_{s} / \rho(\mathrm{QMC}$ and Eq. 3.89) | Relative error (QMC) |
| :---: | :---: | :---: | :---: |
| 1.25786 | 0.000799 | $0.000806 \pm 0.000006$ | $0.7 \%$ |
| 0.94340 | 0.1781 | $0.1787 \pm 0.0004$ | $0.2 \%$ |
| 0.62893 | 0.5639 | $0.5619 \pm 0.0013$ | $0.2 \%$ |

Table 3.1: Superfluid fraction for $N=10^{3}$ non-interacting bosons in a cubic periodic box, with the parameters of Fig.3.16. The values obtained through Eqs. 3.89 and 3.93 are consistent with the QMC results.

### 3.3.3 One-body-reduced density matrix

For a translation-invariant system, the one-body-reduced density matrix $g^{(1)}(\mathbf{r})$ is defined as

$$
\begin{equation*}
g^{(1)}(\mathbf{r})=\frac{N}{V} \times \frac{\int d \mathbf{x}_{1} \ldots d \mathbf{x}_{N} \rho_{N}^{\text {bos }}\left(\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{N}\right\},\left\{\mathbf{x}_{1}+\mathbf{r}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{N}\right\} ; \beta\right)}{Z_{\text {closed }}} \tag{3.94}
\end{equation*}
$$

which is normalized so that $g^{(1)}(\mathbf{r}) \rightarrow \rho$ for $|\mathbf{r}| \rightarrow 0 . g^{(1)}(\mathbf{r})$ is proportional to the marginal probability distribution for a relative vector $\mathbf{r}$ between the two ends of the open path, and it is connected with the statistics of permutation cycles. For an ideal Bose gas at high temperature ( $\lambda_{\text {th }}^{3} \rho \ll 1$ ), the probability for cycles of more than one particle is strongly suppressed. In this regime, the density matrix $\rho_{N}^{\text {bos }}$ is approximately equal to the density matrix of $N$ non-interacting distinguishable particles, which is the product of $N$ single-particle terms. Thus the expression in Eq. 3.94 becomes

$$
\begin{equation*}
g^{(1)}(\mathbf{r})=\frac{N}{V} \times \frac{\int d \mathbf{x}_{1} \rho_{1}\left(\mathbf{x}_{1}, \mathbf{x}_{1}+\mathbf{r} ; \beta\right)}{\int d \mathbf{x}_{1} \rho_{1}\left(\mathbf{x}_{1}, \mathbf{x}_{1} ; \beta\right)}=\frac{N}{V} \times \exp \left(-\frac{m \mathbf{r}^{2}}{2 \hbar^{2} \beta}\right) \tag{3.95}
\end{equation*}
$$

Thus $g^{(1)}(\mathbf{r})$ decays exponentially for large $r$, with a characteristic length scale much smaller than $L$. This corresponds to the physical regime in which the winding of paths around the periodic box is suppressed, since the presence of non-zero winding would require the two open ends to reach a distance of the order of the box size. At low temperature, in contrast, the thermal wavelength $\lambda_{\text {th }}$ becomes comparable to $\rho^{-1 / 3}$, and the probability of longer cycles increases. The distribution of the end-to-end vector of an isolated open path formed by $k$ particles is proportional to $\rho_{1}(0, \mathbf{r} ; k \beta)$. The corresponding length scale for the large- $r$ decay is $\sqrt{k}$ times larger than the one in Eq. 3.95 Thus an open cycle made by a macroscopic number of particles can reach an end-to-end distance of the order of $\sqrt{N} \lambda_{\text {th }}$, which is comparable or larger than the linear box size $L=(N / \rho)^{1 / 3}$ (cf. Fig. 3.17). It is then clear how the ODLRO criterion for Bose-Einstein condensation (cf. Section 1.1) is related to permutation cycles: $g^{(1)}(\mathbf{r})$ decays to zero on the length scale set by $\lambda_{\text {th }}$, unless the system has a relevant probability of including long cycles.


Figure 3.17: Schematic representation of ODLRO for $N=20$ bosons in a box of linear size $L$ : Due to the presence of a long cycle (orange line), the head and tail (orange dots) can be at a macroscopic distance, while short-cycle paths (blue lines) have a linear size of the order of $\lambda_{\text {th }}$.

The definition of $g^{(1)}(\mathbf{r})$ (cf. Eq. 3.94) can be rewritten as

$$
\begin{equation*}
g^{(1)}(\mathbf{r})=\frac{N}{V} \frac{Z_{\text {open }} \tilde{\zeta}_{0}^{3}}{Z_{\text {closed }}} \times P(\mathbf{r}) \tag{3.96}
\end{equation*}
$$

by making use of Eqs. 3.33 and 3.34), and by introducing

$$
\begin{equation*}
P(\mathbf{r})=\frac{\int d \mathbf{x}_{1} \ldots d \mathbf{x}_{N} \rho_{N}^{\text {bos }}\left(\left\{\mathbf{x}_{1}+\mathbf{r}, \mathbf{x}_{2} \ldots, \mathbf{x}_{N}\right\},\left\{\mathbf{x}_{1}, \mathbf{x}_{2} \ldots, \mathbf{x}_{N}\right\} ; \beta\right)}{Z_{\text {open }} \tilde{\zeta}_{0}^{3}} \tag{3.97}
\end{equation*}
$$

This distribution $P(\mathbf{r})$ is normalized $\left(\int d \mathbf{r} P(\mathbf{r})=1\right)$, and can be directly accessed in a QMC simulation, by constructing a histogram for the separation vector $\mathbf{r}$ between head and tail. Eq. 3.96 links the raw histogram $P(\mathbf{r})$ to the one-body-reduced density matrix. This requires the knowledge of $\xi_{0}$ (a free parameter in the QMC algorithm, chosen as in Eq. 3.69), and of $Z_{\text {open }} / Z_{\text {closed }}$. The general scheme for MC sampling in different dimensions (cf. Section 3.1.3) gives access to this ratio. For the QMC case, it is directly estimated as the ratio of the number of configurations in the closed and open sectors.

### 3.3.4 Momentum distribution and condensate fraction

The momentum distribution $n(\mathbf{k})$ is defined as the Fourier transform of $g^{(1)}(\mathbf{r})$,

$$
\begin{equation*}
n(\mathbf{k})=V \int d \mathbf{r} g^{(1)}(\mathbf{r}) \exp (-i \mathbf{k} \cdot \mathbf{r}) \tag{3.98}
\end{equation*}
$$

for a translation-invariant system. In a periodic box of linear size $L, n(\mathbf{k})$ has to be computed for a discrete set of momenta, given by $\mathbf{k}_{\mathbf{q}}=(2 \pi / L) \mathbf{q}$, with $\mathbf{q} \in \mathbb{Z}^{3}$. Its normalization is such that

$$
\begin{equation*}
\sum_{\mathbf{q} \in \mathbb{Z}^{3}} n\left(\mathbf{k}_{\mathbf{q}}\right)=N V \tag{3.99}
\end{equation*}
$$

so that the condensate fraction reads ${ }^{4}$

$$
\begin{equation*}
\frac{N_{0}}{N}=\frac{n(\mathbf{k}=0)}{N V} \tag{3.100}
\end{equation*}
$$

where $N_{0}$ is the average number of condensed particles. The average number $N_{\text {th }}$ of thermal particles is $N_{\text {th }}=N-N_{0}$. For a large system in the normal-gas phase, the normalization in Eq. 3.99 can be approximated as

$$
\begin{equation*}
\int d \mathbf{k} n(\mathbf{k})=N \times(2 \pi)^{3} \tag{3.101}
\end{equation*}
$$

while this breaks down in the presence of a finite condensate fraction (cf. Section 1.1). At large temperature, the momentum distribution for non-interacting bosons is obtained from Eq. 3.95, and it reads

$$
\begin{equation*}
n(\mathbf{k})=N \times\left(\frac{2 \pi \hbar^{2} \beta}{m}\right)^{3 / 2} \times \exp \left(-\beta \frac{\hbar^{2} k^{2}}{2 m}\right) \tag{3.102}
\end{equation*}
$$

which is the Boltzmann factor of an energy $\hbar^{2} k^{2} /(2 m)$, that is, the result for distinguishable non-interacting particles.

In QMC, one could directly estimate $g^{(1)}(\mathbf{r})$ as a histogram and then use the definition in Eq. 3.98 to compute $n(\mathbf{k})$. This is not optimal, as it involves a Fourier transform of noisy data. In contrast, we use a method where $n(\mathbf{k})$ for a given momentum $\mathbf{k}$ is obtained directly [131, 153]. By using the expression for $g^{(1)}(\mathbf{r})$ given in Eq. 3.96, the definition of $n(\mathbf{k})$ can be rewritten as

$$
\begin{equation*}
n(\mathbf{k})=N \frac{Z_{\mathrm{open}} \tilde{\xi}_{0}^{3}}{Z_{\text {closed }}} \times \int d \mathbf{r} P(\mathbf{r}) e^{-i \mathbf{k} \cdot \mathbf{r}} \tag{3.103}
\end{equation*}
$$

The integral in the right-hand side corresponds to the statistical average of $e^{-i \mathbf{k} \cdot \mathbf{r}}$. In QMC, samples of $\mathbf{r}$ are distributed as $P(\mathbf{r})$, so that the average of $e^{-i \mathbf{k} \cdot \mathbf{r}}$ is directly available. We denote this measure of $n(\mathbf{k})$ the naive estimator, to be compared with the estimator described in Section 3.4.2 below. The open/close QMC algorithm gives access to the correctly-normalized one-body-reduced density matrix and momentum distribution $\left(g^{(1)}(\mathbf{r})\right.$ and $\left.n(\mathbf{k})\right)$, as it allows to estimate the ratio $Z_{\text {open }} / Z_{\text {closed }}$ [137, 136]. By setting $\mathbf{k}=0$ in Eq. 3.103, we obtain

$$
\begin{equation*}
\frac{N_{0}}{N}=\frac{\xi_{0}^{3}}{V} \frac{Z_{\text {open }}}{Z_{\text {closed }}} \tag{3.104}
\end{equation*}
$$

To conclude this section, we describe a peculiar property of the BEC phase, related to the fluctuations of the number of particles in the condensate (cf. Ref. [15], §3.3). $N_{0}$ and

[^10]$N_{\text {th }}$ are the average numbers of condensed and non-condensed particles, and they have physical fluctuations, at any given temperature. This is the case both in the canonical ensemble (where $N=N_{0}+N_{\text {th }}$ is fixed) and in the grand canonical ensemble (where $N$ itself can fluctuate). For a typical extensive observable $O$, the variance $\sigma^{2}(O)$ is expected to scale linearly with the system size $N$. The relative importance of fluctuation (that is, $\sigma(O) /\langle O\rangle$ ) vanishes in the large- $N$ limit, since $\sigma(O) \propto N^{1 / 2}$ and $\langle O\rangle \propto N$. For a system of non-interacting bosons in the normal-gas phase, the number $N_{\text {th }}$ of non-condensed particles has fluctuations with the ordinary linear scaling (that is, $\left.\sigma^{2}\left(N_{\mathrm{th}}\right) \propto N\right)$, both in the canonical and grand canonical ensembles [15]. In the BEC phase, however, the variance of $N_{\text {th }}$ scales as
\[

$$
\begin{equation*}
\sigma^{2}\left(N_{\mathrm{th}}\right) \propto N^{4 / 3} . \tag{3.105}
\end{equation*}
$$

\]

This superlinear scaling differs from the typical case of extensive variables, and it is a consequence of the small-k behavior of $n(\mathbf{k})$ [15]. While this scaling holds both in the canonical and grand canonical ensembles, the corresponding scaling of $\sigma^{2}\left(N_{0}\right)$ shows a clear difference between the two ensembles. If the total number of particles $N=N_{0}+N_{\text {th }}$ is constant, then the fluctuations of $N_{0}=N-N_{\text {th }}$ scale in the same way as those of $N_{\text {th }}$, namely $\sigma^{2}\left(N_{0}\right) \propto N^{4 / 3}$. In the grand canonical ensemble, in contrast, the fluctuations of $N_{0}$ for an ideal BEC scale as $\sigma^{2}\left(N_{0}\right) \propto N^{2}$, meaning that their relative importance does not vanish in the $N \rightarrow \infty$ limit. This anomaly is a pathological feature of the ideal Bose gas, when treated via the grand canonical ensemble. The results mentioned here (notably the fact that $\sigma\left(N_{0}\right) \propto N^{2 / 3}$, in the BEC phase) also hold in the presence of interactions [154].

### 3.4 Additional aspects related to PIMC

In this section we describe two additional aspects of the path-integral QMC study presented in this work. The first concerns a common problem for most Monte Carlo studies of phase transition: Most MC methods give access to the properties of finite-size system, while the critical behavior close to phase transitions is best characterized in the infinitesize limit. This is addressed by the finite-size scaling technique - cf. Section 3.4.1. Section 3.4.2, in contrast, concerns a specific issue in the study of systems with zero-range interactions, as the model for the unitary Bose gas used in this work. The naive estimator for the momentum distribution (cf. Section 3.3.4) becomes unpractical at the large momenta, and we describe an approximate scheme to overcome this problem.

### 3.4.1 Superfluid transition and finite-size scaling

In this section, we describe the finite-size scaling technique to characterize the BEC phase transition. An example is provided by the case of the ideal Bose gas in a periodic box, for which we have an explicit expression of the superfluid density (cf. Eq.3.89).

This quantity has a strong dependence on the system size (cf. Fig. 3.18), especially in the intermediate-temperature region close to $T_{c}^{0}$. Even for the largest system considered in Fig. $3.18(N=4096)$, a clear deviation from the infinite-size result is visible. Moreover, the smoothness of the finite-size curves makes it hard to define a critical temperature for a system at a given $N \lesssim 10^{3}$.


Figure 3.18: Superfluid fraction of $N$ ideal bosons in a periodic box, as a function of the rescaled temperature, and for different values of $N$ (solid lines, obtained through Eq. 3.89 and Eq. 3.93). Also shown is the exact result $[20,21]$ for an infinite system below $T_{c}^{0}$ (dashed black line, cf. Eq. 1.21).

The fact that the transition is smeared out and only becomes sharper for large systems can be understood in terms of the correlation-length behavior. We consider a BEC transition in three dimensions, with critical temperature $T_{c}$. The rescaled temperature is defined as $t=\left(T-T_{c}\right) / T_{c}$. At the transition point $(t=0)$, the superfluid fraction and correlation length ${ }^{5}$ of an infinite system have a power-law scaling, with exponents $v$ and $v$, that is

$$
\begin{equation*}
\xi \sim \frac{1}{t^{v}}, \quad \text { for } t \rightarrow 0^{+} \tag{3.106}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\rho_{s}}{\rho} \sim t^{v}, \quad \text { for } t \rightarrow 0^{-} \tag{3.107}
\end{equation*}
$$

The value of these exponents depends on which universality class the transition belongs to. In three dimensions, the ideal Bose gas belongs to the complex Gaussian model class, which has $v=1$ [20,21]. The three-dimensional weakly-interacting Bose gas, in

[^11]contrast, is in the 3D XY class, with $v \simeq 0.67$ [156] (corresponding to the value measured for ${ }^{4} \mathrm{He}$ [157]). In a finite system, there exists a temperature region in which the infinite-system correlation length $\xi$ exceeds the maximum length scale of the finite system, that is, the linear size $L$ of the box. The finite-size scaling hypothesis is formulated in this temperature region, and states that the free energy (or any derived observable) is a universal function of $L / \xi \sim L t^{\nu}$. When expressed for the superfluid fraction, this hypothesis reads [22, 155]
\[

$$
\begin{equation*}
\frac{\rho_{s}}{\rho}=L^{-1} Q\left(L^{1 / v} t\right) \tag{3.108}
\end{equation*}
$$

\]

where $Q(x)$ is a unknown universal function (which is analytic for any finite argument), and where we have assumed that $v=v$ [155]. The hypothesis in Eq. 3.108 provides a powerful technique to estimate $T_{c}$ from finite-system results. The expansion of $Q(x)$ close to the transition point $(x \simeq 0)$ gives

$$
\begin{equation*}
L \times \frac{\rho_{s}}{\rho}=Q(0)+Q^{\prime}(0) L^{1 / v} t+\ldots \tag{3.109}
\end{equation*}
$$

so that $L \times\left(\rho_{s} / \rho\right)$ becomes independent on the system size at $t=0$. Therefore, we


Figure 3.19: Rescaled superfluid fraction as a function of the temperature, for a system of $N$ non-interacting bosons in a cubic periodic box (computed through Eq. 3.93, cf. Ref. [40]).
can plot $L \times\left(\rho_{s} / \rho\right)$ (or, equivalently, $N^{1 / 3} \rho_{s} / \rho$ ) as a function of temperature for several values of $N$, and the crossing point of these lines provides an estimate of $T_{c}$. An example for the ideal Bose gas is shown in Fig. 3.19, where the crossing point takes place near $T=T_{c}^{0}$. For small $N$, corrections to the scaling law in Eq. 3.108 cannot be neglected [155], introducing a systematic deviation of the estimates of the critical temperature from its actual value (not visible on the scale of Fig. 3.19).

Similar versions of the finite-size scaling idea constitute fundamental tools in the study of critical phenomena for several other cases, including magnetic systems [158, 159] and zero-temperature quantum phase transitions [160]. In the context of pathintegral QMC, examples of this analysis are found in Ref. [161] (for ideal and interacting bosons) and Ref. [162] (for interacting bosons in the presence of an external potential). In Section 4.4.1, this method is used to determine the critical temperature of the unitary Bose gas.

### 3.4.2 Large-momentum tail of $n(\mathbf{k})$

The standard method to measure the momentum distribution in a QMC simulation is described in Section 3.3.4. In this section, for simplicity, we consider the observable $\bar{n}(\mathbf{k})$ (rather than the actual momentum distribution $n(\mathbf{k})$ ), defined through a rewriting of Eq. 3.103:

$$
\begin{equation*}
\bar{n}(\mathbf{k})=\frac{1}{N} \frac{Z_{\text {closed }}}{Z_{\text {open }} \tilde{z}_{0}^{3}} \times n(\mathbf{k})=\int d \mathbf{r} P(\mathbf{r}) e^{i \mathbf{k} \cdot \mathbf{r}} . \tag{3.110}
\end{equation*}
$$

$P(\mathbf{r})$ is the normalized probability distribution for the separation vector $\mathbf{r}$ between the head and tail of the open path (cf. Eq. 3.97). It corresponds to the distribution of the samples for $\mathbf{r}$ in a QMC simulation, so that we can estimate $\bar{n}(\mathbf{k})$ as

$$
\begin{equation*}
\bar{n}(\mathbf{k}) \simeq \frac{1}{N_{\text {steps }}} \sum_{j=1}^{N_{\text {steps }}} \exp \left(-i \mathbf{k} \cdot \mathbf{r}_{j}\right) \tag{3.111}
\end{equation*}
$$

where $\mathbf{r}_{1}, \ldots, \mathbf{r}_{N_{\text {steps }}}$ are the samples of $\mathbf{r}$ obtained through QMC. We refer to this method of measuring $\bar{n}(\mathbf{k})$ (or, equivalently, the momentum distribution) as the naive estimator. At $\mathbf{k}=0, \bar{n}(\mathbf{k})$ is equal to one, and its physical fluctuations vanish. The relative fluctuations of $\bar{n}(\mathbf{k})$, in contrast, become very large in the large- $k$ regime, where $\bar{n}(\mathbf{k})$ itself decays to zero. In this regime, the naive estimator gives a very poor estimate of $\bar{n}(\mathbf{k})$, as it consists of the average of strongly-oscillating terms. For the study of the BEC transition, the small- $k$ part of the momentum distribution is the most relevant, so that this limitation of the naive estimator does not represent a practical issue. However, the large- $k$ behavior of the momentum distribution is of key importance for systems with strong, short-ranged, interactions (which is the case for the unitary Bose gas, cf. Chapters 2 and 4), as it is connected to universal properties. The naive estimator is formally correct at any $\mathbf{k}$, and it can be used in the absence of alternative methods (see for instance Fig. 4.15), but it is not practical to address large- $k$ regime. In the following paragraphs, we describe an improved estimator, explicitly designed to solve this issue.

The estimator derived in this section is specific for particles interacting through the zero-range unitary potential, unlike the generally applicable observable estimators of Section 3.3. For an open two-particles configuration, with head $\mathbf{x}$ and tail $\mathbf{y}$ on imaginary-time slice $s_{\text {cut }}$, we introduce the notation in Fig. 3.20 for a given set of
points $\mathcal{C}=\{\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}, \mathbf{E}\}$. The free parameter $\Delta_{s}$ determines the region of interest, which corresponds to the portion of the configuration with imaginary-time slices between $\left(s_{\mathrm{cut}}-\Delta_{s}\right)$ and $\left(s_{\mathrm{cut}}+\Delta_{s}\right)$.


Figure 3.20: Open configuration for two particles, with open ends $\mathbf{x}$ and $\mathbf{y}$ in the vicinity of the imaginary-time slice $s_{\text {cut }}$.

We formally rewrite $\bar{n}(\mathbf{k})$ as

$$
\begin{equation*}
\bar{n}(\mathbf{k})=\int d \mathcal{C} p^{*}(\mathcal{C}) \int d \mathbf{x} \int d \mathbf{y} P_{\mathrm{end}}(\mathbf{x}, \mathbf{y} \mid \mathcal{C}) e^{-i \mathbf{k} \cdot(\mathbf{x}-\mathbf{y})} \tag{3.112}
\end{equation*}
$$

with the shorthand $d \mathcal{C}=d \mathbf{A} d \mathbf{B} d \mathbf{C} d \mathbf{D} d \mathbf{E} . p^{*}(\mathcal{C})$ is the (unknown) probability distribution for $\mathcal{C}$, and $P_{\text {end }}(\mathbf{x}, \mathbf{y} \mid \mathcal{C})$ is the conditional probability distribution for the endpoints $\mathbf{x}$ and $\mathbf{y}$, for a given value of $\mathcal{C}$. We define

$$
\begin{equation*}
\bar{n}(\mathbf{k} \mid \mathcal{C})=\int d \mathbf{x} \int d \mathbf{y} P_{\text {end }}(\mathbf{x}, \mathbf{y} \mid \mathcal{C}) e^{-i \mathbf{k} \cdot(\mathbf{x}-\mathbf{y})} \tag{3.113}
\end{equation*}
$$

so that $\bar{n}(\mathbf{k})$ is equal to the average of $\bar{n}(\mathbf{k} \mid \mathcal{C})$ over $\mathcal{C}$, if $\mathcal{C}$ is distributed according to $p^{*}(\mathcal{C}) . \bar{n}(\mathbf{k} \mid \mathcal{C})$ will be computed analytically. Thus one can use a QMC simulation to sample a sequence $\mathcal{C}_{1}, \ldots, \mathcal{C}_{N_{\text {steps }}}$ of values of $\mathcal{C}$, and obtain an alternative estimator for $\bar{n}(\mathbf{k})$,

$$
\begin{equation*}
\bar{n}(\mathbf{k}) \simeq \frac{1}{N_{\text {steps }}} \sum_{j=1}^{N_{\text {steps }}} \bar{n}\left(\mathbf{k} \mid \mathcal{C}_{j}\right) . \tag{3.114}
\end{equation*}
$$

This estimator has improved convergence properties, especially in the large- $k$ regime (corresponding to small distances between $\mathbf{x}$ and $\mathbf{y}, c f$. Fig. 3.20), as it does not sample $\mathbf{x}$ and $\mathbf{y}$, but the set $\mathcal{C}$.

We now turn to the analytic determination of $\bar{n}(\mathbf{k} \mid \mathcal{C})$. The conditional probability $P_{\text {end }}(\mathbf{x}, \mathbf{y} \mid \mathcal{C})$ is known explicitly, as it is proportional to the product of

$$
\begin{equation*}
\rho_{1}\left(\mathbf{A}, \mathbf{x} ; \Delta_{s} \tau\right) \rho_{1}\left(\mathbf{B}, \mathbf{E} ; \Delta_{s} \tau\right) \rho_{1}\left(\mathbf{E}, \mathbf{C} ; \Delta_{s} \tau\right) \rho_{1}\left(\mathbf{y}, \mathbf{D} ; \Delta_{s} \tau\right) \tag{3.115}
\end{equation*}
$$

and

$$
\begin{equation*}
g^{\mathrm{rel}}\left(\mathbf{A}-\mathbf{B}, \mathbf{x}-\mathbf{E} ; \Delta_{s} \tau\right) g^{\mathrm{rel}}\left(\mathbf{D}-\mathbf{C}, \mathbf{y}-\mathbf{E} ; \Delta_{s} \tau\right) \tag{3.116}
\end{equation*}
$$

Thus we can rewrite Eq. 3.113 as

$$
\begin{equation*}
\bar{n}(\mathbf{k} \mid \mathcal{C})=\frac{h(\mathbf{k}, \mathbf{A}, \mathbf{B}, \mathbf{E}) h(-\mathbf{k}, \mathbf{D}, \mathbf{C}, \mathbf{E})}{h(0, \mathbf{A}, \mathbf{B}, \mathbf{E}) h(0, \mathbf{D}, \mathbf{C}, \mathbf{E})}, \tag{3.117}
\end{equation*}
$$

with

$$
\begin{align*}
h(\mathbf{k}, \mathbf{A}, \mathbf{B}, \mathbf{E}) \equiv\left(\frac{2 \pi \hbar^{2} \Delta_{s} \tau}{m}\right)^{3 / 2} & \times \exp \left(\frac{m(\mathbf{B}-\mathbf{E})^{2}}{2 \hbar^{2} \Delta_{s} \tau}\right) \times  \tag{3.118}\\
& \times \int d \mathbf{x} \rho_{2}\left(\{\mathbf{A}, \mathbf{B}\},\{\mathbf{x}, \mathbf{E}\} ; \Delta_{s} \tau\right) e^{-i \mathbf{k} \cdot \mathbf{x}}
\end{align*}
$$

Eq.3.117 is such that $\bar{n}(\mathbf{k}=0 \mid \mathcal{C})=1$. By writing $\rho_{2}$ as the sum of a non-interacting term plus a correction (cf. Eq. 2.29), we can split $h$ into the sum of the two corresponding contributions, $h_{\text {ideal }}$ and $h_{\text {corr. }}$. The non-interacting term yields

$$
\begin{equation*}
h_{\text {ideal }}(\mathbf{k}, \mathbf{A}, \mathbf{B}, \mathbf{E})=e^{-i \mathbf{k} \cdot \mathbf{A}} \exp \left(-\frac{\hbar^{2} \Delta_{s} \tau k^{2}}{2 m}\right) . \tag{3.119}
\end{equation*}
$$

The term due to interactions reads

$$
\begin{equation*}
h_{\mathrm{corr}}(\mathbf{k}, \mathbf{A}, \mathbf{B}, \mathbf{E})=e^{-i \mathbf{k} \cdot \mathbf{E}} \frac{1}{b^{\prime} v} \exp \left(-\left(e^{\prime}\right)^{2}+\frac{\left(b^{\prime}\right)^{2}+v^{2}}{4}\right)\left(I_{+}-I_{-}\right), \tag{3.120}
\end{equation*}
$$

with the shorthands

$$
\begin{equation*}
I_{ \pm}=e^{\mp \frac{b^{\prime} v}{2}} \operatorname{erfc}\left(\frac{b^{\prime} \mp v}{2}\right) \tag{3.121}
\end{equation*}
$$

and

$$
\begin{align*}
\mathbf{b}^{\prime} & =\frac{\mathbf{A}-\mathbf{B}}{\sqrt{2 \hbar^{2} \Delta_{s} \tau / m}}  \tag{3.122}\\
\mathbf{e}^{\prime} & =\frac{\mathbf{A}-\mathbf{E}}{\sqrt{2 \hbar^{2} \Delta_{s} \tau / m}}  \tag{3.123}\\
v & =\sqrt{\left(2 \mathbf{e}^{\prime}-\mathbf{b}^{\prime}\right)^{2}-\frac{2 \hbar^{2} \Delta_{s} \tau}{m} \mathbf{k}^{2}-2 i \sqrt{\frac{2 \hbar^{2} \Delta_{s} \tau}{m}}\left(2 \mathbf{e}^{\prime}-\mathbf{b}^{\prime}\right) \cdot \mathbf{k} .} \tag{3.124}
\end{align*}
$$

The result in Eq. 3.120 is obtained via the analytic continuation technique: The integration is first performed for an imaginary momentum $\mathbf{k}=\mathbf{k}^{*} / i$, and the replacement $\mathbf{k}^{*} \rightarrow i \mathbf{k}$ is used in the final result. To support the validity of this procedure, we have verified that the analytical result for $h$ (the sum of $h_{\text {ideal }}$ and $h_{\text {corr }}$ ) agrees to a high precision with a direct numerical quadrature based on the definition in Eq.3.118.

The analytical knowledge of $h$ gives direct access to $\bar{n}(\mathbf{k} \mid \mathcal{C})$, through Eq. 3.117, so that we can use the improved estimator in Eq. 3.114 to measure $\bar{n}(\mathbf{k})$. For the case of $N=2$ particles in free space, the derivation of this estimator does not include any approximation. For particles in a periodic box, however, the derivation of $h_{\text {ideal }}$ and $h_{\text {corr }}$ only holds approximately. The approximation consists in replacing the integrals over the finite-box volume with the corresponding infinite-space integrals. This a completely controlled approximation, since the factors in Eq. 3.115 decay exponentially for large $|\mathbf{x}-\mathbf{A}|$ or $|\mathbf{y}-\mathbf{D}|$, on a length scale given by

$$
\begin{equation*}
\lambda_{\mathrm{ABCDE}}=\sqrt{\frac{2 \pi \hbar^{2} \Delta_{s} \tau}{m}} \tag{3.125}
\end{equation*}
$$

The approximation is valid for $\lambda_{\mathrm{ABCDE}} \ll L$. As shown in Fig. 2.3, the improved estimator correctly captures the momentum distribution at all momenta. $\bar{n}(\mathbf{k} \mid \mathcal{C})$ already decays as $k^{-4}$, with a prefactor $\operatorname{pref}(\mathcal{C})$. Thus the average of $\bar{n}(\mathbf{k} \mid \mathcal{C})$ over $\mathcal{C}$ necessarily decays as $k^{-4}$, with the prefactor

$$
\begin{equation*}
\int d \mathcal{C} p^{*}(\mathcal{C}) \times \operatorname{pref}(\mathcal{C}) \tag{3.126}
\end{equation*}
$$

When the distances $|\mathbf{E}-\mathbf{A}|$ and $|\mathbf{E}-\mathbf{D}|$ are large, compared to $\lambda_{\mathrm{ABCDE}}$, the effect of the interactions is suppressed, and $\operatorname{pref}(\mathcal{C})$ is close to zero. If these distances are small, however, the presence of $\mathbf{E}$ close to the open ends $\mathbf{x}$ and $\mathbf{y}$ causes $\operatorname{pref}(\mathcal{C})$ to be significantly different from zero.

The calculation of $\bar{n}(\mathbf{k})$ above cannot be directly extended to more than two particles, thus we develop an approximate scheme to employ the improved estimator in a $N$-body simulation. We first split the open sector into the subsets L and NL of local and non-local configurations. These are defined through the following procedure:

1. The endpoints $\mathbf{x}$ and $\mathbf{y}$ of an open path are identified, as in Fig. 3.20.
2. A is found by starting from $\mathbf{x}$ and following the path backwards for $\Delta_{s}$ imaginarytime slices. B is the bead closest to $\mathbf{A}$, on slice $s_{\text {cut }}-\Delta_{s}$.
3. $\mathbf{D}$ is found by following the path that starts at $\mathbf{y}$ for $\Delta_{s}$ slices, and $\mathbf{C}$ is identified as the bead on slice $s_{\text {cut }}+\Delta_{s}$ which is closest to $\mathbf{D}$.
4. If $\mathbf{B}$ and $\mathbf{C}$ belong to the same path ${ }^{6}$, and if the five positions $\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}, \mathbf{E}$ are "close" to each other, then the configuration is part of the L sector, otherwise it is assigned to the NL sector.

The criterion for closeness, in point 4, is still to be defined. The separation into L and NL sectors naturally leads to the following exact rewriting of $\bar{n}(\mathbf{k})$ :

$$
\begin{equation*}
\bar{n}(\mathbf{k})=f_{\mathrm{L}} \times \bar{n}_{\mathrm{L}}(\mathbf{k})+f_{\mathrm{NL}} \times \bar{n}_{\mathrm{NL}}(\mathbf{k}), \tag{3.127}
\end{equation*}
$$

[^12]where $f_{\mathrm{L}}$ and $f_{\mathrm{NL}}$ are the fractions of configurations in the L and NL sectors. $\bar{n}_{\mathrm{L}}(\mathbf{k})$ and $\bar{n}_{\mathrm{NL}}(\mathbf{k})$ are the averages of $\exp (-i \mathbf{k} \cdot \mathbf{r})$ restricted to one of the two configuration subspaces, and they satisfy
\[

$$
\begin{equation*}
\bar{n}_{\mathrm{L}}(0)=\bar{n}_{\mathrm{NL}}(0)=1 . \tag{3.128}
\end{equation*}
$$

\]

The L/NL separation is useful because, under certain conditions, only $\bar{n}_{\mathrm{L}}$ significantly contributes to the large- $k$ tail of $\bar{n}(\mathbf{k})$. As assumed in the pair-product approximation (cf. Section 3.2.1), beyond-two-body physics has negligible effects at high temperature. If $\lambda_{\mathrm{ABCDE}}$ is small (as compared to the typical interparticle distance $\rho^{-1 / 3}$ ), the probability of finding two bosons in a region of volume $\left(\lambda_{\mathrm{ABCDE}}\right)^{3}$ is small, and the probability of finding three bosons is strongly suppressed. This implies that for a local configuration the probability distribution for $\mathbf{x}$ and $\mathbf{y}$ can be approximated by $P_{\text {end }}(\mathbf{x}, \mathbf{y} \mid \mathcal{C})$, which is the exact expression if only the two close-by bosons are considered. All the steps which lead to the improved estimator also hold (approximately) for $N$-body configurations in the L sector, and the expression for $\bar{n}(\mathbf{k})$ can be also used for $\bar{n}_{\mathrm{L}}(\mathbf{k})$. However, this is not true for a non-local configuration, since in this case the effects due to more than two particles can be relevant. Therefore, $\bar{n}_{\mathrm{NL}}(\mathbf{k})$ can only be computed through the naive estimator. We can then define the features that a "good" locality criterion (defined in practice by the definition of closeness, in point 4 above) should have:

1. It has to be inclusive enough, which is obtained by setting a large $\Delta_{s}$, and by defining closeness (cf. point 4, at page 103) through a large length scale. In this case, the large- $k$ part of $\bar{n}_{\mathrm{NL}}(\mathbf{k})$ is approximately exponentially suppressed, and in a QMC calculation it is dominated by statistical noise. All configurations which significantly contribute to the $k^{-4}$ tail are then counted in the L sector.
2. $\Delta_{s}$ and the leg nth scale for the definition of closeness have to be small enough, so that for all configurations in the $L$ sectors the effect of a third particle on the probability of $\mathbf{x}$ and $\mathbf{y}$ can be neglected, and the two-body approximation is valid.

Given these two conditions, Eq. 3.127 is approximated by truncating the tail of $\bar{n}_{\mathrm{NL}}(\mathbf{k})$, which we assume to include only statistical noise for $k$ larger than a certain cutoff momentum. The existence of a good locality criterion is not guaranteed, and the validation of this approximation has to be performed a-posteriori, by comparing the contact parameter extracted from $n(\mathbf{k})$ with the unbiased value obtained from $g^{(2)}(\mathbf{r})(c f$. Fig. 4.11b). If the former is significantly smaller, then the estimator described in this section cannot be used, and we have to fall back on the inefficient but unbiased naive estimator.

In Sections 4.3 and 4.4, we measure the momentum distribution for a large system of unitary bosons, across the whole phase diagram. The regime where the naive estimator performs worst (that is, where $n(\mathbf{k})$ has the strongest statistical fluctuations, at large $k$ ) is for high temperature, where the prefactor of the $k^{-4}$ tail is small (cf. Figs. 4.10 and 4.11). In this regime, the improved estimator is only weakly biased, since the two-body approximation for the configurations in the L subspace is valid, at high temperature.

Therefore we are able to use it to measure $n(\mathbf{k})$ in this regime, for systems with large $N$ (cf. Fig. 4.10). At intermediate or low temperatures, we do not find a satisfactory locality criterion, so that we have to fall back on the naive estimator. While this is an unbiased estimator, it requires a considerably longer simulations, and it cannot reach large momenta (see for instance Fig. 4.15).

## Conclusion

This chapter concerns the path integral QMC technique, that gives access to the thermodynamics of bosonic systems. The open/close scheme (cf. Section 3.2.1), in particular, allows to measure key observables related to Bose-Einstein condensation and to the peculiar properties of the unitary gas. Some modifications to the ordinary path integral QMC method are necessary, to treat bosons with zero-range unitary interactions. These are made possible by the analytic knowledge of the two-body density matrix (cf. Section 2.1.2). As a main original contribution, we introduced a two-body direct-sampling move, which represents the optimal Monte Carlo solution at the $N=2$ level (cf. Section 3.2.2.3). The same two-body move can be integrated in the many-body algorithm. This solves the technical problem of pinning, that is, the difficulty for the algorithm to separate two paths after they get at extremely short distance. Moreover, we designed an improved momentum-distribution estimator (cf. Section 3.4.2), which can properly capture the large- $k$ tail of $n(\mathbf{k})$ (to be compared with the strong statistical fluctuations of the naive estimator in this regime). While being unbiased for $N=2$, its generalization to the many-body case is only valid in a certain temperature regime (cf. Section 4.3.1).

## CHAPTER 4

## Many-body unitary bosons

In this chapter, we study the unitary Bose gas through the QMC method described in Chapter 3. By extending the considerations of Chapter 2 from $N=2,3$ to the full manybody problem, we construct the phase diagram for bosons in a homogeneous periodic box. In the unitary limit, the diverging scattering length does not provide a length scale. The phase behavior is then determined by three parameters: The thermal wavelength $\lambda_{\text {th }}$, the typical interparticle distance $\rho^{-1 / 3}$ and the three-body cutoff $R_{0}$. Two dimensionless combinations of these parameters fix a state of the system, as schematically represented in Fig. 4.1. The phase diagram includes the three phases previously identified for trapped systems [12]: The normal gas at high temperature, and the BEC and Efimov-liquid phases at low temperature.


Figure 4.1: Phase diagram for unitary bosons in the NVT ensemble, at fixed density.

The Efimov liquid appears through phase separation, where a stable liquid droplet coexists with a low-density gas. In Section 4.2 we describe this coexistence, both through an analytic model and through the QMC method.

In the normal-gas and BEC phases the system remains homogeneous. For both these phases, we compute the momentum distribution $n(\mathbf{k})$ and the two-body contact parameter (cf. Sections 4.3 and 4.4). At low temperature, we compare our QMC results to the experimental momentum distribution [78] and to theoretical predictions for the groundstate contact density $[163,164,165]$. Moreover, we determine the critical temperature $T_{c}$ for Bose-Einstein condensation.

In the construction of the many-body density matrix $\rho_{N}$, at the basis of the QMC method, two- and three-body interactions are included in an approximate way (cf. Chapter 3). Before studying the phase diagram of unitary bosons, we characterize these approximations, to validate the QMC scheme (cf. Section 4.1). The bias related to the approximate way to include the hyperradial cutoff in $\rho_{N}$ is reduced by a calibration based on Efimov-trimers properties.

### 4.1 Imaginary-time discretization revisited

Our QMC scheme is based on two approximations: The two-body zero-range potential is treated via the pair-product approximation (PPA), while the three-body cutoff is incorporated in the many-body density matrix through a Trotter break-up (cf. Section 3.2.1). Both approximations are exact in the limit of continuous paths, where the imaginary-time discretization $\tau$ vanishes. At density $\rho$, the PPA becomes exact in the limit $\lambda_{\mathrm{s}} \rho^{1 / 3} \rightarrow 0$, while the Trotter scheme for the three-body cutoff requires $R_{0} / \lambda_{\mathrm{s}} \rightarrow 0$ (at a fixed value of $R_{0} \rho^{1 / 3}$ ). In practice, these approximations are considered valid at a small-enough discretization interval $\tau=\beta / S$, where the physical observables show weak or no dependence on $\tau$ (within their statistical errors). For a given set of physical parameters (density, temperature and three-body cutoff), the largest valid value of $\tau$ (that is, the value for which observables become $\tau$-independent) has to be determined explicitly. The goal of high-precision approximations is to allow the use of a larger $\tau$, to speed up the numerical calculations.

The standard analysis consists in studying the dependence of observables on $\tau$ (or, equivalently, on the single-slice thermal wavelength $\lambda_{s}$ ). For the unitary Bose gas, this is shown in Fig. 4.2 (panels band c), for the condensate and superfluid fractions and for the contact density. At the values of $\lambda_{\mathrm{s}}$ shown in the figure, these observables do not saturate towards a constant value, at small $\lambda_{s} \rho^{1 / 3}$. This means that an even larger number of slices would be needed. This strong dependence on $\tau$ is a consequence of the Trotter break-up for the three-body cutoff, rather than of the PPA. The first reason is that the PPA-validity parameter $\lambda_{\mathrm{s}}^{3} \rho$ reaches values smaller than $10^{-3}$, where $\lambda_{\mathrm{s}}^{3} \rho \ll 1$ is clearly true. Furthermore, the explanation follows from the results obtained for the


Figure 4.2: Effects of imaginary-time discretization, for fixed $R_{0}^{\text {input }}$. Panel a: Threebody cutoff given as an input (blue circles) and effective $R_{0}$ (orange squares, obtained through Eq. 2.74), for different values of the single-slice thermal wavelength $\lambda_{s}$. Panel b: Condensate fraction (green circles) and superfluid fraction (red squares), for $N=48$ unitary bosons with the three-body cutoff values reported in panel a, at temperature $T=1.0063 \times T_{c}^{0}$. Panel c: Contact density $c_{2}$, obtained from the pair-correlation function $g^{(2)}(\mathbf{r})$ through Eq. 2.47. Physical parameters are the same as in panel $\mathbf{b}$.
ground state of three unitary bosons (see Section 2.2.1). The input value $R_{0}^{\text {input }}$ of the three-body cutoff is modified by the fact that the imaginary-time interval $\tau$ is finite. This leads to an effective cutoff $R_{0}$, which is a function of $\tau$ and $R_{0}^{\text {input }}$ (cf. Eq. 2.74). For the data shown in Fig. 4.2, the deviation of $R_{0}$ from $R_{0}^{\text {input }}$ relevant, remaining as large as the $10 \%$ of $R_{0}^{\text {input }}$ for the smallest value of $\lambda_{\mathrm{s}} \rho^{1 / 3}$ considered. Therefore, keeping $R_{0}^{\text {input }}$ fixed and changing $\tau$ describes significantly different physical states, since these are defined by $R_{0}$ rather than by $R_{0}^{\text {input }}$. This confirms that the Trotter break-up is not efficient for the case of hard-core potentials, where it requires a large number of slices, and indeed it is rarely used in this context. For QMC simulation of hard spheres, this approximation can be replaced by the PPA, making use of the exact two-body density matrix [47]. In other studies of the unitary Bose gas, the three-body hard-core regulator is replaced by a power-law three-body repulsion, simpler to treat within a Trotter break-up [72, 53].

In this work, we use the exact knowledge of the Efimov-trimer wave function to be able to choose larger values of $\tau$. The three-body simulations described in Sections 2.2.2 and 2.2.2.1 allow us to obtain the effective cutoff $R_{0}$ as a function of $\tau$ and $R_{0}^{\text {input }}$, through Eq. 2.74. For three particles, using the effective $R_{0}$ as a state variable is fully justified, as it leads to the agreement with some exact properties of Efimov trimers (cf. Figs. 2.6 and 2.7). In this way, the hyperradial cutoff is included exactly in the three-body density matrix. The remaining condition for the choice of $\tau$ only concerns the PPA validity, and not the three-body cutoff. The same approach can be generalized to the case of a homogeneous $N$-body system: To obtain the physical properties of the system with


Figure 4.3: Effects of imaginary-time discretization, for fixed $R_{0}$. Same notation as in Fig. 4.2, but the effective $R_{0}$ (rather than the input $R_{0}^{\text {input }}$ ) is kept constant ( $c f$. panel a).
cutoff $R_{0}$, we simulate an auxiliary system with cutoff $R_{0}^{\text {input }}$, chosen via Eq. 2.74 for a given value of $\tau$. The corresponding analysis of the dependence on the imaginarytime discretization is shown in Fig. 4.3, where $R_{0}$ (rather than $R_{0}^{\text {input }}$ ) is kept constant. All three observables considered (superfluid and condensate fractions, and two-body contact) show an extremely weak dependence on $\lambda_{\mathrm{s}}$, and they are essentially constant for $\lambda_{\mathrm{s}} \rho^{1 / 3} \lesssim 0.2$. This justifies the use of the effective $R_{0}$ as a state variable. By lifting the requirement that $\lambda_{\mathrm{s}} \ll R_{0}^{\text {input }}$, the only condition for the validity of the discretized $N$-body density matrix is the one for the validity of the PPA. The results in Fig. 4.3 show that this condition is clearly met.

### 4.2 Efimov liquid

Unitary bosons, defined by the Hamiltonian in Eq. 2.68, have two different transitions from the normal-gas phase, upon lowering the temperature [12]: When $R_{0}$ is large enough, a homogeneous BEC phase is formed (cf. Section 4.4), while for small $R_{0}$ the Efimov-liquid phase appears. This liquid phase has a large density (with the threebody cutoff preventing its collapse), and by the typical properties of a bosonic quantumdegenerate phase.

The existence of the liquid phase is connected to other theoretical predictions concerning clusters of $N$ strongly-interacting bosons. In Ref. [71], up to $N=13$ bosons were studied through Diffusion Monte Carlo, within a model including short-ranged twobody interactions with large scattering length, and the hard-core three-body regulator (cf. Eq. 2.67). The $N$-body cluster states which were obtained are tied to Efimov trimers, and inherit their universal character: Two cluster states tied to consecutive trimers at unitarity would have energies related through Eq.2.60. At unitarity, the energies of the largest clusters ( $N \gtrsim 9$ ) scale linearly with $N$. This suggests the existence of well-defined
phase, in the large- $N$ limit, with constant energy per particle and with a bounded density (resulting from the balance between two- and three-body interactions). The QMC studies in Ref.[12] and in the current work provide additional evidence for the existence of this phase, which here is studied for finite temperature and larger system sizes ( $N \approx 10^{2}$ ).

More recently, the ground state for clusters up to $N=15$ were computed through path-integral Monte Carlo, for a similar model [72]. In this case, two-body zero-range unitary interactions were used (cf. Section 2.1), as in the current work. The hard-core three-body cutoff, however, was replaced by a power-law repulsive potential, $V_{3}(R)=$ $C_{p} / R^{p}$. This turns into the hard-core regulator for $p \rightarrow \infty$. The ground states of Ref. [72] show a dependence on the power-law exponent $p$, which cannot be explained in terms of the three-body length scale $1 / \kappa_{0}$ (cf. Section 2.2), therefore not fitting within Efimov universal systems. Nevertheless, a weaker kind of universality is observed, since the dependence on $p$ is strongly reduced if the inverse $N$-body binding momentum is used as a length scale.

In this section we describe Efimov-liquid droplets at thermal equilibrium, which may be linked to the states computed in Refs [71] and [72]. After describing the instability towards the formation of liquid droplets via an analytical model (cf. Section 4.2.1), we present the direct observation of this instability through QMC calculations (cf. Section 4.2.2). A systematic comparison of the Efimov-liquid droplets with the states in Refs [71] and [72] is not pursued in this work.

### 4.2.1 Liquid/gas phase coexistence

In this section, we use an analytic model for unitary bosons, and compare its results with those obtained via QMC (cf. Section 4.2.2). In the NVT ensemble, the Efimov-liquid phase appears in the form of phase coexistence: Thermodynamically stable configurations consist of a liquid droplet at equilibrium with the surrounding gas. A clear distinction between the two coexisting phases is only obtained for large $N$. Small droplets are harder to describe, as their boundary is not sharply defined. The study the liquid and gas phases independently, without phase separation, would require using different ensembles, in which either $N$ or $V$ are allowed to fluctuate.

We consider an analytic model where the two coexisting phases (dilute gas and Efimov liquid) are treated separately [12]. For a system characterized by the ( $N, V, T$ ) variables, we compute the free energy of a configuration where the $N$ bosons are divided into a single small cluster with $l$ particles and a gas of $N_{\mathrm{gas}}=N-l$ particles. The density of the liquid is kept fixed and equal to $\rho_{\text {liq }}=\left(3.65 R_{0}\right)^{-3}$ (cf. Section 4.2.2), where $R_{0}$ is the hyperradial cutoff. This implies that the gas density,

$$
\begin{equation*}
\rho_{\mathrm{gas}}=\frac{N-l}{V-l / \rho_{\mathrm{liq}}}, \tag{4.1}
\end{equation*}
$$

depends on $l$. This dependence is negligible when $N \gg l$. For a liquid droplet, we assume that the free energy $F_{\text {liq }}$ corresponds to

$$
\begin{equation*}
F_{\mathrm{liq}}(l) \approx E_{\mathrm{liq}}(l) \tag{4.2}
\end{equation*}
$$

where $E_{\text {liq }}$ is the energy of the droplet, and we neglect the entropic part of $F_{\text {liq }}$ (which is valid at low temperature). The droplet is expected to be incompressible, with its properties not depending on temperature. The cluster energies $E_{\text {liq }}(l)$ are reported in Ref. [71], for $l \leq 13$, in units of the Efimov-trimer binding energy $E_{T}$ (cf. Eq. 2.65). The extrapolation of these results for large- $l$ reads

$$
\begin{equation*}
E_{\mathrm{liq}}(l)=-\left|E_{T}\right|(-37.4+9.75 \times l) . \tag{4.3}
\end{equation*}
$$

The free energy of the dilute unitary Bose gas, in contrast, is estimated through the virial-expansion technique [166], which gives the physical properties of the system as an expansion in powers of $\lambda_{\text {th }}^{3} \rho$. Within this scheme, the pressure at density $\rho$ is expressed as

$$
\begin{equation*}
\frac{\beta P}{\rho}=\sum_{q=1}^{\infty} a_{q} \times\left(\lambda_{\mathrm{th}}^{3} \rho\right)^{q-1} \tag{4.4}
\end{equation*}
$$

The virial coefficients $a_{q}$ entering Eq. 4.4 are related to the coefficients $b_{q}$ of the cluster expansion, which is the analogous expansion of thermodynamic quantities in powers of the gas fugacity. The first three virial coefficients read

$$
\left\{\begin{array}{l}
a_{1}=1  \tag{4.5}\\
a_{2}=-b_{2} \\
a_{3}=4 b_{2}^{2}-2 b_{3}
\end{array}\right.
$$

The cluster coefficients up to $b_{3}$ were computed analytically for the unitary Bose gas [13]. The first non-trivial coefficient reads

$$
\begin{equation*}
b_{2}=\frac{9}{2^{5 / 2}} \tag{4.6}
\end{equation*}
$$

while $b_{3}$ is obtained as an explicit function of $\beta E_{T}$. By using Eq. 4.4 and the fact that $P=$ $-\partial F / \partial V$, we can compute the virial expression for the gas free energy, $F_{\text {gas }}(N, V, T)$. This is obtained by integrating the pressure for volumes between $V$ and $V_{0}$, and taking the limit of $V_{0} / \lambda_{\text {th }}^{3} \rightarrow \infty$. The result reads

$$
\begin{equation*}
F_{\mathrm{gas}}(N, V, T)=F_{\mathrm{gas}}^{0}(N, V, T)+\frac{N}{\beta} \sum_{q>1} \frac{a_{q}}{q-1}\left(\rho \lambda_{\mathrm{th}}^{3}\right)^{q-1} \tag{4.7}
\end{equation*}
$$

where $F_{\text {gas }}^{0}$ is the free energy of an ideal classical gas

$$
\begin{equation*}
\beta F_{\mathrm{gas}}^{0}(N, V, T)=N \log \left(\frac{\lambda_{\mathrm{th}}^{3}}{V}\right)+\log (N!) \tag{4.8}
\end{equation*}
$$



Figure 4.4: Rescaled free energy per particle, $\beta F_{\text {gas }} / N$, obtained through Eq. 4.7. The virial expansion is truncated at the first (blue dashed line), second (orange dotted line) or third (green solid line) order, and different panels correspond to different values of $R_{0}$.

Through Eq. 4.7 and the explicit knowledge of $b_{3}$, we have access to $F_{\text {gas }}(N, V, T)$ up to the third order in the virial expansion (cf. Fig. 4.4).

By combining Eqs. 4.2 and 4.7 for $F_{\text {liq }}$ and $F_{\text {gas }}$, we can compute the free energy $F_{\text {coex }}^{N}(l)$ of a liquid droplet of $l$ particles surrounded by a dilute gas of $N-l$ particles. This reads

$$
\begin{equation*}
F_{\mathrm{coex}}^{N}(l)=E_{\mathrm{liq}}(l)+F_{\mathrm{gas}}\left(N-l, V-l / \rho_{\mathrm{liq}}, T\right), \tag{4.9}
\end{equation*}
$$

for given values of $N, V$ and $T$. In particular, we consider the free-energy cost for nucleating a liquid droplet of $l$ particles:

$$
\begin{equation*}
\Delta F(l)=F_{\mathrm{coex}}^{N}(l, V, T)-F_{\mathrm{coex}}^{N}(0, V, T), \tag{4.10}
\end{equation*}
$$

The shape of $\Delta F(l)$ strongly depends on the temperature (cf. Fig.4.5). At high temperature, $\rho \lambda_{\text {th }}^{3} \ll 1$, the main contribution in $\Delta F(l)$ is $F_{\text {gas }}\left(N-l, V-l / \rho_{\text {liq }}, T\right)-F_{\text {gas }}(N, V, T)$, which is a monotonously increasing function of $l$. This situation corresponds to a stable homogeneous phase. At intermediate temperature, in contrast, $\Delta F(l)$ develops a maximum, at a critical droplet size $l=l^{*}$. In this case, the homogeneous phase (where $l=0$ ) is only metastable, while the thermodynamically stable phase includes a liquid droplet with large $l$.

When considering dynamical properties of the system, the presence of a free-energy barrier $\Delta F\left(l^{*}\right)>0$ implies that droplets are stable only when they are formed by $l>l^{*}$ particles. The corresponding nucleation rate per volume is proportional to $\exp \left(-\beta \Delta F\left(l^{*}\right)\right)$, where $\Delta F\left(l^{*}\right)$ is the free-energy barrier to overcome the critical cluster size $l^{*}$. Since $l^{*}>3$ (see Fig. 4.4), the presence of strong three-body losses would effectively destabilize liquid droplets before the critical nucleus size is reached. This is consistent with the fact that no signatures of the Efimov-liquid phase are found in current experimental realizations of the low-temperature unitary Bose gas (cf. Section 2.3.2.1).

For a given three-body cutoff $R_{0}$, the liquid-instability temperature $T_{\text {liq }}$ discriminates between a monotonous curve for $\Delta F(l)$ and one with a free-energy barrier. The phase


Figure 4.5: Free-energy cost $\Delta F(l)$ for a liquid droplet of $l$ particles, at different temperatures ( $c f$. panel titles), for large $N=10^{3}$. In each panel, the three curves correspond to $R_{0} \rho^{1 / 3}=0.025$ (green line), 0.03 (orange line), and 0.035 (blue line). The $l<3$ portion of all curves (dashed line) is only qualitative, since liquid droplets of this size are not defined.
diagram corresponding to the Efimov-liquid transition includes two regions: A homogeneous dilute gas for $T>T_{\text {liq, }}$, and phase coexistence of the gas with a liquid droplet for $T<T_{\text {liq }}$ (cf. Fig. 4.6) For a vanishing three-body cutoff $\left(R_{0} \rho^{1 / 3} \rightarrow 0\right)$, the homogeneous gas is unstable at all temperatures (that is, $T_{\text {liq }}$ becomes infinite). This is due to the fact that the liquid energy is proportional to $1 / R_{0}^{2}$, and then diverges at small $R_{0}$. Together with the fact that the liquid density (proportional to $1 / R_{0}^{3}$ ) also diverges, this constitutes an alternative view on the Thomas collapse for bosons with zero-range pairwise interactions (cf. Section 2.2.1).

Since the virial expansion is valid at small $\rho \lambda_{\mathrm{th}}^{3}$, the values of $T_{\mathrm{liq}}$ are not reliable for large $R_{0}$, where the instability takes place at low temperature. It is instructive to compare the phase-boundary lines obtained through the virial expansion (as in the current work) and through the cluster expansion [51] ${ }^{1}$. The latter is expected to be more accurate, since the cluster coefficient $b_{3}$ correctly describes the physics of up to three bosons. By a direct comparison (cf. Fig.4.6), we find that the virial-expansion estimate of $T_{\text {liq }}$ is valid for $R_{0} \rho^{1 / 3} \lesssim 0.04$.

### 4.2.2 QMC observation of the Efimov liquid

The instability towards the gas/liquid phase coexistence can also be observed directly through QMC simulations of $N$ particles in a fixed volume $V$. At high temperature ( $\lambda_{\text {th }} \rho^{1 / 3} \ll 1$ ), the system realizes a homogeneous phase, with a uniform density profile throughout the entire simulation box. As the temperature is lowered, before reaching $T_{\text {liq }}$, the effect of two-body interactions becomes more important, and small clusters of a few close-by particles appear. These clusters are not stable, and quickly dissolve as
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Figure 4.6: Phase diagram of the thermodynamic instability towards gas/liquid phase separation. At high temperature ( $\mathrm{small} \lambda_{\mathrm{th}} \rho^{1 / 3}$ ) the system is a homogeneous gas, while phase separation takes place at low temperature. The instability line is computed by studying the free-energy barrier through the virial expansion (blue solid line, this work) or via the cluster expansion (orange dashed line, from Ref. [51]). In both cases, we set $\rho_{\text {liq }}=1 /\left(3.65 R_{0}\right)^{3}$. We also show points where a system of $N=64$ bosons is positively identified as phase separated, through QMC simulations (black crosses, cf. Section 4.2.2).
the simulation proceeds. This leads to an increase of the contact density $c_{2}$, which is well captured through a high-temperature expansion (cf. Section 4.3) and is not related to the existence of the Efimov-liquid phase. At lower temperature, in contrast, phase separation is directly observed in the QMC configurations, where we identify a dense liquid droplet surrounded by a dilute gas region which fills the remaining volume in the box (cf. Fig. 4.7).

During a QMC simulation for a point in the phase-separated region, it may happen that several small droplets form at different positions. The equilibrium configuration requires that these droplets move and eventually merge into a single one, which is directly observed for long simulation times. Our QMC scheme, however, is not optimal for this task, since moving a droplet of several bosons is a move suffering by high rejection probabilities. Other QMC methods are more appropriate to quantitatively characterize the two coexisting phases [167]. A method which partially solves the multiple-droplets issue is the simulated-annealing technique (described in Section 5.2.2). For the current case, it consists in reaching a given phase-diagram point through a sequence of successive simulations starting from high temperature. This allows us to observe the
nucleation process for systems of $N \approx 10^{2}$ particles, as shown in Fig. 4.7, reducing the chances of finding metastable multiple-droplets configurations. Nevertheless, a degree of uncertainty remains about the full equilibration of the QMC sampling at temperatures $T \lesssim T_{\text {liq }}$, which hinders the accurate identification of $T_{\text {liq }}$ through QMC.


Figure 4.7: Nucleation sequence for $N=100$, from a homogeneous gas (left panel) to the phase coexistence of a large droplet with a few particles in the surrounding region (right panel). The three-body cutoff is set to $R_{0} \rho^{1 / 3}=0.0717$, and the three configurations are part of a single QMC simulation with decreasing temperature.

To estimate the phase-separation instability line (cf. Section 4.2.1) we assume that the liquid droplet has a well-defined shape and a constant density, which is not valid for small $N_{\text {liq }}$. We estimate the liquid density $\rho_{\text {liq }}$ by studying the structure of a liquid droplet through the pair-correlation function $g^{(2)}(\mathbf{r})$ (see Fig. 4.8). $r^{2} g^{(2)}(\mathbf{r})$ has a peak at $r=r_{\text {peak }}$. For a spherical droplet of constant density, this peak would be at a distance close to the sphere radius (cf. Fig.4.9). Thus we use the peak position in Fig. 4.8 as a fitting parameter, and identify $r_{\text {peak }} / 1.05$ with the radius of the liquid droplet. The droplet volume $V_{\text {liq }}$ is then estimated as $(4 \pi / 3) \times\left(r_{\text {peak }} / 1.05\right)^{3}$. At finite distances $r \lesssim$ $r_{\text {peak }}$, the pair-correlation function of the unitary-bosons system and of a homogeneous sphere agree (cf. Fig. 4.8) ${ }^{2}$, justifying the assumption that Efimov-liquid droplets have a uniform density. At larger distances ( $r \gtrsim r_{\text {peak }}$ ), the pair-correlation function of a perfectly spherical droplet rapidly decreases, and vanishes when $r$ equals the sphere diameter. This is not the case for the observed correlation function in Fig. 4.8, as due to two reasons: The interface is not sharp, so that the distance between two particles in the droplet is not restricted to be smaller than the diameter, and the presence of the other particles (in the surrounding gas) modifies $g^{(2)}(\mathbf{r})$, increasing the probability of
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Figure 4.8: Pair-correlation function for $N=100$ bosons in the phase-coexistence region (solid blue lines, through QMC simulation), and for a spherical droplet of constant density (orange dashed line, cf. Fig. 4.9) The two panels correspond to phase-diagram points $\left(R_{0} \rho^{1 / 3}, \lambda_{\mathrm{th}} \rho^{1 / 3}\right)=(0.0517,1.049)$ and $\left(R_{0} \rho^{1 / 3}, \lambda_{\mathrm{th}} \rho^{1 / 3}\right)=(0.0717,1.261)$. Curves in this figure are in arbitrary units, as the normalization of $g^{(2)}(\mathbf{r})$ introduced in Section 3.3.1 is only valid for a homogeneous system.
observing large distances. The fitting procedure provides an estimate of the radius and volume of the liquid droplet. To estimate $\rho_{\text {liq }}$, we compute the number of particles in the droplet as

$$
\begin{equation*}
N_{\mathrm{liq}}=N \times \frac{\int_{r<r_{\max }} d \mathbf{r} g^{(2)}(\mathbf{r})}{\int d \mathbf{r} g^{(2)}(\mathbf{r})} \tag{4.11}
\end{equation*}
$$

The threshold $r_{\text {max }}$ is set at a distance where the peak in $r^{2} g^{(2)}(\mathbf{r})$ is suppressed (cf. vertical dashed lines in Fig.4.8). For the two values of $R_{0}$ considered in Fig.4.8, the liquid fractions $N_{\text {liq }} / N$ is approximately 0.9 . The liquid density obtained in this way reads

$$
\begin{equation*}
\rho_{\mathrm{liq}}=\frac{N_{\mathrm{liq}}}{V_{\mathrm{liq}}}=\frac{1}{\left(\alpha R_{0}\right)^{3}} \tag{4.12}
\end{equation*}
$$

This quantity has strong run-to-run fluctuations, related to the imprecise definitions for $N_{\text {liq }}$ and $V_{\text {liq }}$, since the boundary effects are important for the small droplet sizes considered ( $N_{\text {liq }} \lesssim 100$ ). We have performed 56 QMC runs, at the four phase-diagram points defined by $\left(R_{0} \rho^{1 / 3}, \lambda_{\text {th }} \rho^{1 / 3}\right)=(0.0517,1.0486)$, $(0.0717,1.2608)$, ( $0.0817,1.3729$ ), and ( $0.1017,1.418$ ). The values of $\alpha$ vary between 3.3 and 3.9 , with an average $\alpha \simeq 3.65$. The results do not depend on the three-body cutoff, implying that density is a universal property of the observed Efimov-liquid droplets. The small- $r$ behavior of $g^{(2)}(\mathbf{r})$ for a phase-separated droplet is connected to the Efimov-liquid contact density, $c_{2}^{\text {liq }}$. The determination of $c_{2}^{\text {liq }}$, however, depends on the knowledge of $N_{\text {liq }}$ and $\rho_{\text {liq }}$, which replace


Figure 4.9: Pair-correlation function for points uniformly distributed in a sphere of unit radius, as a function of the distance $r$ (normalized such that $\left.\int d \mathbf{r} g^{(2)}(\mathbf{r})=4 \pi\right)$. The distribution has a peak at distance $r \simeq 1.05$. The curve is obtained by uniformly sampling points inside the sphere [39] and constructing the histogram of their distance.
$N$ and $\rho$ in Eq. 3.85. Therefore we cannot accurately quantify the contact density, due to the approximate definitions of $N_{\text {liq }}$ and $\rho_{\text {liq }}$.

QMC simulations performed for several points in the phase diagram also give information about the location of the Efimov-liquid instability line, in addition to the results of the analytic models presented in Section 4.2.1. The precise curve for $T_{\text {liq }}$ cannot be obtained from our simulations, due to a poor efficiency of our algorithm at $T \lesssim T_{\text {liq }}$. Nevertheless, we can use the QMC technique to map a sequence of points where a system with a given $N$ is phase-separated $-c f$. Fig. 4.6. These points lie at temperatures slightly lower than the cluster-expansion instability line (cf. dashed line in Fig. 4.6). The shape of the line, however, is correctly captured by the analytic model.

The Efimov liquid is a quantum-coherent phase, with the same properties as a common BEC phase. This follows from the fact that its phase space density $\rho_{\text {liq }} \lambda_{\mathrm{th}}^{3}$ is significantly larger than one. The coherence properties can also be observed directly in QMC simulations. The estimators described in Chapter 3 for the superfluid and condensate fractions cannot be applied directly to a phase-separated system. Measuring the average occupation for bosonic cycles of length $k$, we find that all lengths up to $k \approx N_{\text {liq }}$ have a finite occupation. Moreover, we observe that the one-body-reduced density ma$\operatorname{trix} g^{(1)}(\mathbf{r})$ decays to zero on a length scale which is comparable with the liquid-droplet size, which corresponds to the notion of off-diagonal long-range order (cf. Section 3.3.3). Both these properties are characteristic of BEC phase.

In conclusion, in Section 4.2 we have described several Efimov-liquid properties, and how this can be studied with the QMC technique. The possibility of forming and dissolving small liquid droplets, in particular, relies on the capability of both generating and removing configurations with pairs of particles at very short distance. This is the specific advantage of using our novel two-body direct-sampling move (cf. Section 3.2.2.3).

### 4.3 Normal-gas phase

The liquid instability described in the previous section is avoided if $R_{0}$ is large enough [12], which allows us to study the phase diagram of the homogeneous unitary Bose gas in all regions with $T>T_{\text {liq }}$. In this section, we consider the regime of large and intermediate temperatures, where the system is in the normal-gas phase. The low-temperature regime is then treated in Section 4.4.

### 4.3.1 Momentum distribution

As described in Chapter 3, our QMC algorithm allows to compute the momentum distribution $n(\mathbf{k})$ for a many-body system of unitary bosons. An example of the $n(\mathbf{k})$ curves is shown in Fig. 4.10, corresponding to three phase-diagram points with fixed three-body cutoff and different temperatures. In the following, we describe the different features present in these curves, and in particular the effect of unitary interactions.


Figure 4.10: Momentum distribution for $N=64$ unitary bosons, at fixed three-body cutoff $\left(R_{0} \rho^{1 / 3}=0.184\right)$ and for variable temperatures ( $c f$. legend). QMC results for $n(\mathbf{k})$ (solid lines, obtained through the improved estimator described in Section 3.4.2) are shown in different units in the two panels. Dashed lines in panel a correspond to the Boltzmann distribution (cf. Eq.3.102), evaluated at the same temperatures as in the QMC simulations. In panel $\mathbf{b}$, dashed lines mark the asymptotic tail of the momentum distribution, $n(\mathbf{k}) \simeq C_{2} / k^{4}$, with $C_{2}$ extracted from the QMC data for the pair-correlation function (cf. Eq. 2.47).

At large temperature, $\lambda_{\text {th }} \rho^{1 / 3} \rightarrow 0$, both quantum statistics and interparticle interactions have negligible effects on the momentum distribution, and this observable is given by the Boltzmann distribution (cf. Eq. 3.102, which is exact for non-interacting distinguishable particles). At any finite value of $\lambda_{\text {th }} \rho^{1 / 3}$, however, unitary zero-range
interactions lead to a qualitatively different momentum distribution: This curve develops a power-law asymptotic tail at large $k$, at variance with the Gaussian decay of the Boltzmann distribution (cf. Fig. 4.10a). For large enough temperature, the full momentum distribution is well described by the combination of a Gaussian decay at small $k$ and a power-law decay at large $k$. We define $k^{*}$ as the approximate momentum at which the crossover between the two curves takes place. In the high temperature regime, $k^{*}$ is proportional to $1 / \lambda_{\text {th }}\left(k^{*} \approx 10 / \lambda_{\text {th }}\right.$, in Fig. 4.10a), meaning that for $\lambda_{\mathrm{th}} \rho^{1 / 3} \rightarrow 0$ the power-law tail is only visible at exceedingly large momenta. This scaling of $k^{*}$ is already observed in the momentum distribution of $N=2$ unitary bosons, $c f$. Section 2.1.2. The two parts of $n(\mathbf{k})$, at small and large momenta, can be described independently. At small momentum, $n(\mathbf{k})$ has the same shape as for non-interacting distinguishable particles, as clearly visible in Fig.4.10a. To compare curves at different temperatures, we express $k$ in units of the Fermi momentum,

$$
\begin{equation*}
k_{F}=\left(6 \pi^{2} \rho\right)^{1 / 3} \tag{4.13}
\end{equation*}
$$

which is a scale defined at any temperature. Using the inverse thermal wavelength as a momentum unit, in contrast, directly shows that the small-momentum part of $n(\mathbf{k})$ has a universal shape (since it simply corresponds to the Boltzmann distribution), and that $k^{*} \approx 10 / \lambda_{\text {th }}$ (cf. Fig. 4.10b). For large momentum, $n(\mathbf{k})$ falls off as $C_{2} / k^{4}$. This is the momentum regime where the naive estimator of $n(\mathbf{k})$ has strong statistical fluctuations, thus we replace it with the improved estimator introduced in Section 3.4.2. The validity of this replacement is verified by independently computing $C_{2}$ through the pair-correlation function $g^{(2)}(\mathbf{r})$ (see Eq. 2.47). The two values of $C_{2}$ are in agreement only for $\lambda_{\text {th }} \rho^{1 / 3} \lesssim 0.5$. Further studies on the locality criterion (cf. Section 3.4.2) could improve this limitation. At lower temperature, a precise measure of the momentum distribution requires to fall back on the naive estimator (cf. Section 3.3.4).

Our results for $n(\mathbf{k})$ do not show signatures of subleading oscillations in the momentum distribution. For many-body states [168, 62], the predicted universal expression for the large-momentum tail of $n(\mathbf{k})$ reads

$$
\begin{equation*}
n(\mathbf{k}) \simeq \frac{C_{2}}{k^{4}}+\frac{C_{3}}{k^{5}} A \sin \left(2 s_{0} \log \left(\frac{k}{k_{0}}\right)+\phi\right) \tag{4.14}
\end{equation*}
$$

where $A$ and $\phi$ are known constants, and $\kappa_{0}$ is the Efimov-trimer binding momentum (cf. Section 2.2.1). The three-body contact parameter $C_{3}$ is proportional to the probability of finding three bosons at small hyperradius. In our model, the hyperradius cannot be arbitrarily small, due to the three-body cutoff. Nevertheless, the subleading oscillations of Eq. 4.14 may appear in the momentum distribution for momenta smaller than $1 / R_{0}$. For the curves in Fig. 4.10, the asymptotic tail in $n(\mathbf{k})$ kicks in at $k>1 / R_{0}$. Smaller $R_{0}$ would be required to observe subleading oscillations.

### 4.3.2 Contact density

We map the contact density $c_{2}$ across the entire phase diagram, by using the estimator based on the small-r limit of $g^{(2)}(\mathbf{r})$ (see Fig. 4.11a). The advantage of this estimator is that it remains practical for any temperature, unlike the computation of $\lim _{k \rightarrow \infty} k^{4} n(\mathbf{k})$.


Figure 4.11: Contact-density $c_{2} \rho^{-4 / 3}$, obtained through QMC simulations of $N=64$ unitary bosons. Panel a: The color code is a linear interpolation of $c_{2} \rho^{-4 / 3}$, which is computed at the points marked by black dots. The gray area is the phase-coexistence region (cf. cluster-expansion line in Fig. 4.6). Panel b: Contact density for fixed threebody cutoff $\left(R_{0} \rho^{1 / 3}=0.0521\right.$, red line in panel $\left.\mathbf{a}\right)$, estimated from $n(\mathbf{k})$ (blue squares) or $g^{(2)}(\mathbf{r})$ (orange circles), and compared to the second-order virial expansion (black dashed line, cf. Eq. 4.15).

The contact density $c_{2}$ weakly depends on the three-body cutoff $R_{0}$. This follows from the fact that constant- $c_{2}$ lines in Fig. 4.11a are almost horizontal. Exceptions to this general behavior are found only in specific regions: At the top-right corner of Fig. 4.11a, where the small number of QMC points may lead to a poor quality of the interpolation, and very close to the liquid-instability line, where the small system size $(N=64)$ might have a relevant effect. In the rest of the phase diagram, only a weak decrease of $c_{2}$ for increasing $R_{0}$ is present. This is due to the fact that the three-body repulsive potential effectively reduces the probability of two particles to be at short distance, causing a weak decrease of the contact density.

In Ref. [64], the contact density of the unitary Bose gas is computed within a theory based on the upper-branch idea and on the large- $N$ expansion, not including any threebody regulator. The results for $c_{2}$ are compared to our QMC data in Ref. [169] (see Fig. 4.12), finding that the extrapolation of QMC data towards $R_{0}=0$ is qualitatively consistent with the upper-branch theory, at high temperature.

At large $T, c_{2}$ is given by the second-order virial expansion (see Appendix 4.A):

$$
\begin{equation*}
\frac{c_{2}}{\rho^{4 / 3}}=\frac{N-1}{N} \times 32 \pi\left(\lambda_{\mathrm{th}} \rho^{1 / 3}\right)^{2} \tag{4.15}
\end{equation*}
$$



Figure 4.12: Contact-density $c_{2} \rho^{-4 / 3}$ for three different hyperradial cutoffs (symbols, same QMC data as in Fig. 4.11a), compared with the large- $N$ upper-branch theory [64, 169].

The comparison with QMC data (cf. Fig. 4.11b) shows that this is valid for $\lambda_{\mathrm{th}} \rho^{1 / 3} \lesssim$ 0.3 , corresponding to $c_{2} \rho^{-4 / 3} \lesssim 8$. For larger $\lambda_{\text {th }} \rho^{1 / 3}$ (that is, for lower temperature), the virial-expansion curve continues to increase, while the actual $c_{2}$ tend to saturate to a value smaller than $c_{2} \rho^{-4 / 3} \approx 20$ (cf. Fig.4.11a and Fig. 4.11b). For even lower temperatures, $c_{2}$ decreases again, as discussed more in detail in Section 4.4.3.

### 4.4 BEC phase

For large-enough three-body cutoff, the normal-gas phase is stabilized against the nucleation of an Efimov-liquid droplet. By lowering the temperature, a transition occurs towards a BEC phase, as we describe in this section. We identify the critical temperature of the transition (cf. Section 4.4.1), and study the momentum distribution and contact density inside the BEC phase ( $c f$. Sections 4.4.2 and 4.4c2).

### 4.4.1 Critical temperature

The distinction between the normal-gas and BEC phases is formally defined for an infinite system, where the condensate fraction $N_{0} / N$ is finite below the critical temperature $T_{c}$ and vanishes for $T>T_{c}$. Since we consider a three-dimensional system, superfluidity and Bose-Einstein condensation are expected to take place simultaneously, so that either $N_{0} / N$ or $\rho_{s} / \rho$ can be chosen as an order parameter. To identify the critical temperature through the QMC results for finite systems, we use the finite-size scaling technique (cf. Section 3.4.1). For different system sizes $N$, we plot the rescaled superfluid fraction $N^{1 / 3}\left(\rho_{s} / \rho\right)$ as a function of temperature, and the crossing point of these curves provides
an estimate of the critical temperature $T_{c}$. For three different values of the three-body cutoff we obtain the $T_{c}$ by this method (cf. Fig. 4.13a-c): At $R_{0} \rho^{1 / 3}=0.164,0.184$ and 0.204 , the critical temperature reads $T_{c} / T_{c}^{0}=0.87,0.9$, and 0.91 (in units of the idealbosons critical temperature $T_{c}^{0}$ ). These quantities are consistently smaller than $T_{c}^{0}$, with


Figure 4.13: Panels a-c: Identification of the critical temperature for the superfluid transition, through the finite-size scaling of $\rho_{s} / \rho$. Different panels correspond to different three-body cutoff values, and temperatures are expressed in units of the ideal-bosons transition temperature $T_{c}^{0}$ (cf. Eq. 1.10). Panel d: Complete phase diagram for the unitary Bose gas (cf. Figs. 4.6 and 4.11a), including the superfluid-transition critical line (black stars). The horizontal dashed line marks the position of the BEC transition for a non-interacting Bose gas.
a relative deviation of approximately $10 \%$. The dependence on the three-body cutoff is weak, and it consists in an increase of $T_{c}$ with increasing $R_{0}$. The fact that $T_{c}<T_{c}^{0}$ differs from the case of a homogeneous Bose gas with weak repulsive interactions, where the transition takes place at temperatures larger than $T_{c}^{0}$ [14]. The shift $T_{c}-T_{c}^{0}$ for the unitary Bose gas has the same sign as in liquid ${ }^{4} \mathrm{He}$ (cf. Section 1.2).

It has been predicted that the phase diagram of the unitary Bose gas also includes a triple point, where the three phases (Efimov liquid, normal gas, and BEC) coexist [12]. This could be studied by extending the normal-gas/BEC critical line (cf. stars in Fig. 4.13d) towards smaller values of $R_{0} \rho^{1 / 3}$, which we did not attempt in the present
work.
Two factors limit the precision of our estimate for $T_{c}$ : The finite temperature grid (cf. Fig. 4.13) and the maximum system sizes considered ( $N=128$ or $N=256$ ). Our results are not sufficient to compute the correlation-length critical exponent $v$. Its estimation would be obtained by looking for the value that leads to a collapse of all QMC data onto a single universal curve, when plotting $N^{1 / 3} \rho_{s} / \rho v s .\left(T-T_{c}\right) N^{1 /(3 v)}$ (see Section 3.4.1). Simulations of larger systems and on a denser temperature grid would be required for this task (cf. for instance Ref. [161]).


Figure 4.14: Scaling of the condensate fraction in a system of $N$ unitary bosons, with fixed three-body cutoff $\left(R_{0} \rho^{1 / 3}=0.184\right)$. QMC results are shown for $T<T_{c}$ (blue diamonds) and $T>T_{c}$ (orange circles). At temperature $T=0.88 T_{c}$, the condensate fraction tends to $N_{0} / N \simeq 0.14$ for $N \rightarrow \infty$, as obtained through a fit of the QMC data to Eq. 4.16 (blue solid line).

The critical temperature $T_{c}$ identified above corresponds to the point such that for $T<T_{c}$ the superfluid density $\rho_{s} / \rho$ of an infinite system becomes finite. To confirm that the phase below $T_{c}$ is also a Bose-Einstein condensate, we compute the condensate fraction $N_{0} / N$. Through the current QMC algorithm, this is proportional to the ratio of the partition functions of the open and closed sectors, cf. Eq. 3.104. The finite-size corrections of $N_{0} / N$ have different scaling with $N$ in the normal-gas and BEC phase. In the BEC phase, one finds

$$
\begin{equation*}
\frac{N_{0}}{N}=n_{0}^{\infty}+\frac{\alpha_{2}}{N^{1 / 3}} \quad\left(T<T_{c}\right) \tag{4.16}
\end{equation*}
$$

where $n_{0}^{\infty}$ is the condensate fraction in the infinite-size limit. Eq. 4.16 follows from the assumption that, for a large system,

$$
\begin{equation*}
\left(g^{(1)}(\mathbf{r})-n_{0}^{\infty} \rho\right) \propto \frac{1}{r} \tag{4.17}
\end{equation*}
$$

at large $r$. In three dimensions, Eq. 4.17 is the expected behavior for the correlation function of systems described by a two-dimensional order parameter [20], and it is valid for the one-body-reduced density matrix of a weakly-interacting Bose gas [15]. By using $\alpha_{2}$ and $n_{0}^{\infty}$ as fitting parameters, we find that our QMC data for finite systems are in good agreement with Eq. 4.16 ( $c f$. Fig. 4.14), at $T<T_{c}$. This confirms that in the phase identified in this section the system is simultaneously a superfluid and a Bose-Einstein condensate.

For $T>T_{c}$, the system sizes addressed in our QMC calculations are insufficient to access the asymptotic large- $N$ regime. Thus we cannot reliably extract a power-law behavior for $N_{0} / N$ in this phase. Nevertheless, the data at $T=1.12 T_{c}$ (cf. Fig. 4.14) decay faster than $1 / N^{1 / 3}$, confirming that the unitary gas is not Bose-condensed at this phase-diagram point.

### 4.4.2 Momentum distribution

To further characterize the BEC phase, we compute its momentum distribution (see Fig. 4.15), and describe how it differs from the momentum distribution of an ideal Bose gas. As mentioned in Section 4.3, the improved estimator for $n(\mathbf{k})$ cannot be used at


Figure 4.15: Momentum distribution of the unitary Bose gas in the BEC phase, at $R_{0} \rho^{1 / 3}=0.184$ and $\lambda_{\text {th }} \rho^{1 / 3}=1.545$. Panel a: $n(\mathbf{k})$ curves for different values of $N$ (symbols), and asymptotic tail $C_{2} / k^{4}$ (solid line, with $C_{2}$ obtained from the pair-correlation function). Panel $\mathbf{b}$ : The $N=64 \mathrm{QMC}$ data are compared with the curves for $N=64$ and $N \rightarrow \infty$ ideal bosons (plus symbols and dotted line, respectively). Panel c: The $N=64$ QMC data are compared with the experimental curves from Ref. [78], for average density equal to $5.5 \times 10^{18} \mathrm{~m}^{-3}$ (dotted line) and $1.6 \times 10^{18} \mathrm{~m}^{-3}$ (dashed line).
low temperature, and has to be replaced by the naive estimator in Eq. 3.103. This poses a limit on the largest $k$ for which we can obtain a reasonable estimate of the momentum distribution, before statistical fluctuations become too strong, at large $k$. The issue becomes more relevant for large $N$. Nevertheless, we reach momenta large enough that the curves for $n(\mathbf{k})$ can be smoothly joined with the predicted tail $C_{2} / k^{4}$, where
$C_{2}$ is obtained from the pair-correlation function (cf. Eq. 2.47). The two curves overlap at $k \approx 1.2 k_{F}$ (cf. Fig. 4.15a). Therefore we obtain a QMC estimation for the whole momentum-distribution curve, by directly measuring $n(\mathbf{k})$ at $k \lesssim 1.2 k_{F}$ and using the asymptotic tail for larger momenta.

In Fig. 4.15a, we show $n(\mathbf{k})$ curves for different system sizes. At finite momenta, corrections due to finite-size effects are already negligible for $N=64$. At zero momentum, in contrast, the presence of a condensate is clearly visible in the divergence of $n(\mathbf{k}=0)$ for large $N$, which is required to have a finite condensate fraction in the $N \rightarrow \infty$ limit.

We also compare the momentum distribution with the one of non-interacting bosons at the same phase-space density (cf. Fig. 4.15b). In the unitary Bose gas, interactions cause a depletion of the condensate, that is, a decrease of $N_{0} / N$ with respect to the ideal-gas value. The fact that the condensate fraction is lowered in the presence of unitary interactions is consistent with the observed negative shift in the critical temperature, $T_{c}<T_{c}^{0}$. As the normalization of $n(\mathbf{k})$ is fixed, the $k=0$ depletion needs to be compensated by the increase of the momentum distribution at other values of $k$. The slow-decaying power-law tail (to be compared with the exponential decay of $n(\mathbf{k})$ for the ideal Bose gas) partly contributes to this compensation. The remaining compensation consists in a larger weight of the unitary-gas momentum distribution in the intermediate-k region (cf. Fig. 4.15b). No additional features are observed, and in particular no signature of the universal subleading oscillations (see discussion below Eq. 4.14).

The asymptotic tail in $n(\mathbf{k})$ kicks in at $k^{*} \simeq 1.2 k_{F}$, while $1 / R_{0}$ is $1.4 k_{F}$. The resolution of QMC results and the fact that $k^{*} \approx 1 / R_{0}$ prevent us from observing the expected logperiodic oscillations (cf. Eq. 4.14). It is however interesting that these could be within reach, by slightly reducing $T$ or $R_{0}$.

We also compare our results with the experimental data of Ref. [78], the only study of the low-temperature unitary Bose gas currently available (see Section 2.3.2.1). The experimental and QMC curves are not in quantitative agreement (cf. Fig. 4.15c). The large-momentum tail from Ref. [78], in particular, lies systematically above our theoretical curve, approximately by a factor of two. This discrepancy is explained through the following remarks:

1. The degree of thermalization and the final temperature of the experiment are not clear (cf. Section 2.3.2.1), so that we cannot associate the experimental conditions to a specific point in the phase diagram. The QMC calculation, in contrast, has a well-defined temperature (which is chosen to lie in the BEC phase, for the comparison in Fig. 4.15c).
2. The experiment is performed in a harmonic trap, while the QMC curve is for a homogeneous system. The simplest approach to obtain the average contact density for a trapped system from the current QMC data would be the use of the local density approximation (see for instance Ref. [51]). The homogeneous-system $c_{2}$ has its maximum values in the normal-gas region of the phase diagram (cf. Fig. 4.11a),
thus the average trapped-system contact density may be larger than the one observed in Fig. 4.15c. It is then possible that combining the system inhomogeneity with our QMC data would reduce the discrepancy in the tail of $n(\mathbf{k})$.

### 4.4.3 Contact density

Our QMC calculations also yield the finite-temperature contact density $c_{2}$, which can be compared with the several available predictions for its ground-state value. In Fig. 4.16, $c_{2}$ is shown for a fixed $R_{0}$. The curve does not show any discontinuous feature at the critical temperature for the BEC transition. This is due to the fact that BEC appears in the long-range correlations (cf. Section 3.3.3), while $c_{2}$ is a short-range physical property. The main feature of $c_{2}$, in contrast, is a smooth non-monotonic behavior, as already visible in Fig. 4.11a. In Ref. [64], the same feature was predicted with an approximate technique, with a peak of $c_{2}$ at $T \approx 4 T_{c}^{0}$ (see also Ref. [169] for a comparison with the QMC results from the current work). No clear physical explanation for the decrease of $c_{2}$ at low temperature is currently available.


Figure 4.16: Exact results for the contact density for $R_{0} \rho^{1 / 3}=0.184$ and low temperature (blue dots, same data as in Fig. 4.11a), and zero-temperature approximate results from Refs. [164, 163, 165]. The value from Ref. [62] is obtained through a fit of the experimental momentum distribution to the universal expression in Eq. 4.14.

Several approximate predictions exist for the ground-state value of $c_{2} \rho^{-4 / 3}$, obtained via a Jastrow ansatz and hypernetted-chain approximation [164], a QMC calculations based on a Jastrow-Feenberg ansatz [165], and a time-dependent variational ansatz for the many-body state [163]. Our first principles low-temperature results are roughly compatible with these known values, although we did not attempt a systematic extrap-
olation towards zero temperature. In Ref.[62], a fit of the experimental momentumdistribution curve [78] with the universal zero-temperature prediction (cf. Eq. 4.14) leads to $c_{2} \rho^{-4 / 3} \simeq 22$. As already mentioned in the comment of Fig. 4.15c, this value is significantly larger than the theoretical predictions (cf. Fig.4.16).

## Conclusion

In this chapter we have described the finite-temperature phase diagram of the model for unitary bosons which includes zero-range two-body interactions and a three-body cutoff. This was obtained with the QMC method described in Chapter 3. The direct observation of Efimov-liquid droplets (appearing as phase-separated states) allows to compute their density, which is found to be a universal property of this phase. In the remaining part of the phase diagram (corresponding to homogeneous phases), we studied the momentum distribution and its asymptotic tail. Upon decreasing the temperature from the $T \rightarrow \infty$ limit, the contact density has a non-monotonic behavior: It first increases (following its high-temperature expansion), then saturates at intermediate temperatures (with values $c_{2} \rho^{-4 / 3} \lesssim 18$ ), and decreases at low temperature. The phase transition to the BEC phase has also been characterized, finding a critical temperature $T_{c}$ approximately $10 \%$ smaller than the value for non-interacting bosons. The three-body cutoff $R_{0}$ is a crucial ingredient of the model, required to stabilize the homogeneous phase and prevent the nucleation of liquid droplets. In the homogeneous-phase region, however, changes due to $R_{0}$ are smooth and of a limited magnitude. This can be seen in $c_{2}$ and in $T_{c}$, and it justifies our use of the hard-core three-body regularization scheme

## Appendix 4.A Contact density at high temperature

The high-temperature expansion for the contact parameter can be obtained through the pair-product ansatz for the many-body density matrix (cf. Eq.3.32), and using the exact knowledge of the correction factor $g^{\text {rel }}$ for unitary interactions (cf. Eq. 2.35). We consider $N$ distinguishable quantum particles in a box of volume $V$, in the hightemperature regime ( $\lambda_{\text {th }} \rho^{1 / 3} \ll 1$ ). Within the pair-product approximation for $\rho_{N}$, the pair-correlation function $g^{(2)}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$ reads
$g^{(2)}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=\frac{\sum_{i=1}^{N} \sum_{j \neq i} \int d \mathbf{X} \delta\left(\mathbf{x}_{i}-\mathbf{x}\right) \delta\left(\mathbf{x}^{\prime}-\mathbf{x}_{j}\right) \prod_{k=1}^{N}\left[\rho_{1}\left(\mathbf{x}_{k}, \mathbf{x}_{k} ; \beta\right) \prod_{l>k} g^{\mathrm{rel}}\left(\mathbf{x}_{k}-\mathbf{x}_{l} ; \mathbf{x}_{k}-\mathbf{x}_{l} ; \beta\right)\right]}{\int d \mathbf{X} \prod_{k=1}^{N}\left[\rho_{1}\left(\mathbf{x}_{k}, \mathbf{x}_{k} ; \beta\right) \prod_{l>k} g^{\mathrm{rel}}\left(\mathbf{x}_{k}-\mathbf{x}_{l} ; \mathbf{x}_{k}-\mathbf{x}_{l} ; \beta\right)\right]}$.

The product of the $N(N-1) / 2$ terms including the correction factor $g^{\text {rel }}$ can be expanded as

$$
\begin{equation*}
\prod_{k=1}^{N} \prod_{l>k} g^{\mathrm{rel}}\left(\mathbf{x}_{k}-\mathbf{x}_{l} ; \mathbf{x}_{k}-\mathbf{x}_{l} ; \beta\right) \simeq 1+\sum_{k=1}^{N} \sum_{l>k}\left[1-g^{\mathrm{rel}}\left(\mathbf{x}_{k}-\mathbf{x}_{l} ; \mathbf{x}_{k}-\mathbf{x}_{l} ; \beta\right)\right] \tag{4.19}
\end{equation*}
$$

where we neglect terms involving higher powers of $\left(1-g^{\text {rel }}\right)$, which is valid for small $\rho^{1 / 3} \lambda_{\text {th }}$. Therefore the pair-correlation function can be rewritten as

$$
\begin{equation*}
g^{(2)}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) \simeq N(N-1) \frac{1+f\left(\mathbf{x}, \mathbf{x}^{\prime}\right) / V^{N-2}}{1+\sqrt{2} \lambda_{\mathrm{th}}^{3} / V} \tag{4.20}
\end{equation*}
$$

where we have used

$$
\begin{equation*}
\int d \mathbf{y}\left[1-g^{\mathrm{rel}}(\mathbf{y} ; \mathbf{y} ; \beta)\right] \simeq \sqrt{2} \lambda_{\mathrm{th}}{ }^{3} \tag{4.21}
\end{equation*}
$$

and defined $f\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$ as

$$
\begin{equation*}
f\left(\mathbf{x}, \mathbf{x}^{\prime}\right) \equiv \sum_{k=1}^{N} \sum_{l>k} \int d \mathbf{X} \delta\left(\mathbf{x}_{i}-\mathbf{x}\right) \delta\left(\mathbf{x}^{\prime}-\mathbf{x}_{j}\right)\left[1-g^{\mathrm{rel}}\left(\mathbf{x}_{k}-\mathbf{x}_{l} ; \mathbf{x}_{k}-\mathbf{x}_{l} ; \beta\right)\right] . \tag{4.22}
\end{equation*}
$$

This function reads

$$
\begin{equation*}
f\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=V^{N-2}\left[\left(1-g^{\mathrm{rel}}\left(\mathbf{x}-\mathbf{x}^{\prime} ; \mathbf{x}-\mathbf{x}^{\prime} ; \beta\right)\right)+\frac{\lambda_{\mathrm{th}}^{3}}{V} \sqrt{2} \frac{(N+1)(N-2)}{2}\right] \tag{4.23}
\end{equation*}
$$

By combining Eqs. 4.20 and 4.23, we obtain the full expression for $g^{(2)}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$ in the hightemperature regime. The contact parameter can then be evaluated through Eq. 2.48. For the contact density $c_{2}^{\text {dist }}$ of $N$ distinguishable particles with unitary zero-range interactions, we find

$$
\begin{equation*}
\rho^{-4 / 3} c_{2}^{\text {dist }} \simeq \frac{N-1}{N} \times 16 \pi\left(\lambda_{\mathrm{th}} \rho^{1 / 3}\right)^{2} \tag{4.24}
\end{equation*}
$$

at high temperature. The contact density $c_{2}$ for the unitary Bose gas is equal to $2 \times c_{2}^{\text {dist }}$. This follows from the doubling of the statistical weight for configurations where two bosons are at zero distance [61]. The resulting expression for $c_{2}$ (cf. Eq.4.15) is the first contribution to the contact density in the virial expansion. The same expression is often reported without the $(N-1) / N$ prefactor $[62,63,64]$, which is a valid approximation at large $N$. The correct prefactor is crucial, however, for the comparison with the few-body results in Section 2.1.3.

## CHAPTER 5

## Classical three-body hard-core model

In this chapter, we discuss the classical three-body hard-core model, which generalizes the hard-sphere model. The hard-sphere model deals with the thermodynamic properties of impenetrable objects like rod, disks or spheres in one, two, or three dimensions, respectively. For the case under study, the hard-core constraint consists in the threebody cutoff introduced in Section 2.2.2. In the original hard-sphere model, particles of radius $\sigma$ interact through a hard-core repulsive potential,

$$
V_{2}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)= \begin{cases}\infty & \text { if }\left|\mathbf{x}_{i}-\mathbf{x}_{j}\right|<2 \sigma  \tag{5.1}\\ 0 & \text { if }\left|\mathbf{x}_{i}-\mathbf{x}_{j}\right|>2 \sigma^{\prime}\end{cases}
$$

which does not include any attractive part. Despite its apparent simplicity, this model is a cornerstone of statistical mechanics since, among others, it has provided fundamental insight in the theory of phase transitions for continuous system, and especially on the melting transition. Already at their early stages, studies of this model have relied heavily on the most recent advances in computational techniques to treat statistical-physics systems, including the molecular dynamics and Monte Carlo techniques [170, 171, 109]. For two dimensions, in particular, these methods shed light on the debated topic of the existence of a transition. The occurrence of phase separation and the behavior of defects close to the transition greatly complicate this phenomenon [172, 173], motivating the development of improved algorithms.

Another important aspect of the hard-sphere model is its connection with the packing problem, i.e. the question of how to efficiently pack hard objects in a way that minimizes the fraction of void space. In dimensions up to $d=3$, this has evident practical applications. More generally, the packing problem is connected to similar topics in geometry (e.g. the kissing-number problem and the covering problem), and its generalized form has been studied also in higher-dimensional spaces. Apart from purely
mathematical applications, it has direct connections with the information-theory problems of data transmission and storage [174].

The hard-sphere model has been generalized in multiple directions. Apart from the immediate generalization to non-spherical objects (see for instance Refs [175, 176]), the large- and infinite-dimensional cases have been considered, in connection with phase diagrams [177, 178, 179] and with the $d$-dimensional packing problem [180, 181]. More recently, systems of self-propelled hard particles have represented a useful simple model for the study of non-equilibrium statistical mechanics [182, 183, 184].

In this chapter, we describe a novel model, where the two-body hard-sphere potential is replaced by a three-body potential. For several cases, a complex physical behavior cannot be fully described by two-body interactions, as discussed in the context of nuclear forces [185]. Three-body terms are also explicitly used to describe spin glasses, as in the well-known $p$-spin model [186], but classical continuous systems with purely three-body forces have not been treated, to the best of our knowledge. Inspired by the unitary-gas phase diagram, we study the simplest possible many-body-interacting continuous system, the three-body hard-core model. This is defined by the following three-body potential

$$
V_{3}\left(\mathbf{x}_{i}, \mathbf{x}_{j}, \mathbf{x}_{k}\right)=\left\{\begin{array}{ll}
\infty & \text { if } R_{i j k}<R_{0}  \tag{5.2}\\
0 & \text { if } R_{i j k}>R_{0}
\end{array},\right.
$$

where the hyperradius $R_{i j k}$ is defined as

$$
\begin{equation*}
R_{i j k}=\sqrt{\frac{\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)^{2}+\left(\mathbf{x}_{j}-\mathbf{x}_{k}\right)^{2}+\left(\mathbf{x}_{k}-\mathbf{x}_{i}\right)^{2}}{3}} . \tag{5.3}
\end{equation*}
$$

This potentials impose that configurations have no triplet of particles with hyperradius smaller than $R_{0}$. As for any hard-sphere model, the Boltzmann probability distribution takes only two values

$$
p\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right)= \begin{cases}1 & \text { if legal configuration }  \tag{5.4}\\ 0 & \text { else }\end{cases}
$$

where "legal" means that there exists no triplet $\{i, j, k\}$ with $R_{i j k}<R_{0}$. The properties of this model are determined by its single parameter, $R_{0}$. Despite this simplicity, it includes counter-intuitive features, notably the structures that form at high-density. In $d=2$, these are configurations hosting two particles on each site of a regular lattice, which is not forbidden by the three-body cutoff. Multiple occupancies can be justified by considering the $k$-body interacting model in $d$ dimensions, and we find that they are mostly present in low-dimensional systems (see Section 5.2.1.4).

After describing the relevant computational tools to study this system (Section 5.1), we concentrate on the packing problem (how to obtain the densest possible structure) in Section 5.2. We propose a set of variational ansätze, which seem to obtain the correct
optimal solutions, as supported through the results of the simulated-annealing optimization algorithm. These solutions are then continued at finite pressure, in Section 5.3. Both in $d=2$ and $d=3$, we identify the transition between the fluid and solid phases, and explore the possibility of additional phases, employing several definitions of ordered phases. This chapter is based on Publication 1.

### 5.1 Sampling configurations at fixed pressure

In this section, we review several schemes which can be used to sample configurations from the NPT ensemble, where the pressure $P$ is fixed and the system volume can fluctuate. We start by considering the probability distribution $p\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right)$ for the positions of $N$ particles in a volume $V$, at a given temperature $T$. This distribution corresponds to the Boltzmann weight of the configuration energy, and its partition function reads ${ }^{1}$

$$
\begin{equation*}
Z_{N V T}=\int d \mathbf{x}_{1} \ldots \int d \mathbf{x}_{N} p\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right) \tag{5.5}
\end{equation*}
$$

For hard-core potentials, $p$ takes only values zero or one, so that $Z_{N V T} / V^{N}$ represents the fraction of configuration-space volume occupied by legal configurations. This ratio tends to one in the limit of zero density.

In the NPT ensemble, the pressure $P$ is fixed, and fluctuations of the volume are allowed (NPT ensemble). The partition function corresponds to the average of $Z_{N V T}$ over all possible volumes $V$, weighted by the additional factor $e^{-\beta P V}$ [151]:

$$
\begin{equation*}
Z_{N P T}=\int_{0}^{\infty} d V e^{-\beta P V} Z_{N V T}=\int_{0}^{\infty} d V \int d \mathbf{x}_{1} \ldots \int d \mathbf{x}_{N} e^{-\beta P V} p\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right) \tag{5.6}
\end{equation*}
$$

While the explicit knowledge of the partition function is not directly accessible for a general case, it is possible to sample configurations which contribute to the integrals (either in Eq. 5.5 or Eq. 5.6) according to the probability distribution determined by the integrand. For the NVT ensemble, this corresponds to sampling the set of positions $\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}$, while in the NPT ensemble one should draw samples from an extended configuration space which includes both the particle positions and the total volume $V$. These sampled configurations can then be used to compute estimates of the equilibrium average for thermodynamic quantities, like the average volume $\langle V\rangle$ or the densitydensity correlation function $g^{(2)}(\mathbf{r})$.

A Monte Carlo algorithm to sample the fixed-pressure configurations entering $Z_{N P T}$ defines a random walk in the extended configuration space which includes both the

[^15]particle positions and the volume. We assume that this is achieved through two different Monte Carlo updates: "NVT" moves only change the particle positions, while "NPT" moves modify the volume of the system. We consider the standard choice for the NVT updates [39, 105] (where a random displacement of randomly-chosen particle is proposed, and accepted/rejected according to the Metropolis rule - cf. Section 3.1), and focus on two possible choices for NPT moves: A global rescaling of the system (Section 5.1.1) and the reshaping of the simulation box through the insertion or removal of void space (Section 5.1.2).

### 5.1.1 Box rescaling

Within the Monte Carlo method, the volume can be changed through a move which rescales the simulation box by a given factor, together with all particle positions [105]. We consider the case of a $d$-dimensional hypercubic box of edge $L$, with volume $V=L^{d}$, and introduce the scaled coordinates $\mathbf{s}_{i}=\mathbf{x}_{i} / L \in[0,1]^{d}$. The partition function can be rewritten as

$$
\begin{equation*}
Z_{N P T}=\int_{0}^{\infty} d V\left(e^{-\beta P V} V^{N}\right) \int d \mathbf{s}_{1} \ldots \int d \mathbf{s}_{N} p\left(L \mathbf{s}_{1}, \ldots, L \mathbf{s}_{N}\right) \tag{5.7}
\end{equation*}
$$

where the integrals in $d \mathbf{s}_{i}$ are now on the unit box $[0,1]^{d}$. The Monte Carlo move rescales the box size and all particle positions (see Fig. 5.1),

$$
\left\{\begin{array}{l}
V_{\text {old }} \rightarrow V_{\text {new }}=V_{\text {old }}+\Delta V  \tag{5.8}\\
L_{\text {old }} \rightarrow L_{\text {new }}=\left(V_{\text {new }}\right)^{1 / d} \\
\mathbf{x}_{i, \text { old }}=L_{\text {old }} \mathbf{s}_{i} \rightarrow \mathbf{x}_{i, \text { new }}=L_{\text {new }} \mathbf{s}_{i}
\end{array} .\right.
$$

The statistical weight of the old and new configurations corresponds to the integrand in Eq. 5.7, so that the Metropolis acceptance probability (cf. Eq.3.13) reads

$$
\begin{equation*}
p_{\text {acc }}=\min \left[1,\left(\frac{V_{\text {new }}}{V_{\text {old }}}\right)^{N} e^{-\beta P \Delta V} \frac{p\left(L_{\text {new }} \mathbf{s}_{1}, \ldots, L_{\text {new }} \mathbf{s}_{N}\right)}{p\left(L_{\text {old }} \mathbf{s}_{1}, \ldots, L_{\text {old }} \mathbf{s}_{N}\right)}\right], \tag{5.9}
\end{equation*}
$$

where the factor $\left(V_{\text {new }} / V_{\text {old }}\right)^{N}$ is associated with the rescaling of the $N$ particle positions. This must be combined with NVT moves, as the volume rescaling is not sufficient to sample the entire configuration space, since the relative positions of the $N$ particles are fixed. Such combination constitutes a valid Monte Carlo algorithm to sample the configurations contributing to the partition function in Eq. 5.6.

For systems in which $p\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right)$ only takes values one or zero (as is the case for the hard-core potentials in Eq. 5.1 and Eq. 5.2), an optimized version of the box-rescaling move is available [187, 39]. In this case, we consider again the set of scaled particle positions $\mathbf{s}_{i}$, and define the value $L_{\text {cut }}$ of the box edge such that

$$
p\left(L \mathbf{s}_{1}, \ldots, L \mathbf{s}_{N}\right)= \begin{cases}0 & \text { if } L<L_{\mathrm{cut}}  \tag{5.10}\\ 1 & \text { if } L>L_{\mathrm{cut}}\end{cases}
$$



Figure 5.1: Volume-changing move for two-dimensional hard disks (cf. Eq. 5.1), in which all particle positions are rescaled by $L_{\text {new }} / L_{\text {old }}$.

The value of $L_{\text {cut }}$ depends on the form of $p\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right)$, and it is a function of the scaled coordinates: $L_{\mathrm{cut}}=L_{\mathrm{cut}}\left(\mathbf{s}_{1}, \ldots, \mathbf{s}_{N}\right)$. The corresponding volume, $V_{\mathrm{cut}}=L_{\mathrm{cut}}^{d}$, represents the smallest volume that can be obtained for a given set of scaled positions $\mathbf{s}_{1}, \ldots, \mathbf{s}_{N}$, without causing overlaps. For particles interacting through a pairwise hard-core potential of radius $\sigma$ (cf. Eq. 5.1), $L_{\text {cut }}$ is computed as

$$
\begin{equation*}
L_{\mathrm{cut}}=\frac{2 \sigma}{\min _{i, j}\left|\mathbf{s}_{i}-\mathbf{s}_{j}\right|} \tag{5.11}
\end{equation*}
$$

For $L>L_{\text {cut }}$, the set of positions $\mathbf{x}_{i}=L \mathbf{s}_{i}$ does not include any pair of points at distance smaller than $2 \sigma$. A similar definition holds for particles interacting through a threebody hard-core potential (Eq.5.2). In this case, the value of $L_{\mathrm{cut}}$ for a given choice of $\left\{\mathbf{s}_{i}\right\}$ reads

$$
\begin{equation*}
L_{\mathrm{cut}}=\frac{R_{0}}{\min _{i, j, k} \sqrt{\frac{\left|\mathbf{s}_{i}-\mathbf{s}_{j}\right|^{2}+\left|\mathbf{s}_{j}-\mathbf{s}_{k}\right|^{2}+\left|\mathbf{s}_{k}-\mathbf{s}_{i}\right|^{2}}{3}}} . \tag{5.12}
\end{equation*}
$$

This definition guarantees that in the set of positions $\left\{L \mathbf{s}_{i}\right\}$ there exists no triplet of particles $\{i, j, k\}$ with hyperradius $R_{i j k}$ smaller than $R_{0}$, provided that $L>L_{\text {cut }}$. Given the value of $L_{\text {cut }}$ (for a specific set of scaled positions), the NPT partition function in Eq. 5.7 reads

$$
\begin{equation*}
Z_{N P T}^{\mathrm{hc}}=\int d \mathbf{s}_{1} \ldots d \mathbf{s}_{N} \int_{V_{\mathrm{cut}}\left(\mathbf{s}_{1}, \ldots, \mathbf{s}_{N}\right)}^{\infty} d V V^{N} e^{-\beta P V}, \tag{5.13}
\end{equation*}
$$

for the case of hard-core potentials. An optimal version of the box-rescaling of Section 5.1.1 can be devised, based on Eq. 5.13, with acceptance probability equal to one. This requires drawing a sample from the distribution $p_{\text {cut }}(V)$, which corresponds to the integrand of Eq. 5.13,

$$
p_{\text {cut }}(V)=\left\{\begin{array}{ll}
0 & \text { if } V<V_{\text {cut }}  \tag{5.14}\\
\left(\frac{V}{V_{\mathrm{cut}}}\right)^{N} \exp \left[-\beta P\left(V-V_{\mathrm{cut}}\right)\right] & \text { if } V>V_{\mathrm{cut}}
\end{array},\right.
$$

where we have included the $V$-independent prefactor $V_{\text {cut }}^{-N} \exp \left(\beta P V_{\text {cut }}\right)$ for convenience. The distribution

$$
\begin{equation*}
q(V)=\exp \left[\left(-\beta P+\frac{N}{V_{\mathrm{cut}}}\right)\left(V-V_{\mathrm{cut}}\right)\right] . \tag{5.15}
\end{equation*}
$$

represents an upper-bound for $p_{\text {cut }}(V)$. For $q(V)$ to be normalizable, the condition $\beta P V_{\text {cut }}>N$ is required: If this is condition is not met, the NPT update described here is not applied, and the simulation continues with a NVT move ${ }^{2}$. Through a combination of the change-of-variable and rejection-sampling methods, we obtain the following scheme to draw a sample from $p_{\text {cut }}(V)$ :

1. A random sample $V_{\text {new }}$ is drawn from the exponential distribution $q(V)$, as explained in Section 3.1.1.1.
2. A random number $\eta$ is drawn from the uniform distribution between 0 and $q\left(V_{\text {new }}\right)$.
3. The new volume $V_{\text {new }}$ is accepted if $\eta \leq p_{\text {cut }}\left(V_{\text {new }}\right)$. If it is rejected, the move restarts from the first step (generating $V_{\text {new }}$ ), and we keep iterating this loop until a sample is accepted.

The sample $V_{\text {new }}$ is sampled directly from $p_{\text {cut }}$, with acceptance probability equal to one. This is a clear advantage with respect to the (more general) move described above (see Eq. 5.9).

### 5.1.2 Insertion/removal move

The two NPT moves of Section 5.1.1 consist in a global rescaling of the system, so that the simulation-box aspect ratios (the length ratios of pairs of box edges) cannot change. This poses no problem in the simulation of a disordered (fluid) state, where the typical characteristic length scales are much smaller than the simulation box. However, it introduces a bias when the system can form ordered structures, as it favors the formation of lattice structures which have the same aspect ratio of the simulation box. This issue is particularly relevant when the high-density structure of the system is not known beforehand, but is rather the goal of the NPT calculations (see Section 5.2.2). More general NPT updates to overcome this limitation include the floppy-box Monte Carlo scheme [175] where both the box size and shape are modified during the Monte Carlo simulation. The simulation-box configuration is encoded in the vectors defining its edges: For a $d=2$ rectangular box $\left[0, L_{x}\right] \times\left[0, L_{y}\right]$, for instance, these vectors are $\mathbf{e}_{1}=\left(L_{x}, 0\right)$ and $\mathbf{e}_{2}=\left(0, L_{y}\right)$. The NPT update is then designed to include changes of both the

[^16]magnitude and orientation of these vectors. This method has been used to predict the high-density structures for colloidal particles of several shapes [176, 188], by simulating small systems with $N \lesssim 12$.

Here, we introduce a simpler NPT move, in which the magnitudes of the $d$ boxdefining vectors are free to change, but their orientation remains fixed (that is, the simulation box remains a rectangular cuboid, with orthogonal edges). This method is then used for the calculations of Section 5.2.2 and Section 5.3. This update is composed by two parts: The insertion and removal moves. We describe them for the case


Figure 5.2: Insertion and removal NPT updates, adding or removing a void portion of space of area $\Delta L \times L_{y}$ (hatched area). This region is defined to have one boundary touching the position of a randomly-chosen particle, marked in blue in the figure.
of a $\left[0, L_{x}\right] \times\left[0, L_{y}\right]$ two-dimensional box, since their $d$-dimensional generalization is straightforward. The insertion move consists in changing one of the box edges by adding a random amount of void space (a rectangle aligned with the coordinate axes, constrained to touch a randomly chosen particle). If particle $k$ and direction $x$ are chosen, the insertion move corresponds to changing $L_{x}$ into $L_{x}+\Delta L$ (where $\Delta L$ is chosen randomly in a given interval). This is obtained by adding a portion of void space with edges $\Delta L \times L_{y}$, starting from the $x$ coordinate of the $k$-th particle. This move does not rescale the particle positions, which are only shifted to make space to the new void region (cf. Fig. 5.2). Therefore its acceptance probability is

$$
\begin{equation*}
p_{\mathrm{acc}}=\min \left[1, e^{-\beta P \Delta V} \frac{p\left(\mathbf{x}_{1}^{\prime}, \ldots, \mathbf{x}_{N}^{\prime}\right)}{p\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right)}\right] \tag{5.16}
\end{equation*}
$$

where $\Delta V=\Delta L \times L_{y}$ is the increase in volume, and the old and new coordinates are denoted with $\left\{\mathbf{x}_{i}\right\}$ and $\left\{\mathbf{x}_{i}^{\prime}\right\}$, respectively. This differs from the case of the rescaling move described in Section 5.1.1, as there is no $V^{N}$ factor in the acceptance probability (cf. Eq. 5.9). The complementary update is a removal move, in which it is proposed to remove the two-dimensional portion of space defined as

$$
\begin{equation*}
\left\{(x, y): x \in\left[x_{k}, x_{k}+\Delta L\right]\right\} \tag{5.17}
\end{equation*}
$$

where $\Delta L$ is chosen randomly in a given interval, and $x_{k}$ is the $x$ component of the randomly-chosen particle $\mathbf{x}_{k}$. This move, which reduces $L_{x}$ by an amount $\Delta L$, is accepted with probability

$$
\begin{equation*}
p_{\mathrm{acc}}=\min \left[1, e^{\beta P \Delta V} \frac{p\left(\mathbf{x}_{1}^{\prime}, \ldots, \mathbf{x}_{N}^{\prime}\right)}{p\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right)}\right], \tag{5.18}
\end{equation*}
$$

and provided that it does not remove any particle (that is, if any particle lies in the region which should be removed, the move is rejected). In addition to the mentioned acceptance conditions, for both the insertion and removal moves, we reject moves leading to very elongated box shapes. This is common for MC methods where the box shape can change $[175,188,189]$, to avoid strong finite-size effects. If the insertion and removal moves are proposed with the same frequency during the MC simulation, their combination satisfies the detailed balance condition, so that they represent a valid algorithm (when combined with an NVT move) to sample configurations contributing to $Z_{N P T}$.

The insertion/removal move has a specific difference with respect to the other NPT moves described above, which is important for the case where particles form an extended ordered structure. The rescaling move of Section 5.1.1 and the floppy-box MC algorithm are based on global changes of the simulation box, so that local structural properties (like the distance between two neighboring sites or the angle between two lattice bonds) are modified across the entire system, and the ordered structure is distorted. After such a move is accepted, it might take several NVT steps before the local structural properties re-equilibrate. In contrast, the insertion/removal move only changes the structural properties of a limited portion of the system. Moreover, this move can in principle add the void space necessary for a new lattice row (in two dimensions) or plane (in three dimensions) to form. The insertion of this void space has been advanced as a mechanism to change the number of lattice sites during a simulation [190], in connection with the known problem of equilibrating the number of lattice defects in a NPT simulation [173]. This motivated our choice of the insertion/removal move, although a systematic study of its performance for equilibrating the defects number has not been addressed in this work.

### 5.2 Packing problem

In this section we consider the packing problem, which consists in maximizing the density of a system subject to a hard-core constraint. In the traditional formulation of this problem, the constraint is that all pair distances must be larger than a given quantity $2 \sigma$ (cf. Eq. 5.1). This corresponds to the problem of packing disks in two dimensions or spherical particles in three dimensions, which has evident practical applications [191].

For two-dimensional disks, the solution consists in placing their centers on a triangular lattice [174]. For this structure, the radius can be increased until the packing
fraction $\eta$ (the fraction of the total area which is covered by disks) reaches

$$
\begin{equation*}
\eta_{\max }^{\mathrm{tri}}=\frac{\pi}{2 \sqrt{3}} \simeq 0.9069 \tag{5.19}
\end{equation*}
$$

This situation is called close packing (cf. Fig. 5.3), and it corresponds to the largest density which can be reached for this chosen structure (the triangular lattice, in this case). The close-packing condition can be obtained for any structure. As an example, if disks are placed on a square lattice the close-packing fraction reads

$$
\begin{equation*}
\eta_{\max }^{\mathrm{sq}}=\frac{\pi}{4} \simeq 0.7854 \tag{5.20}
\end{equation*}
$$

which is indeed lower than the one for the triangular lattice.


Figure 5.3: Disks forming a triangular lattice, away from close packing (left, packing fraction $\eta=1 / 2$ ), or in the close-packed limit (right, packing fraction $\eta=\eta_{\max }^{\text {tri }}$ ).

For three dimensional spheres, the optimal packing fraction reads

$$
\begin{equation*}
\eta_{\max }^{d=3}=\frac{\pi}{3 \sqrt{2}} \simeq 0.74048 \tag{5.21}
\end{equation*}
$$

and is obtained by either the face-centered cubic (FCC) or the hexagonal close packed (HCP) structures [174]. The fact that this is the optimal value (known as Kepler conjecture) has been proved for the class of periodic structures (that is, lattice structures) by Gauss, in 1831, while the formal proof for the general case has been completed only in the 21st century [192, 193].

In this section we consider the packing problem for particles interacting via the three-body hard-core potential (Eq.5.2), rather than disks or spheres. After the enumeration of several possible candidate structures (Section 5.2.1), in Section 5.2.2 we describe the simulated-annealing technique, a Monte Carlo algorithm for the unconstrained search of optimal structures.

| $d$ | Structure | Parameters | $\rho_{\max } R_{0}^{d}$ |  |
| :--- | :--- | :--- | :--- | :--- |
| 1 | Regular spacing, atoms | - | $\sqrt{2}$ | 1.4142 |
|  | Regular spacing, dimers | - | $2 \sqrt{2 / 3}$ | $\mathbf{1 . 6 3 3}$ |
| 2 | Oblique, atoms | $r=\sqrt{2}$ | $\sqrt{2}$ | 1.4142 |
|  |  | $\theta=0$ |  |  |
|  | Oblique, dimers | $r=1$ | $(2 / \sqrt{3})^{3}$ | $\mathbf{1 . 5 3 9 6}$ |
|  |  | $\theta=\pi / 6$ |  |  |
| 3 | Barlow ABA, atoms | $r=1 / 2$ | $\frac{13}{27} \sqrt{26 / 3}$ | 1.4174 |
|  | Barlow ABA, dimers | $r=\sqrt{2 / 3}$ | $(2 / \sqrt{3})^{3}$ | 1.5396 |
|  | Barlow ABC, atoms | $r=1 / \sqrt{6}$ | $(2 / \sqrt{3})^{3}$ | 1.5396 |
|  | Barlow ABC, dimers | $r=\sqrt{2 / 3}$ | $(2 / \sqrt{3})^{3}$ | 1.5396 |
|  | Tetragonal, atoms | $r=1$ | $(2 / \sqrt{3})^{3}$ | 1.5396 |
|  | Tetragonal, dimers | $r=1$ | $\sqrt{32 / 27}$ | 1.0887 |
|  | Simple-hexagonal, atoms | $r=1 / \sqrt{2}$ | $2 \sqrt{2 / 3}$ | $\mathbf{1 . 6 3 3}$ |
|  | Simple-hexagonal, dimers | $r=1$ | $8 \sqrt{2} / 9$ | 1.2571 |

Table 5.1: Densities of $d$-dimensional close-packed structures. The structure may include free parameters (aspect ratio $r$ or angle $\theta$ ), and the optimal values are indicated. For each value of $d$, the largest density is marked in bold.

### 5.2.1 Variational ansätze

As a first step towards finding high-density structures for the three-body hard-core model, we consider a set of variational ansätze, and compute their close-packing density. For each ansatz, we first maximize the density over the free parameters of the structure (angles and/or aspect ratios), obtaining the close-packing density $\rho_{\max }$. The next step consists in comparing different ansätze, to find the overall optimal density and structure. A structure is defined by a regular arrangement of some sites in space, and by the choice of how many particles should be placed on each site (one or two). The one-dimensional case is used as an example - cf. Section 5.2.1.1 - before treating the two- and three-dimensional cases (see Sections 5.2.1.2 and 5.2.1.3). The results of this section are summarized in Table 5.1.

### 5.2.1.1 One dimension

In $d=1$, we consider an alternating spacing between single atoms, such that consecutive interparticle distances are $\ldots, l,(A l), l,(A l), \ldots$ (see Fig. 5.4), where $0 \leq A \leq 1$. The case $A=1$ corresponds to a regular (equally spaced) lattice, while the other limit case, $A=0$, gives an equally-spaced lattice where each site is filled by two particles (note that this is not forbidden by the three-body constraint). The former is a regular
lattice of atoms, while the latter is a lattice of dimers. For any value of $A$, the density of

$$
\begin{aligned}
& A=1.0-000000000000000000000- \\
& A=0.8-0000-00000-0000000000-0-1 \\
& A=0.4-\infty-\infty-\infty-\infty-\infty-\infty-\infty-\infty-\infty-\infty-\infty-\infty \\
& A=0.2-\infty-\infty-\infty-\infty-\infty-\infty-\infty-\infty-\infty-\infty
\end{aligned}
$$

Figure 5.4: One-dimensional structures considered, for different values of $A$. The closepacking condition is enforced, that is, $l$ is set to its minimum allowed value $l_{\text {min }}$ (cf. Eq. 5.24).
the structure reads

$$
\begin{equation*}
\rho=\frac{2}{(1+A) l^{\prime}} \tag{5.22}
\end{equation*}
$$

since there are two particles in any segment of length $(1+A) l$. Given any triplet of subsequent lattice sites, their distances are $l, A l$, and $(1+A) l$, so that the squared hyperradius reads

$$
\begin{equation*}
R^{2}=\frac{1+A^{2}+(1+A)^{2}}{3} \times l^{2} \tag{5.23}
\end{equation*}
$$

The three-body constraint sets a lower bound on $l$, which reads

$$
\begin{equation*}
l_{\min }(A)=R_{0} \times \sqrt{\frac{3}{1+A^{2}+(1+A)^{2}}} \tag{5.24}
\end{equation*}
$$

Thus the close-packing density for the variational ansatz under study reads

$$
\begin{equation*}
\rho_{\max }(A)=\frac{2}{(1+A) l_{\min }(A)}=\frac{1}{R_{0}} \frac{2 \sqrt{2}}{\sqrt{3}} \sqrt{1-\frac{A}{(1+A)^{2}}} . \tag{5.25}
\end{equation*}
$$

This is maximum at $A=0$, resulting in a density

$$
\begin{equation*}
\rho_{\text {best }}^{d=1}=\frac{1}{R_{0}} \frac{2 \sqrt{2}}{\sqrt{3}} \simeq \frac{1.63299}{R_{0}} \tag{5.26}
\end{equation*}
$$

as reported in Table 5.1. The subscript "best" indicates the highest density attained with the variational ansatz considered ${ }^{3}$. The candidate optimal structure for $d=1$ is

[^17]a lattice with two particles per site, which can be interpreted in more general terms cf. Section 5.2.1.4. As an additional check, the close-packed density for a regular lattice with one particle per site (corresponding to $A=1$ ) reads
\[

$$
\begin{equation*}
\rho_{\max }(A=1)=\frac{\sqrt{2}}{R_{0}} \simeq \frac{1.4142}{R_{0}} \tag{5.27}
\end{equation*}
$$

\]

which is indeed smaller than $\rho_{\text {best }}$.

### 5.2.1.2 Two dimensions

In two dimensions, our ansatz distinguishes between two classes of structures, including either one or two particles per lattice site. We consider an oblique lattice, with spacing $l$ along the $x$ direction, and with aspect ratio $r$ and angle $\theta$, defined as in Fig. 5.5. The basis vectors read

$$
\begin{align*}
& \mathbf{e}_{1}=(l, 0), \\
& \mathbf{e}_{2}=(r l \sin \theta, r l \cos \theta), \tag{5.28}
\end{align*}
$$

so that the position of a lattice site is

$$
\begin{equation*}
\mathbf{x}_{n, m}=n \mathbf{e}_{1}+m \mathbf{e}_{2}, \quad n, m \in \mathbb{Z} \tag{5.29}
\end{equation*}
$$

We may set $r \geq 1$ and $0 \leq \theta \leq \arcsin (1 /(2 r))$. Examples are the triangular lattice (with


Figure 5.5: Oblique lattice with aspect ratio $r$ and angle $\theta$.
$r=1$ and $\theta=\pi / 6$ ) and the rectangular lattice (with $\theta=0$ ).
We first consider an oblique lattice with one particle per site, which has a density equal to

$$
\begin{equation*}
\rho=\frac{1}{l^{2} r \cos \theta} \tag{5.30}
\end{equation*}
$$

since there is one particle in every cell, and the cell area is $l \times r l \cos \theta$. In contrast with the one-dimensional case, here we have to apply the three-body cutoff to several different triplets, obtaining a combination of several constraints for $l$ (which are all - in general functions of $r$ and $\theta$ ). In particular, we find

$$
\begin{equation*}
l_{\min }^{2}(r, \theta)=R_{0}^{2} \times \max \left(\frac{1}{2}, \frac{1}{2 r^{2}}, \frac{3}{2\left(1+r^{2}-r \sin \theta\right)}\right) . \tag{5.31}
\end{equation*}
$$

The third element in the max function is the one corresponding to a triplet forming a triangle (for instance the triplet $\left\{\mathbf{x}_{0,0}, \mathbf{x}_{1,0}, \mathbf{x}_{0,1}\right\}$ ) while the first two concern three sites which are aligned along a straight line, either along $\mathbf{e}_{1}$ (e.g. sites $\left\{\mathbf{x}_{0,0}, \mathbf{x}_{1,0}, \mathbf{x}_{2,0}\right\}$ ) or along $\mathbf{e}_{2}$ (e.g. sites $\left\{\mathbf{x}_{0,0}, \mathbf{x}_{0,1}, \mathbf{x}_{0,2}\right\}$ ). Using the knowledge of $l_{\text {min }}$, we can construct the close-packed version of an oblique lattice, for each $r$ and $\theta-c f$. Fig.5.6. Among all the

$r=3 / 2, \theta=\pi / 8$

$r=1, \theta=\pi / 6$

$r=\sqrt{2}, \theta=0$

Figure 5.6: Three examples of close-packed oblique lattices, with a single particle per site. The three structures have different $r$ and $\theta$, and their densities read $\rho R_{0}^{2} \simeq$ $1.287,1.155$, and 1.414.
possible oblique lattices with one particle per site, the one reaching the highest density is the rectangular one, with $r=\sqrt{2}$ and $\theta=0$ ( $c f$. left panel of Fig. 5.7).

The same strategy can be followed for an oblique lattice with two particles per site, which has density (cf. Eq. 5.30)

$$
\begin{equation*}
\rho=\frac{2}{l^{2} r \cos \theta} . \tag{5.32}
\end{equation*}
$$

In this case, the constraint on the hyperradius reads

$$
\begin{equation*}
l_{\min }^{2}(r, \theta)=R_{0}^{2} \times \max \left(\frac{3}{2}, \frac{3}{2 r^{2}}, \frac{3}{2\left(1+r^{2}-r \sin \theta\right)}\right) \tag{5.33}
\end{equation*}
$$

where the third argument in the max function corresponds to the case of three particles distributed on sites $\mathbf{x}_{0,1}$ and $\mathbf{x}_{1,0}$. This expression for $l_{\min }(r, \theta)$ gives access to the close-packing density as a function of $(r, \theta)$ ( $c f$. Eq. 5.32, and right panel of Fig. 5.7). The overall maximum density (maximized over $r$ and $\theta$ ) for the dimer oblique lattice is $\rho R_{0}^{2}=(2 / \sqrt{3})^{3} \simeq 1.5396$, obtained with a triangular lattice ( $r=1$ and $\theta=\pi / 6$ ).


Figure 5.7: Close-packing density (in units of $R_{0}^{-2}$ ) as a function of $(r, \theta)$, for the oblique lattice with one particle per site (left panel) or with one dimer per site (right panel). In each panel, the red dot marks the maximum density.

As reported in Table 5.1, the highest density found with our ansatz is for the triangular lattice with two particles per site,

$$
\begin{equation*}
\rho_{\text {best }}^{d=2}=\frac{1}{R_{0}^{2}}\left(\frac{2}{\sqrt{3}}\right)^{3} \simeq \frac{1.5396}{R_{0}^{2}} . \tag{5.34}
\end{equation*}
$$

In the class of oblique lattices with a single particle per site, the optimal structure is the rectangular lattice (with $\theta=0$ and $r=\sqrt{2}$ ), which attains a density only $10 \%$ smaller than $\rho_{\text {best }}^{d=2}$.

### 5.2.1.3 Three dimensions

For the three-dimensional case, we consider several classes of structures:

1. Tetragonal lattices, obtained by stretching a cubic lattice along one direction by a factor $r$.
2. Simple-hexagonal lattice, obtained by an A-A-A stack of triangular-lattice layers (cf. Fig. 5.8). The aspect ratio $r$ is defined as the ratio between the interplanar distance and the in-plane lattice constant.
3. Barlow structures [194, 191], obtained by A-B-A or A-B-C stack of triangular-lattice layers (see Fig. 5.9). The aspect ratio $r$ is defined as for the simple-hexagonal case. For $r=\sqrt{2 / 3}$, the A-B-A and A-B-C classes reproduce the hexagonal close-packed and face-centered cubic structures, respectively [191].

All these cases correspond to the three-dimensional stacking of planar structures, so that they all share the free parameter $r$, defined as the ratio between the interplanar distance


Figure 5.8: Simple-hexagonal lattice, obtained as an A-A stack of triangular lattices.
and the in-plane lattice. We shall now enumerate the close-packing densities for these eight cases (four structures, with the possibility of either one or two particles per site), obtaining the results shown in Table 5.1. As in Section 5.2.1.2, we first need to compute the lower bound $l_{\min }=l_{\min }(r)$ for the in-plane lattice constant $l$, that can be then used to compute the density as a function of $r$.


Figure 5.9: Scheme to construct Barlow structures. The first two layers of particles are placed on the sites marked by $A$ and $B$, respectively. The third layer is then placed either on sites A (for the A-B-A stack) or on sites C (for the A-B-C stack).

For the tetragonal lattices, the minimum in-plane lattice constant reads

$$
\frac{l_{\min }^{2}(r)}{R_{0}^{2}}=\left\{\begin{array}{l}
\max \left(\frac{1}{2 r^{2}}, \frac{3}{4}, \frac{3}{2\left(1+r^{2}\right)}\right), \text { for one particle per site, }  \tag{5.35}\\
\max \left(\frac{3}{2}, \frac{3}{2 r^{2}}\right), \text { for two particles per site }
\end{array}\right.
$$

while for the simple-hexagonal lattice this is

$$
\frac{l_{\min }^{2}(r)}{R_{0}^{2}}=\left\{\begin{array}{l}
\max \left(1, \frac{1}{2 r^{2}}, \frac{3}{2\left(1+r^{2}\right)}\right), \text { for one particle per site, }  \tag{5.36}\\
\max \left(\frac{3}{2}, \frac{3}{2 r^{2}}\right), \text { for two particles per site }
\end{array}\right.
$$

The Barlow A-B-A structure gives

$$
\frac{l_{\min }^{2}(r)}{R_{0}^{2}}=\left\{\begin{array}{l}
\max \left(1, \frac{1}{8 r^{2}}, \frac{9}{5+6 r^{r^{2}}}, \frac{9}{2+18 r^{2}}\right), \text { for one particle per site },  \tag{5.37}\\
\max \left(\frac{3}{2}, \frac{3}{8 r^{2}}, \frac{9}{2+6 r^{2}}\right), \text { for two particles per site }
\end{array}\right.
$$

and the A-B-C stack has

$$
\frac{l_{\min }^{2}(r)}{R_{0}^{2}}=\left\{\begin{array}{l}
\max \left(1, \frac{1}{18 r^{2}}, \frac{9}{5+6 r^{2}}, \frac{3}{1+6 r^{2}}, \frac{9}{2+42 r^{2}}\right), \text { for one particle per site, }  \tag{5.38}\\
\max \left(\frac{3}{2}, \frac{1}{6 r^{2}}, \frac{9}{2+6 r^{2}}\right), \text { for two particles per site. }
\end{array}\right.
$$

These expressions follow by imposing the three-body constraint on all relevant triplets of sites forming the structure. The knowledge of $l_{\min }(r)$ gives access to the minimum volume of the unit cell, so that we can directly compute the close-packing density for a given structure and at a given aspect ratio $r$. As shown in Fig. 5.10, the simple-hexagonal structure with one particle per site is the one reaching the maximum density, which reads

$$
\begin{equation*}
\rho_{\mathrm{best}}^{d=3}=\frac{1}{R_{0}^{3}}\left(2 \sqrt{\frac{2}{3}}\right) \simeq \frac{1.63299}{R_{0}^{3}} \tag{5.39}
\end{equation*}
$$

This is reported in Table 5.1, together with the maximum densities for all the other three-dimensional structures considered.

### 5.2.1.4 Multiple occupancies with $k$-body hard-sphere interactions

As described in the previous sections, we find two different highest-density structures, among the ones we considered: For $d=1$ and $d=2$, these are structures with two particles per site, while in three dimensions the best candidate structure has only one particle per site. In this section we give an heuristic argument, suggesting that only in low dimensions the high-density structures have multiple particles per site. We consider a $d$-dimensional system with a $k$-body hard-core cutoff, where the $k$-body distance between positions $\mathbf{x}_{1}, \ldots, \mathbf{x}_{k}$ is defined as

$$
\begin{equation*}
R^{(k)} \equiv \sqrt{\frac{2}{k(k-1)}} \sum_{1 \leq i<j \leq k}\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)^{2} \tag{5.40}
\end{equation*}
$$

and it is set to be larger than a cutoff value $R_{0}$. For $k=2$ and $k=3$, this corresponds to the hard-sphere and three-body hard-core models, respectively. We restrict our argument to a very specific class of structures, namely the ones that satisfy two properties:


Figure 5.10: Maximum densities for a given structure as a function of the aspect ratio $r$. The two panels correspond to one (left) or two (right) particles per site.

1. All pairs of nearest-neighboring sites are at the same distance $l$.
2. Each site has at least $k-1$ nearest neighbors which are also nearest neighbors with each other.

The existence of such a structure is not guaranteed, and depends on $k$ and on the dimensionality $d$. Some examples are:

- For $d=1$ and $k=2$, the equally-spaced lattice.
- For $d=2$ and $k \in\{2,3\}$, the triangular lattice.
- For $d=3$ and $k \in\{2,3,4\}$, any structure which includes groups of four particles placed on the vertices of a tetrahedron (e.g. the hexagonal close-packed structure, a specific case of the A-B-A stack described in Section 5.2.1.3).
For this kind of structures, it is simple to obtain the close-packing limit. Given a certain $k$, we consider $k$ sites which are all nearest neighbors, as guaranteed by the definition of the structures we are considering, and look for different ways to place $k$ particles on these $k$ sites. In particular, we try to place $m$ particles on each site (where $m$ has to be smaller than $k$, due to the $k$-body constraint), as in these simple examples for $m \leq 2$ :
- For $m=1$, we place one particle on each site, independently of $k$.
- For $m=2$ and $k$ even, we place two particles per site on $k / 2$ sites, and leave the remaining $k / 2$ sites empty.
- For $m=2$ and $k$ odd, we place two particles per site on $(k-1) / 2$ sites and one particle on a specific site, and leave the remaining $(k-1) / 2$ sites empty.
For a general $m$, the $k$ sites are partitioned into three classes:

1. Sites hosting exactly $m$ particles: The number of such sites is $(k-\operatorname{Rm}(k, m)) / m$, where $\operatorname{Rm}(k, m)$ is the remainder of the integer division $k / m$.
2. Sites hosting the remaining $\operatorname{Rm}(k, m)$ particles: If $\operatorname{Rm}(k, m) \neq 0$, then there is one such site, otherwise there is none.
3. The remaining sites hosting zero particles.

Given this partition, we can compute the number $N_{\text {zero }}$ of particle pairs such that the two particles forming the pair are on the same site:

$$
\begin{equation*}
N_{\mathrm{zero}}(k, m)=\frac{k-\operatorname{Rm}(k, m)}{m} \frac{m(m-1)}{2}+\frac{\operatorname{Rm}(k, m)(\operatorname{Rm}(k, m)-1)}{2} . \tag{5.41}
\end{equation*}
$$

This allows to write the $k$-body distance for these $k$ particles (cf. Eq. 5.40) as

$$
\begin{equation*}
R^{(k)}=\sqrt{\frac{2}{k(k-1)}\left[\left(\frac{k(k-1)}{2}-N_{\mathrm{zero}}(k, m)\right) l^{2}\right]} \tag{5.42}
\end{equation*}
$$

where $l$ is the distance between two nearest neighbors, and

$$
\begin{equation*}
\left(\frac{k(k-1)}{2}-N_{\mathrm{zero}}(k, m)\right) \tag{5.43}
\end{equation*}
$$

is the total number of pairs at non-zero distance. By setting $R^{(k)} \geq R_{0}$ and inverting Eq. 5.42 , we can determine a lower bound $l_{\min }$ on the distance $l$. This in turn gives access to the scaling of the close-packing density for a given $k$, which reads

$$
\begin{equation*}
\rho \propto \frac{1}{R_{0}^{d}} \frac{m}{\left(k-N_{\text {zero }}(k, m)\right)^{d / 2}}, \tag{5.44}
\end{equation*}
$$

where we neglected all prefactors not depending on $d$ or $m$. This expression allows to compare, for a given $k$, the close-packing densities which can be obtained by placing $m$ particles on each site $-c f$. Fig. 5.11. We observe the same qualitative behavior for all values of $k$ : In low-dimensional cases, the largest density is reached by placing many particles on each site (given the constraint $m<k$ ), while for large $d$ the dominating density is the one with $m=1$ particles per site.

While this heuristic argument explains the qualitative difference between the candidate structures we have found for $d=1,2$ and 3 , it remains restricted to the specific class of structures considered in this section. As an example, the best known structure for $d=3$ (the simple-hexagonal lattice of single particles, $c f$. Section 5.2.1.3) does not belong to this class. This explains why in the $k=3$ panel of Fig. 5.11 the $m=1$ density is the largest one for all $d \leq 3$, even though the simple-hexagonal lattice with one particle per site has a higher density for $d=3$.

We note that the formation of regular structures with more than one particle per site (also known as microphases, or cluster phases) has been observed for realistic systems of penetrable particles, for example purely repulsive soft spheres [195] or branching polymers [196]. Also in these cases, as for the three-body hard-core model, the interparticle distance is allowed to vanish.






Figure 5.11: Density of the $d$-dimensional close-packed structure, for the $k$-body hardcore model. Each panel corresponds to a given $k$, while different lines correspond to different values of $m$ (the number of particles per site). All densities are expressed in units of the $m=1$ density.

### 5.2.2 Simulated annealing

In this section we describe the simulated annealing (SA) technique, and its application to finding high-density structures for the three-body hard-core model. Simulated annealing is an algorithm for the optimization of functions of many variables, inspired by the simulations of statistical-physics models [197, 198]. It corresponds to finding the ground state of a statistical-physics system, where the probability distribution for a configuration $x$ at inverse temperature $\beta$ is $p_{\beta}(x)=\exp (-\beta E(x))$. This can also be applied to more general cases, with $E(x)$ being the function to optimize and $\beta$ a fictitious inverse temperature. The minimization proceeds as follows:

1. Select a random initial configuration $x$. This step depends on the precise form of the configuration space, but it can be generally achieved by assigning a random value to each degree of freedom of $x$.
2. Set $\beta$ to a value close to zero, corresponding to the infinite-temperature limit.
3. Iterate the following steps, until a convergence condition is satisfied.
(a) Perform several steps of a Monte Carlo algorithm that samples the distribution $p_{\beta}(x)$.
(b) Increase $\beta$, according to a "cooling protocol".

As the inverse temperature $\beta$ increases, the probability distribution $p_{\beta}$ becomes more peaked around the minima of $f(x)$, while it is strongly suppressed for all configurations at large distance from one of these minima. This change of $p_{\beta}$ has a consequence in the dynamics of the Monte Carlo algorithm: At large $\beta$, the acceptance probability is suppressed for MC moves that increase the energy $f$. This is clear for instance if the Metropolis algorithm is used (cf. Eq.3.13). In the $\beta \rightarrow \infty$ limit, the only accepted MC moves are those which lower the energy, so that eventually a local minimum of $f$ is reached, after a large number of MC steps.

The local minimum is not guaranteed to be also global, for a given SA realization. Nevertheless, there is a degree of control on the algorithm, which provides hints at whether this is the case. The main control parameter for the SA algorithm is the cooling protocol, i.e. the choice of how the inverse temperature $\beta$ increases during the optimization. This can be encoded in a function $\beta=h\left(t_{\mathrm{MC}}\right)$ giving the value of $\beta$ in terms of the step $t_{\mathrm{MC}}$ of the MC simulation. An example is given in Eq. 5.45 , where the parameter $\alpha$ represents the cooling velocity. This function typically starts at $h(0) \approx 0$, and it increases towards its large-time limit, $\lim _{t_{\mathrm{MC}} \rightarrow \infty} h\left(t_{\mathrm{MC}}\right)=\infty$. In a typical application, different cooling protocols are adopted (fast/slow, cf. Eq. 5.45 and Fig. 5.12), with several independent runs for each (with randomized initial conditions). If the SA algorithm is reaching the global optimum, its results should not depend on the precise choice of the cooling protocol, provided that it is slow enough. This constitutes a useful diagnostics on the SA results: If they show a clear dependence on the choice of $h$, this suggests that a slower cooling protocol should be used. Nevertheless, the independence on the cooling protocol is not sufficient to prove that the global optimum has been found.

Also due to its simplicity, the SA algorithm has been used for a broad and diverse set of applications (see for instance Ref. [199]), and in particular it has been proposed as a method to find optimal crystal structures [200] (cf. Ref. [201] for a review of the techniques used for this problem). This is the application which we are interested in, and which we describe more in detail.

We consider the finite-size version of the packing problem, where we look for the structure which maximizes the density of a system of $N$ particles (rather than the infinitesystem version discussed in Section 5.2.1), subject to the three-body hard-core constraint of Eq. 5.2. The NPT partition function (cf. Eq. 5.6) is expressed in a form which can be easily interpreted in view of the SA algorithm: The goal is to find the configuration that maximizes the quantity $N R_{0}^{d} / V$, and the $S A$ approach to this minimization is to take the result of an MC simulation during which we let $\beta P R_{0}^{d}$ become very large. Notice that in this case the probability distribution is already available from the physical model, rather than being a fictitious one. The artificial part of the SA algorithm is considering the $\beta P R_{0}^{d} \rightarrow \infty$ limit. The practical scheme for this minimization task is the following

1. Initialize the pressure to a very small value, $\beta P R_{0}^{d} \approx 0$.
2. Choose a large initial volume, and initialize the particle positions through direct sampling.

## 3. Iterate the following steps:

(a) Perform several steps of the fixed-pressure MC algorithm, alternating NVT moves and the insertion/removal NPT move.
(b) If necessary, iteratively adapt the parameters of the NVT and NPT moves, to keep a finite acceptance rate ${ }^{4}$.
(c) Increase $\beta P R_{0}^{d}$, according to the chosen cooling protocol.

As an example, we choose the following protocol for the evolution of the pressure:

$$
\begin{equation*}
\beta P R_{0}^{d} \propto h\left(t_{\mathrm{MC}}\right)=\left(t_{\mathrm{MC}}\right)^{\alpha}, \tag{5.45}
\end{equation*}
$$

where $\alpha$ determines the speed at which $\beta P$ increases. The precise definition of one Monte Carlo time step (which corresponds to a certain number of proposed NPT and NVT moves) is not relevant for the current discussion, as long as we keep this definition fixed and we only deal with a fixed number of particles $N$. For this choice of the cooling


Figure 5.12: Results of simulated annealing for $N=32$ particles in two dimensions, at annealing "velocity" $\alpha$ (cf. Eq. 5.45). The average maximum density (blue circles, averaged over 40 independent SA runs) is compared with the density of a close-packed triangular lattice of dimers (orange dashed line). The blue shaded area represents the full spread of the density (minimum to maximum), over all SA runs. One time unit corresponds to 50 sweeps (each one being formed by 32 single-particle NVT moves and 4 NPT updates), and all runs are stopped at $\beta P R_{0}^{2}=500$.

[^18]protocol $h$, we can study the properties of the configurations obtained at large pressure, and their dependence on the rate $\alpha$. This is shown in Fig. 5.12 , for the specific case of a two-dimensional system of $N=32$ particles, which is chosen so that a defect-free $4 \times 4$ triangular lattice of dimers (which has density $\rho R_{0}^{2} \simeq 1.5396$ and is our best candidate for being the densest structure $c f$. Section 5.2.1.2) can be realized. This example then serves a double goal: It can support the heuristic notion that the triangular lattice of dimers is the optimal structure, and - once this is assumed to be true - it allows to study the SA performance as a function of $\alpha$. As with any stochastic algorithm, the outcome can vary between different realizations, so that we need to study the statistical properties of a set of several runs. We find the following results (cf. Fig. 5.12):

- Across the entire range of $\alpha$ considered, at least one of the several runs reaches the dimer triangular-lattice structure, with density close to $\rho R_{0}^{2} \simeq 1.5396$ (note that we only reach a finite $\beta P R_{0}^{2}$, so that a small deviation is to be expected).
- No density higher than $\rho R_{0}^{2} \simeq 1.5396$ is observed, supporting the claim that the dimer triangular-lattice structure represents the global optimum.
- The average final density is a decreasing function of $\alpha$ : When the pressure is increased faster (that is, for larger $\alpha$ ), there are more chances that particles form a non-optimal structure.
- The non-optimal structures generally belong to one of three classes: (1) Sub-optimal regular structures (including a rectangular lattice with one particle per site), (2) regular structures which are not aligned with the box axis, and (3) structures with localized defects. For the small system considered here $(N=32)$, the second and third cases correspond to a strong decrease of the density, with respect to the triangular lattice of dimers, but this effect would be smaller for system of larger size.

This example supports the claim that the best candidate structure identified by the enumeration in Section 5.2.1.2 is also the global optimum for $d=2$. The same is confirmed with SA calculations for $N=72$ particles. In the same way, the densest threedimensional structure found with our SA calculations is a simple-hexagonal lattice with one particle per site, which is also the result of Section 5.2.1.3. At a finite cooling rate, the SA method only provides a lower bound for the global optimum of density, but we base the following part of this chapter on the assumption that the best candidate structures identified for $d=2$ and $d=3$ really represent the configurations that would form at infinite pressure.

### 5.3 Finite-pressure phase diagrams

In this section, we discuss the finite-pressure phase diagram of the three-body hard-core model, in two and three dimensions. Our main result is the equation of state (EOS) for a finite system, which expresses the density as a function of the pressure. At small pressure $\left(\beta P R_{0}^{d} \rightarrow 0\right)$, the system is in a dilute disordered state. Due to the small density, the
three-body potential acts a small perturbation, and for any $\beta P R_{0}^{d} \gtrsim 0$ the virial expansion of the partition function ([39], §2.2.2) describes the deviations from the ideal-gas EOS (in which the density $\rho$ is simply equal to $\beta P$ ). At infinite pressure $\left(\beta P R_{0}^{d} \rightarrow \infty\right)$, in contrast, the system realizes the structure which gives the global maximum for the density. The full EOS gives the finite-pressure behavior of the system, which interpolates between these two limits. Both cases (the disordered state at small pressure and the high-density structure at infinite pressure) exist over finite pressure intervals, forming fluid and solid phases.

Concerning the solid-phase structure, we assume that this corresponds to the best candidate structure identified in Section 5.2 (namely the triangular dimer of lattice in two dimensions and the simple-hexagonal lattice of single particles in three dimensions). Thus we have a qualitative difference between the two- and three-dimensional cases: For $d=2$, large-pressure configurations are made by tightly-bound dimers, while the solid phase for $d=3$ is a lattice of single particles.

We focus on the existence of an intermediate phase, between the fluid and solid. In two dimensions, a hypothetical intermediate phase could be made either of dimers or of single particles. In three dimensions, we do not expect the formation of pairs, but in principle different solid phases (separated by solid-solid structural transitions) could exist. The search for additional phases leads us to use or introduce different criteria to identify ordered phases. These criteria include the characterization of orientational order, and of the magnetization of an effective spin system (for the two dimensional case). Neither for $d=2$ nor for $d=3$ we find evidence for an intermediate phase.

### 5.3.1 Two dimensions

The solid phase is characterized by the long-range decay of positional order, as encoded in the large-distance behavior of the density-density correlation function, $g^{(2)}(\mathbf{r})$. In the disordered phase, this function decays exponentially. In $d=2$, the existence of a crystal with true long-range positional order is precluded by Mermin-Wagner theorem [202]. In this case, the solid-phase $g^{(2)}(\mathbf{r})$ decays algebraically.

Distinguishing between exponential and power-law decays of $g^{(2)}(\mathbf{r})$ is only possible through simulations of large systems sizes (for instance systems of $N \approx 10^{6}$ particles have been used, for the two-dimensional hard-disk model [112, 203]). For discontinuous phase transitions, a simpler approach consists in calculating the NPT equation of state, which does not involve the analysis of $g^{(2)}(\mathbf{r})$. In this case, the melting transition is identified as the point at which the density has a discontinuity. We follow this path, and use the Monte Carlo algorithm described in Section 5.1 to obtain the density at a given pressure. In particular, we consider systems with $N=2 \times N_{d}^{2}$ particles (where $N_{d}$ is the number of dimers), and we choose to always initialize the simulation from a defect-free configuration corresponding to the infinite-pressure limit (that is, a triangular lattice of dimers). This is due to the difficulty of obtaining defect-free configurations


Figure 5.13: Equation of state (density vs. pressure) for the two-dimensional three-body hard-core model (main panel), computed for different system sizes. The inset represents a portion of a simulation snapshot at $\beta P R_{0}^{2}=13$, including the particle positions (red circles) and the Voronoi cells of dimer centers of mass (dashed black lines). Given a set of positions $\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots$, the Voronoi cell of $\mathbf{x}_{1}$ is defined as the region of points with distance from $\mathbf{x}_{1}$ smaller than the distance to any other $\mathbf{x}_{j}$.
starting from a disordered state, which can only be obtained through a careful use of simulated annealing (cf. Section 5.2.2). The alternative choice (that is, always starting from a disordered configuration) would lead to configurations with defects, in the solid phase. While these are legitimate configurations entering the partition function, their statistical weight has to be strongly suppressed (for the small system sizes considered here, $N \leq 200$ ), due to the fact that their volume is significantly larger than the defectfree configurations. This justifies the fact that we ignore them, so that our simulations of the solid are actually simulations of the defect-free solid (which has a slightly larger density). If larger systems were considered, the relative increase in volume due to a defect (including the case of the formation of a lattice non-aligned with the simulation box) would be smaller, so that this would not be an issue.

We find that the critical pressure $P_{c}$ at which the solid melts is approximately $\beta P_{c} R_{0}^{2} \simeq$ 11.75 ( cf. Fig. 5.13). For small system size $(N=32)$ the equation of state is smooth around $P_{c}$, while the density jump becomes sharper for larger systems ( $N=128,200$ ). At finite $N$, the discontinuous transition is rounded because at $P \approx P_{c}$ the system oscillates between two kinds of configurations (high density and low density), so that the average density takes an intermediate value. The two peaks in the density distribution
are separated by a small-probability valley (cf. Fig. 5.14), corresponding to a free-energy barrier between the solid and fluid phases. As the number of particles $N$ increases, the barrier is expected to increase proportionally to $N$, so that the probability of the intermediate states is strongly suppressed. The consequence of this suppression on the Monte Carlo dynamics is that the characteristic MC time scale for a change of phase to take place soon exceeds the total simulation time. This is the reason why the smoothing of the $N=32$ EOS (related to frequent changes of phase) is not observed for larger $N$.


Figure 5.14: Histogram of the densities measured throughout the MC simulation with $N=32$ (blue solid line), at pressure $\beta P R_{0}^{2}=12.5$ (slightly higher than the critical value). The vertical dashed line represents the average density.

Except for the density jump at $P_{c}$, the EOS does not suggest the presence of other phases. In particular, we do not find any pressure where the rectangular lattice of single atoms (the second densest structure from Section 5.2.1.2, with a close-packed density of $\rho R_{0}^{2}=\sqrt{2}$ ) is stable. By directly looking at simulation snapshots for pressure close to the critical value, however, we do recognize the presence of small clusters with rectangular order (see Fig. 5.15). These are only metastable structures, which eventually transform into a dimer lattice, for instance by coalescence of two neighboring lattice rows.

The two-dimensional three-body hard-core model could be mapped onto at least two other systems (a hard-disk model and a spin model, described below) which we use to explore the possibility of an intermediate phase. In both cases, we need a quantitative definition of the term dimer, and we choose it to describe two particles that are each other's closest neighbor. In the solid phase, the number $N_{d}$ of dimers equals $N / 2$. This definition also applies to the disordered phase, where not all particles participate in tightly-bound pairs. The properties of the fluid-phase dimers, however, are significantly different from those in the solid: The dimer fraction $N_{d} / N$ is smaller than $1 / 2$ (cf. Fig. 5.16a), and the dimer size (the distance between the two paired particles) shows a jump at the critical pressure, being larger in the disordered phase (cf. Fig. 5.16b). Both these properties suggest that below the critical pressure, as the dimer solid melts, the


Figure 5.15: Snapshot for $N=128$ and $\beta P R_{0}^{2}=14$ (started from a disordered configuration), with particle positions (red circles) and their Voronoi cells (dashed black lines). A patch with rectangular order (dark gray) and a nucleating dimer solid (light gray) are highlighted.
presence of tightly-bound dimers also disappears. This opposes the existence of a lowdensity phase which includes pre-formed dimers, for which we have no evidence.

As a further element of the behavior of dimers, we also consider the mapping to an effective hard-disk model, which can be defined starting from the infinite-pressure limit. We first consider two dimers of zero size, formed by particles $(i, j)$ and $(k, l)$ which satisfy $\mathbf{x}_{i}=\mathbf{x}_{j}$ and $\mathbf{x}_{k}=\mathbf{x}_{l}$. If two such dimers are placed at distance $\left|\mathbf{x}_{i}-\mathbf{x}_{k}\right|=r$, the hyperradius of any three positions in $\{i, j, k, l\}$ reads

$$
\begin{equation*}
R=\sqrt{\frac{r^{2}+r^{2}}{3}}=\sqrt{\frac{2}{3}} r \tag{5.46}
\end{equation*}
$$

as two of the three particle pairs are at distance $r$, while the third has a vanishing distance. This quantity has to be larger than $R_{0}$, which corresponds to

$$
\begin{equation*}
r>\sqrt{\frac{3}{2}} R_{0} \equiv 2 \sigma_{\mathrm{eff}} \tag{5.47}
\end{equation*}
$$

Thus the interaction between two zero-size dimers is exactly the hard-disk potential of Eq.5.1, with the effective hard-disk radius $\sigma_{\text {eff }} \equiv R_{0} \sqrt{3 / 8}$. This mapping is only exact in the infinite-pressure limit, where the dimer size vanishes. Nevertheless, we can extend it to finite values of $P$, and compare it with the original three-body hard-core model. In particular, we compare the two equations of state, and the values of the orientational order parameter - see below.


Figure 5.16: (a) Fraction of dimers in the system, $N_{d} / N$, as a function of the pressure and for different system sizes. (b) Average dimer size, in units of $R_{0}$.

To make the mapping explicit, we need to define the transformation between the parameters of the two models: The effective hard-disk radius is already defined by Eq. 5.47 , and we also need to multiply the pressure of the hard-disk model by a factor of two, stemming from the fact that the configuration space of three-body particles has 2 N dimensions while these are only $2 N_{d}=N$ for the hard-disk model. After this rescaling, we find that the EOS of the effective model agrees fairly well with the one for the threebody model, for all pressures above $P_{c}$ (cf. Fig. 5.17a). The density of the hard-disk model is systematically larger than the one of the three-body model, which is due to the fact that finite-pressure dimers have a non-zero size, so that a larger pressure is required to reach the same number density. Below $P_{c}$, as expected, the two equations of state are clearly different.

In the hard-disk model, an intermediate phase exists between the fluid and the solid. This is the hexatic phase, which is distinct from the fluid due to the presence of orientational order $[173,112]$. In the same way as the positional order is described through the large-distance behavior of the correlator between local densities, $g^{(2)}(\mathbf{r})$, the concept of orientational order relies on the local orientational order parameter, $\psi_{6}$. We give its definition for a system of $M$ particles (which can be the dimers of the three-body model or the hard disks of the effective model), with coordinates $\mathbf{x}_{1}, \ldots \mathbf{x}_{M}$ (for the dimers, this coordinate is defined as the middle point between the two particles). We first consider a Voronoi construction, in which each point $\mathbf{x}_{i}$ is assigned to the cell corresponding to the region of space including points which are closer to $\mathbf{x}_{i}$ than to any other $\mathbf{x}_{j}$. This introduces a notion of neighboring points: Points $\mathbf{x}_{i}$ and $\mathbf{x}_{j}$ are neighbors if their Voronoi cells share one edge, and we call the length of this edge $W_{i j}$. We can then define the local



Figure 5.17: Density (a) and global orientational order parameter (b) of the three-body hard-core model with $N=128$ particles (blue solid line, data corresponding to Fig. 5.13), compared to the same quantities for the effective hard-disk model (orange dashed line, with number of disks equal to $N / 2$ - see text for the conversion rules for density and pressure).
orientational order parameter for particle $i$ as

$$
\begin{equation*}
\psi_{6, i}=\frac{\sum_{j} W_{i j} \exp \left(6 i \theta_{i j}\right)}{\sum_{j} W_{i j}} \tag{5.48}
\end{equation*}
$$

where the sums are over all the neighbors of $i$, and where $\theta_{i j}$ is the angle between $\mathbf{x}_{i}-\mathbf{x}_{j}$ and a reference axis ${ }^{5}$. The absolute value of this quantity is exactly one if the points $\left\{\mathbf{x}_{i}\right\}$ form a perfect triangular lattice, while it is smaller than one for a disordered configuration. By knowing the quantity $\psi_{6, i}$ for all particles, a continuous local-orientation field $\psi_{6}(\mathbf{x})$ can be constructed by coarse graining over small regions of space, so that the orientational correlator can be defined as the statistical average $\left\langle\psi_{6}(\mathbf{x}) \psi_{6}(\mathbf{x}+\mathbf{r})\right\rangle$. As noted above, simulations of very large systems would be needed to compute this quantity to a degree where the nature of its large-distance decay (exponential or algebraic) can be identified. We rather consider the global orientational order parameter, $\Psi_{6}$, which is the average of $\psi_{6, i}$ over all particles. The comparison of $\Psi_{6}$ for the dimers of the original three-body model and for the effective hard-disk model shows a qualitative agreement - see Fig. 5.17b.

[^19]The key information enclosed in this comparison is that the decomposition of dimers and the melting of the effective hard disks take place at the same pressure, within our accuracy. An hypothetical hexatic phase of dimers (where they keep orientational order) would exist in the region of pressures larger than the dimer-decomposition pressure and smaller than the solid-melting pressure, where the latter can be approximated with the corresponding value for the effective hard-disk model. The fact that we do not observe a significant difference between these two critical pressures is an evidence against the hypothesis of an hexatic phase of dimers, although large-system simulations would be needed to truly prove this statement. Furthermore, we also verified that the curve for $\Psi_{6}$ decreases as $1 / \sqrt{N_{d}}$ in the fluid phase, which is the expected scaling for a disordered system [205].

In the $P \gtrsim P_{c}$ regime, the dimer model may be mapped onto an effective system of continuous spins, and tested for the presence of magnetic order. The mapping from dimers to spins consists in neglecting the fluctuations in dimer sizes, and only considering the angle $\alpha_{j}$ between the $j$-th spin and a reference axis (cf. Fig. 5.18).


Figure 5.18: Mapping from a pair of dimers (with size $2 \epsilon$ and distance $l$ ) to a pair of spins (forming angles $\alpha_{1}$ and $\alpha_{2}$ with the dimer-dimer axis).

When the dimers form a lattice, which is the case for $P>P_{c}$, this is reminiscent of a continuous-spin model, with effective Hamiltonian

$$
\begin{equation*}
H_{\mathrm{eff}}=\sum_{(i, j)} V_{\mathrm{eff}}\left(\alpha_{i}, \alpha_{j}\right) \tag{5.49}
\end{equation*}
$$

where the sum is over all bonds $(i, j)$ between neighboring sites, and where $V_{\text {eff }}$ is the effective spin-spin interaction potential. This potential depends on two parameters of the original three-body model: The distance $l$ between neighboring dimers, and the dimer size $2 \epsilon$. With the notation of Fig. 5.18, the effective potential between spins 1 and 2 depends on the positions of the four particles forming the two dimers, which are expressed as

$$
\left\{\begin{array}{l}
\mathbf{x}_{1, a}=\left(\epsilon \cos \alpha_{1}, \epsilon \sin \alpha_{1}\right)  \tag{5.50}\\
\mathbf{x}_{1, b}=\left(-\epsilon \cos \alpha_{1},-\epsilon \sin \alpha_{1}\right) \\
\mathbf{x}_{2, a}=\left(l+\epsilon \cos \alpha_{2}, \epsilon \sin \alpha_{2}\right) \\
\mathbf{x}_{2, b}=\left(l-\epsilon \cos \alpha_{2},-\epsilon \sin \alpha_{2}\right) .
\end{array}\right.
$$

In particular, $V_{\text {eff }}\left(\alpha_{1}, \alpha_{2}\right)$ is equal to 0 if all triplets $p, q, r$ which can be chosen from the four positions in Eq. 5.50 have hyperradius larger than $R_{0}$. If, in contrast, any of these triplets has hyperradius smaller than $R_{0}$, then $V_{\text {eff }}\left(\alpha_{1}, \alpha_{2}\right)=\infty$. Therefore the threebody hard-core repulsion of the original model maps onto an effective hard-core spinspin interaction, with this effective potential becoming relevant when $l$ is comparable with $R_{0}$ and $\epsilon / l$ is not too small. In this regime, the favorable configurations are the ones where any two neighboring spins are aligned along the axis perpendicular to the dimer-dimer connection, so that $\alpha_{1}, \alpha_{2} \approx \pi / 2$.

Drawing an analogy with spin models, we introduce the average magnetization per spin, defined as

$$
\begin{equation*}
z=\frac{1}{N_{d}} \sum_{j} e^{2 i \alpha_{j}} \tag{5.51}
\end{equation*}
$$

where $\alpha_{j}$ is the angle made by the $j$-th spin with a reference axis. The factor of two in the exponent reflects the twofold rotational symmetry of this effective model (the angles $\alpha_{j}$ are defined up to a rotation of $\pi$ ). This quantity is well defined across the whole range of pressures, but its behavior is mainly interesting for $P \gtrsim P_{c}$ : For $P<P_{c}$, in the fluid phase, the dimers do not form a lattice and their fraction is smaller than $1 / 2$, while for very large pressure the dimer size shrinks to zero and the $\alpha_{i}$ values have strong fluctuations. If a magnetically-ordered phase existed, $|z|$ would tend to a finite value for the system size going to infinity. In contrast, we find that the quantity $|z| \sqrt{N_{d}}$


Figure 5.19: Rescaled magnetization $|z| \sqrt{N_{d}}$ of the effective spin model for dimers (cf. Eq. 5.51). The relation between the total number $N$ of particles and the number $N_{d}$ of dimers is given in Fig. 5.16a.
is independent on the number $N_{d}$ of dimers (see Fig. 5.19), meaning that $|z|$ vanishes
as $1 / \sqrt{N_{d}}$ as the system size is increased. This is the expected scaling for a disordered phase, thus ruling out the existence of a magnetic order for the dimers.

The lack of magnetic order is due to the effective interaction $V_{\text {eff }}\left(\alpha_{i}, \alpha_{j}\right)$ between neighboring spins, which leads to frustration, on the triangular lattice: Given three spins $a, b, c$ placed on the vertices of a triangle, it is not possible to have simultaneously $V_{\text {eff }}\left(\alpha_{a}, \alpha_{b}\right)=V_{\text {eff }}\left(\alpha_{b}, \alpha_{c}\right)=V_{\text {eff }}\left(\alpha_{c}, \alpha_{a}\right)=0$. The energy cost of a non-aligned pair would be infinite (due to the fact that this is a hard-core potential), so that the only remaining option is that the dimers shrink in size, effectively becoming non-interacting. This is the mechanism which breaks magnetic order for the triangular lattice of dimers.

### 5.3.2 Three dimensions

We now turn to the three-dimensional case, where the solid phase at large pressure is constituted by a simple-hexagonal lattice of single particles. As in the two-dimensional case, we compute the equation of state by Monte Carlo simulations at fixed pressure, always starting from the defect-free solid phase. The three-dimensional EOS also shows a density jump, at a critical pressure $\beta P_{c} R_{0}^{3}=18.5$ : The lattice melts at $P=P_{c}$, and the system is liquid for smaller pressure (cf. Fig. 5.20).


Figure 5.20: Equation of state (density vs. pressure) for the three-dimensional threebody hard-core model with $N=64$ (blue points), compared with the density of the closepacked simple-hexagonal lattice (orange dashed line, corresponding to $\rho R_{0}^{3} \simeq 1.63299$ ).

As the solid-phase structure does not include the formation of dimers, we do not map the $d=3$ system onto effective hard-sphere or spin models. The main option for
an intermediate phase consists in the presence of a second solid phase, with different structure, separated by the simple-hexagonal solid phase by a structural transition.

The study of structural properties for three-dimensional systems is typically based on the use of bond-orientational order parameters (BOOP's) [206], which are a more general version of the sixfold orientational order parameter $\psi_{6, i}$ defined above for the two-dimensional case. Following Ref. [204], we rather consider the closely-related local Minkowski structure metrics, as the original BOOP's are known to have important shortcomings. The $l$-th order metric for particle $i$ is defined as

$$
\begin{equation*}
q_{l, i}=\sqrt{\frac{4 \pi}{2 l+1} \sum_{m=-l}^{l}\left|\sum_{j \in \mathcal{F}_{i}} W_{i j} Y_{l m}\left(\theta_{i j}, \phi_{i j}\right)\right|^{2}} \tag{5.52}
\end{equation*}
$$

where $Y_{l m}$ are the spherical-harmonics functions, evaluated for the solid angle determined by the bond unit vector

$$
\begin{equation*}
\frac{\mathbf{x}_{i}-\mathbf{x}_{j}}{\left|\mathbf{x}_{i}-\mathbf{x}_{j}\right|} \tag{5.53}
\end{equation*}
$$

The set $\mathcal{F}_{i}$ of neighbors of particle $i$ includes all particles $j$ such that the $i$-th and $j$-th Voronoi cells share a facet, and the area $W_{i j}$ of this facet (normalized so that $\sum_{j \in \mathcal{F}_{i}} W_{i j}=$ 1) enters as a weight in the sum $\sum_{j \in \mathcal{F}_{i}}, c f$. Eq. 5.52. As for the two-dimensional case (cf. Eq. 5.48), we use this weighted sum of the contributions of all neighbors $j$ : This is robust against the main shortcoming of the BOOP, namely the dependence on the definition of neighboring sites [204]. The local BOOP's and Minkowski structure metrics are largely used to identify regular structures (see references in Ref. [204]). In particular, the joint probability distribution of $q_{4}$ and $q_{6}$ has been employed to identify different crystalline structures for Lennard-Jones systems [207]. We compute this joint distribution from the MC data at several pressures, using available software tools [208], and find the following results (cf. Fig. 5.21):

- The distributions of $q_{4}$ and $q_{6}$ are broader for pressures below $P_{c}$, and become narrower in the solid phase.
- In the solid phase, the average values of $q_{4}$ and $q_{6}$ tend to the values computed for an ideal simple-hexagonal lattice as $P$ is increased.
- In the fluid phase, $q_{4}$ and $q_{6}$ show no correlation. In the solid, they acquire a weak positive correlation, which is anyway hidden by the fact that both distributions become quite narrow, with their averages tending to the infinite-pressure values.

This calculation lacks any indication of an additional structural transition between two solid phases: For $P>P_{c}$, the equation of state is smooth, excluding the possibility of a stable intermediate phase.


Figure 5.21: Joint histograms of the local Minkowski structure metrics $\left(q_{4}, q_{6}\right)$ for different values of the pressure, below and above $\beta P_{c} R_{0}^{3} \simeq 18.5$. The red cross marks the values of the perfect simple-hexagonal lattice, $q_{4} \simeq 0.6339$ and $q_{6} \simeq 0.4563$.

## Conclusion

In this chapter, we have studied the classical three-body hard-core model, in two and three dimensions. We first considered the packing problem, by using several analytic ansätze. The best global-optimum candidates (the triangular lattice of dimers for $d=$ 2 , and the simple-hexagonal lattice of single particles for $d=3$ ) are independently obtained through the simulated-annealing technique.

We extended these results to finite pressure via the NPT Monte Carlo technique, modified through the addition of the insertion/removal move. Both for $d=2$ and $d=$ 3, we observe a discontinuous melting transition between the solid and fluid phases, without signatures of intermediate phases. For $d=2$, the closely-bound dimers which form the solid do not show any hidden order, when mapped onto effective hard-disk or spin models.

## General conclusion

In this thesis, we address the quantum many-body problem for bosons at unitarity. The connection with the few-body properties of this system, in particular with the Efimov effect, is taken into account in our model, which reproduces the expected universal features. Starting from the exact solution of the two-body problem at finite temperature, we develop a novel QMC algorithm, which treats unitary interactions efficiently. In Chapter 4, we compute the phase diagram for a homogeneous system. The thermodynamic instability towards the Efimov liquid is observed in QMC simulations, and well captured by an approximate analytic model. Through the latter, we compute the barrier in the excitation free-energy, which sets a finite time scale for nucleation. In the remaining part of the phase diagram, the system is homogeneous. This allows us to identify the BEC critical temperature, which is reduced by approximately $10 \%$ from its non-interacting value. Furthermore, we compute the momentum distribution at different temperatures, observing the large-momentum power-law tail and the depletion of the condensate due to interactions. In the homogeneous regions of the phase diagram, physical properties have a weak dependence on the three-body cutoff $R_{0}$, justifying our use of the hard-core three-body regularization scheme.

Our novel QMC algorithm is tailored to the unitary Bose gas, but its main ingredient (the two-body direct-sampling move) is more general. The core idea consists in combining the pair-product approximation with an optimal QMC move at the two-body level, which may be extended to systems in reduced dimensions or with different interaction potentials.

Efimov-liquid droplets do not show a strong dependence on temperature, and their structural properties, like the density, are mainly determined by $R_{0}$. This is a first step towards the connection with the cluster ground states predicted for small systems of unitary particles [71,72]. A comparison of the different current predictions would allow to better assess the universality of these states, which in this work are studied at thermal equilibrium. The study of a macroscopic liquid phase, however, would be best
performed in a homogeneous situation, rather than in the presence of phase separation. This can be obtained for instance within the grand canonical ensemble, for which QMC algorithms are already available [136].

While remaining in the homogeneous regions of the phase diagram, a further open question concerns the effect of Efimov trimers in a many-body equilibrium state. On one hand, it would be interesting to find a method to identify them and estimate their size. On the other hand, their presence could have noticeable effect on observables like the energy. The latter has not been measured in this study, and would certainly need to be addressed in a following work.

In Chapter 5, we consider the classical three-body hard-core model, which would represent the infinite-temperature limit of our unitary-gas model. We propose solutions for the packing problem in $d=2$ and $d=3$, which consist in a triangular lattice of pairs of particles and in a simple-hexagonal lattice with one particle per site, respectively. These counter-intuitive structures are a consequence of the purely three-body interactions, and it would be interesting to verify how they are modified in the presence of weak two-body interactions. To extend these results to finite pressure and identify the melting transition, we use the NPT Monte Carlo technique. A systematic study of our insertion/removal move could show whether this proposal provides a clear advantage in the notoriously hard study of the melting transition.
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#### Abstract

We determine the phase diagram for a generalisation of two- and three-dimensional hard spheres: a classical system with three-body interactions realised as a hard cut-off on the mean-square distance for each triplet of particles. Quantum versions of this model are important in the context of the unitary Bose gas, which is currently under close theoretical and experimental scrutiny. In two dimensions, the three-body hard-core model possesses a conventional atomic liquid phase and a peculiar solid phase formed by dimers. These dimers interact effectively as hard disks. In three dimensions, the solid phase consists of isolated atoms that arrange in a simple-hexagonal lattice.
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Introduction. - In many fields of physics, interactions between particles are accurately described through pair potentials. These potentials can be long range or short range, and may combine attractive and repulsive components, as in the Lennard-Jones interaction. The minimal model for pairwise-interacting systems is the hard-sphere potential, which has played a central role in statistical mechanics and computational physics, and is also a prominent topic in mathematical research [1-3].
In a number of cases, two-body potentials are insufficient to describe complex physical behaviour. A notorious example are nuclear forces, where three-body interactions have long been discussed [4,5]. Explicit threebody terms appear also in spin glasses, as in the wellknown $p$-spin model [6].

Recently, three-body potentials were studied in cold atomic quantum gases. One proposed route to enhance their effects consists in suppressing the pair interactions [7]. The unitary Bose gas at low temperature represents another situation in which three-body physics is relevant. For some bosonic atoms, the Feshbach-resonance technique allows to reach the unitary regime, where the two-particle scattering length diverges, and an additional length scale is provided by a three-body parameter. Experiments in this regime have lead to direct evidence of the Efimov effect [8-11], a spectacular manifestation of

[^20]three-body physics in the quantum realm. This has triggered a massive experimental and theoretical effort on the study of this strongly interacting system [12-18].

The above considerations motivate the study of a minimal model of three-body interactions. In the current work, we consider a classical system in which each triplet $(i, j, k)$ of particles interacts through the potential

$$
V_{3}\left(R_{i j k}\right)= \begin{cases}\infty, & \text { if } R_{i j k}<R_{0}  \tag{1}\\ 0, & \text { if } R_{i j k}>R_{0}\end{cases}
$$

where $R_{i j k}^{2}=\left(r_{i j}^{2}+r_{j k}^{2}+r_{k i}^{2}\right) / 3$. The interaction term of eq. (1) explicitly appears in recent theoretical models of the unitary Bose gas [15,17], where it prevents the collapse [19] of the quantum-mechanical wave function. In the corresponding experimental system, the three-body parameter $R_{0}$ is related to the length scale of the van der Waals interactions [20-22].

Among the many generalisations of the hard-sphere model (e.g. to aspherical and polydisperse objects, or to dimensions different from three), the three-body hard-core model has not - to our knowledge - been studied before.

As for the hard-sphere model, the phase diagram of the three-body hard-core model is independent of temperature, and transitions are driven purely by entropy. The crucial distinction of the three-body hard-core model is that two particles can exist at zero distance from each other, and can bind into dimers.

We consider the classical three-body hard-core model in two and three dimensions. To obtain the infinite-pressure


Fig. 1: Close-packed structures in 1D and 2D. (a) Linear array of isolated atoms and (b) of dimers with the smallest spacing allowed by the three-body cut-off. (c) General case of the 2D oblique lattice structure, (d) triangular lattice at $(r, \theta)=(1, \pi / 6),(\mathrm{e})$ rectangular lattice with $(r, \theta)=(\sqrt{2}, 0)$.
limit, we first solve heuristically the three-body equivalent of the classic sphere-packing problem [3]: We maximise the packing fraction for several families of structures where the three-body constraint eq. (1) is tight. We support our result by simulated-annealing calculations which confirm our highest-density close-packed structures. In two dimensions, the densest structure is a triangular lattice of dimers, while in three dimensions it is a simple-hexagonal lattice of isolated atoms. Finally, we use Monte Carlo (MC) simulations in the NPT ensemble to determine the phase diagram at finite pressure. Both in 2D and 3D, we find no other stable thermodynamic phases besides the liquid and the high-density solid.

Close-packed structures. - We illustrate our procedure to compute densities of close-packed structures in the one-dimensional case. We consider evenly spaced lattice sites with lattice constant $l$. For a lattice with a single atom on every site - fig. 1(a) - the smallest triplet is composed by three subsequent sites and the hard-core condition in eq. (1) leads to the following bound on the lattice spacing:

$$
\begin{equation*}
R=\sqrt{\frac{l^{2}+l^{2}+(2 l)^{2}}{3}}=l \sqrt{2} \geq R_{0} \tag{2}
\end{equation*}
$$

The corresponding upper bound on the density $\rho$ reads $\rho \leq$ $\rho_{\max }=\sqrt{2} / R_{0}$. On the other hand, for the lattice with every site occupied by a dimer of two atoms, the smallest triplet consists of a dimer and an additional atom on a neighbouring site; the root-mean-square distance is $R=$ $l \sqrt{2 / 3}$ and the close-packed density is $\rho_{\max }=2 \sqrt{2 / 3} / R_{0}$. Thus, at high pressure, the dimer lattice is favoured (see table 1).
In two dimensions, we consider the family of oblique lattices - see fig. 1(c) - in which the unit cell is a parallelogram with edges $l$ and $r \times l$, and where the smaller internal angle equals $\pi / 2-\theta$. Without loss of generality, we set $r \geq 1$ and $0 \leq \theta \leq \arcsin (1 /(2 r))$. This family includes the triangular and the rectangular lattices, as indicated in figs. 1(d) and (e). For isolated particles, close packing is obtained for a rectangular lattice with aspect ratio $\sqrt{2}$, while for dimers, the close-packed structure is

Table 1: Densities of $D$-dimensional close-packed structures. The structure may include free parameters (aspect ratio $r$ or angle $\theta$ ), and the optimal values are indicated. Labels $a$ and $d$ correspond to filling the lattice sites with atoms or dimers, respectively.

| $D$ | structure | param. | $\rho_{\max } R_{0}^{D}$ |  |
| :--- | :--- | :--- | :--- | :--- |
| 1 | regular spacing $a$ | - | $\sqrt{2}$ | 1.41 |
|  | regular spacing $d$ | - | $2 \sqrt{2 / 3}$ | $\mathbf{1 . 6 3}$ |
| 2 | oblique $a$ | $r=\sqrt{2}$ | $\sqrt{2}$ | 1.41 |
|  |  | $\theta=0$ |  |  |
|  | oblique $d$ | $r=1$ | $(2 / \sqrt{3})^{3}$ | $\mathbf{1 . 5 4}$ |
|  |  | $\theta=\pi / 6$ |  |  |
| 3 | Barlow ABA $a$ | $r=1 / 2$ | $\frac{13}{27} \sqrt{26 / 3}$ | 1.42 |
|  | Barlow ABA $d$ | $r=\sqrt{2 / 3}$ | $(2 / \sqrt{3})^{3}$ | 1.54 |
|  | Barlow ABC $a$ | $r=1 / \sqrt{6}$ | $(2 / \sqrt{3})^{3}$ | 1.54 |
|  | Barlow ABC $d$ | $r=\sqrt{2 / 3}$ | $(2 / \sqrt{3})^{3}$ | 1.54 |
|  | tetragonal $a$ | $r=1$ | $(2 / \sqrt{3})^{3}$ | 1.54 |
|  | tetragonal $d$ | $r=1$ | $\sqrt{32 / 27}$ | 1.09 |
|  | simple-hex. $a$ | $r=1 / \sqrt{2}$ | $2 \sqrt{2 / 3}$ | $\mathbf{1 . 6 3}$ |
|  | simple-hex. $d$ | $r=1$ | $8 \sqrt{2} / 9$ | 1.26 |

a triangular lattice. Again, high pressure favours the formation of dimers (see table 1).

In three dimensions, we consider three families of structures: Barlow, tetragonal, and simple-hexagonal. Barlow packings are the solutions of the conventional (two-body) sphere packing problem and include the fcc and hcp structures [3]. In our case, the lattice parameters are regulated by the three-body hard-core repulsion and not by the hard-sphere diameter. Within this class, we consider A-B-A and A-B-C stackings of triangular lattice planes, with a ratio $r$ between the interplanar spacing and the inplane lattice constant. For the tetragonal structures, we stretch the simple-cubic lattice along the $z$-direction by an aspect ratio $r$. Finally, we consider the simple-hexagonal structure, which is an A-A-A stacking of triangular lattice planes. As for the Barlow structures, the ratio $r$ between the interplanar and in-plane spacings is a free parameter. Among the 3D structures considered, the highest density is achieved by single particles in a simple-hexagonal lattice with an aspect ratio $r=1 / \sqrt{2}$.

The formation of a structure with more than one particle per lattice site is a peculiarity of systems in which interparticle distances can vanish [23]. In the three-body hard-core model, close-packed systems with dimers are only favourable in low dimensions, as we now show by a heuristic argument: For lattices in which the three closest sites are all equidistant from each other (examples are the two-dimensional triangular lattice and the threedimensional hcp or fcc lattices), we compute the scaling of the packing density with dimensionality $D$. We find $\rho_{\max }$ (dimers) $/ \rho_{\max }$ (atoms) $=2(2 / 3)^{D / 2}$. Thus, a lattice of dimers is favourable only for $D \leq 3$, while in higher
dimensions the density of the atomic lattice is larger. (This argument ignores next-nearest neighbours and nonuniform distances between lattice sites.) The same scaling argument can be generalised to a hard-core $k$-body model on a lattice in which the closest $k$ sites are all at the same distance from each other. Up to $(k-1)$ particles can share a lattice site. As in the $k=3$ case, for large $D$ the largest density is obtained for isolated atoms.

From the list of densities in table 1, we infer that the close-packed structures - in the classes considered here of the three-body hard-core model are a regular lattice of dimers in $D=1$, a triangular lattice of dimers in $D=2$, and a simple-hexagonal lattice of single particles in $D=3$. Our approach is not exhaustive, and does not constitute a proof. In particular, mixtures of atoms and dimers remain to be explored. We support our results using a simulated-annealing procedure [24,25], in which we perform subsequent short MC simulations at slowly increasing pressure, starting from low-density disordered configurations. Simulated annealing runs for $N=$ 100, 72, 64 particles in $D=1,2,3$ dimensions, respectively, indeed yield the expected structures in the limit of infinite pressure.

Finite-pressure results. - We now consider the phase diagram of the three-body hard-core model at finite pressure. We use a Markov-chain MC scheme to simulate the system in the NPT ensemble (at fixed particle number $N$ and pressure $P$ ). Our MC scheme involves two kinds of moves. The first is the standard local move, where a randomly chosen particle is displaced in its neighbourhood, and the move is accepted unless it violates any of the three-body constraints of eq. (1). The second move is a change of volume that also modifies the shape of the simulation box: For a $D$-dimensional box with edges $L_{1}, \ldots, L_{D}$, the move modifies one of the $L$ 's by adding or removing a random amount of void space (a rectangle aligned with the coordinate axes, constrained to touch a randomly chosen particle). This move does not alter the positions of the particles. As an example, if particle $k$ and direction 1 are chosen, one move corresponds to removing the $D$-dimensional portion of space defined by $\left\{\left(x_{1}, \ldots, x_{D}\right) \mid x_{k, 1}<x_{1}<x_{k, 1}+\delta_{1}\right\}$, where $\delta_{1}$ is chosen randomly in a fixed interval. This move, which changes $L_{1}$ into $L_{1}-\delta_{1}$, is accepted only if it does not remove any particle and if the new configuration still satisfies the three-body constraint. The complementary move consists in extending $L_{1}$ to $L_{1}+\delta_{1}$, by adding a portion of empty space with edges $\delta_{1} \times L_{2} \times \ldots \times L_{D}$, starting from $x_{k, 1}$. The acceptance probability for this insertion move is $p_{\text {acc }}=\exp (-\beta P \Delta V)$, where $\Delta V=\delta_{1} \Pi_{i=2}^{D} L_{i}$ is the change in volume; this differs from the conventional NPT move, which rescales the simulation box and the particle positions and requires an additional factor $V^{N}$ in the statistical weight. In addition to the mentioned acceptance conditions, we reject moves that lead to very elongated box shapes, $\max _{i, j}\left(L_{i} / L_{j}\right)>2$, as is common in MC methods


Fig. 2: (Colour on-line) Equation of state (density vs. pressure) for the 2D three-body hard-core system, with different system size $N$. The insets show snapshots of the $N=32$ system at pressures $\beta P R_{0}^{2}=4.5$ and $\beta P R_{0}^{2}=13$. Black lines in the inset indicate Voronoi cells of the dimer centres of mass.


Fig. 3: (Colour on-line) Probability density function of the specific volume $V /\left(N R_{0}^{D}\right)$ at fixed pressure. (a) $N=128$ particles in $D=2$ dimensions, (b) $N=64$ particles in $D=3$ dimensions. Pressures are as in figs. 2 and 8 , respectively.
based on variable box shape [26-28] to avoid strong finitesize effects.

Two-dimensional system. For the $D=2$ system, we expect a disordered isotropic liquid phase at low pressure and a triangular solid phase of dimers at high pressure. We initialise the MC sampling with configurations in the solid phase, and observe melting for low values of $P$. Melting is indeed observed as a jump in the density, as shown in the equation of state (fig. 2). For small systems $(N=32)$, there is an intermediate pressure regime where the system oscillates between the two phases. For larger systems, we only observe a single phase at each pressure, and the specific volume no longer has a bimodal distribution - see fig. 3(a). The density gap indicates a first-order phase transition, for the system sizes under study.

In the solid phase, defects are suppressed in our simulations due to the system sizes considered. The density in the equation of state, fig. 2, overestimates infinite-system value (with defects). In particular, vacancies are not observed on our simulation time scales, even though our


Fig. 4: (Colour on-line) Snapshot of $N=128$ particles (red dots) at $\beta P R_{0}^{2}=14$, during the equilibration of a simulation started from a low-density disordered configuration. Black lines represent the particles' Voronoi cells. A patch with rectangular order is highlighted in dark gray, while a nucleating dimer solid is highlighted in light gray.
volume- and shape-changing move can in principle create the void space for a new lattice row to form (which has been advanced as a mechanism to change the number of lattice sites [29]).

Moreover, in two dimensions, the Mermin-Wagner theorem [30] precludes the existence of a crystal with truly long-ranged positional order, but allows for a solid phase with long-ranged orientational order and algebraically decaying positional order. 2D systems frequently exhibit an intermediate hexatic phase with short-ranged positional order, as has been recently shown for hard disks [31,32] and soft disks [33]. Since the dimers in our system effectively interact as hard disks (see below), an intermediate hexatic phase of dimers might also exist here, and could be observable in larger simulations.
From table 1 we identify a further candidate for an intermediate phase between the monomer liquid and the dimer solid: The rectangular close-packed structure of monomers attains a density only $10 \%$ below the close-packed triangular lattice of dimers. In our simulations, we observe transient patches with rectangular order: fig. 4 shows both the nucleating dimer solid and a rectangular patch. The aspect ratio of the rectangles is consistent with the closepacked structure, i.e., $r=\sqrt{2}$. However, we find no pressure at which the rectangular structure is the equilibrium phase. Instead, the rectangular patches seem to decay by coalescence of two neighbouring lattice rows into a line of dimers, eventually forming a triangular dimer patch. Conversely, a dimer liquid was found to be unstable and to decompose.

Quantitatively, we define the term dimer to describe two particles that are each other's closest neighbour. This definition applies also to the disordered phase, where not all particles participate in tightly bound pairs. We measure the dimer fraction $2 N_{\mathrm{d}} / N$ according to this definition (where $N_{\mathrm{d}}$ is the number of dimers), and we show in fig. 5(a) that in the liquid, this quantity strongly deviates


Fig. 5: (Colour on-line) Symbols and colours as in fig. 2. (a) Fraction $2 N_{\mathrm{d}} / N$ of dimers in the system. (b) Average dimer size, in units of $R_{0}$. (c) $\Psi_{6}$ order parameter of dimers. (d) Dimer magnetisation $m$, multiplied by $\sqrt{N_{\mathrm{d}}}$ (statistical uncertainties are comparable to symbol sizes).


Fig. 6: (Colour on-line) The three-body hard-core solid compared to hard disks: (a) equation of state and (b) global orientational order parameter $\Psi_{6}$ for $N=128$ three-bodyinteracting particles (black diamonds) and $N_{\text {disks }}=64$ hard-disks (green stars). The conversion from hard-disk to three-body units follows from $\sigma=R_{0} \sqrt{3 / 8}$; the density and packing fraction of the effective model read $\rho_{\text {disks }}=\rho / 2$ and $\eta_{\text {disks }}=\rho_{\text {disks }} \pi \sigma^{2}=\rho R_{0}^{2} 3 \pi / 16$, while the pressure is $P_{\text {disks }} \sigma^{2}=2(8 / 3) P R_{0}^{2}$. Data for the three-body model ( $\rho$ and $\left.\Psi_{6}\right)$ are the same as in figs. 2 and $5(\mathrm{c})$.
from its ideal-solid value of 1 . Melting of the solid phase and decomposition of the dimers thus occurs in a single step.

The three-body model with all particles paired up into small dimers can be mapped to a conventional twobody hard-core system, containing composite particles (the dimers). In the infinite-pressure limit, dimers have zero extent and the dimer-dimer interaction makes them equivalent to hard disks with an effective radius $\sigma=$ $R_{0} \sqrt{3 / 8}$. At finite pressure, this mapping is approximate. In fig. 6(a), we compare the equation of state for 128 three-body-interacting particles and 64 hard disks. After rescaling the pressure by a factor of two stemming from the 2 N -dimensional configuration space of the three-body particles $v s$. the $2 N_{\text {disks }}=N$ dimensions for the hard disks, the equations of state agree fairly well in the solid


Fig. 7: (a) Representation of the configuration of four particles (dots) paired up in two dimers. Each shaded circle represents the excluded region generated by the two particles in a dimer. (b) Partial snapshot of the simulation of $N=128$ particles at $\beta P R_{0}^{2}=20$. For each dimer, the excluded region is shaded. Black lines indicate Voronoi cells of the dimer centres of mass
phase. The density of hard disks is systematically larger, as due to the non-zero extent of the dimers at finite pressure. This deviation decreases for increasing pressure.
In analogy with the hard-disk model, we define the orientational order parameter of the liquid-solid transition. We identify the $N_{j}$ neighbours of the $j$-th dimer (where $N_{j}=6$ in the ideal crystal) through a Voronoi tessellation. The local orientational order parameter is then [34]

$$
\begin{equation*}
\psi_{6, j}=\frac{\sum_{k=1}^{N_{j}} W_{j k} \exp \left(6 \mathrm{i} \theta_{j k}\right)}{\sum_{k=1}^{N_{j}} W_{j k}} \tag{3}
\end{equation*}
$$

where $\theta_{j k}$ is the angle of the vector $\mathbf{r}_{j}-\mathbf{r}_{k}$ with respect to a reference axis and $W_{j k}$ is the length of the Voronoi boundary between dimers $j$ and $k$. The global orientational order parameter is $\Psi_{6}=\left|\sum_{j=1}^{N_{\mathrm{d}}} \psi_{6, j}\right| / N_{\mathrm{d}}$. In the solid phase this quantity remains finite for increasing system sizes -fig. 5(c) - while in the fluid phase it decays as $1 / \sqrt{N_{\mathrm{d}}}$ and hexagonal order for the residual dimers is lost. In fig. 6(b), we show the global orientational order parameter $\Psi_{6}$ for the three-body hard-core system and its hard-disk analogue. Within our accuracy, the decomposition of dimers and the melting of the hard disks take place at the same pressure.

At finite pressure, the size of the dimers remains finite. It is thus interesting to study dimer orientation as an effective spin model. Dimers can rotate in 2D and have twofold rotational symmetry. We define the dimer magnetisation $m$ as

$$
\begin{equation*}
m=\frac{1}{N_{\mathrm{d}}}\left|\sum_{j=1}^{N_{\mathrm{d}}} \exp \left(2 \mathrm{i} \alpha_{j}\right)\right| \tag{4}
\end{equation*}
$$

where $\alpha_{j}$ is the angle that the dimer forms with a reference axis.

We first consider four particles paired up into two dimers of fixed size, and free to rotate about their centres of mass, as shown in fig. 7(a). Each dimer generates a circular region around its centre of mass into which none of the two particles of the other dimer can penetrate. The radius of the excluded region depends on the dimer's


Fig. 8: (Colour on-line) Main panel: equation of state (density vs. pressure) for the 3D three-body hard-core model of $N=64$ particles. Left inset: $q_{4}$ and $q_{6}$ histograms, for each pressure value (darker bins correspond to higher probability), and perfect-lattice limit (red line). Right inset: representation of the simple-hexagonal lattice (realised at high pressure).
size. When approaching each other, the dimers can no longer rotate freely and have to progressively align with each other, standing perpendicular to the dimer-dimer axis $\left(\alpha_{1}, \alpha_{2}=\pi / 2\right)$. In the triangular lattice, this interaction is frustrated, since not all pairs of dimers in a triangle can align. The dimers then have to shrink to satisfy the three-body constraint (see fig. 7(b)). Effectively, the dimer spins are non-interacting, and their magnetisation vanishes as $1 / \sqrt{N_{\mathrm{d}}}$ as the system size increases. This is confirmed by the collapse of the $m \sqrt{N_{\mathrm{d}}}$ curves - see fig. 5 (d). In the thermodynamic limit, no magnetic order remains. In fig. 5(b) we show that the average size of dimers in the solid phase keeps decreasing, as required.

Three-dimensional system. Our simulations in three dimensions are analogous to the $D=2$ simulations described above. Starting from the ideal simple-hexagonal solid, at low pressure the system melts into a disordered liquid phase; the equation of state is shown in fig. 8. As in the two-dimensional case, the gap in the specific-volume probability distribution shows that for this system size, the transition is discontinuous - see fig. 3(b).

We quantify local structure using bond order parameters [35], again following the construction of ref. [34] (i.e., we weight the contribution of each bond between neighbours with the area of the shared Voronoi facet). In the solid phase, the distributions of $q_{4}$ and $q_{6}$ (see inset of fig. 8) are peaked, and their averages approach the perfectlattice limit at high pressure. In the liquid phase, these distributions are broader, and give no indication for preferred local configurations. Except at the melting pressure, the distributions evolve smoothly with $P$, and there is no sign of further structural transformations.

Conclusions. - In this paper, we have studied the classical three-body hard-core model in two and three dimensions, and identified a unique solid phase in both cases.

In two dimensions, the transition involves simultaneous appearance of two types of order: particles form dimers, and the dimers order in a triangular solid that we expect to have quasi-long-range positional order.

The solid phase can be mapped to an effective harddisk model, which reproduces the equation of state for large enough pressure. Dimers break up right at the melting transition of the effective hard-disks. The small system sizes considered here do not allow us to comment on the existence of an intermediate hexatic phase of dimers. Moreover, we note that the dimer solid phase does not show (magnetic) order of dimer orientations. We explain this feature through the frustration of the effective spinspin interaction that results from the three-body cut-off.

In three dimensions, the close-packed structure is formed by isolated particles -rather than tightly bound dimers - placed on a simple-hexagonal lattice. This has an interest in connection with the model for the unitary Bose gas, since pairs of particles at very small distances would be pathological in the original quantum model [17]. Our equation of state enriches the phase diagram in ref. [17] at high temperature and pressure, and one might be able to link these two different regimes for the model.
More generally, the nature of the highest-density structure in the three-body hard-core model might represent a mathematically non-trivial generalisation of the classic Kepler problem [3], both in two and in three dimensions.

## We thank Riccardo Rossi for helpful discussions.
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This article presents our study of a finite-temperature, homogeneous system of unitary bosons, through a dedicated quantum Monte Carlo algorithm. Starting from the normal-gas, we identify the two distinct transitions that take place upon lowering the temperature. For small $R_{0}$, we directly observe the formation of Efimov-liquid droplets. For large $R_{0}$, we determine the critical temperature for the BEC transition through the finite-size-scaling analysis of QMC results. We also compute the momentum distribution, and map its large- $k$ behavior in the homogeneous regions of the phase diagram.
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#### Abstract

We consider a realistic bosonic $N$-particle model with unitary interactions relevant for Efimov physics. Using quantum Monte Carlo methods, we find that the critical temperature for Bose-Einstein condensation is decreased with respect to the ideal Bose gas. We also determine the full momentum distribution of the gas, including its universal asymptotic behavior, and compare this crucial observable to recent experimental data. Similar to the experiments with different atomic species, differentiated solely by a three-body length scale, our model only depends on a single parameter. We establish a weak influence of this parameter on physical observables. In current experiments, the thermodynamic instability of our model from the atomic gas towards an Efimov liquid could be masked by the dynamical instability due to three-body losses.
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First predicted in 1970 [1], the Efimov effect describes the behavior of three strongly interacting bosons when any two of them cannot bind. At unitarity, when the scattering length diverges, the three-body bound states are scale invariant and they form a sequence up to vanishing binding energy and infinite spatial extension. Efimov trimers had been intensely discussed in nuclear physics, but it was in an ultracold gas of caesium atoms that they were finally discovered [2]. To observe Efimov trimers, experiments in atomic physics rely on Feshbach resonances [3], which allow one to instantly switch a gas between weak interactions and the unitary limit. Such a control of interactions is lacking in nuclear physics or condensed matter experiments, and singular interactions can be probed there only in the presence of accidental fine tuning [4]. Beyond the original system [2], Efimov trimers have now been observed for several multicomponent systems, including bosonic, fermionic, and Bose-Fermi mixtures [5-7]. These experimental findings are interpreted in terms of the theory of few-body strongly interacting quantum systems. For three identical bosons in three dimensions, a complete universal theory is available, on and off unitarity [4]. Further theoretical work is aimed at understanding bound states for more than three bosons, mixtures, and the effects of dimensionality.

Near-unitary interparticle interactions also impact the thermodynamics of the atomic gas, the description of which presents a challenge beyond the traditional theory of the Efimov effect. In addition, mean-field theory does not apply to infinite interactions [8], and the virial expansion [9] fails to describe the low-temperature state. Moreover, in atomic-physics experiments, strong interactions enhance the three-body loss rate, making the gas of bosons unstable. A characterization of the universal dynamics of these losses has been recently achieved [10-12]. On the other hand, a single breakthrough experiment [13] has addressed the
low-temperature thermodynamics for a unitary bosonic gas, coming to the conclusion that equilibrium was approached faster than the system lifetime. The importance of this system stems from its universal character: All differences between atomic species may be encoded in a single threebody parameter, related to the van der Waals length [14]. However, this prominent experiment could not be interpreted univocally, as first-principles theoretical predictions were lacking. In the present work, we obtain these predictions for a model which shares the experimental system's universality. We develop a novel quantum Monte Carlo algorithm [15] that overcomes the peculiar challenges posed by the infinite interactions. This allows us to compute the critical temperature for Bose-Einstein condensation, and the full momentum distribution $n(\mathbf{k})$ throughout the entire phase diagram, including its universal asymptotic behavior.

In the unitary limit, the scattering length diverges, and atomic pair interactions are powerful yet very short-ranged. The bosonic pair correlation function $g^{(2)}(\mathbf{r})$ diverges as $1 / r^{2}$ at short distances $r=|\mathbf{r}|$, yet two isolated unitary bosons barely hold together: They form a molecule of infinite radius and vanishing binding energy. In thermodynamic equilibrium, three or more such bosons, with zero-range interactions, collapse into a single point, unless the unitary pair interactions are counterbalanced by a three-body repulsion. In experimental systems the latter is effectively realized by the van der Waals potential [14], so that the unitary Bose gas is stabilized against collapse. The divergence of $g^{(2)}(\mathbf{r})$ persists in the gas, with a finite contact density $c_{2}=\lim _{r \rightarrow 0}(4 \pi r)^{2} g^{(2)}(\mathbf{r})$. The large- $k$ asymptotics of the momentum distribution $[16,17$ ] is governed by Tan's contact parameter $C_{2}=c_{2} V$ (where $V$ is the system volume), and it decays as $n(\mathbf{k}) \simeq C_{2} / k^{4}$ for $k \rightarrow \infty$.

We consider $N$ bosons at temperature $T$ in a periodic cubic box (thermodynamic $N V T$ ensemble). Pair interactions are
of zero range and infinite depth, and the resonant two-body bound state realizes an infinite scattering length. In addition, any three particles $a, b, c$ are subject to a hard cutoff $R>R_{0}$ on their hyperradius $R$, defined as the mean of their squared pair distances: $R^{2} \equiv\left(r_{a b}^{2}+r_{b c}^{2}+r_{a c}^{2}\right) / 3$. This realistic model describes ultracold atomic ensembles with an interaction range much smaller than the scattering length, the interparticle distance, and the thermal de Broglie wavelength. The two-body interactions, with their infinite scattering length, provide no scale. The model's phase diagram thus depends on two dimensionless numbers, namely, the thermal de Broglie wavelength $\lambda_{\mathrm{th}} \rho^{1 / 3}$, and the three-body cutoff $R_{0} \rho^{1 / 3}$, both in units of the typical interparticle distance $\rho^{-1 / 3}$ [where $\lambda_{\mathrm{th}}=\sqrt{2 \pi \hbar^{2} \beta / m}, \beta=1 /\left(k_{B} T\right)$, and $\rho=N / V$ ]. At high temperature, three-particle effects are suppressed, and the model depends only on $\lambda_{\mathrm{th}} \rho^{1 / 3}$. In experiments at low temperature, three-body correlations lead to strong recombination losses, with a loss rate scaling as $\sim T^{-2}$ [10-12], the predominant source of instability of the system. In contrast, our model conserves particle number.

Path-integral quantum Monte Carlo techniques allow us to solve this model from first principles, that is, without systematic errors. Computational challenges are posed by the divergence of $g^{(2)}(\mathbf{r})$ at contact [see Fig. 1(b)] and by the need to determine $n(\mathbf{k})$ for large momenta $k$ [see Fig. 1(d)]. This corresponds to computing the single-particle correlation function $g^{(1)}(\mathbf{r})$-the inverse Fourier transform of $n(\mathbf{k})$-at small $r$, close to its cusp singularity at $r \rightarrow 0$ [see Fig. 1(c)]. Our path-integral quantum Monte Carlo algorithm [15,18-20] samples both closed and open path-integral configurations [cf. Fig. 1(a)]. The former give access to the superfluid fraction $\rho_{s} / \rho$ (via the winding-number estimator [21]) and to the pair-correlation function $g^{(2)}(\mathbf{r})$ (from which we extract the contact density $c_{2}$ ). Open configurations, in contrast, sample the single-particle correlation function $g^{(1)}(\mathbf{r})$, and give access to the normalized momentum distribution [satisfying $\int d \mathbf{k} n(\mathbf{k}) /(2 \pi)^{3}=N$ in the normal gas]. A dedicated estimator allows us to sample $n(\mathbf{k})$ for arbitrarily large momenta $k$ [cf. Supplemental Material (i) [22]].

We include zero-range unitary interactions between two bosons through the exact two-body propagator [23,24], and treat them with a highly efficient direct-sampling approach [15]. The many-body density matrix is then built via the pair-product approximation. The hyperradial cutoff is included via the Trotter breakup [18], and an effective value of $R_{0}$ is obtained-for a finite imaginary-time discretization-through the comparison with the expression for the hyperradial wave function of a single universal trimer [15,23]. For three unitary bosons, the length scale $R_{0}$ sets a lower bound on the Efimov energy spectrum, and specifies a three-body ground state. At low temperature, our Monte Carlo simulations for $N=3$ allow us to obtain excellent agreement of the hyperradial probability


FIG. 1. Correlation functions for two unitary bosons. (a) Open (left) and closed (right) co-cyclic configurations in the pathintegral representation. Closed configurations yield $g^{(2)}(\mathbf{r})$. Open configurations yield $n(\mathbf{k})$ and its inverse Fourier transform $g^{(1)}(\mathbf{r})$. (b) Pair-correlation function $g^{(2)}(\mathbf{r})$ (distance distribution in closed configurations), featuring a $r^{-2}$ divergence at small $r$. (c) Cut of $g^{(1)}(\mathbf{r})$ (distribution of the distance between open ends), for $\mathbf{r}=(x, y, 0)$, illustrating the cusp at $\mathbf{r} \simeq 0$. (d) Momentum distribution $n(\mathbf{k})$ with asymptotic decay, $\propto 1 / k^{4}$, at large $\mathbf{k}$.
distribution and the momentum distribution for our model with the corresponding quantities for the universal Efimov trimer [4,25] [see Fig. 2(a) and Fig. 2(b)], providing also a parameter-free check of our computer program.

In the thermodynamic $N V T$ ensemble, unitary bosons phase separate below a given temperature into a normal or Bose-Einstein-condensed gas dominated by entropy and a high-density Efimov liquid of low potential energy


FIG. 2. Correlation functions for three unitary bosons. (a) Hyperradial probability distribution for three co-cyclical bosons with hyperradial cutoff at low temperature (cyan dashed line) and for the universal Efimov trimer (black solid line, from Ref. [4]). (b) Momentum distribution for three co-cyclical bosons (cyan dashed line), and for the universal trimer (black solid line, from Ref. [25]), in units of the trimer binding momentum $\kappa_{0}$.


FIG. 3. Equilibrium phase diagram of unitary bosons. (a) Contact density $c_{2} \rho^{-4 / 3}$, as a linear interpolation of numerical results [extracted from $g^{(2)}(\mathbf{r})$, for $N=64$ ]. White stars: transition between normal gas and superfluid (Bose-Einstein condensed) phase. Black crosses: Phase-separated points. Gray area: Phase-coexistence region [23]. (b) Stable Efimov-liquid droplet coexisting with a normal gas ( $N=256$ ). (c) Excitation free energy for the Efimov-liquid nucleation, vs nucleus size $l . \lambda_{\mathrm{th}} \rho^{1 / 3}$ varies between lines (see labels), between 0.5 (monotonically increasing, red line) and 0.9 (barrier, blue line). The hyperradial cutoff is fixed ( $R_{0} \rho^{1 / 3}=0.03$ ), and the phase-separation region sets in at $\lambda_{\mathrm{th}} \rho^{1 / 3} \simeq 0.66$. (d) Contact density $c_{2} \rho^{-4 / 3}$ vs $\lambda_{\mathrm{th}} \rho^{1 / 3}$, for $R_{0} \rho^{1 / 3}=0.052$ : Virial expansion (black dashed line) and numerical results, via the $n(\mathbf{k})$ and $g^{(2)}(\mathbf{r})$ estimators (crosses, circles). In the phase-coexistence region, the liquid and gas phases have different contact densities (for the gas, the virial expansion is used). (e) Momentum distribution [in units of the Fermi momentum $k_{F}=\left(6 \pi^{2} \rho\right)^{1 / 3}$ ] for parameters corresponding to points $A, B$, and $C$, in panel (a).
(see Fig. 3(a) and Ref. [23]). An equilibrium liquid bubble forms inside the gas [Fig. 3(b)], and the nucleation process is reversible across the coexistence line. For $R_{0} \rightarrow 0$, the gas-to-liquid condensation energy $\propto 1 / R_{0}^{2}$ overcomes the gas entropy loss at arbitrarily high temperatures, so that the coexistence line starts at $\lambda_{\mathrm{th}} \rho^{1 / 3}=R_{0} \rho^{1 / 3}=0$. In the phase-coexistence region, the free energy $F_{\text {coex }}^{N}(l)$ is composed of two terms, corresponding to the Efimov-liquid nucleus of $l$ particles and to the gas of the remaining $N-l$ particles. An analytical model, based on the virial expansion of the gas [9] and the known ground-state energies for small Efimov-liquid nuclei [26] (supposed incompressible), allows us to model the excitation free energy [see Supplemental Material (v) [22]]. In the homogeneous gas phase, $F_{\text {coex }}^{N}(l)$ monotonically increases with $l$ [Fig. 3(c)]. At lower temperatures, the gas becomes metastable, with a freeenergy barrier at a critical cluster size $l^{*}$. The nucleation rate per volume is proportional to $\exp (-\beta \Delta F)$, where $\Delta F=$ $F_{\text {coex }}^{N}\left(l^{*}\right)-F_{\text {coex }}^{N}(0)$ is the free-energy barrier to overcome
the critical cluster size $l^{*}$. At low temperature, $\beta \Delta F$ and, therefore, the characteristic nucleation time for the Efimov liquid remain finite [see Fig. 3(c)]. The observed long experimental lifetime [13] is consistent with the idea that the phase-separation instability does not take place, in current experiments, as three-body losses effectively destabilize liquid droplets before the critical nucleus size $l^{*} \simeq 5$ is reached. A study of the many-body quantum dynamics will be needed to confirm this hypothesis.

In the stable region of the phase diagram, the momentum distribution $n(\mathbf{k})$ is, in principle, obtained as the Fourier transform of $g^{(1)}(\mathbf{r})$, the distribution for distance vectors of open configurations [cf. Fig. 1(a)]. This estimator, however, poorly samples the short-distance cusp in $g^{(1)}(\mathbf{r})$ [equivalently, the large- $k$ behavior of $n(\mathbf{k})$ ]. Our approach is rather based on an average of the analytical two-body expression, to determine $n(\mathbf{k})$ at arbitrarily large $k$ [see Supplemental Material (i) [22]]. The asymptotic behavior of $n(\mathbf{k})=C_{2} / k^{4}$ for $k \rightarrow \infty$ is also contained


FIG. 4. Full momentum distribution $n(\mathbf{k})$ in the Bose-Einsteincondensed gas phase. (a) $n(\mathbf{k})$ at $\lambda_{\mathrm{th}} \rho^{1 / 3}=1.545, R_{0} \rho^{1 / 3}=$ 0.184 [point $D$ in Fig. 3(a)]. First-principles results for $N=64$, 128, and 256 (black circles, green squares, brown diamonds, respectively), and $\propto C_{2} / k^{4}$ asymptotic behavior for $k \rightarrow \infty$ (for $N=64$, black solid line). Dashed lines are experimental data of Ref. [13] for two different densities. The momentum distribution for $N=256$ ideal bosons is also shown (cyan solid line). (b) Scaling of the condensed fraction $N_{0} / N$ with the system size, in the normal and condensed phases. The upper curve (at $T<T_{c}$ ) corresponds to the parameters in panel (a), and the exact numerical data are fitted by $N^{1 / 3}\left(N_{0} / N\right) \simeq 1.06+0.14 N^{1 / 3}$ [same symbols for $N$ as in panel (a)]. The lower curve is at $\lambda_{\mathrm{th}} \rho^{1 / 3} \simeq 1.373$ (corresponding to $T>T_{c}$ ), and is fitted by $N^{1 / 3}\left(N_{0} / N\right) \simeq 1.71 N^{-1 / 6}$. (c) Rescaled superfluid fraction vs temperature, at $R_{0} \rho^{1 / 3}=0.184$. The crossing point at $T / T_{c}^{0} \simeq$ 0.9 (corresponding to $\lambda_{\mathrm{t}} \rho^{1 / 3} \simeq 1.45$ ) shows that $T_{c}$ is lowered by $10 \%$ with respect to the ideal Bose gas, in the limit $N \rightarrow \infty$.
in the contact density, obtained from closed-path configurations [see Fig. 3(d)]. In the normal phase, the small- $k$ part of the momentum distribution $n(\mathbf{k})$ resembles the one of ideal bosons: The peak at $k=0$ corresponds to the Maxwell-Boltzmann distribution $\exp \left(-\beta k^{2} / 2\right)$ in the classical limit (at high temperature), and the narrowing at lower temperature is enhanced by bosonic statistics [see Fig. 3(e)]. At large $k, n(\mathbf{k})$ crosses over into the $C_{2} / k^{4}$ asymptotic behavior, with a crossover point which scales as $k / k_{F} \propto 1 /\left(\lambda_{\mathrm{th}} \rho^{1 / 3}\right)$ for large temperature, where $k_{F} \equiv$ $\left(6 \pi^{2} \rho\right)^{1 / 3}$ is the Fermi momentum. In the phase-coexistence region, we obtain two different contact densities for the gas and for the Efimov liquid [see Fig. 3(d)].

Throughout the homogeneous region, the momentum distribution only depends weakly on $R_{0} \rho^{1 / 3}$, both in the full $n(\mathbf{k})$ and in its asymptotic tail, underlining the generality of the model under study. The slow decrease of $c_{2}$ for increasing $R_{0} \rho^{1 / 3}$ (absent at high temperature, $\lambda_{\mathrm{th}} \rho^{1 / 3} \rightarrow 0$ ) corresponds to a small suppression of $g^{(2)}(\mathbf{r})$ at short distance, indirectly caused by the hyperradial cutoff. At high temperature, our first-principles results for the contact density rapidly fall below the predictions of the
virial expansion [27-29] [Fig. 3(d)], leveling off at intermediate temperature, and finally decreasing at lower temperature. This nonmonotonic behavior was already qualitatively predicted [29]. The low-temperature values of $c_{2} \rho^{-4 / 3}$ fall in the same range of previous zero-temperature approximate results [30-32] [cf. Supplemental Material (ii) [22]].

For large three-body cutoff ( $R_{0} \rho^{1 / 3} \gtrsim 0.16$ ), the normal gas undergoes Bose-Einstein condensation before phase separation sets in. At finite $k, n(\mathbf{k})$ has very small finitesize effects, making the comparison with experiments feasible. Data for harmonically trapped Rb atoms [13] are available up to $k / k_{F} \simeq 3$ and they are considered equilibrated for $k / k_{F} \gtrsim 0.5$. At small $k$, the harmonic-trap geometry has the strongest influence. Up to momenta $k \approx k_{F}$, the experimental curves overlap with the theoretical data [see Fig. 4(a)]. As the asymptotic $k^{-4}$ behavior of $n(\mathbf{k})$ sets in for the numerical curve $\left(k \gtrsim 1.1 k_{F}\right.$, at the chosen temperature), the experimental curve remains higher. This deviation is difficult to reconcile with our model, as the $k^{-4}$ prefactor is expected to decrease even further at lower temperature [see Supplemental Material (ii) [22]].

The condensate fraction is related to the $\mathbf{k}=\mathbf{0}$ component of $n(\mathbf{k}), N_{0} / N=n(\mathbf{k}=\mathbf{0}) /(\mathrm{NV})$. Below the critical temperature $T_{c}$, it remains nonzero for $N \rightarrow \infty$, with finitesize corrections $\propto N^{-1 / 3}$. In the normal phase, in contrast, the large- $N$ limit of $N_{0} / N$ vanishes. These two behaviors are clearly distinguished in the data [see Fig. 4(b)]. The scaling of the superfluid fraction yields a precise estimate of the critical temperature [33] [see Fig. 4(c) and Supplemental Material (iii) [22]]. In the unitary Bose gas, $T_{c}$ is reduced by $10 \%$ : The critical value of $\lambda_{\mathrm{th}} \rho^{1 / 3}$ is between 1.44 and 1.48 [see Fig. 3(a)], while the idealbosons transition [34] is at $\lambda_{\mathrm{th}} \rho^{1 / 3} \simeq 1.377$. The deviation of $T_{c}$ from $T_{c}^{0}$ (the ideal-bosons critical temperature) is larger for smaller values of $R_{0} \rho^{1 / 3}$. It is instructive to compare $n(\mathbf{k})$ with the ideal-gas curve. Unitary interactions cause a depletion of the condensate, i.e., a decrease of $N_{0} / N$. At temperature $T \lesssim T_{c}$, this follows from the negative shift of the critical temperature, $T_{c}<T_{c}^{0}$. While the $\mathbf{k}=\mathbf{0}$ component of $n(\mathbf{k})$ is smaller, on the other hand, the tail of the distribution is more important [cf. the powerlaw $k^{-4}$ decay, vs the exponential suppression of $n(\mathbf{k})$ for ideal bosons]. At point $D$ in Fig. 3(a), the depletion of the condensate is not entirely compensated by the large- $k$ contribution [see Supplemental Material (iv) [22]]. This leads to the reweighting of the unitary gas momentum distribution with respect to the one of the ideal Bose gas, without introducing any new features.

Both for three-body and many-body states of unitary bosons, $n(\mathbf{k})$ has subleading oscillations around the $C_{2} / k^{4}$ asymptotic tail. These consist in a log-periodic function of $k$, modulated by $C_{3} / k^{5}[25,35]$. The three-body contact parameter $C_{3}$ vanishes at the length scale of the short-range hyperradial repulsion between atoms, induced by the van
der Waals potential [14] or by the explicit hyperradial cutoff $R_{0}$. Thus the subleading oscillations can, in our model, only be observed for $k \lesssim 1 / R_{0}$. For our high-temperature results [cf. Fig. 3(e)], the asymptotic tail of $n(\mathbf{k})$ kicks in at $k>1 / R_{0}$, where $C_{3}$ is effectively zero, and we do not expect visible subleading corrections. At low temperature, however, the crossover into the asymptotic tail is at $k \approx$ $1 / R_{0}$ [see Fig. 4(a)]. Thus, the subleading oscillations are possibly observable within the three-body-cutoff model, for a slightly smaller value of $T$ or $R_{0}$, despite being beyond the current resolution.

In conclusion, we have computed the equilibrium phase diagram and the momentum distribution of the unitary Bose gas from first principles, overcoming the technical challenges through a novel quantum Monte Carlo algorithm [15]. Our theoretical predictions will most easily be checked in the currently available homogeneous traps [36,37], which are less subject to three-body losses than the traditional harmonic traps. In the near future, we expect high-precision experimental measurements of the superfluid transition and of the momentum distribution $n(\mathbf{k})$ in the unitary Bose gas.
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## Supplementary Item (i): Momentum-distribution estimator

In path-integral quantum Monte Carlo, the momentum distribution is usually computed from the exponential $e^{-i \mathbf{k} \cdot(\mathbf{x}-\mathbf{y})}$ (with open ends $\mathbf{x}$ and $\mathbf{y}$ ), averaged over open-path configurations[1, 2]. At large momenta $k$ - where $n(\mathbf{k})$ tends to zero - this estimator becomes unpractical, because of a vanishing signal-to-noise ratio. We construct a new estimator (used in Fig. 3(e)), based on the solution of the two-body problem represented in Fig. S1[3]. We analytically


FIG. S1. Open $N=2$ path configuration. An estimator for the momentum distribution is derived from the analytical expression for $n(\mathbf{k})$ for fixed positions $\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}, \mathbf{E}$.
determine $n(\mathbf{k} \mid \mathbf{A}, \ldots, \mathbf{E})$, the average of $e^{-i \mathbf{k} \cdot(\mathbf{x}-\mathbf{y})}$ for given positions $\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}, \mathbf{E}$. For $N=2, n(\mathbf{k})$ is obtained as an average of $n(\mathbf{k} \mid \mathbf{A}, \ldots, \mathbf{E})$ over configurations $\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}, \mathbf{E}$ sampled during the simulation. For $N \geq 3$, this coarse-grained estimator holds for "local" configurations, where the two open ends are close to each other and to the nearest of the other bosons $(\mathbf{x} \sim \mathbf{y} \sim \mathbf{E})$. For non-local configurations we again resort to the direct estimator $\left\langle e^{-i \mathbf{k} \cdot(\mathbf{x}-\mathbf{y})}\right\rangle$, and finally obtain $n(\mathbf{k})$ as a weighted average of the two estimators (cf. Ref. [3]). This procedure relies on an appropriate cutoff between local and non-local configurations. At high enough temperature, where the procedure is used, we carefully check that the contact density $c_{2}$ extracted from the asymptotic behavior of $n(\mathbf{k})$ for $k \rightarrow \infty$ agrees with the $r \rightarrow 0$ limit of $g^{(2)}(\mathbf{r})$ (see Fig. 3(c)).

## Supplementary Item (ii): Contact density at low temperature

In Fig. S2, the data of Fig. 3(a) are plotted as a function of $T / T_{c}^{0}$, for a three-body cutoff $R_{0} \rho^{1 / 3} \simeq 0.184$. Our firstprinciples low-temperature values for $c_{2} \rho^{-4 / 3}$ are roughly compatible with the zero-temperature approximate results from Refs. [4-6]. These are obtained via a Jastrow ansatz and hypernetted-chain approximation[4], a quantum Monte Carlo calculations based on a Jastrow-Feenberg ansatz[5], and a time-dependent variational ansatz for the many-body state[6]. The value $c_{2} \rho^{-4 / 3} \simeq 22$, extracted from an analysis of the experimental data[7], appears significantly larger than our theoretical predictions.

## Supplementary Item (iii): Superfluid transition

The critical temperature $T_{c}$ is extracted from finite- $N$ data using the scaling ansatz of Ref. [8]. This assumes that in the critical region the rescaled superfluid fraction $N^{1 / 3} \rho_{s} / \rho$ depends on the system size $N$ only through the quantity $N^{1 /(3 \nu)}\left(T-T_{c}\right) / T_{c}$, where $\nu$ is the correlation-length critical exponent, and implies that $N^{1 / 3} \rho_{s} / \rho$ becomes


FIG. S2. Contact density at low temperature $\left(T / T_{c}^{0}=1\right.$ corresponds to $\lambda_{\text {th }} \rho^{1 / 3}=1.377$ ), for $R_{0} \rho^{1 / 3}=0.184$ (black points), and zero-temperature approximate results for the models in Refs. [4-6] (open symbols).
size-independent at the critical temperature $T=T_{c}$ of the infinite system. The dependence of $N^{1 / 3} \rho_{s} / \rho$ on system size, for different values of the three-body cutoff $R_{0} \rho^{1 / 3}$, is shown in Fig. S3, and we observe that the crossing point is roughly at $90 \%$ of the critical temperature of ideal bosons[9]. The critical temperature $T_{c}$ weakly depends on $R_{0} \rho^{1 / 3}$ : In the range $0.164 \lesssim R_{0} \rho^{1 / 3} \lesssim 0.204$, it increases from $T_{c} / T_{c}^{0} \approx 0.87$ to $T_{c} / T_{c}^{0} \approx 0.91$.


FIG. S3. Finite-size scaling of the superfluid fraction for different values of the three-body cutoff $R_{0} \rho^{1 / 3}$. The crossing point of $N^{1 / 3} \rho_{s} / \rho$ vs. $T / T_{c}^{0}$ establishes a $10 \%$ decrease of the superfluid transition temperature with respect to ideal bosons, in the limit $N \rightarrow \infty$ (cf. Fig. 4(c)).

## Supplementary Item (iv): Effect of interaction on $n(\mathbf{k})$

In the Bose-condensed phase, the $\mathbf{k}=\mathbf{0}$ component of the momentum distribution is reduced by unitary interactions, and the presence of a slowly-decaying $k^{-4}$ tail at large $k$ does not fully compensate this decrease. Therefore, the unitary-gas momentum distribution has a stronger weight in the intermediate- $k$ region, as clearly visible in Fig. S4. In both the interacting and non-interacting case, $n(\mathbf{k})$ does not show strong finite-size effects at $k>0$.


FIG. S4. Momentum distribution $n(\mathbf{k})$ in the Bose-condensed phase (point D in Fig. 3(a)) for the unitary Bose gas with $N=64$ (same data as in Fig. 4(a)), compared to the curves for finite and infinite systems of ideal bosons at the same temperature.

## Supplementary Item (v): Coexistence free energy

We consider $N$ particles in a fixed volume $V$, in the presence of an $l$-particle nucleus of Efimov liquid. The coexistence free energy includes the liquid and gas contributions. For the liquid, we approximate $F_{\text {liq }}(l) \simeq E_{\text {liq }}(l)$, neglecting the entropic contribution, and we use the cluster energies from Ref. [10] for $l \leq 13$, in terms of the trimer energy $\left|E_{T}\right| \simeq 0.00214 \hbar^{2} /\left(m R_{0}^{2}\right)$ [11]. For the gas contribution, we consider $N-l$ particles in a volume $V-V_{\text {liq }}$ (where $\left.V_{\text {liq }} \simeq l \times\left(3.65 R_{0}\right)^{3}\right)$, and compute $F_{\text {gas }}(N-l)$ up to the third virial coefficient[12]. At given values of $N, V$, and $T$, the coexistence free energy reads

$$
\begin{equation*}
F_{\text {coex }}^{N}(l) \simeq E_{\text {liq }}(l)+F_{\text {gas }}(N-l) . \tag{S1}
\end{equation*}
$$

Computing $F_{\text {coex }}^{N}(l)$ as a function of $l$ allows us to check for the existence of a free-energy barrier $\beta \Delta F$, which does not disappear in the low-temperature regime. The third-order virial and cluster expansions differ in their range of validity, the cluster expansion being more accurate at low temperature ( $c f$. Fig. 3(c)). We find that the above model is not quantitatively reliable at large $R_{0}$, for which the instability takes place at lower temperature. Its limit of validity is $R_{0} \rho^{1 / 3} \lesssim 0.04$, while for larger values of $R_{0}$ it does not correctly reproduce the coexistence line.
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Ultracold atomic gases offer unprecedented possibilities to realize and manipulate quantum systems. The control on interparticle interactions allows to reach the strongly-interacting regime, with both fermionic and bosonic atomic species. In the unitary limit, where the interaction strength is at its maximum, universal properties emerge. For bosonic atoms, these include the Efimov effect, the surprising existence of an infinite sequence of three-body bound states.
In this thesis, we have studied a system of unitary bosons. Starting from the two- and three-body cases, we have shown that the chosen model correctly captures the universal features of the Efimov effect. For the corresponding many-body problem, we have developed a quantum Monte Carlo algorithm capable of realizing the different thermodynamic phases in which the system may exist: The high-temperature normal gas, the Bose-Einstein condensate, and the Efimov liquid.
A single ingredient of our model would remain relevant in the infinite-temperature limit, namely the three-body hard-core repulsion, which constitutes a generalization of the classical hard-sphere potential. For this model, we have proposed a solution to the two- and three-dimensional packing problem, based on an analytical ansatz and on the simulated-annealing technique. Extending these results to finite pressure showed that the system has a discontinuous melting transition, which we identified through the Monte Carlo method.

Keywords: Ultracold atoms, unitary Bose gas, Bose-Einstein condensation, Efimov effect, threebody hard-core model, Monte Carlo method.

Les gaz d'atomes ultrafroids offrent des possibilités sans précédent pour la réalisation et la manipulation des systèmes quantiques. Le contrôle exercé sur les interactions entre particules permet d'atteindre le régime de fortes interactions, pour des espèces d'atomes à la fois fermioniques et bosoniques. Dans la limite unitaire, où la force d'interaction est à son maximum, des propriétés universelles émergent. Pour les atomes bosoniques, celles-ci comprennent l'effet Efimov, l'existance surprenante d'une séquence infinie d'états liés à trois corps.
Dans cette thèse, nous avons étudiés un système de bosons unitaires. Partant des cas à deux et à trois corps, nous avons montrés que le modèle choisi capturait correctement les caractéristiques universelles de l'effet Efimov. Pour le modèle à N-corps, nous avons développé un algorithme de Monte Carlo quantique capable de réaliser les différentes phases thermodynamiques du système : gaz normal à haute-température, condensat de Bose-Einstein, et liquide d'Efimov.
Un unique composant de notre modèle resterait pertinent à la limite de température infinie, à savoir la répulsion corps dur à trois corps, qui constitue une généralisation du potentiel classique entre sphères dures. Pour ce modèle, nous avons proposé une solution au problème d'empilement compact en deux et trois dimensions, fondée sur une Ansatz analytique et sur la technique de recuit simulé. En étendant ces résultats à une situation de pression finie, nous avons montré que le système présente une transition de fusion discontinue, que nous avons identifié à travers la méthode de Monte Carlo.

Mots-clefs: atomes ultrafroids, gaz de Bose unitaire, condensation de Bose-Einstein, effet d'Efimov, modèle de coeur dur à trois corps, méthode de Monte Carlo.


[^0]:    ${ }^{1}$ The double bracket $\langle\langle\ldots\rangle\rangle$ denotes a double average, over the statistical ensemble and over space.

[^1]:    ${ }^{2}$ This does not hold for strongly-interacting systems, cf. Section 2.3.2.1.

[^2]:    ${ }^{1}$ If $V_{2}(r)$ decays at large $r$ as $r^{-n}$, with $n>3$, Eq. 2.10 is only valid for the partial waves such that $l<(n-3) / 2$. For larger $n$, the small- $k$ limit of $\delta_{l}(k)$ is $k^{n-2}$ modulo $\pi$ [45].

[^3]:    ${ }^{2}$ Section 2.2.1 is mainly based on Ref. [10].

[^4]:    ${ }^{3}$ Eq. 2.62 is incorrectly reported in $\S 5.5$ of Ref. [10], where an additional factor of two is included in the right hand side. The same error is present in Ref.[51].

[^5]:    ${ }^{4}$ Among the roots of the small- $R$ asymptotic expression (cf. Eq. 2.63), we choose the one closest to the outermost root of $f_{0}(R)$. The root of $f_{0}(R)$ is at $\kappa_{0} R_{0} \simeq 0.046227$, with a relative deviation of $5 \times 10^{-4}$ from Eq. 2.64.

[^6]:    ${ }^{5}$ The definitions of the hyperradius in Refs [92] and [94] differ from each other, and from Eq. 2.51 (see footnote 1 in Ref. [94]).

[^7]:    ${ }^{1}$ The $\sigma_{\mathrm{MC}}(t)$ confidence interval only includes statistical fluctuations, and not systematic errors. In a MCMC simulation, for instance, the value of $O_{t}$ at small $t$ is biased by the choice of the initial configuration. However, when considering large values of $t$ this bias becomes smaller than the statistical fluctuations of $O_{t}$.

[^8]:    ${ }^{2} \mathrm{~A}$ python implementation of this algorithm is available at https://github.com/tcompa/ cross_dimensional_monte_carlo.

[^9]:    ${ }^{3}$ The imaginary-time discretization is used in view of the generalization to the $N$-body case, even though it would not be necessary for $N=1$.

[^10]:    ${ }^{4}$ Here and in Chapter 4, $N_{0}$ is the average occupation number of the $\mathbf{k}=0$ level, which in Chapter 1 is denoted by $\left\langle N_{0}\right\rangle$.

[^11]:    ${ }^{5}$ For $T>T_{c}$, the correlation length $\xi$ is defined via $\Delta F \sim e^{-L / \xi}$, where the twist free energy $\Delta F$ is the change in free energy corresponding to a change from periodic to antiperiodic boundary conditions along one direction [155]. For the extension of this definition below $T_{c}, c f$. Ref. [20].

[^12]:    ${ }^{6}$ This is always the case for the two-body configuration in Fig. 3.20, but it is not generally true for $N>2$.

[^13]:    ${ }^{1}$ The calculations in Ref. [51] are based on the incorrect expression from Ref. [10] (cf. footnote at page 45), which we have corrected to produce the curve in Fig. 4.6.

[^14]:    ${ }^{2}$ The two curves differ at vanishing distances, where the pair-correlation function of unitary bosons diverges as $1 / r^{2}$, with a prefactor proportional to the contact density $c_{2}$ for the liquid phase.

[^15]:    ${ }^{1}$ In this chapter, we only deal with the configuration partition function (also named configuration integral [151]), the integral over all spatial degrees of freedom of the Boltzmann factor for the total potential energy. The full partition function also includes the integral over momentum variables of the kineticenergy Boltzmann factor, which is not relevant for the discussion in this chapter.

[^16]:    ${ }^{2}$ This condition corresponds to $V_{\text {cut }}>V_{\mathrm{id}}$, where $V_{\mathrm{id}}=N /(\beta P)$ is the average volume of a classical ideal gas at temperature $1 / \beta$ and pressure $P$. We note that this does not constitute a severe issue in practical calculations for two-body or three-body hard-core models, for which the interesting regime is generally the one where clear deviations from the ideal gas volume are observed. This corresponds to large pressures and densities, so that the system typically includes at least one pair/triplet of close-by particles which make $V_{\text {cut }}$ large enough.

[^17]:    ${ }^{3}$ For $d=2$ and $d=3$, this also indicates the maximum over different ansätze.

[^18]:    ${ }^{4}$ Note that this adaptive adjustment can introduce a bias on the measure of average quantities in an equilibrium simulation, but the aim of SA is rather to obtain the maximum density, and not average observables.

[^19]:    ${ }^{5}$ The same quantity is often defined as

    $$
    \psi_{6, i}=\frac{1}{6} \sum_{j} \exp \left(6 i \theta_{i j}\right)
    $$

    instead of using the weighted average of Eq. 5.48. As argued in Ref. [204], this definition lacks robustness against small changes of particle positions.
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