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Résumé

Avec l’évolution des technologies et la prolifération d’objects connectés, nous assistons à une ex-
plosion de la quantité de données créées et consommées, et cette quantité de données ne cesse
de croître. Un étude menée par Cisco [111] estime à plus de 50 milliards le nombre d’objets con-
nectés en 2020. Une autre étude, menée l’International Data Corporation (IDC) [52], prédit que
jusqu’à l’année 2020, le volume global des données dans le monde augmentera d’un facteur de 300,
passant de 130 exabytes à 40000 exabytes avec une croissance doublant tous les deux ans. Cela
pose des challenges aux fournisseurs de service de stockage qui doivent trouver des moyens de faire
face à cette croissance de données de manière scalable, efficace, tout en optimisant les coûts.
Tout au long de cette thèse, nous nous sommes intéressés aux systèmes de stockage en environ-
nements de type cloud. Un environnement de type cloud a la capacité de fournir à la demande
des ressources (calcul, réseaux, stockage, etc) à des utilisateurs (Voir Chapitre 1). Dans notre cas,
nous nous sommes focalisés sur les environnements cloud fournissant des ressources de stockage.
Ce type d’environnements souvent appelé nuage de stockage est de plus en plus utilisé comme
solution de gestion de données. L’IDC prédit notamment que d’ici l’année 2020, environ 40%
des données dans le monde seront stockés ou traités dans un système de type cloud [52] .
Généralement, un nuage de stockage stocke les données dans des centres de données, communé-
ment appelés datacenters. Lorsqu’un système cloud est construit sur une architecture centralisée
basée sur d’énormes datacenters, cela peut entraîner de fortes latences d’accès aux données car les
utilisateurs ne sont pas nécessairement situés près du datacenter. Réduire les latences d’accès aux
données est l’un des points que nous avons adressé dans cette thèse en considérant que les données
devraient être situées près de leur utilisateurs.
A l’intérieur d’un datacenter, des moyens sont généralement mis en oeuvre pour assurer un certain
niveau de fiabilité afin d’éviter ou limiter des incidents pouvant entraîner des pertes de données
ou des indisponibilités de service. Toutefois un datacenter représente en soi un point unique
de défaillance. Si le datacenter devient innacessible pour une quelconque raison (p.ex. coupure
de courant, catastrophe naturelle, surchage, etc) toutes les données et les services hébergés par
ce datacenter deviennent indisponibles.
Contrairement aux architectures centralisées, il est plus complexe de construire des architectures
distribuées composées de plusieurs noeuds (c-à-d datacenter, serveurs, etc) géographiquement dis-
persés, ainsi que des mécanismes permettant au système global de continuer à fonctionner en
tolérant les pannes ou les pertes de certains noeuds du système. Cependant il devient crucial
de considérer ce genre de solution. Dans le contexte de nuage de stockage basé sur des architec-
tures distribuées, nous nous sommes intéressés aux problématiques de sûreté de fonctionnement qui
fait référence à un ensemble de propriétés permettant de définir ou de juger le bon fonctionnement
d’un système (Voir Chapitre 3). Dans cet ensemble, nous nous sommes concentrés sur les propriétés
telles que la disponibilité et la fiabilité des systèmes.
Un opérateur de télécommunication tel que Orange fournissant des services de stockage dans
le nuage pourrait trouver dans sa propre infrastructure des atouts permettant de faire face aux
différentes problématiques évoquées précédemment. En effet, en tant qu’opérateur de télécommu-
nication, Orange a le contrôle et la maîtrise de son infrastructure réseau et pourrait tirer avantage
de différents endroits dans son infrastructure pour installer des noeuds de stockage. Ces noeuds
de stockage pourraient être des datacenters situés loin des utilisateurs, des Points de Présence
situés près des utilisateurs en bordure du réseau coeur, mais aussi les box situées dans les maisons
des utilisateurs du réseau d’Orange. La capacité de maîtrise et de contrôle du trafic réseau et sa
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qualité de service, aussi bien que la possibilité d’exploiter différents endroits de stockage proches
et loin des utilisateurs sont des atouts qu’il est difficile de trouver chez un fournisseur n’étant pas
un opérateur de télécommunication.
Les contributions dans cette thèse ont été articulées autour des moyens de fournir un système de
cloud distribué dans le contexte d’un opérateur de télécommunication tel que Orange. Ces moyens
visent à améliorer la scalabilité, les performances d’accès et la fiabilité du système. Nous nous
sommes particulièrement intéressés à l’étude des architectures distribuées et des propriétés de sûreté
de fonctionnment telles que la disponibilité et la cohérence des données. Nous avons aussi considéré
la sécurité des données dans le contexte de systèmes de stockage appliquant une déduplication des
données afin de réduire les coût de stockage et de bande passante réseau.
Adresser ces différents points dans le contexte d’un opérateur de télécommunication est très peu
couvert dans la littérature. Ce qui rend les travaux prometteurs mais aussi challengeant étant
donné le nombre de problématiques et de domaines impliqués. Cependant, nous avons étudié ces
domaines et proposé des solutions basées sur des idées innovantes qui ont été présentées et publiées
dans des conférences internationales et dans certains cas, ces solutions ont fait l’objet de dépôts
de brevets.

Contributions

• Mistore: Les Fournisseurs d’Accès à Internet (FAI) qui fournissent aussi des services de
stockage dans le nuage, se basent généralement sur des architectures basées sur des énormes
datacenters. Ce genre d’architectures parfois centralisées, possèdent certains inconvénients
en termes de fiabilité ou de latence d’accès aux données du fait que ces datacenters représen-
tent des points uniques de défaillance et qu’ils ne sont pas nécessairement situés près des
utilisateurs. Mistore est un système de stockage distribué que nous avons conçu pour assurer
la disponibilité des données, leur durabilité, ainsi que de faibles latences d’accès aux données
en exploitant les atouts d’une infrastructure Digital Subscriber Line (xDSL) d’un FAI. Dans
Mistore, nous addressons aussi les problèmes de cohérence de données en fournissant plusieurs
critères de cohérence des données ainsi qu’un système de versionning. Cette contribution est
décrite dans le Chapitre 4.

• Placement et maintenance des données dans Mistore: Cette contribution améliore le
placement et la maintenance des données dans notre précédente contribution sur l’architecture
de Mistore. Dans la précédente contribution, le placement des données dans chaque région
est basée sur une méthode de type catalogue. Toutes les informations sur le placement des
données dans une région à savoir quelle donnée est stockée sur quelle box, étaient maintenues
par le point de présence de la région. Ce type d’approche est simple à concevoir mais elle a le
défaut de perdre en scalabilité lorsque le volume de données et donc de métadonnées à gérer
devient très grand. Dans cette contribution, nous avons conçu une méthode flexible et plus
scalable dans laquelle le volume des métadonnées dépend du nombre de noeuds de stockage
dans la région et non sur le volume de données potentiellement énorme des données. Cette
contribution est décrite dans le Chapitre 5.

• La déduplication en deux phases: Le volume de données dans le monde augmente à
un rythme impressionnant. Toutefois, une étude de l’IDC estime que 75% des données dans
monde est une copie [51]. Il est important de garder plusieurs copies d’une données afin
d’assurer sa disponibilité et sa durabilité mais dans certaines situations, le niveau de re-
dondance peut être exagéré. En ne maintenant qu’une copie des données redondantes, la
déduplication est considérée comme une des solutions les plus prometteuses pour réduire
les coûts de stockage et améliorer l’expérience utilisateur en économisant la bande passante
réseau et réduisant les temps de sauvegarde des données. Cependant, cette technologie souffre
de certains problèmes de sécurité qui ont été reportés dans la littérature. Dans cette contri-
bution, nous nous sommes focalisés sur les attaques orientées clients et nous avons proposé
et conçu une méthode que nous avons appelé la déduplication en deux phases qui permet de
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mettre en place un système de stockage effectuant la déduplication à la source tout en étant
sécurisée contre les attaques provenant de clients malicieux. Notre solution reste efficace en
termes d’économie de bande passante réseaux et d’espace de stockage et a fait l’objet d’un
dépôt de brevet. Cette contribution est décrite dans le Chapitre 6.

• Méthode d’externalisation des données d’entreprises: L’adoption des technologies
cloud pour externaliser les données d’entreprise est de plus en plus courant. Cependant de
nombreuses entreprises y sont reluctantes dû au fait que les atouts du cloud viennent aussi
avec un certain risque car un contrôle total sur les données est attribué au fournisseur du
service de cloud storage. Dans cette contribution, nous avons conçu une solution permettant
aux entreprises d’externaliser leurs données dans le cloud tout en gardant un certain contrôle.
Notre solution se base sur une passerelle de stockage située sur le site de l’entreprise et a
pour but d’implémenter la stratégie de contrôle sur les données stockées dans le nuage d’un
fournisseur de cloud extérieur à l’entreprise. La passerelle de stockage améliore aussi les
performances d’accès aux données, optimise l’utilisation de l’espace de stockage et de la bande
passante réseau et gère la niveau de confidentialité des données externalisées. Pour cela un
certain nombre de mécanismes sont mis en place sur le site à savoir un système de gestion des
métadonnées, une fonctionnalité de cache des données, un système flexible de placement des
données avec pour but de supporter des nuages de stockage de différents fournisseurs. Notre
solution met aussi en place notre système de déduplication en deux phases afin d’améliorer
l’usage de l’espace de stockage et de la bande passante réseau. Cette solution est décrite dans
le Chapitre 7.

• ODISEA: Durant cette thèse, nous avons aussi pris part à un projet de recherche dénommé
ODISEA pour Open Distributed Networked Storage. ODISEA était un projet collaboratif
français impliquant plusieurs partenaires industriels et académiques à savoir Orange Labs,
l’Université Pierre et Marie Curie, Technicolor, Ubistorage, eNovance, et l’Institut Télécom.
Ce projet, dans lequel Orange était leader, a été selectionné par les Fonds Unique Inter-
ministeriel (FUI). Les FUI sont un programme français supportant la recherche appliquée
en finançant un certain nombre de projets innovants impliquant des acteurs industriels et
académiques. Ce projet avait pour but de fournir une plateforme de stockage distribuée
exploitant au mieux les ressources au sein du réseau interconnectant les noeuds de stockage
et en y intégrant de l’intelligence pour gérer le placement, l’accès et le stockage des don-
nées. Dans ce projet nous avons pris part aux processus de conception de la solution et
au développement du système de gestion des métadonnées dans le prototype de la solution.
Le prototype d’ODISEA a été présenté au Salon de la Recherche organisé à Paris en 2013
par Orange.

Résultats

Articles scientifiques

• Pierre Meye, Philippe Raïpin, Frédéric Tronel, and Emmanuelle Anceaume, "A secure two-
phase data deduplication scheme", Proceedings of the 6th International Symposium on Cy-
berspace Safety and Security (CSS). Paris (FRANCE) 2014.

• Pierre Meye, Philippe Raïpin, Frédéric Tronel, and Emmanuelle Anceaume, "Mistore: A dis-
tributed storage system leveraging the DSL infrastructure of an ISP", Proceedings of the
International Conference on High Performance Computing & Simulation (HPCS). Bologna
(ITALIA) 2014.

• Pierre Meye, Philippe Raïpin, Frédéric Tronel, and Emmanuelle Anceaume, "Toward a dis-
tributed storage system leveraging the DSL infrastructure of an ISP", Proceedings of the 11th
IEEE Consumer Communications and Networking Conference (CCNC). Las Vegas (USA) 2014.
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Brevets

• Pierre Meye, Philippe Raïpin, Method for storing data in a computer system performing data
deduplication. WO2014154973. 2014

• Philippe Raïpin, Pierre Meye, Method of processing data in a distributed storage system.
WO2014096607. 2014

Livre blanc

• Sébastien Canard, Pierre Meye, Philippe Raïpin, Jacques Traoré, and Mohammed Tuhin.
"Cloud storage and confidentiality", Research paper (Orange Labs). 2014

Présentations

• Pierre Meye, "A secure two-phase data deduplication scheme". WOS 4: Workshop on Storage
and Processing of Big Data. Rennes (FRANCE) 2014.

Plan de la thèse

Ce manuscrit de thèse est organisé comme suit. Les Chapitres de 1 à 3 introduisent les différents
concepts nécessaires à la compréhension des problématiques traitées et des contributions de cette
thèse. Plus spécifiquement, dans le Chapitre 1, nous évoquons les notions de base du paradigme du
cloud computing, contexte dans lequel cette thèse s’inscrit. Dans le Chapitre 2, nous présentons
des technologies de stockage ainsi que leur spécificité. Nous présentons les bases de la sûreté
de fonctionnement dans le Chapitre 3 avec un focus sur les propriétés liées à nos recherches et
contributions. Dans le Chapitre 4, nous présentons Mistore le système de stockage distribué concu
durant cette thèse. Dans le Chapitre 5, nous décrivons un système de placement et de maintenance
de données concu pour gérer efficacement les données dans Mistore. Nous présentons dans le
Chapitre 6 la déduplication en deux phases. Dans le Chapitre 7, nous décrivons une méthode
permettant d’externaliser des données dans le cloud tout en préservant un contrôle sur les données.
Enfin, nous clôturons, cette thèse par le Chapitre 8 dans lequel nous tirons une conclusion et
évoquant des perspectives pour de futurs travaux de recherche.



Abstract

With the evolution technologies and proliferation of connected devices, we see an explosion in
the amount of data created and consumed, and this amount of data is steadily growing. For
instance, a study from Cisco [111] projects that their will be more than 50 billions connected
devices by 2020 connecting every facet of human activity. Another study by the International
Data Corporation (IDC) [52] predicts that until 2020, the global data volume will grow by a factor
of 300, from 130 exabytes to 40,000 exabytes, representing a double growth every two years. All
this will lead to tremendous quantities of data to manage, putting pressure on storage providers to
find ways to handle such amount of data efficiently in term of scalability and in a cost-effectively
manner.
In this PhD thesis, we have been interested in storages in the context of cloud environments. The
concept of the cloud envisions the ability of a system to provide scalable on-demand resources
(computing, network, storage,etc.) to users (See Chapter 1 for more information). In our case, we
have been interested in cloud environments providing storage resources also called cloud storage
which is a growing trends in data management solution. For instance, the IDC [52] predicts that
by 2020, nearly 40% of the data in the world will be stored or processed in a cloud.
When cloud storage environments are built on centralized architectures based on large datacenters,
which is an approach that is very common, it may lead to high data access latencies because data
are likely located far from their users. Reducing data access latencies is a topic that we addressed
in this PhD thesis driven by the idea that data should be located close to their users. Inside
datacenters, solutions are usually set up to ensure a certain level of reliability in order to avoid
data loss or services unavailability, but the datacenter still represents a single point of failure. That
is, if the datacenter becomes unreachable for some reasons (e.g. power cut, strikes, etc.) all the
data and storage services provided by that datacenter become unavailable.
Building distributed architectures, compounded of geographically dispersed nodes (i.e. datacenter,
servers, etc.) as well as mechanisms allowing the global architecture to provide storage services even
in the case of the unavailability of a subset of the nodes, is more complex than building centralized
ones as it introduces several challenges to face. However it becomes necessary to consider these
types of architectures. In the context of building cloud storage systems based on distributed
architectures, we have been interested in challenges regarding dependability. Dependability is a
generic concept used to define or attest the correctness of how a system performs. In dependability,
we deal with properties such as system availability, reliability, etc. (See Chapter 3).
A Telecommunication provider such as Orange providing cloud storage services can find in its own
infrastructure some assets to face scalability and data access latencies issues. In fact a telecommu-
nication provider owns and masters the network it provides and can leverage several locations in it
infrastructure to set storage nodes. Those storage nodes may be datacenters that may be far from
users, Points of Presence located close to users at the edge of the network, and also in set-op-boxes
or home gateways located in the home of their customers. The ability to control the network traffic
and Quality of Service (QoS) as well the opportunity to leverage several locations for storage pur-
pose near and far from users is a real assets that is not likely to be found on non-telecommunication
providers.
The contributions of this thesis have been articulated around the means to provide cost-effective,
distributed cloud storage architectures that are efficient in terms of scalability and data access
latency in the context of a telecommunication provider or Internet Service Provider (ISP), namely
Orange. Specifically, we have been focused on distributed storage architectures and dependability
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properties such as data redundancy, consistency, and placement. We also considered the data
security and confidentiality in the context of storage systems applying data deduplication which is
becoming one of the most popular data technologies to reduce the storage cost.
Addressing these topics in the context of a telecommunication provider is something that have
not been intensively studied in the literature making it promising and also challenging as several
domains and problematics are involved. Nonetheless we studied these topics and proposed viable
solutions using innovative ideas that have been presented, published in international scientific
conferences, or patented.

Contributions

• Mistore: Internet Service Providers (ISPs) furnishing cloud storage services usually rely
on big datacenters. These centralized architectures induce many drawbacks in terms of
scalability, reliability, and high access latency as datacenters are single points of failure and
are not necessarily located close to the users. Mistore is a distributed storage system that we
designed to ensure data availability, durability, low access latency by leveraging the Digital
Subscriber Line (xDSL) infrastructure of an ISP. Mistore uses the available storage resources
of a large number of home gateways and Points of Presence for content storage and caching
facilities. Mistore also targets data consistency by providing multiple types of consistency
criteria on content and a versioning system. Mistore is described in details in Chapter 4.

• Data placement and maintenance in Mistore: This contribution improves the data
placement and maintenance in our previous contribution on the architecture of Mistore. In
the previous contribution, the data placement method used is a table-based one. That is,
all the metadata to locate data within the system where maintained. Table-based data
placement methods are simple to deploy however they lack in scalability as the amount of
data and metadata to manage increases. In this contribution, we design a more scalable and
flexible data placement scheme in which the amount of metadata to maintain depends only
on the number of nodes in the system and not on the potentially enormous amount of data
to manage. Our solution is described in Chapter 5.

• The two phase data deduplication: Data grow at an impressive rate. However a study by
the IDC shows that 75% of the digital world is a copy [51]. Although keeping multiple copies
of data is necessary to guarantee their availability and long term durability, in many situations
the amount of data redundancy is immoderate. By keeping a single copy of repeated data,
data deduplication is considered as one of the most promising solutions to reduce the storage
costs, and improve users experience by saving network bandwidth and reducing backup time.
However, this technology still suffers from many security issues that have been discussed in
the literature. In this contribution, we have been focused on client side attacks and designed
a method that we called two-phase data deduplication allowing to build a storage system
performing a client-side data deduplication that is secure against attacks from malicious
clients. Our solution remains effective in terms of storage space and network bandwidth
consumption and have been patented. We describe the solution in Chapter 6

• An enterprise data outsourcing method: While the adoption of cloud storage services
to outsource every type of data is steadily growing, enterprises are still reluctant to out-
source completely all their data to the cloud because its benefits come with some inherent
risks implied by the fact that full control on data is given to the cloud storage providers. In
this contribution, we designed a solution allowing enterprises to outsource data to the cloud
while keeping control on them. Our solution leverages a cloud gateway located at the enter-
prise premises that aims to provide control on data stored in the cloud, improve data access
performance, optimize storage and network bandwidth usage, and provide data confidentia-
lity. To achieve that, this cloud gateway implements a metadata management on-premises as
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well as features such as caching, flexible data placement over multiple cloud storage services,
data encryption. Our method also used the secure two-phase data deduplication to improve
storage and network bandwidth consumption. We describe this solution Chapter 7.

• ODISEA: During this thesis, we have been involved in the Open Distributed Networked
Storage Architecture (ODISEA) project. It was a french collaborative project involving
several industrial and academic partners, namely Orange Labs, University Pierre et Marie
Curie, Technicolor, Ubistorage, eNovance, Institut Telecom). This project has been selected
by the FUI (Fonds Unique Interministeriel). The FUI is a French program supporting applied
research by providing funds to selected innovative and collaborative (i.e. involving industrial
and academic partners) project. Orange Labs was the leader of the project. The project aimed
to provide an open and distributed storage cloud by designing an architecture exploiting and
optimizing network resource in the core network and at the edge of the network to manage
and deploy storage resources and services. We have been involved in several tasks such as
brainstorming or the metadata system development for the system prototype that have been
presented to the Salon de la Recherche organized by Orange in 2013.

Results

Scientific articles

• Pierre Meye, Philippe Raïpin, Frédéric Tronel, and Emmanuelle Anceaume, "A secure two-
phase data deduplication scheme", Proceedings of the 6th International Symposium on Cy-
berspace Safety and Security (CSS). Paris (FRANCE) 2014.

• Pierre Meye, Philippe Raïpin, Frédéric Tronel, and Emmanuelle Anceaume, "Mistore: A dis-
tributed storage system leveraging the DSL infrastructure of an ISP", Proceedings of the
International Conference on High Performance Computing & Simulation (HPCS). Bologna
(ITALIA) 2014.

• Pierre Meye, Philippe Raïpin, Frédéric Tronel, and Emmanuelle Anceaume, "Toward a dis-
tributed storage system leveraging the DSL infrastructure of an ISP", Proceedings of the 11th
IEEE Consumer Communications and Networking Conference (CCNC). Las Vegas (USA) 2014.

Patents

• Pierre Meye, Philippe Raïpin, Method for storing data in a computer system performing data
deduplication. WO2014154973. 2014

• Philippe Raïpin, Pierre Meye, Method of processing data in a distributed storage system.
WO2014096607. 2014

White paper

• Sébastien Canard, Pierre Meye, Philippe Raïpin, Jacques Traoré, and Mohammed Tuhin.
"Cloud storage and confidentiality", Research paper (Orange Labs). 2014

Talks

• Pierre Meye, "A secure two-phase data deduplication scheme". WOS 4: Workshop on Storage
and Processing of Big Data. Rennes (FRANCE) 2014.
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Organization

The thesis is organized as follows. Chapters 1 to 3 introduce and discuss fundamental concepts
and techniques that are relevant for understanding the problems and the contributions made in
this thesis. More specifically, in Chapter 1 we review the basics of the cloud computing paradigm,
the context in which this thesis is contained. In Chapter 2 we discuss about data storage and its
importance. We present the basics of dependability in Chapter 3 with a focus on the properties
that are relevant to our contributions that we present from Chapter 4 to 7. More specifically
in Chapter 4 we present Mistore the distributed storage system designed during this thesis. In
Chapter 5 we describe a data placement and maintenance method suitable to manage data stored
in Mistore. We present in Chapter 6 the two-phase data deduplication. In Chapter 7 we describe
a method dedicated to enterprises allowing to outsourcing data in cloud storage while preserving
control on the outsourced data. Finally, we conclude this thesis in Chapter 8.
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1
Cloud computing

Since the contribution of this thesis is related to a cloud environment where the re-
sources provided to clients is the storage, we think that is relevant to review the fun-
damental concepts of the cloud computing paradigm before diving into cloud storage.
This is the objective of this chapter.

Contents
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Cloud characteristics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Cloud Service models . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Cloud Deployment models . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1



2 CHAPTER 1. CLOUD COMPUTING

1.1 Introduction

Cloud computing is a paradigm promising to speed up and ease services deployment to clients and
reduce the cost of such service deployment. Typically, cloud vendors provide virtually unlimited
resources (network, storage, compute,etc) or applications available on-demand that clients will
pay-per-use. There exist several attempts of definition of the cloud computing paradigm, the
most notable definitions being the NIST definition of cloud computing [85] and the Berkeley cloud
computing view [10] which also addresses the potential and obstacles to the cloud computing
growth. This section is inspired by the NIST definition of cloud computing which is certainly the
most adopted definition. The NIST defines the cloud as following:

Cloud computing is a model for enabling ubiquitous, convenient, on-demand network
access to a shared pool of configurable computing resources (e.g., networks, servers,
storage, applications, and services) that can be rapidly provisioned and released with
minimal management effort or service provider interaction.

Figure 1.1 shows the differences between managment responsability of clients and cloud service
providers in the traditional IT model and in the three service models of the cloud computing.
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Figure 1.1: Cloud computing stacks regarding the different cloud services and the traditional IT
service model.

In the remainder of this chapter, we review in Section 1.2 the main characteristics of cloud en-
vironments. In Section 1.3 we describe the different cloud service models. Section 1.4 describes
different cloud deployment scenarios. Section 1.5 concludes this chapter and opens the next one.

1.2 Cloud characteristics

Here are the essential characteristics that a computing cloud environment should provide.

On-demand self-services: The clients can get network, storage, or computing resources auto-
matically without interaction with the Cloud Service Provider.

Ubiquitous access: Resources can be accessed from anywhere using any device.
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Multi-tenancy and Resource pooling: The ability to use shared resources and provide them
to clients (i.e. tenants) with on-demand self-services capability in such a way that each client is
isolated from the others and unaware of the fact that they use shared resources. Multi-tenancy
and resource pooling commonly rely on visualization technologies.

Elasticity: The ability to adapt (i.e. increase, decrease, delete) the provided resources auto-
matically depending on some conditions at runtime (e.g. a peak of charge). Elasticity allows the
pay-per-use model in which clients pay only for the resources used. Note that the scaling process
may be configured by the client or the Cloud Service Provider.

Measure usage: The ability to monitor and keep track of the provided resources. This allows
transparency through control and reporting between the Cloud Service Provider and the clients.

1.3 Cloud Service models

A cloud service model represents an ensemble of resources that is provided as a package to clients.
Here after the most common service models:

Infrastructure as a Service (IaaS): The possibility provided to clients to provision fundamen-
tal raw IT resources such as computing capacity, storage, networks (See Figure 1.1). The clients can
deploy and run arbitrary applications using the provided resources. This model is mostly dedicated
to clients in the need of a high level control on the cloud environment. In fact resources provided
by IaaS are generally not pre-configured. Amazon is one of the most popular IaaS providers with
the Elastic Compute Cloud (EC2) service1.

Platform as a Service (PaaS): A cloud environment provided to clients containing deployed
resources that are pre-configured. Clients can deploy custom applications using languages, library,
services, and tools supported by the provider. Clients do not have control on the underlying
cloud infrastructure but can have control over the deployed applications and possibly configuration
settings for the resources in the provided environment (See Figure 1.1). The Microsoft Azure
platform2 and the Google App Engine3 are prominent example of PaaS services.

Software as a Service (SaaS) The capability to clients to use a provider’s application running
on a cloud infrastructure (e.g., a webmail service). The applications may be accessible from various
client devices through either a thin client interface, such as a web browser, or a program interface.
Clients of SaaS generally have a very limited control over the SaaS implementation as well as over
the underlying infrastructure (See Figure 1.1). Salesforce is a well known SaaS provider4.
Note that a PaaS can be used by a client to deploy a cloud service as a SaaS that will be provided to
other clients. Figure 1.2 illustrates relations between actors (i.e. vendors, application developpers,
and end-users) and services (i.e. IaaS, PaaS, and SaaS).

1.4 Cloud Deployment models

A cloud deployment model specifies how a cloud environment is set up. The focus is made on
the relation between the actors providing the infrastructure (i.e. the raw IT resources) that we
call the Infrastructure Providers and the actors providing services such as PaaS and SaaS. There

1http://aws.amazon.com/ec2
2http:///www.microsoft.com/windowsazure
3http://code.google.com/appengine/
4http://www.salesforce.com
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Figure 1.2: Relations between the different cloud service models, cloud vendors, developers, and
the end-user.

exist several cloud deployment scenarios depending on which actor provides what resources. Here
after we review some of the most common cloud deployment scenarios. There are illustrated in
Figure 1.3.

Private cloud: The cloud environment, infrastructure and service, is owned and/or used by a
single entity or organization (e.g., an enterprise). Figure 1.3a illustrates a private cloud. It may be
owned, managed, and operated by the organization, a third party, or some combination of them,
and it may be deployed on- or off-premises.

Public cloud: The cloud infrastructure is provisioned for open use by the general public. It
may be owned, managed, and operated by a business, academic, or government organization,
or some combination of them. This is the most common cloud scenario. Figure 1.3c illustrates
a public cloud. Note that the Infrastructure Provider and the Service Provider may be different.

Community cloud: The cloud environment, infrastructure and service, is provisioned for an ex-
clusive use by a specific community of clients of organizations that have shared concerns (e.g., mis-
sion, security requirements, policy, and compliance considerations). The cloud environment may
be owned, managed, and operated by one or more of the organizations in the community, a third
party, or some combination of them.

Hybrid cloud: This type of cloud is created by composing two or more cloud infrastructures
owned by different providers. There is some advantages to leverage several cloud infrastructures
instead of a single one [79, 130]. For instance it allows to avoid vendor lock-in when the client
is able to move freely data or tasks from on provider to another. It also improves reliability and
availability when redundancy is leveraged across different providers allowing to tolerate unavail-
ability or outages that may occurs at any individual cloud infrastructure. Cloud composition also
helps to be compliant to some legislation. In fact it is unlikely that the infrastructure of a single
provider can span all the countries in the world and while some applications can have legislative re-
quirements, composing several cloud infrastructures can help to deploy applications that can works
across larger geographical regions and be compliant to several legislations. Moreover, because all
cloud infrastructures are not equal, a cloud infrastructure may be the best choice for a specific
task than another. There exists many type of hybrid cloud deployments. Here after examples of
several types of hybrid cloud deployment scenarios:
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• Cloud bursting: Figure 1.3d illustrates a private cloud bursting. In this scenario a private
cloud can extend its capacity using dynamically the resources provided by another Infras-
tructure Provider. Its can be used for example to get more resources when the limits of the
private cloud are reached.

• Multi-cloud: Figure 1.3f illustrates a multi-cloud scenario. Here, the Service Provider is
able to select which cloud infrastructure to use in the service. A multi-cloud approach can
help to avoid cloud vendor lock-in, improve availability by using redundancy across two or
more cloud infrastructures, choose the suitable cloud infrastructure for a specific task.

• Cloud federation: Figure 1.3g illustrates a cloud federation scenario between three In-
frastructure Providers. In this case, Infrastructure Providers are collaborating together. It
allows an Infrastructure Provider to offload some tasks to others, or to support services that
can span a larger geographical region. The federation between the Infrastructure Providers
is transparent to the Service Provider. In fact the Service provider subscribes to an Infras-
tructure Provider and it is not necessary aware of existing cloud federation agreements.

• Cloud brokering: Figure 1.3e illustrates a cloud brokering scenario. A cloud broker is
an intermediate actor between Service Providers and Infrastructure Providers. The cloud
broker is responsible of the selection of the suitable Infrastructure Provider on behalf of the
Service Provider depending on the requirements of the Service Provider. The cloud broker
may have partnerships with several Infrastructure Providers. A cloud broker actually hides
the complexity of selecting, subscribing, and accessing to resources provided by Infrastruc-
ture Providers.

1.5 Summary

In this chapter we have presented the basics of the cloud computing paradigm. While vendors are
providing more and more cloud computing solutions, their adoption is still below the expectation.
This is due to some inherent issues that suffer cloud computing environment. Among these issues,
we can notice dependability, lost of control because the client does not necessarily master all the
stack of the resources, and the flexibility to avoid vendor locking situation [71, 107]. In this thesis
our contributions regarding these issues take place in a cloud computing environnement where the
resource provided to clients is storage.
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2
Data Storage

The purpose of this chapter is to give some understanding about the data and the tech-
nologies used to manage them. We review the different natures of data, some storage
service features, and data storage access technologies such as block-based, file-based,
object-based storage.

Contents
2.1 The different types of data . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Data storage service . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Storage access technologies . . . . . . . . . . . . . . . . . . . . . . . . 9

2.3.1 Block-based storage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3.2 File-based storage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3.3 Object-based storage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.4 Unified storage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

7



8 CHAPTER 2. DATA STORAGE

2.1 The different types of data

There is different types of data and a storage system may be optimized for a certain type of
data depending on the needs of the applications. Data can be structured, unstructured, or semi-
structured. There is also metadata, also known as data about data.

• Structured data: They represent data that can be classified, modeled, and attributed to
a fixed field. They are usually associated to data tables, spreadsheets, or to databases. In
this kind of data, it is possible to define the field of the data that will be stored and their
type (e.g. numeric, text, name, date, address, etc). They are simple to collect, stored, and
retrieved or queried. The Structure Query Language (SQL) [34] is a well known method to
manage structured data.

• Unstructured data: They are the data that cannot be easily classified, modeled, and
attributed to a fixed field. These kind of data include documents (e.g, pdf files, PowerPoint
presentations, etc), photos, videos, web-pages, etc.

• Semi-structured data: They have structured and unstructured data properties. Email can
be considered as semi-structured as there are composed of different part that can be struc-
tured (the header) and unstructured (the body, and the attachment part). XML (Extensible
Markup Language) and JSON (JavaScript Objects Notation) documents are also a form of
semi-structured documents.

• Metadata: The National Information Standards Organization (NISO) defines metadata as
follows: Metadata is structured information that describes, explains, locates, or otherwise
makes it easier to retrieve, use, or manage an information resource. Metadata is often called
data about data or information about information [97]. Example of metadata of a data item
may be the creation date or the size of this data item.

2.2 Data storage service

When in comes to storage services, from the users point of view, details of conception and imple-
mentation of the storage service are not really the most important. What really matter is usually
the features and the level of dependability provided by the cloud storage service. In the following
we review some of these features.

Backup and versioning

Nowadays cloud storage service are more and more used to backup data on a cloud. Rationales are
the unlimited storage space, the low cost, and the availability that the cloud promises. In general,
users get a local copy of these data. Remote copies are used for backup when the local copy is lost
due to a bad manipulation or the crash of the local storage devices. Copies stored in the cloud also
provides to users the ability to access to their data from everywhere at any time even if they do not
have access to their local storage device. The access can be done via a web browser for example.
A feature of backup that is very important in cloud storage services is the versioning system. In
fact, when files are updated, if the cloud storage service implements a versioning system, users are
able to get any prior versions of their data. This can be useful in the case of a bad manipulation,
a user can recover a prior version. Some cloud storage services 123 also allow to recover a file that
has been deleted within a certain retention period.

1https://www.dropbox.com
2https://onedrive.live.com
3https://www.google.com/drive
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Data synchronization

With the evolution of technologies, it becomes common for users to own several mobiles devices (lap-
top, tablet, smartphone, etc). Data synchronization is a feature that is more and more provided by
cloud storage services. It allows to get a local copy of data on several devices. Having a local copy
improves access performance as users do not have to get their data from the cloud. In other to keep
the different copies consistent and up-to-date, when data are modified on a device, the updates are
propagated toward the other devices of the user. A synchronization mechanism must provide ways
to resolve conflicts when multiple data modifications appear on several devices concurrently [76].
Note that if synchronization is provided with a backup feature, a copy can also be available in the
cloud so that users can get access to their data even if they do not have access to their devices, via
a web browser for example.

Content sharing/delivery

Due to the proliferation of mobiles devices and the evolution of the technologies, users create
and share more and more data [22]. This is the advent of the user-generated content. Users are
not anymore only consumers but they are also producers [35]. Thus, content sharing/delivery
mechanism are important to users in order to share data with friends, family, colleagues, or with
everyone on the web. Data shared may have some restrictions on the set of operations that will be
allowed to the recipients, e.g. the permission to read, update, or delete. Most of the user-generated
content been unstructured data, it represents the type of data exhibiting the largest growth with
the evolution of technology.

2.3 Storage access technologies

In this section, we review the most popular storage access technologies namely block based, file-
based, and object based storage. We will see that the difference between them is mainly how the
storage is presented to the system, the protocol used to process read and write requests, and the
way storage components is linked to the host.

2.3.1 Block-based storage

2.3.1.1 Direct attached storage technology

A basic method to perform data storage is to use a storage component (e.g., a hard drive, USB
keys, disk array etc.) that is directly connected to the host (e.g., a server, laptop, etc). This is
what we call a Direct Attached Storage (DAS) (See Figure 2.1) which is a simple architecture and
provides the best performance as applications on the host can store and retrieve data directly from
the storage component. There is no network devices such as hub, switch, or router between the
storage component and the host. Communication between the host and the storage component is
made via the I/O bus of the host through block storage interfaces (e.g, IDE, SATA, SAS, SCSI,
etc) that split and transfer data in raw data blocks of the same size. The DAS is presented to the
host as a locally attached disk, making DAS suitable to store various type of data (e.g. documents,
databases, Operating Systems, virtual machines, etc.)

File system: Note that to actually use the storage component a file system or filesystem is
usually put on top of the storage component. The filesystem is the link between applications and
the storage component. Note that some applications such as databases may implement their own
filesystem. We can divide a filesystem into two parts (See Figure 2.2)[87]:
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File System

Disk storageDisk storageDisk storage Disk storage

Application
Host

…
File access mode

Block access mode

Figure 2.1: Direct Attached Storage (DAS).

• The user component: It handles the way data are presented to applications and the abi-
lity to access to these data. For example through a hierarchical logical representation of
directories or folders containing the files.

• The storage component: It handles the way data are actually stored and retrieved on
the storage component and its metadata.

Applications

System call interface

File system

User component

File system

Storage component

Block interface

Block I/O manager

Disk storage

Applications

System call interface

File system

User component

File system

Storage component

Object interface

Block I/O manager

Disk storage

Figure 2.2: Block-based storage. The file system is divided in two parts the user component and
the storage component.

One of the limitations of DAS is that with its basic configuration, data on the storage component
can not be shared among several hosts. Even it is possible for the host, to which the storage
component is attached, to share the storage component to other hosts, it requires special support
and it is still limited by the hardware connection and thus lack in scalability.

2.3.1.2 Storage Area network (SAN)

Storage Area Network (SAN) is a storage networking solution that solves the scalability and storage
components sharing issues of DAS solutions. A SAN is a network that is formed by a switched
fabric of storage components and which is dedicated to the storage operations. While a host sees
a DAS as a locally attached disk, a SAN is presented to hosts as a network dedicated to storage.
Transfers are made using protocols such as Fiber Channel, iSCSI. It is then possible to scale by
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adding storage components to the switched fabric that form the SAN. Applications on hosts can
then access to a large capacity of storage directly with an improvement in performance since data
splitted in multiple blocks can be stored and retrieved in parallel on a large number of storage
components interconnected by a possibly high speed network. Similarly to a virtual environment,
a SAN solution allows to create and isolate logical storage zones on top of raw storage making a SAN
suitable to be used by various kind of applications over the network (e.g. documents, databases,
Operating Systems, virtual machines, etc.). However the security mechanism in a SAN creates
isolation to storage components level not to data or data block levels leading to some security issues.
Furthermore, since SAN presents raw storage to hosts, it is the applications or the file systems that
are responsible of the data and metadata management (See Figure 2.3). This point makes data
sharing among several applications and hosts complex since the applications or the file systems on
these hosts need to have the same knowledge about how the data are stored (i.e. the metadata)
and coordinate themselves to store data in order to keep the SAN system consistent.

Disk storageDisk storageDisk storage Disk storage

SAN

Network

Client

File System

Application

File System

Client

Application

File System

Client

Application

File access mode

Block access mode

…

Figure 2.3: Storage Area Network (SAN).

2.3.2 File-based storage

2.3.2.1 Network attached storage (NAS)

A Network Appliance Storage (NAS) is the most popular form of implementation of a file-based
storage. A NAS is actually a dedicated server located in the same network of the clients or a
different but accessible network (See Figure 2.4). A file-based system presents data to clients and
applications using a file system data representation i.e. a hierarchy of files and folders. The storage
component used by a file server may be a DAS or a SAN. The Network File System (NFS) and
Common Internet File System (CIFS) are the most popular protocols working on ethernet and
allowing applications to communicate with a NAS through the network.
A NAS provides a solution to the data access security and sharing issues across several applications
and hosts via a centralized architecture. In fact the server manages all the metadata of the data
that is stored in the storage component attached to it. It enhances security by implementing a
control on the access though Access Control Level (ACL) per folder or file. However these benefits
come at the expense of performance and scalability due to the centralized architecture of a NAS
which introduces a single point of failure as all the requests have to be processed by the server.
Note that even if the storage component used by the server is a high-speed SAN network, the
performance of the SAN will be hidden by the contention at the server. Moreover, a file-based
system only shares data using a file system data representation i.e. a hierarchy of files and folders.
This makes file-based systems suitable for applications dealing only with files and folders.
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Figure 2.4: Network Attached Storage (NAS).

2.3.2.2 SAN file system

A SAN file system is a combinaison of a NAS and a SAN storage in order to benefits from the
performance of the SAN and the simplicity of data sharing of a NAS. In a NAS file system, a server
is responsible of the entire file system (i.e. the metadata in the system). Clients address their
metadata request to this server however the server does not make the I/O requests to the storage
component like in the case of a simple NAS. The server actually direct clients the SAN storage.
This makes the clients accessing directly to the storage components reducing the contention at the
server and improving performance (See Figure 2.5). However this architecture introduces security
concerns in fact, the storage component in the SAN are not aware of the relations between clients
and the data they store so upon I/O request by clients, it can not perform any control. In this
architecture, clients are assumed to be trusted.

2.3.3 Object-based storage

In block-based and the file-based storage previously presented, storage system designers are limited
by the possibility of the block storage interface and metadata management leading to trade-offs
in system performance, scalability, security, and data sharing possibility. Object storage is a new
technology aiming to provide at the same time flexibility of medata management as well as security,
performance, scalability, and data sharing.
Object storage relies on intelligent storage components that we call Object-based Storage De-
vices (OSDs) which possess several resources such as storage capacity, memory, high-speed network
connection, or computing resources. All these resources make OSDs able to be aware of the data
been stored and the relation between them and the applications. These resources give to storage
components the ability to process data being stored in them.
The access to OSDs is made through an object storage interface. Figure 2.6 illustrates the difference
between a traditional block-based interface (used in DAS, SAN, and NAS), and an object interface.
In object storage, the storage interface is changed from block I/O interface to object interface, and
the storage component of the file system is offloaded to the OSD which is responsible of the storage
space allocation and the metadata management.
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Figure 2.5: SAN file system.
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Figure 2.6: Differences between traditional block storage and an implementation of object storage.
In object storage the storage component of the file system is offloaded to the OSD.[87]

In object storage, data are stored as objects and managed through a flat hierarchy unlike traditional
file systems which implement a hierarchical structure. An object is made of a data item and its
metadata. Unlike in block-based storage where data are managed as data blocks of the same size,
in object storage, there is no limitation on the size of the data or block of data. Object storage
associates an unique identifier to objects. Objects are accessed using the unique identifier. There
is no limit in the amount of metadata you can add to an object so they can be more detailed
than in a traditional file system. Note that an application may implement a metadata system
allowing to locate the data by their identifiers. These metatada can be stored separately using a
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database, an other storage system, or in an object storage system. The object interface supports
simple operations as get, put, delete, update, making it flexible and convenient be to be used over
network protocol such as HTTP. Popular object interfaces are Amazon S3 and CDMI.
Figure 2.7 illustrates an object storage system. A metadata server manages the information nec-
essary to locate the data (i.e. the association between data identifiers and the different OSDs for
example). The server grant capabilities to client that can access to data directly on the OSDs.
Because the OSDs are aware of the data they store, they can verify the capability of the clients
in order to grant the access to a data item or even to a block of data. Object storage offloads the
storage space allocation and metadata to storage components and allows direct access to storage
component which improves performance, scalability and data sharing across application. It also
improves security since security policy can be enforced by the OSDs thanks to the intelligence they
get from the different resources they possess.
Due to all its advantages and flexibility to be used with the HTTP protocol, object storage is
becoming very popular with the advent of cloud computing and is often used in cloud storage
services to store unstructured data (See Section 2.1). It is also used to store data that are less and
less accessed (i.e. backup or archival).

OSDOSDOSD OSD

SAN

Network

Object access mode

…

Clients
Metadata

servers

Metadata operations

Management operations

I/O operations

Figure 2.7: Object storage.

2.3.4 Unified storage

A unified storage is a system allowing several data access modes to a single storage platform,
for example a file-based, a block-based, and object-based access. A unified storage provides ease
of deployment and management as only a single platform is required instead of using separate
platforms for different data access modes. An unified storage is illustrated in Figure 2.8 where
the backend storage used is actually an object-storage and metadata servers on top of the storage
backend implement various kind of data access interfaces. Thus, several existing applications
can access to the same storage platform using different interfaces supported by the platform, for
example, using CIFS and NFS for file-based access, iSCSI and Fiber Channel for block-based
access, and S3 or CDMI for object-based access. Unified storage storage is becoming more and
more adopted. Ceph4 (block, file, object) and GlusterFS5(object, file) are examples of such systems.

4www.ceph.com/
5http://www.gluster.org/
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Figure 2.8: Example of a unified storage architecture.

2.4 Summary

In this chapter we covered the basics of storage technologies and we reviewed some of the users
interests in terms of features in storage systems. In order to meet the users interests and sustain
the ever growing amount of data, storage providers have to face several challenges. Some of them
wil be addressed in this thesis.
Our contributions target dependability properties and storage cost optimization. Addressing de-
pendability properties allows to provides efficient, scalable, secure, and reliable storage services.
Implementing storage cost optimization is also appealing for storage providers since it allows them
to sustain the growing amount of data to store while keeping the storage cost low.
We review the dependability concepts in Chapter 3. After that we present our contributions about
dependability in Chapter 4 and 5. Chapter 6 and Chapter 7 deal with confidentiality and a storage
cost optimization technology called deduplication.
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3
Dependability

In this chapter, we review the basics concepts of dependability. Then we focus on
the properties of dependability that are the most relevant, regarding our thesis, to stor-
age systems; namely, availability, durability, consistency, and security. We present
their rational and explain how they are usually provided in storage systems.
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3.1 Basic concepts of dependability

Dependability is a generic concept used to define or attest the correctness of how a system performs.
It is defined in [11] as the ability to deliver services that can justifiably be trusted. Usually it is
defined by several attributes. Although there exists several definitions of what dependability is, it
is generally accepted that dependability encompasses a certain number of attributes that can be
called core dependability attributes. These are there descriptions of the core attributes as defined
in [11]:

• Availability: The readiness for correct services. Regarding security the availability is per-
ceived as the fact that only authorized actions are possible.

• Reliability: The continuity of correct services.

• Safety: The absence of catastrophic consequences for the user(s) and the environment.

• Integrity: The absence of improper system alterations. Regarding security it is perceived
as the absence of unauthorized actions.

• Maintenability: The ability to undergo modifications and repairs.

• Confidentiality: The absence of unauthorized disclosure of information.

In these core attributes we can notice that some attributes are related to security which compounds
the attributes of availability, integrity, and confidentiality. Note that depending on the application,
the dependability attributes may vary. Not all the applications require the same dependability at-
tributes. On the other hand, the core attributes can also be divided in several secondary attributes
to refine or bring more precision on the attribute.
In this chapter we will focus on the attributes that are more common in the vocabulary regarding
cloud storage namely data availability, durability, consistency, confidentiality, and integrity.

3.2 Data availability and durability

Data availability is a term used to describe the accessibility of data. Data are available if they can
be accessed on demand (i.e. when a user requests it). Data durability means that data stored in
the system is not lost even in the presence of disk or node failures in the storage system [26]. The
difference between them is that data can be durable but not available. For example, if some data
are stored on a storage node that is offline, these data are not available but are not lost. These
data become available as soon as the storage node gets back in an online mode. Notice that it is
impossible to ensure data availability without ensuring durability. In fact if eventually data get
lost the availability will be impossible to achieve.
To the best of our knowledge, it is not possible to build nodes or devices that never fails. Thus,
hardware and more generally nodes failure is even considered as the norm rather that the exception,
especially when the system involves thousands of components [115, 55, 53]. A study by Visions
Solutions [120] states that:

According to Dunn & Bradstreet, 59% of Fortune 500 companies experience a minimum
of 1.6 hours of downtime per week. To put this in perspective, assume that an average
Fortune 500 company has 10,000 employees who are paid an average of $56 per hour,
including benefits ($40 per hour salary + $16 per hour in benefits). Just the labor
component of downtime costs for such a company would be $896,000 weekly, which
translates into more than $46 million per year.
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It thus important to design systems that can tolerate components failures while ensuring data
availability and durability since failures, system downtime, and data lost can have negative impacts
for the clients but also for the Cloud Storage Provider.
Data availability and durability is usually achieved with redundancy implemented by software.
In the following we present how data redundancy (See Section 3.2.1 is leveraged to ensure data
availability and durability. We also review concepts of data placement (See Section 3.2.3) and data
maintenance (See Section 3.2.2) that can have an impact on the data availability and durability.

3.2.1 Data redundancy

Data redundancy is the common method used to ensure data availability and durability. Having
data redundantly stored in the system at different locations (i.e. hard drives, storage nodes, storage
servers, datacenters, etc.) helps to cope with failures. If a copy of a data item is lost because its
storage node failed for example, we can recover the data item from another copy stored at a different
location.
The replication is a technique widely adopted to create redundancy in which several copies of
a same data item are stored ideally in different locations such that the loss of some copies of
that data does not affect its availability and durability. A common redundancy strategy is to cre-
ate three copies [117, 53] also called tri-plication. Note that the number of copies or the degree of
redundancy has to be maintained. In fact as losses occurred, new copies have to be created (See Sec-
tion 3.2.2). Data replication is also used to improve availability regarding access latency. Most of
cache systems are based on replication of data closed to users in order to reduce the access latency.
The replication is very easy to implement however it may require a large amount of storage space
to provide data availability and durability. Other redundancy techniques include erasure coding
techniques [135, 32, 17, 110] that aim to provide the same level of data availability but with a lower
storage space consumption.

3.2.2 Data maintenance

Data redundancy is not enough to ensure long term availability and durability of data in the
system, a data maintenance is required. In fact, we know that storage nodes unavailability (due to
overload, failures, etc) are inevitable so the system may lose some data if no actions are taken when
failures occur. It ensures the data availability and durability despite the occurrence of transient or
permanent nodes unavailability.
One of the main requirements of a data maintenance system is a monitoring service that can detect
all the changes (e.g. addition or removal of nodes) in the system [24]. It is usually implemented
by sending periodically small messages sometimes called keepalive or heartbeat to a node that is
checking or maintaining the aliveness of the sending node.
Storage nodes unavailability reduces the redundancy level of the data stored on them so eventually
some data may be lost. Unavailability may be due to several events (e.g., nodes failures, overload,
network failures, etc.) but we can distinguish two types of unavailability:

• Temporary unavailability: In this case, the storage node is not available at a specific
moment. The node may been powered off for example. In this case, the data stored on such
an unavailable nodes are unavailable too but not lost. As soon that the node gets online in
the system, its data become available.

• Definitive unavailability: the storage node goes offline and will never come back online
in the storage system. This may be due to a failure for example. In this case, all the data
stored on the unavailable node are lost.
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A data maintenance system must maintains a certain level or factor of data redundancy despite
storage nodes failures. Note that the level of redundancy may be defined, specified in the form of
a threshold or a minimum redundancy level [32]. There is two common methods to address nodes
departures, reactive and proactive maintenance methods.

3.2.2.1 Reactive maintenance

A reactive maintenance system applies action when a node unavailability is detected. We can
qualify a reactive maintenance system to work in an eager or lazy mode:

• Eager mode: In this mode a level of redundancy is defined. When a storage node is un-
available, the system re-creates immediately redundancy for all the data impacted by this
unavailability. One of the concerns of this solution is that there is no difference between
temporary and definitive unavailability. The system creates redundancy even when the un-
availability is just temporary. The consequences are an unnecessary consumption (computing,
network bandwidth, storage space, etc). However, when some nodes get back online, the re-
dundancy level of their data may exceed their pre-defined level. Managing the redundancy
level when the temporary unavailability are frequent makes the system maintenance difficult
and overwhelming. In fact, a reactive system can create a spike in the network bandwidth
consumption to respond to an unavailability.

• Lazy mode: This mode mitigates the unnecessary resources consumption in data recon-
struction present in eager reactive maintenance systems. The idea is to not create replicas
as soon as an unavailability is detected. It helps to reduce the redundancy created in case of
temporary unavailability. Usually these methods define a threshold in the redundancy level
of data and assume that data availability and durability can be ensured when the redundancy
level is equal or superior to the threshold. When an unavailability is detected and the redun-
dancy level of some data is still superior to the defined threshold, no redundancy is added.
When the redundancy level is lower than the threshold for some data, the system recreate
redundancy for those data. These strategy is appealing when the redundancy is created using
erasure codes that can reconstruct several fragments at the same time.

We can notice however, that these two modes do not manage efficiently the network bandwidth
consumption. In fact in the two modes, when the system decides to rebuild data lost, it is done
in a busty mode without concern of the network state. This, can create spikes in the network
bandwidth.

3.2.2.2 Proactive maintenance

Proactive maintenance systems aim to make a better use of the network bandwidth consumption
than reactive maintenance systems. Contrarily to reactive maintenance systems, the proactive
maintenance systems does not respond to nodes unavailability. Instead they create redundancy
continually at a defined rate. We can distinguish two kinds of proactive maintenance systems,
static and adaptive:

• Static: Here redundancy are created in background periodically at a low rate. With this
strategy, the bandwidth consumption is predictable and avoid network bandwidth spikes to
respond to nodes unavailability [119]. The concern about this strategy is that the system must
create redundancy faster than the occurrence of node unavailability. Moreover, it assumes a
static system as the rate at which redundancy is created is fixed.

• Adaptive: This mode improves the static proactive maintenance strategy. Here the rate at
which redundancy is created depends on nodes availability pattern [46]. An adaptive strategy
assumes than the nodes availability may vary over time and adapt itself to it contrarily to
a static proactive scheme. This strategy requires an effective node availability predictor to
work efficiently.
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3.2.2.3 Data maintenance and load balancing

As data are stored in the system and storage nodes are added and removed, the location of data may
be the right location at time t but at t + k it may not be the right location anymore. Maintaining
the data at the right location depends on several factors such as the data access pattern, nodes
departures or arrivals, etc. Ideally, all the storage nodes should equally be leveraged in the storage
system activity. We can distinguish two operations that are important when dealing with nodes
arrivals et departures, load balancing and data migration.

• Load balancing: For a better usage of the storage resources in the system, the existing
storage resources should share the load of the system taking into account their capacity
that may be heterogeneous. For instance, a node having more resources should receive more
requests. If the data placement is based on a catalog maintaining the locations of all the data
in the system, it is simple to decide where to store data such that the storage nodes resources
are evenly distributed among all the nodes taking into account the potential heterogeneity of
the nodes. This technique may suffer from scalability problems since the amount of metadata
to maintain may be large. On the other hand, data placement based on hashing techniques
are more scalable since there require a few amount of information to store regarding the
location of data. The information to store are mainly about the nodes in the system and not
the data.

• Data migration: It can be considered as a side effect of the load balancing operations. In
order to evenly share the storage workload amount all the nodes in the system, when some
nodes are introduced in the system, some data stored on older nodes may have to be migrated
to newer nodes. Similarly when a node is removed from the system, the data stored on this
node should be replicated on the remaining nodes. The complexity of the data migration is
to find the right schedule to move the data such that regular read and write operations are
not impacted by the migration operations.

3.2.3 Data placement

The data placement strategy in a storage system is a crucial point. The location where data are
stored in the system can have an impact on several factors such as the performance, the availability,
the scalability of the system, or the cost of the storage architecture.

• Impact on performance: A data placement strategy that stores data close to their users
reduce data access latency. Data access performance may also be increased with techniques
such as data stripping where data are splitted in several blocks which are stored or retrieved
in parallel on several nodes.

• Impact on data availability: A data item and its replica should be located in different
places otherwise it does not improve data availability or resiliency since the lost of that node
result in the lost of several replicas.

• Scalability of the system: A data placement strategy requires metadata. These metadata
may concern information about the data, their replica and their locations. Data placement
methods that can find quickly where to store or get data while keeping the amount of meta-
data to maintain low provide a good scalability. Otherwise, it creates a bottleneck in the
path to access data and impact negatively the scalability of the system.

• Storage cost: All the data do not have the same value. Storage cost optimization tech-
niques such as storage-tiering actually relies on a well thinking data placement on nodes
to optimize performance, availability, and recovery while minimizing the cost of the overall
storage architecture [6]. For instance storing data that are frequently accessed on expensive
nodes with high performance and low storage capacity, and store data that are rarely or less
frequently accessed data that not more or less frequently accessed on cheaper node that have
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lower performance and high capacity. A knowledge of the data, their usage, and their life-
cycle is necessary to implement such solutions. See Section 6.6.1 for more details on storage
cost-optimization technique.

In the following we describe some of the most common placement techniques namely, the directory-
based, and the pseudo-randomized techniques.

3.2.3.1 Directory-based approaches

These approaches rely on a table or directory to store the metadata regarding the location of every
data in the system. That is, the table keeps a list of data identifier and the list of the nodes where
they are stored. The data placement method may also keep track of the free space in the system
in order to balance the load when allocating new data to storage nodes. This type of technique
requires to traverse the metadata directory or table in order to perform I/O operation [30, 19].
Thus performance may decline as the amount of metadata increases reducing system scalability,
availability, and performance [125, 142].

0 1 2 … n

metadata operations

I/O operations

metadata server / cluster

Storage nodes cluster

Figure 3.1: Example of a directory based data placement.

3.2.3.2 Pseudo-randomize approaches

Pseudo-randomize approaches aim to offer a better alternative to a directory or table based data
placement in terms of performance and scalability. They do not rely on a table containing the
location of all the data stored in the system. They usually require that each node and data item
in the system be assigned a unique identifier in the same namespace. A node is responsible of one
or several portions or ranges in the system namespace. In order to find where to read or write a
data item, a function (usually a hash function) taking into parameters the data item identifier and
the list of nodes in the system is used. This function, maps the object identifier to a point in the
namespace, the storage node responsible to portion of the namespace containing this point will be
associated to the data item [72, 25, 137, 90, 67].
Figure 3.2 illustrates a pseudo-randomize placement method based on the modulo function. For
instance for an object with an identifier 7 and n the number of nodes been equal to 5, the object
will be stored and read on the node with the identifier 2 because 7%5 = 2. Here, the amount of
metadata to maintain in the system depends on the number of nodes in the system, not on the
amount of data items or data blocks to store.
While the method illustrated in Figure 3.2 helps to catch the concept of pseudo-randomize data
placement methods, it contains several flaws. In the following we discuss these flaws and how
advanced pseudo-randomize techniques deal with it.

Efficient migration: In Figure 3.2, when adding or removing storage nodes, a large amount of
data have to be migrated to others nodes to keep consistent the lookup mechanism. Depending on
the amount of existing data and the workload, migration can have a negative impact on performance
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GetLocationByObjectID(objID) = objID mod(n)

Figure 3.2: Example of a pseudo-randomize data placement.

and availability of the system [61, 116]. Advanced pseudo-randomize techniques try to minimize
the amount of data that have to be re-located in case of node arrival or removal [25, 90, 67, 136].
Ideally the amount of data to migrate upon nodes arrival or removal should be equal to m/n with
m the overall amount of data and the n the total number of nodes in the system considering all
nodes having the same capacity.

Load balancing and heterogeneity support: In Figure 3.2, the function assumes that all the
nodes are equal which is not necessary the case. Some nodes may have more resources (storage,
compute, memory, etc), other nodes may be new in the system and may have more free space.
A placement method taking into account the heterogeneity of the nodes will try to keep balanced
the load among all the storage nodes in the system proportionally to their capabilities. Note that to
keep a system well balanced, data migration is needed in the case of nodes arrivals and departures.
To achieve it, in some methods, depending on their capabilities, storage nodes are responsible of one
or several portions or ranges of the namespace proportionally to its capacity [121, 90]. Depending
on the placement method, the number of ranges or portions of the namespace a node is responsible
of may vary upon nodes arrivals and departures.

Redundancy support: In Figure 3.2, a data item and its replica will be stored on the same
node canceling all the benefits of data redundancy. More complex and efficient pseudo-randomize
data placement methods ensure that a data item and its replica will be stored on different nodes.
In certain systems, mostly Peer-to-Peer systems [84, 8], to achieve it, a node maintains a list of
other nodes that are its neighbors or successors and the system allows a node to store on its
neighbors the replica of the data it is responsible of. An other strategy is to store replica using
different keys/identifiers (e.g. using the data item and a replica index) so that they can be stored
by different nodes. Other systems use the notion of placement groups sometimes called replication
groups or redundancy groups [136, 142, 145]. In this strategy data items are associated to a
placement group instead of being associated to a node. The data item will be replicated on all the
nodes of the placement group.

Reverse lookup: In Figure 3.2 and in most of pseudo-randomize data placement methods,
the lookup function, usually a hash function, is non-reversible i.e. knowing the output (the storage
node identifier) of the function, you can not recover the input (i.e. the data item identifier). When
a node is removed (e.g. because of a crash), the redundancy level of data stored on such nodes is
impacted so it may be relevant to create additional replicas. Finding what data are impacted by
the removal of a node is a process sometimes called reverse lookup [142, 145]. If the location of all
data stored in the system is not maintained in a centralized place like in directory-based method,
it is not simple to get the list of data that were stored in the removed node. The placement group
notion (See the previous paragraph on redundancy support) helps to achieve the reverse lookup
while maintaining low the amount of location metadata to maintain (usually the list of nodes and
their placement groups) [136, 142, 145]. In fact because a data item is replicated on all the nodes
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of the placement group, when a node is removed, the list of data that were stored on that node
can be retrieved using the list of data stored on the remaining nodes of the placement groups
the removed node was part of.
Table 3.1 shows a comparison of some placement technique regarding the previous characteristics.

Efficient
migration

Load balancing
and heterogeneity

support

Redundancy
support Reverse lookup

Directory-
based

methods
[30, 19]

Possible through
nodes capacity and
data monitoring

Possible through
nodes capacity and
data monitoring

Yes Through metadata
traversal

Consistent
hashing [72]

Migration is done
only among the
neighbors of the

new/removed node.
The load is not share
by all the nodes of

the system

Load balancing only
for homogeneous
nodes. Systems
using consistent
hashing like

Chord [121] provide
heterogeneity using

virtual node
techniques

Can be provided by
replicating data

among neighbors or
by storing replica
using different keys
(e.g. using the data
item and a replica
index) so that they
can be stored by
different nodes

Coordination
between nodes
storing replica.

CRUSH
[137]

yes yes

Managed via a
placement group
technique in

Ceph[136], the
system using

CRUSH

Managed via a
placement group
technique in Ceph,
the system using

CRUSH

Random
slice [90]

yes yes

We are not aware of
any system using the

random slice
placement technique.

However reverse
lookup can be added

using placement
group technique

We are not aware of
any system using the

random slice
placement technique.

However reverse
lookup can be added

using placement
group technique

Asura [67] yes yes

We are not aware of
any system using the
Asura placement

technique. However
redundancy can be

added using
placement group

technique

We are not aware of
any system using the
Asura placement

technique. However
reverse lookup can
be added using
placement group

technique

Table 3.1: Comparison of some placement and maintenance algorithms.
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3.3 Data consistency

In a distributed system where data are mutable, because of the data redundancy mechanism, it is
possible to observe at a specific time different versions of the same data. For example, when only
a subset of the replica of an existing data item have been updated. In this situation, if several
clients perform concurrently a read operation on the same data item, they may receive different
versions of that data. In such a distributed system, designers have to define what we call the data
consistency provided in the system.
We can define the data consistency as the guaranty of the freshness of the data that we get upon
a read operations of a data. If the system ensures that a read operation always returns the latest
version of data we say that this system provides a strong consistency. Otherwise, the system
provides a weak consistency. There exists various consistency criteria from strong consistency to
weak consistency.
In cloud storage systems the consistency criteria that is the most adopted is the eventually con-
sistency, a form of weak consistency, which has also several variations. This consistency criteria
ensures that if no updates (i.e. write operations) are made on a data item, eventually all the read
operations will return the last updated version of that data item. The reason why eventually
consistency is widely adopted is due to the fact that strong consistency can be costly to achieve
in terms of performance reducing the scalability of the systems if there is a lot of write and read
operations that are concurrent on the same data. This leads to different tradeoffs that designers
have to face regarding data consistency management.

3.3.1 Tradeoffs in data consistency management

Due to the cost of providing data consistency in a distributed system, system designers usually
face some tradeofs regarding data consistency management. These tradeofs are mainly related
to the guaranty of providing strong consistency, availability, performance, and network partition
tolerance. These tradeofs are commonly expressed by the CAP theorem. In this section we describe
the CAP theorem and also the PACELC approach which is a other way to consider the tradeofs
in data management consistency.

3.3.1.1 The CAP Theorem

CAP stands for Consistency, Availability, and Partitioning:

• Consistency: The ability of the system to always provide strong consistency.

• Availability: The ability of the system to never exhibit downtime even in the presence of
some nodes unavailability (i.e. read and write operation always succeed).

• Partitioning: The ability of the system to tolerate network partition and arbitrary messages
loss. For example if the network is splitted in two disjoint subsets, in each subset the system
is still able to respond to clients requests.

The CAP theorem has been first stated by Eric Brewer at the PODC 2000 keynote. It has
been formally proved in 2002 by Nancy Lynch [54]. It states that when building a distributed
system, it is impossible to provide at the same time strong consistency guaranty, availability, and
network partition tolerance. Only two among the three properties can be provided by a distributed
system (See Figure 3.3). The mostly adopted idea is that in any distributed system, partitions
may occur so it is unavoidable. So a distributed system must tolerate partitioning, it leads system
designers to choose between consistency and availability. However many cloud systems put a high
priority in availability making several cloud system designers sacrifice data consistency.
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Figure 3.3: The CAP Theorem.

3.3.1.2 The approach PACELC

The approach PACELC [2] comes from the observation that considering the CAP theorem, many
system designers automatically sacrifice strong consistency when building their systems. This
approach suggests to think about the CAP theorem in the way that availability and consistency
can not be achieved in the presence of network partition. The same suggestion has also been made
by Eric Brewer in 2012 [20]. This approach considers that when there is no network partitions,
the tradeoff becomes between consistency and latency (See Figure 3.4). In fact ensuring strong
consistency introduces latencies due to read and writes requests synchronization. The choice may
be to relax consistency to reduce the latencies. This approach states that the tradeoff between
latency and consistency is to consider when there is no partition. If there is network partitions,
the CAP theorem is then applied.

MEYE Pierre 14

Théorème PACELC

Approche PACELC (Partioning, Availability, Consistency, Else, Latency, Consistency)

• Extension du théorème CAP

� En l’absence de Partition dans le système, faire un compromis entre la Latence et la

Cohérence

P
ElsePartioning ?

A C L C

Figure 3.4: The approach PACELC: In the presence of network partitions, the CAP theorem is
applied. Otherwise, the trade-off should be between latency and consistency.

3.3.2 Emerging trends in data consistency

Due to the high cost of providing strong consistency criteria, several storage systems choose to
provide only the eventual consistency model [134]. However, even if it is sufficient for a large panel
of applications some others require strong consistency criteria [36, 74]. In fact, a strong consistency
is a desirable property for application programmers as it is easy to reason about.
As the consideration of the tradeoffs in data consistency evolves [20, 2, 127], system designers tend
to consider approaches that are different than just provide the eventual consistency model. Among
these approaches, we can mention the following one:
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• Static consistency selection: In this case, the system is able to provide several consistency
models [29, 102]. This strategy has been introduced in several well known systems such as
Cassandra[74] or DynamoDB[36]. However the targeted consistency model is fixed.

• Adaptive and dynamic consistency selection: In this approach, the idea is to change
dynamically the consistency model in order to provide strong consistency when necessary
and relax consistency criteria to meet performance SLAs depending on parameters such as
the access behavior, etc.

• Consistency using conflict-free replicated data type: This approach relies on the
conception of data structures that can support concurrent requests on the same data and
still maintain consistency without concurrency control. A pioneer of this approach is the
Commutative Replicated Data Type (CRDTs) [104] which a data type in which the operations
on the same data commute when they are concurrent.

3.4 Data confidentiality

While the adoption of cloud storage services to outsource data is steadily growing, its benefits come
with some inherent risks implied by the fact that full control on data is given to the CSPs [71,
107, 109]. Clients (e.g., individuals, scientists, enterprises, governmental agencies, etc) may want
to restrict the control or access of the CSP to their sensitive data in order to preserve some
confidentiality.

3.4.1 Basic concepts

Data confidentiality in cloud storage systems is usually achieved using cryptographic methods that
transform a plaintext file into a ciphertext file, using a specific key. The result of this transforma-
tion is incomprehensible in order to preserve the confidentiality of the plaintext file. This is called
an encryption. Another specific key is required to transform the ciphertext back into the com-
prehensible original plaintext file. Recovering the plaintext file is called decryption. The security
level, and thus the confidentiality, is based on the difficulty to decrypt a file without the proper
key. There are two basic cryptographic methods to achieve encryption, the symmetric (also known
as secret key encryption) and the asymmetric (also known as public key encryption) [70, 118].

Symmetric encryption

The same key is used to both encrypt and decrypt data. This scheme is generally faster than the
asymmetric encryption schemes and consumes less processing resources. However sharing the en-
cryption keys is not trivial. For example, when a user Alice wants to share an encrypted content
with another user Bob, Alice must share the key with Bob so that he will be able to decrypt
the content. Sharing an encryption key with another user must be done through a secure commu-
nication channels, which can be difficult to achieve. This scheme has strengths and weaknesses.
In fact different keys may be used for different files, so when a key is compromised, only the files
encrypted with this key are compromised. Different keys can also be used for a same file when
sharing it with different users. Moreover encryption keys may have to be renewed periodically. So
as the number of keys grows, managing and securing all the keys become cumbersome.
In 1997 the National Institute of Standards and Technology (NIST) launched a competition about
symmetric encryption algorithms. In 2000, among 15 propositions, the Advanced Encryption
Standard (AES) algorithm [33] is declared the winner. This algorithm has been standardized in
2000. To encrypt data, the AES algorithm operates on the data blocks, one at a time. Data blocks
of 128 bits long are scrambled in multiple mathematical processes using a key that may be 128,
192, or 256 bits long. In order to break an AES key of length k, a brute force attack will take 2k
trials. At this time, there is no known efficient attack on the AES algorithm.
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Asymmetric encryption

This scheme relies on two different keys to encrypt and decrypt contents. A public key is used
to encrypt contents and a private key to decrypt them. The owner of the pair of keys must
keep the private key secret, while the public key can be publicly available. This scheme solves
the encryption keys sharing issue of symmetric encryption. In fact, only the private key (i.e. the
decryption key) has to be kept secret. For example, when Alice wants to share a file with Bob,
Alice just needs to use the public key of Bob which is publicly available to encrypt the file and
send the encrypted file to Bob. Thus, the only one able to decrypt the file is Bob using his private
key. Managing keys is also less cumbersome with this encryption scheme, as it requires only a few
keys to manage. However, the security advantages of the asymmetric encryption schemes come
with price. Due to the complex arithmetic computations used in the asymmetric encryption, they
are slower than symmetric encryption.
The RSA asymmetric encryption algorithm [69] is a well-known standard of asymmetric encryption
schemes. The NIST recommends using a RSA algorithm with public keys that are 2048 bits long.
Keys that are 1024 bits long were recommended until 2010. Some researchers who succeeded in
breaking a RSA-768 bits long in 2010 say that breaking a RSA-1024 bits long would be thousand
times harder and that it could take a decade before one can break a RSA-1024.
While the first option is to increment the keys length to get security of the RSA asymmetric
encryption for more additional years, other efforts are made to use the Elliptic Curve Cryptog-
raphy (ECC) that can bring an equivalent (or better) security level while having shorter keys.
The ECC has been standardized in 2006 by the NIST.

Combine asymmetric and symmetric encryption

Many systems combine these two basic encryption schemes to take advantage of their respec-
tive benefits. It allows a good security performance tradeoff. The common use case is to en-
crypt/decrypt data with a symmetric encryption schemes and use an asymmetric encryption scheme
to protect and share the encryption keys.

Key management

While the encryption schemes protect data with encryption keys, a key management system pro-
tects the encryption keys themselves [4]. In fact, their safety is crucial as it is usually easier for
attackers to steal encryption keys than to break cryptographic algorithms. Losing encryption keys
may also be problematic as, without the proper key, one will not be able to decrypt his or her
own data anymore. A key management system aims to securely store, backup, organize, control
the access to the keys, and recover encryption keys.
When it comes to store encrypted data in the cloud, there are usually three models to manage
the encryption keys depending on the trust we can grant to a third party.

1. First encryption keys are kept in-house. For instance a company may use its own datacenters
to manage their encryption keys.

2. Second an external trusted key server may be used to manage the key on behalf of the cloud
storage service provider.

3. Third, the encryption may also be stored in a cloud but this brings the same confidentiality
issues encountered on data confidentiality.
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3.5 Summary

In this section, we review the basic of dependability and the property that are the most relevant for
the understanding of this thesis. Dependability is really important as it can impact economically
the users and also for the providers. In the contributions of this thesis, efforts has been made to
provide a scalable distributed architecture that can reduce the data access latency, ensure data
availability through redundancy, and a data consistency management that allow service system de-
signers the ability to choose at runtime the level of consistency of a read operation (See Chapter 4).
We propose a scalable data placement scheme aiming to reduce the amount of data location meta-
data to maintain and giving the flexibility to schedule data migration of configure data redun-
dancy (See Chapter 5). We also address data security and confidentiality in Chapter 6.
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4
Mistore: a distributed storage system leveraging

the DSL infrastructure of an ISP

Internet Service Providers (ISPs) furnishing cloud storage services usually rely on
big datacenters. These centralized architectures induce many drawbacks in terms of
scalability, reliability, and high access latency as datacenters are single points of failure
and are not necessarily located close to the users. In this chapter we present Mistore,
a distributed storage system that we designed to ensure data availability, durability,
low access latency by leveraging the Digital Subscriber Line (xDSL) infrastructure of
an ISP. Mistore uses the available storage resources of a large number of home gate-
ways and points of presence for content storage and caching facilities. Mistore also
targets data consistency by providing multiple types of consistency criteria on content
and a versioning system. Mistore validation has been achieved through extensive simu-
lations.
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4.1 Introduction

Most of the existing architectures for data storage of Internet Service Providers (ISPs) are based
on very large centralized datacenters that store and manage all the information related to their
clients and their data. With the ever growing number of clients and the amount of data, centralized
architectures reach their limit in terms of scalability, reliability, and access latencies. In fact, if
the datacenter becomes unavailable due to an outage or an overload, all the data stored in this
datacenter become unavailable which may cause clients frustration and have an negative impact on
the economy of the Cloud storage provider (CSP). Data access latencies may also be high because
datacenters are not necessary located close to the users.
These drawbacks are commonly addressed through the system decentralization over multiple geo-
distributed nodes. Data are then placed on nodes close to users to reduce the data access latencies
and improve the system scalability and reliability by eliminating the single point of failure issue.
Usually storage systems addressing these issues rely on Peer to Peer (P2P) technologies using
unreliable peers or reliable nodes like datacenters [83, 36]. The main limitation of using peers is
their low availability that makes systems suffer from the churn problem (i.e., frequent arrivals and
departures of peers) resulting in an expensive system maintenance [17]. On the other hand, in
systems relying on reliable datacenters, data are still not necessarily located close to users. Hybrid
approaches relying on both peers and datacenters have been introduced in which the peers reduce
datacenters workload and data access latencies, and improve system scalability while datacenters
compensate peers instability [129, 138].
In this work, we investigate the design of a hybrid distributed storage system by leveraging highly
available nodes in the network infrastructure of an ISP. Specifically, our approach combines the use
of datacenters with home gateways and Points of Presence (POPs) equipments. In the following,
we first briefly describe the Digital Subscriber Line (DSL) infrastructure of an ISP and then we
summarize our contributions.

4.1.1 Overview of a DSL infrastructure

Figure 6.13 illustrates a simple but common network infrastructure providing access to Internet
through a DSL technology. Each subscriber is equipped with a home gateway, that provides access
to multiple services like telephone, television, and Internet. Each line of subscribers is first aggre-
gated by a network equipment called Digital Subscriber Line Access Multiplexer (DSLAM) that
can aggregate thousands of DSL lines. These subscriber lines are aggregated in a high-capacity
Asynchronous Transfer Mode (ATM) or Gigabit Ethernet link from a DSLAM to the IP core net-
work of the ISP. The flow coming from a DSLAM enters the ISP core network via a Point of
Presence (POP) that can handle links from a large number of DSLAMs. The ISP core network
is directly connected to the Internet backbone, and uses large datacenters to store information
related to their subscribers and their data when a storage service is provided.

4.1.2 Contributions

Based on the classic xDSL infrastructure described in Section 4.1.1, we aim at:

• leveraging Home Gateways (HGs) to take advantage of their native computing, memory
and storage resources1, and to take advantage of the fact that users let most of the time their
HGs powered on as shown in [133, 37]. Thus, exploiting resources provided by HGs should
yield a large number of high available and intelligent storage nodes located very close to
the users.

1For instance the livebox play (http://liveboxplay.orange.fr/) of the french ISP Orange contains a 1.2GHz Intel
Atom CE4257 processor, 2GB of RAM, and a hard drive of 320GB.
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Figure 4.1: Simple overview of a DSL infrastructure of an ISP.

• leveraging Points of Presence (POPs) to benefit from their natural geographic repar-
tition and their position at the edge of the ISP network, and the fact that all the traffic
within and across ISPs goes through the POPs. Thus, it is interesting to make them pro-
vide new services by leveraging these benefits. For instance, they are leveraged, in some
cases assisted with peers, for content caching and distribution in Content Delivery Net-
works (CDNs) [65, 99, 100]. We aim to leverage the POPs also to bring the intelligence of
the storage system close to users.

We present Mistore, a distributed storage system dedicated to users who access Internet via a DSL
technology that ensures data availability, durability, and low access latency by fully exploiting HGs
storage capacities, POPs physical localizations, and datacenters. The focus of this chapter is on
how data consistency and replication are managed in Mistore.

• Data consistency: System designers usually face the CAP theorem (trade-offs about Con-
sistency, Availability, and network Partition tolerance) when designing a distributed storage
system [134, 2]. We choose to serialize the write requests in order to avoid the complexity of
conflicts resolution to application developers. On the other hand multiple consistency criteria
to parametrize the read requests are provided, namely a readers/writer mutual exclusion, an
atomic consistency, and an eventual monotonic-read consistency criteria. We also provide a
versioning system on data. This mechanism creates a new version of a data item when an
update (i.e. a write request) is performed on it, and naturally provides a linear history about
data and their updates.

• Data availability and durability: We ensure data availability and durability through
replication. Users send their write requests to the closest POP that will perform the data
replication on behalf of them. It aims to mitigate the bottleneck that users low upload
bandwidths may cause by moving the replication overhead to the IP core network of the ISP
where the bandwidth is much larger. To reduce latencies data are replicated synchronously
on POPs and asynchronously on HGs and stripping techniques can be used to store and
retrieve the data fragments composing data items in parallel.

The remainder of this chapter is organized as follows. Section 4.2 presents the system model and
the assumptions considered. The architecture is presented in section 4.3. The different consistency
criteria are defined in Section 4.4 and the way we implement it as well as read and write operations
is described in Section 4.5. Section 4.6 presents the evaluation of our design choices. Section 4.7
presents related works and we conclude in Section 4.8.
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4.2 System model

Mistore targets personal data (e.g., documents, pictures, videos, music, etc). In the following,
these data will be called objects. Communications are assumed to be reliable, and messages be-
tween two nodes are assumed to be received in the order they have been sent. POPs are inter-
connected via highly available and redundant channels provided by the ISP. Network partitions
at this level occur with a negligible probability as the IP core network can recover and restore its
state to avoid service disruption due to links/nodes failures [50]. So we assume a system with no
network partitions between the POPs. We assume different failures models for POPs, HGs, and
the datacenter. The model of failure for POPs and datacenter is crash recovery, i.e., we suppose
that they both recover from a consistent state by using stable storage. Conversely, the model of
failures exhibited by HGs is fail stop. We assume that crash are eventually detected by an eventual
perfect detector failure [24]. We leave for future work more aggressive failures, Byzantine failures
and objects corruption.

4.3 System architecture

We consider a DSL infrastructure operated by a single ISP (See Figure 6.13), whose main compo-
nents are as follows.

• The home gateways (HGs) are connected in a client/server mode to the POP aggregating
their DSL lines and form its region. They communicate with the storage system via this POP.
A fraction of the storage capacity of HGs is dedicated to the storage system. One part of
this fraction stores some of the data that have been warehoused within the storage system.
Note that these data do not necessarily belong to the owner of the HG. The other part of
the fraction caches the data recently or frequently accessed by the HG owner.

• The Points of Presence (POPs) provide several functionalities. They cache some data
that transit through them, implement the data consistency and replication strategy of the
storage system, and monitor the HGs they aggregate. Monitoring data (e.g., storage capacity,
data stored, availability state, etc.) are periodically transferred to datacenters.

• The datacenter (DCs) main role is to collect and store metadata and usage patterns from
the HGs and POPs. It also offers a POP backup functionality for objects when their primary
POP is unavailable (See Section 4.4).

4.4 Object consistency

Mistore replicates user objects to guarantee both their durability and availability. Since, as objects
can be updated, consistency issues must be taken into account. Before diving into the different
consistency criteria provided by Mistore, we briefly recall the main concepts and definitions that
we will use. Traditionally consistency criteria are classified according to the fact that, given a
distributed execution satisfying the considered criteria, it is always possible or not to build an
history of this execution that could have been executed on a single processor and produce the
same visible result. When this property is satisfied, the considered consistency criteria is said to
be strong, otherwise it is weak. A strong consistency criteria requires stronger synchronization
between processes that participate to the computation. This impacts the performance of the
protocol but makes the life of application developers easier. One can expect better performance of
weak consistency criteria at the cost of more complex situations to deal with when manipulating
data due to to conflicts that may happen. Mistore implements both strong and weak consistency
criteria. Hereafter, we rapidly expose the theory behind strong consistency criteria [106], and give
a formal treatment of the weak consistency criteria implemented by Mistore.
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4.4.1 Processes and operations

We consider a concurrent system composed of a set Π of n processes denoted p1, p2, . . . , pn that
cooperate through a finite set of shared objects X (e.g., files in the case of Mistore). Each shared
object x ∈ X supports two types of operations: a read operation, and a write operation. The
execution of writing value v into object x by process pi is denoted by wi(x)v. Conversely, the
execution of reading value v from object x by process pi is denoted ri(x)v. We may omit the
identity of the process that performs the operation when it is not relevant. To simplify we assume
that each value written in an object is unique.2

4.4.2 History, legality and linear extension

Let hi|W denotes the set of write operations performed by process pi. Conversely let hi|R denotes
the set of read operations performed by process pi. Let hi = hi|R ∪ hi|W denotes the set of
operations (both read and write) performed by process pi. We assume that on a given process
pi only a single operation can occur at a given time. Hence operations in hi are naturally totally
ordered by an order relation that we denote →i. We call local history of pi the set hi ordered by
→i. It is denoted by ĥi = (hi,→i).

Definition 1 (Global history) A global history Ĥ = (H,→H) of a concurrent system (Π, X) is
a set H partially ordered by →H , with H =

⋃
i hi and →H a partial order relation containing →rf

(that is →rf⊆→H), where →rf is a partial order relation called read from order and defined as
follows. For any two operations op1 ∈ H and op2 ∈ H, we say that op1 →rf op2 if and only if

1. either ∃i such that op1 ∈ hi and op2 ∈ hi and op1 →i op2,

2. or ∃x, v such that op1 = w(x)v and op2 = r(x)v,

3. or ∃op3 ∈ H such that op1 →rf op3 and op3 →rf op2.

Definition 2 (Linear extension of a global history) Given a global history Ĥ = (H,→H), a
linear extension of Ĥ and denoted ~H = (H,→) is a total order → on H that is compatible with
→H , that is for any two operations op1 ∈ H and op2 ∈ H if op1 →H op2 then op1 → op2.

A linear extension of a global history Ĥ can be seen as a topological sort of the directed acyclic
graph3 induced by the partial order relation →H .
We assume that an initial value has been written (by a fictitious write operation) in each variable.
With this assumption, a linear history is legal if the following holds.

Definition 3 (Legality of a read) Let ~H = (H,→) be a linear extension. A read operation
opr = r(x)v ∈ H is legal if and only if:

1. there exists a corresponding write operation opw = w(x)v ∈ H such that opw → opr,

2. and for all operations op such that opw → op→ opr op 6= w(x)?.

Definition 4 (Legality of a linear extension) A linear extension ~H = (H,→) is legal if and
only if all of its read operations are legal.

A linear history is legal when both its read and write operations respect the expected semantics
of variables on a single threaded processor: a read operation on a variable returns the last value
written in this variable.

2This hypothesis can be easily implemented by assuming that each value written in an object is a triplet of the
form of (pi, v, counti) where counti is a counter maintained by process pi counting its write operations.

3This graph G = (V, E) is defined by its vertexes V = H and there is a edge between two vertices op1 ∈ V and
op2 ∈ V if and only if op1 →H op2.
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4.4.3 Strong consistency criteria

Definition 5 (Sequential consistency) A global history H = (H,→H) is sequentially consis-
tent if it admits a linear extension which is legal.

This consistency criterion is the simplest and weakest example of strong consistency criteria. It
means that the concurrent execution could have happened on a single processor. This criteria has
been first proposed by Lamport in [75].
We now present a stronger consistency criteria which brings into play physical real time. Each
operation op happening on a process starts at a given real time denoted by op.start and ends at a
given real time denoted by op.end (we have op.start < op.end). With these notations in hand, we
can specify the partial order relation denoted by →rt as follows.

Definition 6 (Real time precedence) Let H be a set of operations, and let op1, op2 ∈ H be
any two operations. We say that op1 precedes op2 with respect to real time, which is denoted by
op1 →rt op2, if and only if op1.end ≤ op2.start.

Definition 7 (Real time concurrency) We say that two operations op1 and op2 are real-time
concurrent, which will be denoted by op1‖rt op2, if and only if neither op1 →rt op2, nor op2 →rt op1.

Definition 8 (Atomicity) A global history Ĥ = (H,→H) is atomically consistent if it admits a
linear extension ~H = (H,→) such that:

1. ~H is sequentially consistent,

2. and →rt⊆→ (i.e → is compatible with →rt).

Definition 9 (Read/write order) Let H be a set of operations, and let op1, op2 ∈ H be any
two operations. We say that op1 precedes op2 with respect to the read/write order, which will be
denoted by op1 →rw op2, if and only if:

• either op1 →rt op2,

• or op1‖rt
op2, op1 = r(x)? and op2 = w(x)?, then

1. op1 →rw op2 ⇔ op1.start ≤ op2.start,
2. op2 →rw op1 ⇔ op2.start < op1.start.

It is clear that →rt⊆→rw.

Definition 10 (Read/write mutual exclusion) A global history Ĥ = (H,→H) is compatible
with the read-write mutual exclusion consistency criteria if it admits a linear extension ~H =
(H,→) such that →rw⊆→.

4.4.4 Weak consistency criterion

From these criteria, we propose to define a weak consistency criteria, that we will call monotonic
read consistency. To the best of our knowledge it is the first time that a weak criteria is defined
in the same formalism framework as strong ones.

Definition 11 (Local history) Let Ĥ = (H,→H) be a global history. A local history (Hi,→Hi
)

with respect to process pi is defined as follows :

• Hi = hi ∪
(⋃

j 6=i hj |W

)
,
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• →Hi is compatible with →H : for any operations op1 and op2 in Hi, we have op1 →i op2 ⇔
op1 → op2.

Definition 12 (Read monotonic local history) Let Ĥ = (H,→H) be a global history. Ĥ is
consistent with the read monotonic consistency criteria if and only if for all processes pi ∈ Π,
the local history (Hi,→Hi) is sequentially consistent.

4.5 Implementation

Mistore implements the different levels of consistency described in Section 4.4 through a lock
service. Two types of locks exist. A read lock that ensures the mutual exclusion consistency
criteria, and a write lock that ensures the Single Writer Multiple Reader (SWMR) model.
The lock service follows a primary-backup scheme [7]. A primary and backup lock server per object
is implemented and are executed by the POPs.
Algorithm 1 and Algorithm 2 show the pseudo-code executed by HGs and POPs to acquire a lock
from respectively their associated POP and the primary POP of the concerned object. The lock on
an object is created by function grantLock shown in Algorithm 3. Function isAvailable checks
if a requested lock on a specific object can be granted to a HG. To deal with nodes failures and
deadlocks, a lease is associated with each granted lock [58]. At lease time, that is, at the expiration
time of the lock, a client has to renew the lease if the current read/write operation is not completed.
This is achieved by contacting the primary in charge of the object. Note that for communication
costs reasons, the lease time is only activated on the primary, not on the backup. Thus, the primary
does not have to acknowledge the backup each time a lock lease is renewed. The backup activates
the lease time of a lock only when it takes over this role upon detection of the primary failure.

Algorithm 1 Home gateway: Function acquireLock.
acquireLock(oid, lockType)
Input: The identifier of the object o and the desired lock type
Output: The granted lock.

1: myPOP ← getMyPOP()
2: lock ← myPOP.acquireLock(selfID, oid, lockType)
3: return lock

Algorithm 2 Point of Presence: Function acquireLock.
acquireLock(hgid, oid, lockType)
Input: The HG identifier, the identifier of the object o, and the desired lock type
Output: The granted lock.

1: if self.isPrimaryOf(oid) then
2: lock ← grantLock(hgid, oid, lockType)
3: else
4: primary ← getPrimaryOf(oid)
5: lock ← primary.acquireLock(hgid, oid, lockType)
6: end if
7: return lock

4.5.1 Write operation

A write operation on an object creates a new version of this object in Mistore. When a client wants
to write (update) an object o, it sends a request to the POP p associated to his HG as presented in
Algorithm 4 and Algorithm 5. If o is written for the first time, a primary and a backup POP are
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Algorithm 3 Point of Presence : Function grantLock.
grantLock(hgid, oid, lockType)
Input: The HG identifier, the identifier of the object o, and the desired lock type
Output: The granted lock.

1: lock ← null
2: if typeOf(lockType) = readLock then
3: if ¬ isAvailable(hgid, oid, writeLock) then
4: lock ← incrementLock(hgid, oid, readLock)
5: end if
6: else
7: if isAvailable(hgid, oid, lockType) then
8: lock ← lock(hgid, oid, lockType)
9: end if
10: end if
11: return lock

affected to it (See Algorithm 6). These POPs are responsible for the replication of that object and
for its consistency management. The primary is the POP associated with the client HG issuing the
creation request. The backup is randomly determined by the primary among the other POPs of the
system (invocation of the getBackup() function in Algorithm 6). The create operation returns
oid the identifier of an object o, which is the concatenation of the identifiers of o primary, o backup,
o HG, and a creation counter that represents the number of objects created by the HG that owns
o. In the following the primary and the backup of object o are respectively denoted by op and ob.
When the primary of an object is unavailable, its backup becomes the primary and the datacenter
becomes the new backup. When the primary recovers, it takes over its role. Our solution only
makes use of one backup because of the high availability of these nodes [56]. A write operation on
object on o that has already been created in the system must contain the write lock for o to respect
the SWMR model. Note that as a client can crash or goes off before the end of a write operation,
the write lock on o is maintained by POP p as long as the operation is not completed to ensure the
SWMR model. POP p locally caches a copy of o and asks both the primary op and the backup ob

to replicate o. When op and ob receive this request, they both locally cache o, acknowledge POP
p (as described in Algorithm 7), and trigger the replication operation on their HGs (see Lines 3–7
in Algorithm 7, and Algorithm 8). Upon receipt of both acknowledgements, POP p releases the
write lock and notifies the client that the write operation is completed. Object o is then available
for subsequent read and write operations, which makes the replication process on HGs transparent
to clients.

Algorithm 4 Home gateway: Function WRITE.
write(hgid, oid, writeLock, counter, o)
Input: The HG identifier, the identifier of the object o, a write lock, a creation counter, and the object o.
Output: An acknowledgment containing the object identifier and its new version number.

1: myPOP ← self.getPOP()
2: writeAck ← myPOP.write(hgid, oid, writeLock, counter)
3: updateCache(writeAck.oid, writeAck.oversion, o)
4: return writeAck

4.5.2 Read operation

Mistore gives the opportunity to specify the consistency criteria that the read object must guaran-
tee, or a specific version of desired object. Both choices are specified in the version flag parameter
of the read operation. In addition, in the quest of reducing the latency of read operations, Mistore
favors readings from local caches prior to propagating the request to both the primary and the
backup of the object. Read operations handle two parameters, the identifier oid of the requested
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Algorithm 5 Point of Presence: Function WRITE.
write(hgid, oid, writeLock, counter, o)
Input: The HG identifier, the identifier of the object o, a write lock, a creation counter, and the object o.
Output: An acknowledgment containing the object identifier and its new version number.

1: if ¬writeLock then
2: oid ← create(hgid, oid, counter)
3: onewV ersion ← 1
4: else
5: keepAlive(writeLock)
6: onewV ersion ← oversion + 1
7: end if
8: updateCache(oid, onewV ersion, o)
9: primary ← primaryOf(oid)
10: primaryStoreAck ← primary.store(hgid, oid, writeLock, onewV ersion, o)
11: backup ← backupOf(oid)
12: backupStoreAck ← backup.store(hgid, oid, writeLock, onewV ersion, o)
13: self.log_out(hgid, oid, primaryStoreAck, backupStoreAck)
14: return [oid, onewV ersion]

Algorithm 6 Point of Presence: Function CREATE.
write(hgid, oldoid

, counter)
Input: The HG identifier, the identifier of the object o, and a creation counter.
Output: The object identifier.

1: backup ← getBackup(oldoid)
2: oid ← createID(self, backup, hgid, counter)
3: return oid

Algorithm 7 Point of Presence: Function STORE.
store(hgid, oid, writeLock, onewV ersion, o)
Input: The HG identifier, the identifier of the object o, a write lock, the version number, and the object o.
Output: An acknowledgment containing the POP identifier, the object identifier and its new ver-

sion number.

1: updateCache(oid, onewV ersion, o)
2: HGList ← getHGList()
3: for each hg in HGList do
4: storeAck ← hg.store(oid, onewV ersion, o)
5: self.log_in(hgid, oid, storeAck)
6: end for
7: return [self, oid, onewV ersion]

Algorithm 8 Home Gateway: Function STORE.
store(oid, o, oversion)
Input: The object o, its identifier, and the version number.
Output: The identifier of the HG, the object identifier, and the version number.

1: self.writeOnDisk(oid, o, oversion)
2: updateCache(oid, oversion, o)
3: return [self, oid, oversion]

object, and the version flag which indicates both the consistency criteria and the versioning view.
The different types of consistency criteria handled by Mistore are the read/write mutal exclusion
criteria, the atomicity, and the eventual monotonic-read consistency one. If the read operation must
be handled by the primary or the backup POPs then a single one is chosen (through a random
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choice). Figure 9 shows the code executed by HGs to handle a read operation, Figure 10 the code
executed by a POP when it receives a read operation from a HG located in its region. Figure 11
shows the code executed by a POP to retrieve a requested object from its cache or from the HGs
in its region and finally Figure 12 describes the code executed by a HG to retrieve an object from
its local disk. In the following we present how the different consistency criteria are handled.
Read/write mutual exclusion: When a read operation is invoked with the read/write mutual
exclusion flag, a read lock must be provided. When a POP receives this request from a HG, it
maintains the read lock active until the requested object has been received by the HG that invoked
the read operation. A read lock contains the last version number of an object o and ensures that
as long as the read lock is active, no concurrent write operation on o will be executed. Thus,
the read operation can read the object from the cache of any POP if it contains the last version of
o, otherwise the request must be forwarded to the primary or the backup of the object.
Atomic consistency: When a read operation is invoked with the atomic consistency flag, no read
lock must be provided. The read operation is forwarded to the primary or the backup of the object.
Eventual monotonic-read: When a read operation is invoked with the eventual monotonic-read
flag, no read lock must be provided but the version flag must contain the most recent version
number known by the client. The read operation can read the object from the cache of any POP
if it contains a version equal to or newer than the version flag, otherwise the request must be
forwarded to the primary or the backup of the object.
Versioning view: An object may be read from the cache of any POP or HG if it contains
a version of the object equal to the one requested with the version flag, otherwise the request must
be forwarded to the primary or the backup of the object.

Algorithm 9 Home Gateway: Function READ.
read(oid, versionFlag)
Input: The identifier of the object o and a version flag specifying the desired object version.
Output: The requested object identifier, the object, and its version number.

1: if isCached(oid, versionFlag) then
2: [oid, o, oversion] ← self.readOnDisk(oid, versionFlag)
3: else
4: myPOP ← self.getPOP()
5: [oid, o, oversion] ← myPOP.read(oid, versionFlag)
6: end if
7: updateCache(oid, oversion, o)
8: return [oid, o, oversion]

Algorithm 10 Point of Presence: Function READ.
read(oid, versionFlag)
Input: The identifier of the object o and a version flag specifying the desired object version.
Output: The requested object identifier, the object, and its version number.

1: if checkReadLock(versionFlag.readLock) then
2: keepAlive(versionFlag.readLock)
3: end if
4: if isCached(oid, versionFlag) then
5: [oid, o, oversion] ← self.readOnDisk(oid, versionFlag)
6: else
7: POPReplica ← random(primaryOf(oid), backupOf(oid))
8: [oid, o, oversion] ← POPReplica.retrieve(oid, versionFlag)
9: end if
10: updateCache(oid, oversion, o)
11: return [oid, o, oversion]
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Algorithm 11 Point of Presence: Function RETRIEVE.
retrieve(oid, versionFlag)
Input: The identifier of the object o and a version flag specifying the desired object version.
Output: The requested object identifier, the object, and its version number.

1: if isCached(oid, versionFlag) then
2: [oid, o, oversion] ← self.readOnDisk(oid, versionFlag)
3: else
4: HGReplica ← getHGReplica(oid, versionFlag)
5: [oid, o, oversion] ← HGReplica.retrieve(oid, versionFlag)
6: end if
7: updateCache(oid, oversion, o)
8: return [oid, o, oversion]

Algorithm 12 Home gateway: Function RETRIEVE.
retrieve(oid, versionFlag)
Input: The identifier of the object o and a version flag specifying the desired object version.
Output: The requested object identifier, the object, and its version number.

1: [oid, o, oversion] ← self.readOnDisk(oid, versionFlag)
2: updateCache(oid, oversion, o)
3: return [oid, o, oversion]

4.6 Evaluation

We have implemented Mistore on the Peersim simulator and performed all the simulations based
on network parameters observed in a typical ISP infrastructure (see Table 4.1).

Table 4.1: Network parameters used in simulation

Network path Upload (MB/s) Download (MB/s) Latency (ms)
HG - POP 5 20 75
POP1 - POP2 40000 40000 5
POP - DC 10000 10000 5

Figure 4.2 illustrates different write requests schemes. We observe that latencies are the lowest when
objects are written synchronously on both their primary and backup POPs, the best case being
when the write requests originate from the primary or the backup region. This gives us the insight
that the primary and backup POPs of an object should be the POPs of the regions from which
originate most of the write requests on the object. We also observe that writing synchronously
an object in a remote HG shows the worst performance due to the low users network bandwidth.
Both observations validate our choice to replicate objects on their primary and backup POPs in
a synchronous way, and to replicate them asynchronously in the HGs of their regions. However
the performance of writing objects in HGs can be considerably improved when a data stripping
method is applied on objects (i.e. the object is fragmented in several blocks that are stored in
parallel in different HGs). Nevertheless we observe that gains obtained by using data stripping are
more substantial on big size objects than on smaller ones.
Figure 4.3 illustrates performances of different read requests scenarios on remote nodes. First,
latencies are the lowest when objects are read on a POP, the best case being the one when this
POP is the one of the region from where the read request comes. Reading an object entirely on a
remote HG is in general slow due to the low upload bandwidth of users. However, the latencies can
be reduced when objects are read from several HGs in parallel. This motivates to use data stripping
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Figure 4.2: Write latencies. HG-DC: writing on the datacenter. HG-POP-P/B: writing an ob-
ject on both its primary and backup POPs from a region different from these POPs region.
HG-POP-P/B-HG: writing an object on HGs of both its primary and backup POPs from a region
different from the primary and backup regions. HG-P/B: writing an object on both its primary and
backup POPs from one these POPs region. HG-P/B-HG: writing on HGs of both the primary and
backup POPs of an object from one of these POPs regions. No stripping: an object replica is
written entirely in one HG. Stripping x20: an object replica is fragmented in 20 blocks stored
in parallel in 20 different HGs.

methods when storing objects such that they can be retrieved by aggregating the bandwidth of
several HGs. Nevertheless, as for write requests, data stripping is more efficient on big size data
objects.
These results give us some insights for cache replacement policies. Actually, differences, regarding
latencies, between storing small objects on their primary and backup or synchronously in remote
HGs is not very large so we believe that big objects should have the priority to be kept in cache.
Moreover, small objects may also be stored synchronously in remote HGs without a big impact on
performance.
We have also evaluated the impact of HGs and POPs failures on write and read operation latencies.
Prior to describing simulation results, we briefly present how the system reacts to failures.
Crash of HGs: When a HG fails by crashing, the list of objects it stores is retrieved from the
index maintained by the POP in its region. To keep a given degree of redundancy, these objects
may need to be recovered from other replicas and replicated in another HG. The results of the
pending requests of a lost HG are cached in the POP in its region. Thus, when the HG recovers,
acknowledgments are sent to the HG for write requests, and read requests are satisfied by accessing
the cache of the POP in the region.
Crash of POPs: The failure of a POP means no Internet connection for the clients in its region.
Thus we cannot not evaluate read and write latencies for users in a region where the POP is
unavailable. Moreover, the crash of a POP means the crash of the primary or the backup of several
objects. Without the primary of an object, its consistency can not be ensured so a new primary
must be elected. As soon as the crash of a primary of an object is detected, its backup becomes
the new primary and the datacenter becomes the new backup when an operation requiring a lock
is activated. The backup can then trigger the lease of the locks it holds and takes over the service
to the point where the old primary crashed. A crash of a POP is considered to be transient so
a primary takes over the service when it recovers.
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Figure 4.3: Read latencies. HG-DC: reading on the datacenter. HG1-POP1-POP2: reading on the
POP of a region different from the one where the request is issued. HG1-POP1-POP2-HG2: reading
on one HG connected to the POP of a region different from the one where the request is issued.
HG1-POP1: reading on the POP of a region from where the request is issued. No stripping: the
object is read entirely in 1 HG. Stripping x20: the 20 blocks stored in different HGs composing
the object are read in parallel.

Figure 4.4 shows that during a write operation, if either the primary or the backup POP of the
object becomes unavailable, the operation can finish without incurring a large latency overhead.
This is due to the fact that the replication occurs in the IP core network, and thus the low
user bandwidth is not involved when an object has to be replicated to a datacenter due to the
unavailability of one of its primary or backup POP.
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Figure 4.4: Write latencies in presence of crashes. See Figure 4.2 for meanings of HG-P/B and
HG-POP-P/B. The element surrounded by brackets is the failed one. HG-[P/B]: writing from the pri-
mary POP region of an object and the primary or the backup POP is unavailable. HG-POP-[P/B]:
writing of an object from a region different from its primary and backup regions while either the
primary or the backup POP is unavailable.
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Figure 4.5 shows the results of read operations during POPs and HGs unavailability. As argued
before, we do not plot scenarios where the closest POP is unavailable — as it cuts users Internet
connection — nor scenarios where the primary or the backup is unavailable — it does not incur
any overhead as the object may be read on the available primary or backup POP. Similarly, we do
not plot scenarios where HGs are unavailable since the POP knows which HGs are available and
then will choose the available HGs to retrieve the requested objects. Now, when the POP (primary
or backup) becomes unavailable after retrieving objects from the HGs and before forwarding them
to their requester, we can observe that the overhead regarding latencies is very large when objects
are not stripped over several HGs.

0

10

20

30

40

50

60

70

80

2 4 8 16 32 64

Ti
m

e (
s)

File size (MB)

HG1 - POP1 - P/B - HG2 (No stripping)

HG - POP1 - [ P/B ] - HG2 (No stripping)

HG1 - POP1 - P/B - HG (Stripping x20)

HG1 - POP1 - [ P/B ] - HG (Stripping x20)

Figure 4.5: Read latencies in presence of crashes. See Figure 4.3 for the meanings of
HG1-POP1-P/B-HG2 (No stripping) and HG1-POP1-P/B-HG2 (Stripping x20). The element
surrounded by brackets is the failed one. HG1-POP1-P/B-[HG2] (No Stripping): attempt
to read an object in a HG located in a remote region but this remote HG is unavailable.
HG1-POP1-[P/B]-HG2 (No Stripping): attempt to read an object in a remote HG located in
a remote region but the POP of that region (primary or backup) becomes unavailable before trans-
mitting the retrieved object. HG1-POP1-[P/B]-HG2 (Stripping x20): the same as the previous
one but the object is retrieved by aggregating the object from 20 HGs in parallel before their
associated POP becomes unavailable.

4.7 Related works

Architecture: Recently, some works have investigated new architecture designs to face the dy-
namicity issues of pure P2P systems [17] and the cost on large data centers [27]. Most of them
adopt an hybrid approach combining peers and datacenters. [129] targets online backup applica-
tions. [138, 57] are social storage services. For example, in [57], users can decide to store their
content on friends devices, in the cloud, or a mix of cloud and friends devices. This peer-assisted
approach is also used for content distribution purpose [123]. An other approach is to rely only
on distributed and stable small datacenters [27, 133]. The use of POPs in Mistore shares some
similarities with the field of Content Delivery Network (CDNs) [99, 40, 98] where cache servers
are deployed at specific locations in the Internet infrastructure as close as possible to the users
for a fast content delivery. In contrast to those approaches, Mistore is dedicated to an ISP which
is an advantage over other proposals because an ISP fully masters its network infrastructure and
thus can push contents closer to its users.
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Multiple consistency criteria: It is well known that strong consistency models have lower
performance than weak consistency models in terms of availability, latency, and scalability [134, 2].
Most of storage systems provide the eventual consistency forms [134]. However, even if it is
sufficient for a large panel of applications some others require strong consistency criteria [36, 74].
Moreover, a strong consistency is a desirable property for application programmers as it is easy
to reason about. As a consequence, several systems target strong consistency while others aim to
add strong consistency features to provide multiple consistency criteria in their system [29, 102].
Mistore follows this vision by giving the possibility to choose the consistency criteria adapted to
the application needs.

4.8 Summary and perspectives

In this chapter we have presented the main principles of Mistore, a distributed storage system
dedicated to users who access Internet via a DSL technology. Mistore aims at guaranteeing data
availability, durability, and low access latency by exploiting home gateways storage capacities,
POPs physical localizations, and the datacenter. Simulation results have shown that Mistore repli-
cation strategy decreases data access latencies, and stripping method works better on large objects.
A direction for future work is to leverage the DCs knowledge on the system to implement multi-
and auto-tiered storage features which can refer to an automated placement of data on nodes to
optimize performance, availability, and recovery [6]. Indeed, we have nodes of different types and
locations that could be distinguished in three tiers for storing cold, warm, and hot data while
allowing data to move from one tier to another depending on data access patterns.

• Cold data are infrequently or never accessed. Datacenters would be suitable to handle
the steadily growing amount of cold data in a cost efficient manner using inexpensive and
energy efficient storage devices with large capacities. In fact, it is more flexible to add storage
capacities in DCs than in regions which requires adding new HGs or changing old ones with
HGs with more storage capacity.

• Warm data are data that have been recently accessed in the storage system and present
a higher probability to be accessed than cold data. They could be stored in regions from
where their users access the storage system to reduce access latencies. It could also localize
traffic within regions and minimize network traffic across regions.

• Hot data are frequently accessed and could be stored in POPs and distributed like in a CDN.
It would allow to answer users requests while avoiding to overload HGs that have low upload
bandwidths or datacenters that may exhibit large access latencies.

We are also convinced that our architecture could also be suitable for user-generated content
distribution and storage costs reduction via a multi-tiered data management. Evaluation of those
points would be interesting to pursue in future work.
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5
Data placement and maintenance in Mistore

In the previous chapter we presented the architecture of Mistore. In this architecture,
the data placement method used in regions is a table-based one. That is, the Point
of Presence of a region maintains all the metadata to locate or store data within the
region. Table-based data placement methods are simple to deploy however they lack in
scalability as the amount of data and metadata to manage increase. In this chapter,
we present a more scalable and flexible data placement scheme in which the amount of
metadata to maintain depends on the number of home gateways in the region and not
on the potentially enormous amount of data to manage.
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5.1 Introduction

In Chapter 4 we presented the architecture of Mistore in which the data placement and maintenance
was managed by the regions POPs. The method was a directory-based method. Each POP
maintained a list of home gateways and the data stored within them. As we saw in Section 3.2.3,
this type of data placement is flexible but lack in scalability.
In this chapter we propose a solution to improve the data placement and maintenance in the regions
of the architecture of Mistore and design it to be more scalable.
We choose to design a pseudo-random placement technique to manage the data placement and
maintenance as this kind of placement method promises more scalability than directory-based
methods.
Our solution aims to be scalable by reducing the amount of metadata location to maintain and
allowing the data location to be found by computation instead of using metadata table/directory
traversal methods. Our solution uses notions of services, data pools, and placement groups in order
to be more flexible (we describe these notions in Section 5.2). As all the data are not the same,
these notions allows to parameterize and thus to diversify the way data are managed. These
parameters can be the methods to retrieve, store data (e.g. using data stripping or not), or the
redundancy method (e.g. replication or erasure coding).
In the remaining of this Chapter we describe in Section 5.2 the concepts used in our solution,
in Section 5.3, we describe how the placement method in our scheme works, and in Section 5.4 we
describe the data maintenance in our scheme. We conclude and discuss future works in Section 5.6.

5.2 Definitions and concepts

In this section we define the different concepts that we use in our solution. We borrow some concepts
from the state of art in data placement and maintenance methods [90, 136, 137, 25, 67, 72, 142].

Service

A service is an application to which is allocated storage capacity within the infrastructure of the
provider. In this context, the provider is an ISP and we consider storage capacity allocated in
the home gateways in the network infrastructure of the ISP. Examples of services can be a photo
backup application or a personal cloud storage application.

The pools

A pool is actually the storage space allocated to a service. A service may have several data
pools (See Figure 5.1). Since we consider storage space of home gateways in the network infras-
tructure of the ISP, we can not know in advance when storage space capacity is added or removed
from the infrastructure. The reasons of adding/removing capacity are multiple (e.g. the subscrip-
tion of a new customer so a new home gateway is added in the infrastructure, the reconnection
of a home gateway in the infrastructure, the unsubscription of a customer so its home gateway
is removed from the infrastructure, a home gateway crash or simply a disconnection, etc). In
this work, we assume that the storage space allocated to all the services is less than the global
storage space available in the infrastructure. We also consider the capability to extend or reduce
the storage space allocated to a service (i.e. storage space allocated to a pool or the number of
pools) without violating our assumption. Note that to not allocate all the available storage space
in the infrastructure allows to keep some storage space that can be used to extends services or
pools storage space, or replace crashed home gateways that were associated to pools.
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Figure 5.1: A service can have several pools.

Pools can be used to manage separately the way different types of data are stored. A service may
have a pool for storing images and another for storing videos. The idea is that data belonging
to the same pool will be stored and retrieved in the same manner in terms of data replication,
placement, and maintenance. To achieve this, we configure pools with some parameters.
At the creation of a pool pooli for a service, the pool size, the redundancy algorithm and its
parameters, the read/write algorithms, and the data maintenance strategy are defined. To the
ease of understanding we will consider redundancy through simple replication. So we define Rpooli

the redundancy degree that will be applied in pooli which represents the number of replica of each
data objects stored in pooli.
The redundancy degree Rpooli

depends on the estimated home gateway availability in the infras-
tructure and the data availability we want to achieve for this pool. The formula to compute the
redundancy degree can be found in the state of the art whether redundancy relies on simple replica-
tion or erasure codes [135, 110, 81]). In the following, we consider that we know the value necessary
to compute the redundancy degree.

Placement groups

A Placement Group (PG) is a logical representation of a group of home gateways in which a
data object and its replicas are stored. Several objects can be replicated in the same placement
group (See Figure 5.2). A placement group is associated to a pool and the way data are stored
and replicated within a placement group is inherited from the parameters of the pool. Thus all the
data items stored in a placement group are stored and retrieved in the same manner. In fact, once
we know the placement group in which a data item is stored, we can determine the home gateways
that compound this placement group and we can store or retrieve this data item.
Placement groups allow to not store all the metadata of where data and their replica are stored
in the infrastructure. Instead, the amount of metadata that we need to maintain depends on the
number of home gateways and placement groups and not on the number of data and their replica
stored in the system that can be potentially enormous. Placement groups help to reduce the
amount of location metadata to maintain in the system. They also ease the reverse lookup process
as nodes of the same placement group stores the same data. Knowing the placement groups a node
is involved in is enough to recover the data that were store on that node using the other nodes of
its placement groups.
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Figure 5.2: Several different objects can be stored in the same Placement Group (PG).

Fault domains

In order to improve data reliability, it is necessary to store the different data items and their replicas
on different home gateways and ideally having independent sources of faults. To have a view of
the potential sources of correlated failures between the home gateways, we introduce the notion of
Fault domains (FD) on all the home gateways. Home gateways in the same FD share the same
sources of failures. This notion of fault domains is useful when we create a placement group and
we want to associated home gateways to this placement group. Using the concept of fault domains,
we can form a placement group with home gateways belonging to different fault domains. We do
so to reduce the impact to correlated faults among home gateways storing the same data.
In our infrastructure, we consider the connection to the DSLAM as a fault domain (See Figure 5.3).
Thus all the home gateways connected to the same DSLAM belong to the same fault domain.
Note that this consideration can be subject to evolution to take into account other criteria such as
network bandwidth, electrical connection, the lifetime of the home gateways, etc.
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Figure 5.3: Home gateways (HGs) connected to the same DSLAM belong to the same Fault Domain
(FD).



5.3. DATA PLACEMENT DESCRIPTION 51

5.3 Data placement description

In this section we describe our data placement solution regarding data stored in a region in Mistore
namely the different steps in the initialization of the systems, the read/write operation in a pool,
and the maintenance of the placement groups of a pools.

System initialization

Figure 5.4 illustrates the different steps in the initialization of the system:

1. Creation of faults domains

2. Creation of the required number of PGs

3. Association of home gateways to placement groups

4. Placement groups organization

Creation of the FDs

Creation of the required number of PGS

PG 1 PG 2 PG 3 PG 4

Association of HGs to PGs
Rely on a method that can take
into account the heterogeneity

of the FDs

PGs organization
Rely on an extensible data structure

18

1

2

3

4

Figure 5.4: The different steps in the initialization of the placement system.

Creation of the fault domains

In this step, home gateways are classified regarding fault domains. All the home gateways connected
to the same DSLAM are in the same fault domains. Then we compute the storage capacity of the
domain fault by computing the sum of storage spaces available in its home gateways. We measure
the storage capacity of a box in terms of placement groups and its computed as follows:

nbPGHGi
= storageCapacityHGi

PGSizeMinHG
(5.1)

With :

• nbPGHGi
the maximum number of placement groups of which the home gateway HGi can

be part of.
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• storageCapacityHGi the global storage capacity of the home gateway allocated to Mistore.

• PGSizeMinHG the minimal amount of storage space that can be allocated to a placement
group by a home gateway.

The storage space capacity of a fault domain represents the maximum number of placement groups
that can be created in this fault domain. keeping track of the fault domains capacity allows to
associate home gateways to placement groups using the fault domains uniformly and proportionnaly
to their capacity. In fact all the fault domains do not have necessarily the same capacity because
they do not have the same number of home gateways. Since we consider a fixed number of DSLAMs,
it is the same for number of fault domains. Note that the capacity of a fault domain may evolve
depending on the departure and arrival of home gateways. The sum of all the capacity of the home
gateways of a fault domain represents its capacity, it is expressed as follows:

nbPGF Di
=

n∑
i=0

nbPGHGi
(5.2)

With:

• nbPGF Di the storage capacity of a fault domain. It is expressed as the maximal number of
placement groups that can be created in this fault domain.

• n the number of available home gateway in this fault domain.

• nbPGHGi the maximum number of placement groups of which the home gateway HGi can
be part of.

Creation of the required number of PGs

When a pool pooli is created, a size and number of placement groups are attributed to that pool.
The number of placement groups is computed as follows:

nbPGpooli
= sizepooli

Rpooli
∗ PGSizeMinHG

(5.3)

With:

• nbPGpooli
the number of placement groups to created

• sizepooli
the given raw size of the pool pooli

• Rpooli
the redundancy level defined on that pool

• PGSizeMinHG the amount of space a home gateway allocates to one placement group. This
value is a parameter of the system

Association of home gateways to placement groups

In this step, a number of Rpooli are associated to the placement groups of a pool. Recall that the
home gateway of a pool must belongs to different fault domains. Likely, not all the fault domains
can provide the same storage space capacity to the system so it is convenient to associate the
home gateway to the placement groups using a method that can achieve it in a uniform manner
taking into account the heterogeneity in the storage capacity of the fault domains. Example of such
techniques can be inspired from pseudo-randomized placement method [90, 136, 137, 25, 67, 72].
Note that the capacity of a fault domain decreases when some of its home gateways are allocated
to placement groups. Similarly the capacity of a fault domain increases when new home gateways
are added.
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Placement groups organization

To be able to increase and decrease storage space allocated to a pool by adding or removing
placement groups, we need to organize the placement groups using an extensible data structure in
order to keep the data location lookup consistent despite placement groups adding or removal that
may occurs. Several algorithms exist in the literature but we choose to base our solution on the
random-slice algorithm [90] which has several desirable properties. This technique allows to place
data on a subsets of nodes in a uniformly manner, it also minimizes data migration upon nodes
addition or removal and keeps small the amount of location metadata to maintain.
In order to support redundancy and ensure that replica will be stored in home gateways belonging
to different failure domains, we associated the random-slice method with the placement group
concept. Actually, we apply the random slice method not on nodes but on placement groups
as they may be viewed as virtual nodes with embedded redundancy taking into account failure
domains. In the following we describe how we leverage this method on the placement groups of a
pool.
A name space is defined on pooli. Using the random-slice method, this name space is defined on
an interval [0, 1[ which is entirely distributed to the existing placement groups. All the place-
ment groups will be responsible of a range of equal size. Placement groups can be responsible of
several ranges but the sum of the length of these intervals should be equals for all the placement
groups (See Figure 5.5).
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Figure 5.5: Representation of the placement groups name space of a pool

Adding placement group to a pool: Placement groups are added to a pool in order to add
storage space to that pool. Recall that a pool has a name space in which each placement group
is responsible of an interval. When the number of placement groups is determined (depending on
the amount of storage space to add to the pool), the following operations are applied:

• The size of the interval each placement group should be responsible is computed.

• The size of the interval that each existing placement group should abandon to the new
placement groups is computed

• The size of the existing placement groups are updated.

• The intervals that are free are distributed to the new placement groups. A placement group
can be responsible of several intervals that are non contiguous but the sum of the length of
these intervals is the same for all the placement groups.

Figure 5.6 illustrates the operation of adding a placement group in a pool. Objects that are
already stored on the interval attributed to a new placement group should be migrated from their
old placement group to their new placement group. To achieve this, the home gateway of rank i
of the old placement group send the required objects to the box of rank i of the new placement
group. Objects migration ensures that objects are uniformly distributed among all the placement
group either old or new. It also ensures that data migration is only performed from old placement
groups nodes to new placement groups nodes.
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Figure 5.6: Adding a placement group

Removing placement group to a pool: Remove placement groups from a pool reduces the
storage space allocated to a pool. Similarly to adding placement groups to a pool, the interval
of the removed placement groups are distributed uniformly to remaining placement groups. The
objects stored in the removed placement groups are then migrated to the new placement groups.

Read and Write operations

Write operations

Write requests are called trough the method named PUT which takes into parameters the object obj,
its identifier IDobj , and the pool in which the object will be stored. Figure 5.7 illustrates a PUT
operation.
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Figure 5.7: Write operation

Objects are mapped uniformly on PGNamespacepooli
the namespace of the pool pooli. It is

achieved though a method named getObjMapping as follows:

mappingobj = getObjMapping(IDobj , PGNamespacepooli
) (5.4)

With:
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• IDobj the identifier of the object obj

• PGNamespacepooli
the data structure implementing the name space of pooli

• mappingobj the mapping of the object obj in this name space.

The object obj will be stored in the placement group responsible of the interval where the object
is mapped. This is achieved by a method named resolveObjMapping as follows:

PGi = resolveObjMapping(mappingobj , PGListpooli
) (5.5)

With

• mappingobj the mapping value of the object obj in PGNamespacepooli
the name space of

the pool pooli.

• PGListpooli
the current list of placement groups in the pool pooli.

When the placement group is determined, the POP applies the redundancy algorithm defined at
the pool level in order to create the Rpooli replicas or blocks of the object obj to be stored in the
home gateways of the placement group. The home gateways are ordered in a placement group.
The POP stores the replica or block i of obj in the home gateway with the rank i in the placement
group.

Read operations

A read operation on an object obj is performed through a get method that takes into parameters
the identifier of that object. Similarly to a write operation, first, the placement group where that
object is stored have to be determined, then the home gateway in this placement group can be
contacted to get the object. The way the object is retrieved depends on the redundancy and read
method defined at the pool level. If the redundancy method is the replication, an approach may
be to choose randomly a replica between the Rpooli

replicas in the placement group. An other
approach, data stripping, may be can be used to retrieve different parts or blocks of the object in
parallel in the Rpooli

replica in order to aggregate network bandwidth.

Read and write operations during migration

After a placement group is added or removed, the objects distribution on all the placement groups
of a pool is still statistically uniform as the sum of all the intervals length each placement group is
responsible of are equals.
The objects migration due to the add and removal of placement group are not urgent. In fact the
durability of the concerned objects is not impacted since there are stored in the home gateway of
these placement groups. It is thus not mandatory to perform these migration synchronously. In
fact objects migration may create a pick in the bandwidth utilization in the system and reduce the
performance for concurrent clients operations. We suggest to migrate objects asynchronously in
order to not impact negatively the system performance. However we must ensure the availability
of the object concerned by the migration i.e. we must be able to locate objects whether they are
already migrated to they new placement groups or not.
The objects migration are ready to be performed when the new placement groups are created and
initialized with home gateways. The POP maintains all placement group data structures until all
the objects are migrated. When objects migration are finished, the data structures storing the old
placement groups representation can be deleted. Depending on the state of the network, the POP
can trigger the object migration from one placement group to an other. The POP can request
a home gateway to migrate all the objects or a subset of these objects that are mapped to the
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interval of the name space that need to be migrate to a new placement group. An other strategy
is to get from the home gateways the lists of the objects that need to be migrated and organized
the migration using these lists.
As home gateways are connected by the POP, objects migrated must go through the POP that
can keep them in a cache. Thus, an object migration is divided in two steps. First the object is
sent to the POP. Second the POP forwards the object to the home gateway of the new placement
group where the object has to be stored. The POP may delay the second step depending on the
load in the system. We claim that these steps must be performed when the activity in the system
is low.

Write operations during migration: When a write operation is concurrent to the add or the
removal of placement groups in a pool, the placement groups organization is used to determine
where the object been written should be stored.

Read operations during migration: When the operation that is concurrent to the add or
removal of placement in a group is a read, the POP, first, tries to read the object from its cache. If
the object is not in the cache, the POP determines if the object is mapped to an interval impacted
by the migration. If the object has already been migrated, the POP retrieves the object from
its new placement group otherwise it retrieves it from the former placement group containing the
requested object.

5.4 Data maintenance description

In this section we describe our data maintenance solution regarding the departure and arrival of
home gateways in regions of Mistore.
A home gateway can be unavailable making also the data stored in this home gateway unavailable.
The unavailability of a home gateway can be transient or permanent:

• Transient unavailability: The home gateway may just have been turned off by the user.
In this case we can suppose that the durability of the data stored in this home gateway is
maintained and that these data will be available for read and write operations as soon that
the home gateway is powered and returns in the system.

• Permanent Unavailablity: It can be to a crash. In this case, all the data stored in this
home gateway are lost. However replica of these data can be found in other home gateways
of the placement groups in which these data are stored.

Monitoring service

Despite the home gateways unavailability that can occur in the system, the redundancy level of
each object in the system must be maintain in order to ensure its availability and durability. For
instance when a home gateway is permanently unavailable it can be necessary to create new copies
replicas of the replica lost.
In order to propose a data maintenance method to deal with departure of nodes, a system monitor-
ing is necessary. This monitoring system has the purpose to maintain a view of the home gateway
in the system allowing to deduce the availability of the data stored. For instance knowing the num-
ber of home gateways that are available in a placement group, we can compute the availability of
the data stored in this placement group regarding the redundancy degree defined at the pool level.
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In the following we describe this monitoring service and our data maintenance proposition to
ensure data durability and availability. This data maintenance relies on the information received
by the monitoring service. These information can be related to the home gateway availability,
their network bandwidth, their storage space capacity, etc. We will focus on the availability of the
home gateways.

Home gateway availability: We describe three states to define the availability of a home
gateway:

• State up: The home gateway is available.

• State down: The home gateway is assumed to be temporarily unavailable (the home gateway
may just have been turned off). The POP does not forward requests (i.e. read and write
operations) to a home gateway in this state. When a home gateway become in a down state,
the POP checks if the availability degree of the data stored in the placement groups in which
this home gateway is involved and proceeds to reconstruction of lost replica if needed.

• State out: The home gateway is considered definitively unavailable and no request is sent to
this home gateway.

To monitor and maintain the state of the home gateways, each home gateway sends a message
called hearbeat when it is (re)connected to the POP of its region. Heartbeat messages are sent
periodically to the POP. The period of sending heartbeat messages named theartbeat is predefined
in the system. This heartbeat messages helps the POP to maintain the availability states of the
home gateways.
The POP marks a home gateway up when it receives periodically heartbeat messages from that
home gateway that can then receive read and write requests. After a period tno_heartbeat if no
heartbeat message is received by the POP from a home gateway, the POP marks that home gateway
down. Note that a home gateway can be marked as down if that home gateway is unreachable when
a request is sent to it. This can happen when the period tno_heartbeat is not elapsed and the home
gateway is unavailable. When a home gateway in the state down sends a heartbeat message before
the predefined time tdown_max elapses, the POP marks that home gateway in a state up otherwise
it is marked out. The availability degree of the data stored in the placement groups where that
home gateway is checked to see if some data replicas reconstruction are needed.

The lazy data maintenance assisted by the POP

Our solution is based on the data maintenance methods described as reactive [26]. A basic
reactive data maintenance whether it is eager or lazy uses a redundancy threshold on data.
When an object availability degree reaches the defined threshold, new replicas are immediately
created to avoid data lost. The main problem with this type of method is the state of emergency of
the replica reconstruction when the threshold is reached. This may create a pick in the bandwidth
utilization. Our method aims to reduce the emergency state during replica reconstruction by
relying on our architecture.
We define three redundancy thresholds on the placement groups. These threshold correspond to
the number of available home gateways in a placement group but also to the availability degree of
the data stored in this placement group.

• Threshold Tsafe: The initial threshold, it corresponds to the redundancy degree Rpool defined
at the pool level. At this threshold no maintenance operation is needed. We assume the
availability and durability of the objects stored in the placement group provided.

• Threshold Trepair: The threshold at which replica reconstruction is an emergency. When the
threshold reaches this states, the POP re-creates redundancy to avoid data lost. The POP
retrieves the necessary data to create new replica from the other available home gateways in
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the placement group. The new replica can be kept in the cache of the POP before been stored
in a new home gateway which will replace the older one that is definitively unavailable. The
POP selects this home gateway in the same manner that home gateways are selected when
placement groups are created (See Section 5.3). The new replica are available for read and
write operations when there are in the cache of the POP so storing them in the new selected
home gateways can be done asynchronously when the network bandwidth utilization is low
in order to not disturb the quality of experience of the user.

• Threshold Tcache: This is a state between Tsafe and Trepair such as Trepair < Tcache < Tsafe.
When the redundancy degree of an object reaches the state Tcache, the replica needed to
reconstruct the object are uploaded from the remain available home gateways to be cached
on the POP. Because this threshold is not critical to the availability and durability, cached
these replicas are not done in an emergency state. Data can be sent to the POP in such a
way to avoid load peaks in the network bandwidth utilization. For instance it can be done
in periods of inactivity. Objects are kept in the cache of the POP during a defined period
Timecache. When some gateways leave the down state to the up state, the redundancy degree
of their placement groups is updated. The cached objects can be deleted if the redundancy
degree get superior to Tcache. Deleting objects from the cache may also depend on the object
access pattern. In fact cached objects are available to read and write operations.

5.4.0.1 Home gateways arrival

A particular feature in our architecture is that we cannot explicitly add home gateways in the
infrastructure. A home gateway can be added to the infrastructure due to the subscription of a
new customer or the reconnection of a home gateway (i.e from state out to state up). A subscription
policy may be set up to let the users decide whether their home gateway can be used by the storage
system. In this thesis, we consider that every home gateway is enrolled in the storage system.
When a home gateway is added to the storage system, the first thing to do is to add it in a Fault
Domain (See Section 5.3) of a region. Then the POP of that region manage the time when the
home gateway will participate to the storage activity. In several systems new nodes automatically
participate to the storage activity through a load balancing on a subset of nodes in the system [72]
or on all the nodes [136, 137]. In our case, since the pools are already provisionned, to integrate
new node in the storage activity does not need to be performed synchronously. We can integrate
them asynchronously, in a lazy mode. We integrate new home gateway in the storage activity in
the following cases:

• Home gateway replacement: When a home gateway is in the state out, the POP of
the region selects others home gateways to replace it in the different placement groups in
which the older home gateway was involved in. Selecting a home gateway to integrate in a
placement group is performed just as in the system initialization (See Section 5.3).

• Load balancing operation: It can be performed to balance the storage load on more home
gateways of a region. In this case, the operation is not an emergency, it is a maintenance
operation that can be performed by the POP in a lazy mode (See Section 3.2.2), for example
periodically taking into account the current workload in the region.

5.5 Related works

Several works on data placement methods has already been pursued in the literature focusing on
different aspects such as load balancing, heterogeneity, redundancy, or reverse lookup support.
Redundant Array of Independent Disks (RAID), originally named as Redundant Array of Inexpen-
sive disks [101], is a technique allowing to put together several physical disks to create a logical disk
that may be larger, faster, more reliable dependent on the RAID level used. Different RAID levels
optimize different aspects such as reliability by tolerating disks failure, performance by allowing
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parallel data access on multiple disks, capacity by combining multiple disks, or a combination of
them. RAID systems provides block storage as a single logical disk and can be used transparently
by a file system on top of the RAID system. Compared to our solution, RAID systems only tolerate
loss of disks. In our solution we are in a context of object storage and the solution is designed to
tolerate lost of physical disks and storage nodes as well.
Controlled Replication Under Scalable Hashing (CRUSH) [137] is the data placement and main-
tenance algorithm used by Ceph [136] a distributed storage system. CRUSH and our solution
share several similarities about the concepts used. CRUSH is a pseudo randomize method that
distributes in a evenly manner objects on Object Storage Devices of a cluster, based on a storage
device weighting system taking into account the heterogeneity of the storage devices. Ceph uses
the concept of placement groups with CRUSH to manage redundancy and reverse lookup in the
cluster however, in the first version of Ceph [136], the number of placement groups was determined
and fixed at the creation of the cluster. Recent version of Ceph1 allow to increase the number
of placement groups but you can not decrease them. In contrast in our system, the number of
placement groups can be increased or decreased.
Consistent hashing is a pseudo-randomize data placement using a namespace represented by a
circle. Data and storage nodes are randomly and uniformly associated to a point in the namespace
by a pseudo-randomize method taking node and data item identifiers as input. A storage node
is responsible to store the data that are mapped between its point and the point of the following
node on the circle. In case of an arrival, the new node takes responsibility of a range that were
previously managed by its predecessor. That is the load in case of arrival/departure of node is not
share among all the nodes in the system. Moreover, consistent hashing does not support nodes
heterogeneity on its own. A solution to introduce heterogeneity in consistent hashing is to use the
technique of virtual node [121] which consists of attributing several identifiers to a node that has
more resources than the others. In that case, the node will be mapped to different points and
eventually will manage more data than smaller nodes. In our work, we use a technique similar to
a virtual node technique to allow a storage node to be part of several placement groups and make
the storage node appear homogeneous in terms of storage space. And in contrast to consistent
hashing technique, in our solution, when placement groups are added/removed, the nodes is share
among all the placement groups of the system.
Random slice [90] is a placement method that distribute data among storage node of a cluster
taking into account their heterogeneity. To achieve it, Random slice uses a name space represented
by a segment defined on an interval of [0, 1[. To achieve heterogeneity, nodes are responsible of
ranges of size that are proportional to their capacity. The ranges of a node can be contiguous
or not. Data are mapped to ranges and are associated to the node responsible of the range. To
keep the system balanced, when a node is added/removed, each node releases/acquires a range,
proportionally of their capacity, of the name space to/from new/removed node.
SPOCA [25] is a pseudo randomize placement method aiming to distribute requests to a list of
servers. It supports load balancing, heterogeneity. Each servers is assigned, proportionally to their
capacity, a segment on a namespace represented by an interval. Not all the namespace is allocated
to the servers, some intervals of the namespace are allocated to no servers. Requests are mapped
on the namespace and routed to the server responsible of the interval in which the request has
been mapped. Note that requests are remapped to the namespace until they are mapped to in
an interval handled by a server. This allows to keep the system balanced in the case of servers
arrivals and departures. However SPOCA presents some scalability and efficiency issues. In fact,
in SPOCA, the size of the namespace is immutable so if the size of the namespace is small, the
system lacks in scalability as the number of servers we can add will be limited. On the other side,
if the namespace is very large, we may loose in efficiency if there is a large number of segments
that are not allocated to servers.
Asura [67], is a data placement based on SPOCA algorithm and brings some enhancements to
solve the scalability and efficiency issues in SPOCA. Asura achieves this by allowing to reduce and
extend the namespace size or interval without causing unnecessary data migration. To do so, Asura

1http://ceph.com/
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makes use of pseudorandom number generators. A pseudo random number generator generates a
sequence of random numbers for a data item identifier in the interval of the namespace. When the
namespace is extended, a new random number generator is added to generate random numbers on
the new namespace. For each data, the sequences of the different random number generators are
merged in a so called Asura random numbers. A data item will be stored on the first number of
the Asura sequence numbers that falls in a segment that is attributed to a server. To reduce a
namespace size, only unnecessary (i.e. those covering wider namespace) pseudo random number
generators just have to be deleted.
While our method leverages clever design choices from the previous methods, our solution may be
considered as a data placement framework that can be implemented using the previous algorithms
when they present the required properties. For instance, a virtual node technique is used to
deal with nodes heterogeneity, placement groups are used to provide reverse lookup capability,
algorithm to provide redundancy can be parametrized. We also structured the placement groups
using a random slice structure but other methods can also be used.

5.6 Summary and perspectives

In this Chapter, we described a data placement and maintenance scheme. This scheme aims
to reduce the amount of metadata about the location of data in regions of Mistore. We design
this scheme to be flexible so that one can configure elements such as the redundancy degree,
redundancy techniques, the read and write methods, the cache retention period and the schedule
of the data migration. Future work would be to implement this scheme and also make its easily
pluggable in an existing system needing to locate, place, and maintain resources in a lightweight
and scalable manner. Another direction may be to support several fault domain and heterogeneity
characteristics.



6
A secure two-phase data deduplication scheme

Data grows at the impressive rate and a study by the IDC shows that 75% of the digital
world is a copy [51]. Although keeping multiple copies of data is necessary to guarantee
their availability and long term durability, in many situations the amount of data re-
dundancy is immoderate. By keeping a single copy of repeated data, data deduplication
is considered as one of the most promising solutions to reduce the storage costs, and
improve users experience by saving network bandwidth and reducing backup time. How-
ever, this technology still suffers from many security issues that have been discussed in
the literature. In this chapter, we target the attacks from malicious clients and present
a method that we called two-phase data deduplication contributing to build a storage sys-
tem that is secure against attacks from malicious clients. Our solution remains effective
in terms of storage space and network bandwidth economy.
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6.1 Introduction

The amount of data to be stored by cloud storage systems increases extremely fast. It is thus
of utmost importance for Cloud Storage Providers (CSPs) to find means to reduce the cost for
storing all the created data. A promising approach to achieve this objective is through data
deduplication [47, 112].
By storing a single copy of redundant data, deduplication is one of the most promising technologies
in storage systems. Storing a single copy of redundant data allows to save storage space and
therefore it reduces the storage cost. Due to its straightforward economical advantages, data
deduplication is gaining popularity in both commercial and research storage systems [47, 112, 68,
89, 18, 5, 141, 59, 44, 93, 86].
In cloud storage services, it also improves the clients user experience when it is applied prior to
uploading the data the storage server. In fact, it allows to save network bandwitdh, (i) the users
does not have to send more than one time the same data and (ii) the storage server does not have
to receive several time the same data (See Section 6.1.1 for more information).
However, several works have recently revealed important security issues leading to information
leakage to malicious clients [60, 62, 94, 122]. These security concerns arise especially in systems
performing an inter-user and client-side deduplication which is unfortunately the kind of dedupli-
cation that provides the best savings in terms of network bandwidth and storage space. These
vulnerabilities has been discovered on popular cloud storage services such as Dropbox [44], Memo-
pal [86], and Mozy [93] Although several solutions exist in the literature, we observe deduplication
still suffer from these vulnerabilities. In fact, most of the time these solutions only solve a subset
of the attacks possible against deduplication.
In this chapter, we propose a solution allowing to perform an inter-user and client side deduplication
that is secure against all the existing attacks from malicious clients against a system performing
deduplication. In the following of this section we describe in Section 6.1.1 how deduplication works
and in Section 6.1.2 we review the different confidentiality issues in data deduplication.

6.1.1 Data deduplication

Data deduplication is an emerging storage technology allowing to achieve storage space capacity
optimization and is considered as the promising approach in storage technologies [47, 112].
Put simply, data deduplication keeps a single copy of repeated data. When a client wishes to store
some piece of data, and if a copy of this data has already been saved in the system, then only a
reference to this existing copy is stored at the storage server. No duplicate is created. This reduces
the storage space consumption as references are in general smaller than data. It has been showed
that depending on the application, data deduplication can save around 80% to 90% of storage
space compared to the same application with no deduplication [47, 112].
Data deduplication can be distinguished at the level at which it is applied. Hereafter, we briefly
describe the diverse forms of deduplication.

User granularity

Data deduplication can be classified according to its user granularity:

• Intra-user: Deduplication is performed only regarding the data previously stored by a user.
For example, suppose a user Alice has already stored a data item D in the system, if another
user Bob stores the same data item D in the system, a new copy of D will be stored. However,
for subsequent requests for storing D by Alice or Bob, the deduplication will be applied.
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Figure 6.1: Deduplication: Only one copy of redundant data are stored in the system.

• Inter-user: In this case, the deduplication is performed on all the data stored in the system
independently from the owner of the data items. For example, when Alice stores a data
item D in the system, further, if Bob stores the same data item D, the deduplication will
be applied. The inter-user deduplication is attractive because the storage space savings is
higher than with an intra-user deduplication.

Data granularity

Data deduplication can also be applied at various level:

• File level: This method considers a whole file as a data item and only a single instance of
a file is stored in the system [59, 18, 5]. However, this method does not take advantage of
the similarities between different files. Assume a user who has stored a file in the system,
modifies a little bit this file and stores the new version, this will result in two files saved in
the system despite their similarities that could be leveraged by the deduplication for more
storage space savings.

• Block level: This solution breaks a file into small blocks of fix-length [105] or variable-
length [9, 95, 141] in order to detect duplicated blocks in the system. For example, when a
user stores a file in the system, further, if he modifies this file and stores the new version,
only the changed blocks of the file will be saved in the system. It allows more storage space
savings than the file level deduplication because it takes advantage of similarities between
files [48, 89]. The smaller the blocks are, the more storage space savings can be expected.
However, this solution requires more resources because the indexes of blocks identifiers to
maintain are much larger than in a file level deduplication [80, 144].

• Content aware: In contrast to a block level method, a content aware method breaks files
into blocks taking into account the semantic of this file. With the understanding of the
files semantics, creating blocks is more efficient and consumes less computing resources than
a block level method. For example, to deduplicate emails, while a method not aware of
the semantic of a mail may consume many resources to create multiple blocks, a method
aware of the semantic of a mail can efficiently create blocks corresponding to headers, body,
and attachments.

Location

Data deduplication can be executed at different locations, generally at the client-side or the server-
side:
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• Server-side: In this case, clients send data to the storage server which performs all the
deduplication process in order to remove duplicates and stores only a single instance of each
data item.

• Client-side: In this case, the deduplication is performed by the client before sending data to
the storage server. Actually, clients compute and send the identifiers of the data items to the
storage server. The storage server checks whether or not these identifiers exist in its index.
If an identifier exists in the storage server index, it means that a copy of the corresponding
data item exists in the system and the item is deduplicated. Otherwise, the client has to send
the data to be stored. The client-side deduplication is very attractive because alongside the
storage space savings, it also saves network bandwidth as data items are not sent if a copy
already exists in the system.

Timing

Data deduplication may also differ depending at the moment when it is applied.

• In-line: The deduplication is applied while storing data in the system. It can be applied on
the client-side or on the server-side.

• Post-process: In this case, data are deduplicated after they have been stored on storage
nodes. Thus, it is applied on the server-side. The post-process avoid the backups latency
that may create in-line deduplication on the storage server side due to the process to detect
redundancy. However a post-process requires more available storage space on the storage
server than an in-line deduplication as duplicates need to be stored for a certain time before
the deduplication process starts [80].

6.1.2 Deduplication and confidentiality issues

A number of various attacks that malicious client can perform on system using data deduplication
has been discussed in the literature [60, 62, 94, 122]. To better understand where the vulnera-
bilities of deduplication stand in order to propose a solution, we have studied these attacks and
came up with the conclusion that these attacks can be summarized in three categories that we
describe hereafter.

6.1.2.1 Manipulation of data identifiers

A common technique to deduplicate data is by hashing the content of the data and using this unique
hashed value as the identifier of the data. Then the client sends this identifier to the storage server
to determine whether such an identifier already exists in the system. An attacker can easily exploit
this technique to perform various attacks
An attack based on data identifier manipulation is the CDN attack [62] that turns a cloud storage
system into a Content Delivery Network (CDN) (See Figure 6.2). Suppose that Bob wants to share
a file F with Alice. Bob uploads F to a cloud storage system and sends F identifier to Alice. When
Alice receives it, she tries to upload F to the same cloud storage system by sending F identifier.
The storage system will detect that this identifier already exists. Consequently, solely a reference
meaning that Alice also owns file F will be stored in the system which is actually wrong. At
this point, when Alice wants to download F , she just needs to request it from the cloud storage
system. This attack has been popularized on Dropbox [44] by Dropship [43] a tool allowing to
distributes files from between Dropbox accounts using only file identifiers. Note that Dropship is
not functional anymore as Dropbox made some changes on their system because of this problem.
Another example of this kind of attack is the one called poison attack or targeted collision [122]
in which, a malicious client uploads a piece of data (e.g, a file) that does not correspond to
the claimed identifier (See Figure 6.3). Suppose that Bob wants to cheat Alice. If no control is
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Figure 6.2: The CDN attack turns a cloud storage service into a Content Delivery Service using
for free the resources of the CSP. The issue is that the storage service assumes that the client 2
has the file F just because he/she presents F identifier to the system.

made by the cloud storage system, Bob can upload a file F1 with the identifier of a file F2. Then, if
Alice wishes to upload F2 with its real identifier, the system will detect the existence of F2 identifier
in the system and will not store F2. Rather, the system will store a reference meaning that Alice
also owns file F1 which is the file corresponding to the identifier of F2 in the system. Later, when
Alice will request the file corresponding to the identifier of F2, the system will send F1 to Alice.

6.1.2.2 Network traffic observation

Monitoring the network traffic on the client side gives an attacker the capability to determine
whether an inter-user deduplication has been applied on a given piece of data (See Figure 6.4).
Such an attacker can exploit this knowledge to identify data items stored in a cloud storage system
by other users or even learn the content of these data items [12, 62]. For instance, to determine
whether a file F is stored in a system, the attacker just tries to upload F and observes the network
traffic from his/her device toward the storage server. If F is uploaded, it means that F does not
exist in the storage system. The attacker is not even obliged to upload the complete file. He/she
can prematurely abort the upload, so that the attack can be repeated later. On the other hand,
if the file is not uploaded, the attacker can conclude that the file already exists in the system.
This fact makes the storage system vulnerable to brute force attacks on file contents [12, 62]. For
instance, to determine which copies of a movie exist on a specific cloud storage system, an attacker
can upload each format or version of such a movie, and show that those that are not uploaded
already exist in the storage system.

6.1.2.3 Backup time observation

Detecting an inter-user deduplication by observing the backup duration gives an attacker the ability
to perform the same attacks as the ones done with network traffic observations (See Figure 6.4).
This kind of attacks, also called timing attacks, have been used in several contexts such as hard-
ware security tokens, network-based cryptosystems, Information Centric Networks (ICN), memory
deduplication [73, 38, 114, 21, 139, 124, 92, 78, 49]. Depending on the context, timing attacks al-
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Figure 6.3: With the Poison attack also called targeted-collision attack, the malicious client can
store a data item with the identifier of an other to create a collision. The problem is that there is
no control on the correspondence of the file and its identifier.Poison attack
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Figure 6.4: It is simple to identify files stored in the storage service just by trying to store a file and
to observe the network traffic to see if the file is actually uploaded or by measuring the duration
of the PUT operation. The problem here is that the inter-user deduplication is not transparent to
clients.

lows to the attacker to compromise secret keys or users/systems privacy. Actually, systems where
malicious clients can perform accurate timing measurements are potentially at risk against timing
attacks. However, in a deduplication system, observing the duration of a backup operation is less
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accurate than a network traffic monitoring as it depends on the size of the file and the state of
the network. For small files, observation may not be accurate, while for larger ones, it gains in
accuracy.

6.1.3 Our contribution

There have been lots of efforts devoted to deal with these issues and provide a secure and efficient
data deduplication [12, 13, 39, 60, 62, 63, 82, 94, 96, 122, 140, 143]. However, we are not aware of
any single solution that is capable of addressing, at the same time, the three types of attacks that
malicious users can attempt on the deduplication system. This is our objective in our solution.
Our work takes place in the context of an Internet Service Provider (ISP) providing also the storage
system1. That is to say, the ISP which is also the CSP has strong economical reasons to (i) save
storage space and network bandwidth as it masters all the network and storage infrastructure,
and (ii) provide a secure storage service to its consumers. Making clients save their network
bandwidth is also a strong incentive as it improves the user Quality of Experience (QoE) of users.
We propose a deduplication solution to build a storage system that positively answers the following
three questions:

1. Can we guarantee that the identifier used to trigger deduplication corresponds
to the claimed data item? In fact, it is important to avoid target-collision attacks. When
the system deduplicates a data item we have to be sure that we are not introducing or
creating a data collision. The natural approach in deduplication is to create data identifiers
with a hash function that is pre-image resistant (i.e. given a hash value, it should be hard
to find any file that hashes to that hash value), second pre-image resistant (i.e. given a file
F1, it should be hard to find a different file F2 such that F1 and F2 hash to the same value),
and collision resistant (i.e. it should be hard to find two different files F1 and F2 that hash
to the same value). While this approach is needed to avoid or limit natural collision, it is not
sufficient against targeted-collision attack.

2. Can we determine that a client actually owns the data item corresponding to
the identifier issued to the storage system? It is important to provide a solution that
answers positively to that question. In fact during a deduplication operation, if the client
does not send the data item been deduplicated, it is impossible to know if that user were just
in possession of the data item of just its identifier. If we ensure that a user really owns a data
item before its deduplication, we can mitigate attacks such as the CDN one. In the literature,
several solutions address this problem through a Proof of Ownership (POW) [39, 60, 94, 96,
143] that ensures that the client owns the data item corresponding to the identifier he/she
presents to the storage system. With a POW, the client can prove to the system that he/she
owns a data item without sending the entire data item to the storage server. However, we
found that a POW alone is not sufficient as it answers only to one problem. For instance,
a simple POW does not answer positively to the next question since a client knows when
an inter-user deduplication is performed.

3. Can we make the inter-user deduplication transparent (i.e. unnoticeable even in
the case of backup time or network traffic observation) to clients and still provide
network bandwidth savings? Several solutions in the literature try to provide a secure
deduplication solution while performing the inter-user deduplication on the client-side. We
argue that this is not a good approach since having the capability to know whether an inter-
user deduplication has been applied leaks some information about the file already stored in
the cloud by other users. This leads to various type of attacks. In our work, we envision
a solution where we can get the benefits of inter-user deduplication (i.e. the global storage
space savings), and still get the benefits from network bandwidth savings. We took a different
approach from the other solutions that consider only two locations where to perform dedu-

1For instance the french ISP Orange provides various cloud storage services.
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Figure 6.5: Architecture of the two-phase deduplication scheme.

plication (i.e. client-side and server-side). Thanks to the work on Mistore (See Chapter 4) we
know that it is possible to put some storage intelligence in the network path between clients
and a server, and we leveraged this fact to answer positively to that question.

Our deduplication scheme aims to be simple and robust against the aforementioned attacks while
remaining efficient in terms of storage space and bandwidth savings for both clients and the CSP.
We consider data deduplication at a file level granularity but our solution can be extended to the
block level as well.
Specifically our approach is a two-phase deduplication that leverages and combines both intra- and
inter-user deduplication techniques by introducing deduplication proxies (DPs) between the clients
and the Storage Server (SS). Communications from clients go through these DPs to reach the SS
which allows to split the deduplication process as illustrated in Figure 6.5.

The intra-user deduplication: This phase is performed by clients. It aims at saving clients
network bandwidth by guaranteeing that each client uploads no more than once each of his/her
file to a DP (i.e. per-client savings). In addition, we strengthen data confidentiality by letting
clients encrypt their files before uploading them. Regarding security, we exploit the fact that
the scope of the intra-user deduplication is limited to the files previously stored by the client trying
to store a file. It allows the storage system to be protected against both CDN and network traffic
observations attacks. Briefly, in the former case, each client uploads each of his/her files to his/her
associated DP exactly once even if the same files already exist in the storage system (due to a prior
upload by an other client). This accordingly prevents any client from determining whether a file
already exists in the storage system through network traffic observations.

The inter-user deduplication: This phase is performed by the DPs. Alongside the economical
benefits offered by this scheme thanks to global storage space savings (i.e. only a single copy of
a file is stored independently of the number of owners of this file), it provides also global network
bandwidth savings between DPs and the SS as a single copy of any file has to be sent to the SS.
Note that to make indistinguishable the upload of a file to the SS from the sending of a reference
— when the referred file already exists in the storage system — the concerned DP may introduce
an extra delay before sending the notification to the client. The goal of adding this delay is to
make similar the duration of storing a reference and storing the entire file. This aims to protect
the system against attacks based on backup time observation.
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Consistency of files and their identifiers: To protect the storage system against targeted-
collision attacks, consistency between a file and its identifier is checked by the DPs before sending
the file to the SS and before applying the inter-user deduplication (i.e. sending only a reference to
the SS).
The remainder of this chapter is organized as follows. Section 6.2 details the system model and
the assumptions we made about the system. Section 6.3 focuses on the two fundamental operations
that allow to store and retrieve files in the system. Section 6.4 presents a performance evaluation
of our solution, and Section 6.5 a discussion on security issues. Section 6.6 exposes the related
work. Conclusion and future work are presented in Section 6.7.

6.2 System model

In this section, we describe the decision we took on the system model and the assumption we made
about our solution in order to keep the focus on our contribution and make it easily comprehensible.
Our system consists of the following three types of components:

• Client (C): Any authenticated user accessing the storage system.

• Storage Server (SS): A server in charge of storing and serving clients files. The storage
server also maintains an index of all the files stored in the storage system and their owners.

• Deduplication Proxy (DP): A server associated to a given number of clients. Clients com-
municate with the storage server via their associated deduplication proxy. A deduplication
proxy is involved in both the intra-user and the inter-user deduplication (See Section 6.3).

The orchestration of the proposed architecture is illustrated in Figure 6.5. The SS and the DPs
are operated by the CSP.

6.2.1 Threat model

In order to focus on confidentiality issues, we suppose that the CSP is trusted to behave correctly
to ensure the clients files availability, integrity, and long term durability. However it follows the
honest but curious adversary model. Namely, it may take actions to disclose file contents.
Regarding clients, we assume that some of them are malicious. They may try to perform the types
of attacks mentioned in Section 6.1.2. We suppose that there is no coalition between the entities
provided by the CSP (i.e. the SS and the DPs) and the clients.
Finally, we consider that communication channels are reliable through the use of cryptographic
protocols such as Secure Sockets Layer (SSL) or Transport Layer Security (TLS). It avoids to deal
with attackers that are not involved in the storage system so we can focus on the deduplication
mechanism and the malicious clients of the storage system.

6.2.2 Data encryption

We make the hypothesis that entities have access to a hash function, denoted by hash in the fol-
lowing, that is pre-image resistant (i.e. given a hash value, it should be hard to find any file that
hashes to that hash value), second pre-image resistant (i.e. given a file F1, it should be hard to find
a different file F2 such that F1 and F2 hash to the same value), and collision resistant (i.e. it should
be hard to find two different files F1 and F2 that hash to the same value). This hash function will
be used to create data identifiers for example. We consider that there is no hash collision.
We assume that clients have the ability to encrypt and decrypt data with both asymmetric
(encryptasym and decryptasym) and symmetric (encryptsym and decryptsym) cryptographic
functions and manage their own private and public personal keys for the asymmetric encryp-
tion scheme.
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We allow clients to encrypt their files before sending them over the network to be stored. However,
there is some complications when client encrypt their files using a classic encryption scheme. In
fact, if clients encrypt their files with personal keys, then the same file encrypted by several clients
will result in different ciphertexts of the same file. Therefore, the CSP will not be able to detect
duplicates and an inter-user deduplication would be impossible. To allow the inter-user dedupli-
cation on encrypted data and improve the storage space saving, an other encryption scheme is
needed.
Fortunately there exists an encryption scheme called convergent encryption [12, 13, 42, 82, 140]
that allows the inter-user deduplication on encrypted data. Specifically, to encrypt a file F with
this scheme, the hashed value of F is used as an encryption key to encrypt F using a cryptographic
symmetric function. Thus, the same file encrypted by different clients will result in equal cipher-
texts. This allows the CSP to detect duplicates and apply an inter-user deduplication on encrypted
files without any knowledge of their plaintext content.
In our approach, clients encrypt their files using the convergent encryption scheme to let clients
encrypt files before uploading them.

6.3 System design

This section describes the put and get operations allowing clients to respectively store and retrieve
their files from the cloud storage.

6.3.1 The put operation

Client (Cid) Deduplication Proxy (DP) Storage Server (SS)

checkForDedup(C୧ୢ, F୧ୢ)

checkForDedupResponse (C୧ୢ, F୧ୢ,
[ intra-user deduplication |  file upload |  inter-user deduplication ])checkForDedupResponse(C୧ୢ, F୧ୢ,

[ intra-user deduplication |  file upload ])

uploadFile(C୧ୢ, F୧ୢ, {F୦ୟୱ୦}୏಴೔೏ , {F}୊౞౗౩౞)

uploadReference(C୧ୢ, F୧ୢ, {F୦ୟୱ୦}୏಴೔೏)

uploadFile(C୧ୢ, F୧ୢ, {F୦ୟୱ୦}୏಴೔೏ , {F}୊౞౗౩౞)

uploadReferenceResponse(C୧ୢ, F୧ୢ, OK)

Encryption key creation + File encryption + File identifier creation

Checking whether deduplication is necessary

checkForDedup(C୧ୢ, F୧ୢ)

IF intra-user deduplication do ELSE do   

Intra-user deduplication

File upload to the DP 

IF file upload requested because of an inter-user deduplication do ELSE do

Inter-user deduplication

Checking the consistency between file and its identifier

Making the inter-user deduplication transparent
uploadFileResponse(C୧ୢ, F୧ୢ, OK)

uploadFileResponse(C୧ୢ, F୧ୢ, OK)

File upload to the SS

uploadFileResponse(C୧ୢ, F୧ୢ, OK)

3 4

1 2

2

1

3

4

Figure 6.6: A PUT operation
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When a client wishes to store a file in the storage system, he/she triggers a put operation. This ope-
ration, illustrated in Figure 6.6, involves two types of interactions, the first one between the client
and a DP, and the second one between this DP and the SS. Table 6.1 gives the signatures and de-
scriptions of the functions used in a PUT operation. In the following, the client invoking the put ope-
ration for a file F is denoted by its identifier Cid. Algorithm 13 gives the pseudocode of a PUT ope-
ration performed by the client. Before interacting with the DP, Cid builds the different parameters
of the functions of the put operations. First, it creates the encryption key by hashing F content
as follows,

Fhash ← hash(F ). [Line 1 in Algorithm 13]

Algorithm 13 Client: Function Put.
Put (Cid, F, KC)
Input: The client identifier Cid, the public key of client, and the file F to store in the system.
Output: The client identifier Cid, the identifier associated to the file F, and the result of the operation.

1: Fhash ← hash(F)
2: {F}Fhash ← encryptsym(Fhash, F)
3: Fid ← hash({F}Fhash)
4: DP ← getDP()
5: checkForDedupResponse ← DP.checkForDedup(Cid , Fid)
6: if checkForDedupResponse.result == file_upload then
7: {Fhash}KC ← encryptasym(KC , Fhash)
8: return DP.put(Cid, Fid, {Fhash}KC , {F}Fhash)
9: end if
10: return {Cid, Fid, OK}

Then, Cid encrypts the file F by applying a symmetric encryption function on F using Fhash as
a key leading to the ciphertext {F}Fhash

. We have

{F}Fhash
← encryptsym(Fhash, F ). [Line 2 in Algorithm 13]

Finally, Cid creates F identifier Fid as

Fid ← hash({F}Fhash
). [Line 3 in Algorithm 13]

The previous steps allow different clients to create the same identifier for a given file, and enable
to check the consistency between an encrypted file and its identifier by just comparing the hashed
value of the encrypted file and the received identifier. Once client Cid has created the parameters of
the put operation, he/she sends a checkForDedup request to the DP to inform it that he/she wants
to store F . Algorithms 14 and 15 gives the pseudocode executed, during a checkForDedup request,
respectively by the DP and the SS. This request is directly forwarded to the SS that checks whether
a data deduplication and which kind of deduplication must be applied (i.e. either an intra-user
deduplication or an inter-user one). This is achieved by looking for Fid and its potential owners
in the file ownership index maintained by the SS. According to the outcome of this search, the SS
sends one of the following three responses to the DP.

1. (Cid, Fid, Intra-user deduplication). Cid has already stored the file corresponding to Fid.
Thus, by construction of our deduplication process, the file upload is not necessary; the DP
directly forwards the response to Cid.

2. (Cid, Fid, File upload). In this case, the file corresponding to Fid does not exist in the stor-
age system, which requires that Cid must upload it; the DP directly forwards the response
to the client.

3. (Cid, Fid, Inter-user deduplication). The file corresponding to Fid has already been
stored in the storage system by a client different from Cid. Thus, an inter-user dedupli-
cation must be applied by the DP. However, in order to hide this inter-user deduplication
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Functions Description

hash(file) Creates a hash of the file passed in parameter

encryptsym(secretKey, file) A symmetric encryption function taking as parameters the secret
encryption key and the file to encrypt

encryptasym(publicKey, file) An asymmetric encryption function taking as parameters the public
encryption key and the file to encrypt

getDP() Returns the deduplication proxy associated to the client executing
this function. The DP returned assumed to be the closest one.

checkForDedup(clientID, fileID)
Checks whether deduplication (and which kind) is required when a
client want to store a file. This function takes the client and the file
identifiers as parameter.

getFileIndex(clientID) Returns the list of files identifiers owned by a client. Its takes
the client ID as parameter.

put(clientID, fileID,
encryptedKey, encryptedFile)

Stores a file in the system. It takes as parameters the client and file
identifiers, the encrypted key used to encrypt the plaintext file and
the encrypted file.

put(clientID, fileID,
encryptedKey, encryptedFile)

Stores a file in the system. It takes as parameters the client and file
identifiers, the encrypted key used to encrypt the plaintext file and
the encrypted file.

getSS() Returns the Storage Server where to store a file.

cache(checkForDedupResponse)
Stores on the deduplication proxy the result of a checkForDedup
request. It takes as parameter the response to the checkForDedup
request.

getCheckForDedupResponse(clientID,
fileID)

Gets the result of a checkForDedup request previously stored in the
cache of the DP.

getTransferTime(file, SS) Returns an average time required to transfer the given file to a given
SS.

putReference(clientID, fileID,
encryptedKey)

Stores in the system a reference of a file, namely the client and file
identifier, and the encrypted encryption key.

waitDelay(delay) Waits a delay of length delay

update(clientID, fileID,
encryptedKey)

Updates the index of the system with the client and file identifier,
and the corresponding encrypted encryption key

Table 6.1: API put operation
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to the client, instead of directly forwarding this response to Cid, the DP sends him/her
a file upload response, and memorizes that this upload is requested due to an inter-
user deduplication (Line 4 in Algorithm 14).

Algorithm 14 Deduplication Proxy: Function checkForDedup.
checkForDedup (Cid , Fid)
Input: The client identifier Cid and the identifier associated to the file F to store in the system.
Output: The client identifier Cid , the identifier associated to the file F, and intra_user_deduplication

if the client already owns this file in the system, file_upload otherwise.

1: SS ← getSS()
2: checkForDedupResponse ← SS.checkForDedup(Cid, Fid)
3: if checkForDedupResponse.result in {inter_user_deduplication, file_upload} then
4: cache(checkForDedupResponse)
5: return {Cid, Fid, file_upload}
6: end if
7: return {Cid, Fid, intra_user_deduplication}

Algorithm 15 Storage Server: Function checkForDedup.
checkForDedup (Cid, Fid)
Input: The client identifier Cid and the identifier associated to the file F to store in the system.
Output: The client identifier Cid, the identifier associated to the file F, and intra_user_deduplication

if the client already owns this file in the system, inter_user_deduplication if the client does not
own this file in the system but an other has already stored it, or file_upload if the file does not exist
in the system.

1: if Fid not in index then
2: return {Cid, Fid, file_upload}
3: else if Fid in getFileIndex(Cid) then
4: return {Cid, Fid, intra_user_deduplication}
5: else
6: return {Cid, Fid, inter_user_deduplication}
7: end if

Upon receipt of the DP message in response to a checkForDedup request, client Cid behaves
as follows:

1. Receipt of an Intra-user deduplication response. It ends the put operation.

2. Receipt of a File upload response. The client uploads to the DP his/her client identifier,
the encrypted file {F}Fhash

, the file identifier Fid, and the decryption key encrypted with its
public key as follows,

{Fhash}KCid
← encryptasym(KCid

, Fhash) (Line 7 in Algorithm 13),

which guarantees that {Fhash}KCid
can only be decrypted using Cid private key. Client Cid

waits for the response of the DP.

When the DP receives the uploadFile message from Cid, it applies a consistency check in order
to prevent target-collision attacks. This is shown by the pseudocode in Algorithm 16. A targeted-
collision is detected when the hash value of the encrypted file is not equal to the identifier re-
ceived (Line 1 in Algorithm 16). In that case, the operation is aborted, and a notification is sent
via an uploadFileResponse to client Cid. This ends the put operation. If the consistency check
is successful and the file upload has been requested because of an inter-user deduplication, then
only a reference (i.e. the client identifier Cid, the file identifier Fid, and the encrypted decryption
key {Fhash}KCid

) is uploaded to the SS to be stored (Line 5 in Algorithm 16). Recall that the DP
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has to ensure that this inter-user deduplication is unnoticeable to the client. Thus, before sending
the notification (i.e. an uploadFileResponse message) to Cid, the DP delays it to make the du-
ration of the whole put operation similar to a transmission of the file to the SS (Line 6 and 7 in
Algorithm 16). The added delay is thus a function of the size of the file and the state of the net-
work. On the other hand, if the file upload has been requested because that file does not exist in
the storage system, then the uploadFile message is simply forwarded to the SS in the case where
the consistency check has been successfully passed (Line 9 in Algorithm 16). Algorithms 17 and 18
shows the pseudocodes executed by the SS for storing a reference and a file. In both cases, the SS
updates the index of the list of files belonging to the client with the new reference.

Algorithm 16 Deduplication Proxy: Function Put.
Put (Cid, Fid, {Fhash}KC

, {F}Fhash
)

Input: The client identifier, the file identifier, the encrypted decryption key of the file F, and the file F
encrypted.

Output: The identifier associated to the file F.

1: if Fid == hash({F}Fhash then
2: SS ← getSS()
3: checkForDedupResponse ← getCheckForDedupResponse(Cid, Fid)
4: if checkForDedupResponse == inter_user_deduplication then
5: SS.putReference(Cid, Fid, {Fhash}KC )
6: Timeavg ← getTransferTime({F}Fhash , SS)
7: waitDelay(Timeavg)
8: else
9: SS.put(Cid, Fid, {Fhash}KC , {F}Fhash)
10: end if
11: return {Cid, Fid, OK}
12: end if
13: return {Cid, Fid, ERROR}

Algorithm 17 Storage Server: Function PutReference.
PutReference(Cid , Fid, {Fhash}KC

)
Input: The client identifier, the file identifier, and the encrypted decryption key of the file F.
Output: The client identifier, the file identifier, and the result of the operation.

1: index.update(Cid, Fid, {Fhash}KC )
2: return {Cid, Fid, OK}

Algorithm 18 Storage Server: Function Put
Put (Cid, Fid, {Fhash}KC

, {F}Fhash
)

Input: The client identifier, the file identifier, the encrypted decryption key of the file F, and the file F
encrypted.

Output: The client identifier, the file identifier, and the result of the operation.

1: putReference(Cid, Fid, {Fhash}KC )
2: storageNodes.store(Fid, {F}Fhash)
3: return {Cid, Fid, OK}

6.3.2 The get operation

The GET operation is invoked by clients to retrieve their own files from the storage system. Fig-
ure 6.7 illustrates the process of a GET operation. Our deduplication scheme pushes all the com-
plexity to the PUT operation. Algorithms 19, 20, and 21 show the pseudocodes executed, during
a GET operation, respectively by the client, the DP, and the SS. In GET operations, the DPs
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Functions Description

getDP() Returns the deduplication proxy associated to the client executing
this function. The DP returned is assumed to be the closest one.

get(clientID, fileID) Get the file a client desires. It takes as parameters the client and
the file identifiers.

decryptsym(secretKey, file) An asymmetric decryption function taking as parameters the secret
decryption key and the file to decrypt

decryptasym(privateKey, file) An asymmetric decryption function taking as parameters the private
encryption key and the file to decrypt

getFileIndex(clientID) Gets a list of all the file identifiers of the files belonging to the client.
It takes the client identifier as parameter.

retrieve(fileID) Retrieves a file from the storage nodes. It takes the file identifier as
parameter.

getKey(clientID, fileID) Get the encrypted encryption key of a file with identifier fileID
corresponding to the client with identifier clientID.

Table 6.2: API get operation

only forward the requests and responses they respectively receives from the clients and the SS.
Specifically, upon receipt of a GET request from a client Cid about a file of identifier Fid, the DP
simply forwards it to the SS which looks for Fid in its file ownerships index. If Fid is not found
among the identifiers of files belonging to Cid, the SS sends a getResponse message to the DP
with an error notification to terminate the get request. Otherwise, the SS sends a getResponse
containing the ciphertext {F}Fhash

corresponding to the identifier Fid and the encrypted decryp-
tion key {Fhash}KCid

corresponding to the client Cid. In both cases, the DP only forwards the
getResponse to the client Cid who will apply an asymmetric decryption function on the encrypted
key using its private key K−1

Cid
to recover key Fhash, where

Fhash ← decryptasym(K−1
Cid

, {Fhash}KCid
).

Finally, the plaintext of F is obtained with

F ← decryptsym(Fhash, {F}Fhash
).

Client (Cid) Deduplication Proxy (DP) Storage Server (SS)

get(C୧ୢ, F୧ୢ) get(C୧ୢ, F୧ୢ)

getResponse(C୧ୢ, F୧ୢ, {F୦ୟୱ୦}୏಴೔೏ , {F}୊౞౗౩౞)getResponse(C୧ୢ, F୧ୢ, {F୦ୟୱ୦}୏಴೔೏ , {F}୊౞౗౩౞)

Encrypted key decryption + File decryption

Figure 6.7: A GET operation.
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Algorithm 19 Client: Function Get.
Get (Fid)
Input: The identifier of the desired file.
Output: The file F.

1: DP ← getDP()
2: Cid, Fid, {F}Fhash , {Fhash}KC ← DP.get(Cid, Fid)
3: Fhash ← decryptasym(K−1

C , {Fhash}KC )
4: F ← decryptsym(Fhash, {F}Fhash)
5: return F

Algorithm 20 Deduplication Proxy: Function Get.
Get (Cid, Fid)
Input: The client identifier and the identifier of the desired file.
Output: The file identifier, the encrypted decryption key, and the file F encrypted. The function returns

NULL if the file is not found.

SS ← getSS(Cid, Fid)
1: return SS.get(Cid , Fid)

Algorithm 21 Storage Server: Function Get.
Get (Cid , Fid)
Input: The client identifier and the identifier of the desired file.
Output: The identifier of the file F, the encrypted decryption key, and the file F encrypted.

1: if Fid in getFileIndex(Cid) then
2: {F}Fhash ← storageNodes.retrieve(Fid)
3: {Fhash}KC ← index.getKey(Cid, Fid)
4: return {Cid, Fid, {Fhash}KC , {F}Fhash}
5: end if
6: return {Cid, Fid, error}

6.4 Implementation

We have implemented two storage system prototypes to compare the performance overhead of
our proposition with respect to a classic storage system with no data encryption. Specifically, we
have developed a classic storage system with a client and a storage server software modules, and one
implementing our proposition with a client, a deduplication proxy and a storage server software
modules. All these software modules are implemented in python 2.7.6 and access the pycrypto
library for the cryptographic operations. We use the SHA256 algorithm as the hash function,
RSA1024 for asymmetric encryption operations, and AES for the symmetric encryption operations
with keys that are 256 bits long. The storage servers use the MongoDB2 database to store the meta-
data of the stored files as well as files owners. The software modules are executed on three different
virtual machines (VMs) running on Ubuntu 12.04.4 LTS with 1GB of memory and an AMD
Opteron(TM) octa-core Processor 6220@3GHz. The network topology is as follows: the VM
executing the DP software is located on the network path between the VM running the different
clients modules and the one executing the different SSs modules.
Figure 6.8 and Figure 6.9 compare the different costs induced by the put and get operations in
a classic storage system and in the one we propose. Each result regarding both put and get op-
erations is the average of 1000 experiments run with files whose sizes range from 2MB to 64MB.
The first straightforward observation that can be drawn from both figures is that the cost of
both operations fully depends on the size of the stored files. In put operations, the overhead in

2http://www.mongodb.org/



6.5. DISCUSSION 77

our scheme is due to the encryption key creation, the encryption key encryption3, the file encryp-
tion, the consistency check of a file and its identifier performed by the DP module, and the commu-
nication overhead introduced by handling the file by the DP. On the other hand, for get operations,
the overhead in our proposition comes from the encryption key decryption3, the file decryption,
and the communication overhead of the DP. However, this overhead is small, as it entails around
0.5s on average per file of 64MB length. Actually, most of the overhead incurred in our solution is
due to file encryption during a put operation and file decryption during a get operation. Indeed,
up to 12-13s are needed on average for encrypting/decrypting a file that is 64MB length.

0 2 4 6 8 10 12 14 16 18 20

Classic put (2MB)
Two-phase put (2MB)

Classic put (4MB)
Two-phase put (4MB)

Classic put (8MB)
Two-phase put (8MB)

Classic put (16MB)
Two-phase put (16MB)

Classic put (32MB)
Two-phase put (32MB)

Classic put (64MB)
Two-phase put (64MB)

Time (s)

Communication
File ID creation
Encryption key creation
Encryption key encryption
File and file ID consistency check
File encryption

Figure 6.8: Average delays observed during a put operation in a classic system with no data
encryption and in our system with data encryption. Most of the overhead introduced by our solution
is due to cryptographic operations which are necessary to ensure data confidentiality.

Figure 6.10 gives a performance comparison between an inter-user deduplication applied in a classic
scheme and the intra- and inter-user deduplication applied in our proposition. The inter-user
deduplication experiments consist in storing files at a given client and having one thousand clients
accessing them through the put operation. The intra-user deduplication experiment consists in
storing thousand times the same files at a single client. The results plotted in Figure 6.10 represent
the average duration values of the these operations. We observe that the intra-user deduplication in
our scheme consumes more communication resources than an inter-user deduplication in a classic
scheme due to the use of a DP (around 18ms of overhead for a file of 64MB length). However
most of the overhead comes from the encryption key creation, the encryption key encryption3

and the file encryption which depends on the file size. We also observe that operations involving
the inter-user deduplication in our scheme have higher durations than the ones involving an intra-
user deduplication. This is due to (i) the overhead of communications when applying the inter-user
deduplication because the file has to be uploaded to the DP and then a reference is uploaded to
the SS and (ii) the added delay by the DP to make unnoticeable the inter-user deduplication to
client. Actually in our scheme, a put operation involving an inter-user deduplication has a similar
duration than a file upload from the client to the SS.

6.5 Discussion

In this section, we discuss the impact of the proposed solution regarding the data security and
the network bandwidth savings.

3The encryption key encryption/decryption is negligible (around 0.75 ms) and is not visible on Figures 6.8-6.10
because of the figure scale.
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0 2 4 6 8 10 12 14 16 18 20

Classic get (2MB)
Two-phase get (2MB)
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Classic get (8MB)
Two-phase get (8MB)

Classic get (16MB)
Two-phase get (16MB)

Classic get (32MB)
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Classic get (64MB)
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Communication

Encrypted key decryption
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Figure 6.9: Average delays observed during a get operation in a classic system with no data
encryption and in our system with data encryption. Most of the overhead introduced by our solution
is due to cryptographic operations which are necessary to ensure data confidentiality.
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Classic inter-user deduplication (16MB)
Two-phase intra-user deduplication (16MB)
Two-phase inter-user deduplication (16MB)
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Figure 6.10: Performance comparison between a classic system with no data encryption where
an inter-user deduplication is applied upon a put operation and our proposition with data encryp-
tion where an intra- and inter-user deduplication are applied. Most of the overhead introduced by
our solution is due to cryptographic operations which are necessary to ensure data confidentiality.

6.5.1 Security against malicious clients

As previously described our solution aims at protecting the storage system against the manipulation
of data identifiers, network traffic observation and backup time observation (See Section 6.1).
This is achieved by placing deduplication proxies between clients and the storage server, and by
running a two-phase deduplication scheme.
Now, by taking advantage of the intra-user deduplication performed between clients and their DP,
from a client point of view, the visibility of what is stored in the storage system is limited to
his/her own account. If a client has not previously stored its file then he/she must upload it to
his/her associated DP, which protects the system against the CDN attacks and the attacks based
on network traffic monitoring.
In order to prevent the targeted-collision attacks, the DP performs a consistency control on both
the file and the identifier received from a client before sending this file to the storage server or
before applying the inter-user deduplication.
To make the inter-user deduplication unnoticeable to clients in order to face the attacks based on
backup time observation, the DP adds some delay before terminating the put operation (i.e. before
sending the uploadFileResponse). Recall that a delay may be added only when an inter-user
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deduplication is applied. In addition, by using a convergent encryption scheme, the CSP can
perform an inter-user deduplication on client data without any access to their plaintext and achieve
global storage space savings.

6.5.2 Impact of the localization of the deduplication proxy

The benefits of our proposition regarding the network bandwidth savings highly depends on the lo-
calization of the DPs in the storage infrastructure which may also impact the level of security of
the solution. In the following, we briefly discuss the pros and cons of the DPs localization.

Deduplication proxies collocated with clients devices: If deduplication proxies are hosted
by clients, then both intra- and inter-user deduplication need to be applied at the client sides,
which provides global network bandwidth savings. However, this gain comes at the expense of
data security. Indeed, clients may observe the network traffic between the DP and the SS, or
have the opportunity to corrupt or replace the DP software. Such a solution protects efficiently
the storage system solely against attacks based on backup time observation.

Deduplication proxy placement (1)

21

DP collocated with the client device (not secure)
� Better network bandwitdh savings but not secure

� Intra- an inter-user deduplication on the client device

� The client can observe the network trafic between the DP and the SS

Storage Server

Client

+

Deduplication Proxy

Figure 6.11: If the Deduplication Proxy is located on a client device there is some security issues
as it is possible to observe the network traffic between the Deduplication Proxy and the Storage
Server.

A deduplication proxy collocated with the storage server: If the DP is physically collo-
cated with the storage server, then even if clients do not upload more than once the same file to
that location thanks to the intra-user deduplication, duplicates of a file owned by other clients will
still have to be transferred over the network to reach that location before the inter-user dedupli-
cation can be applied. This is clearly not the most efficient choice in terms of bandwidth savings.
On the other hand, data security is not affected by this solution.

Deduplication proxy placement (2)
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DP collocated with the storage server
� The client can not observe network bandwidth trafic between DP and 

the SS

� The inter-user deduplication is unnoticeable to the client

� Data have to reach the SS before the inter-user deduplication can be

applied

Storage Server

+

Deduplication Proxy

Client

Figure 6.12: If the Deduplication Proxy is located on the Storage Server, there is some security
issues as it possible to observe the network traffic between the Deduplication Proxy and the Storage
Server.

Deduplication proxies hosted by independent nodes: We suggest that the two-phase dedu-
plication relies on independent nodes to host the DPs. We argue that such nodes should be secure,
physically out of reach of clients so that they can not observe the network traffic between a DP and
the SS, but at the same time close enough to clients in order to improve the network bandwidth
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savings. We believe that to locate such nodes one could adopt a similar strategy to what is done in
the field of Content Delivery Network (CDN) [99]. In order to minimize data access latencies and
network bandwidth consumption toward content servers, cache servers are deployed in strategic lo-
cations in the Internet infrastructure as close as possible to the clients to satisfy their requests close
to them [65]. For instance, an interesting approach would be to use the Points of Presence (POPs)
of the ISP as secure nodes to host the DPs and associate them to clients accessing to Internet
through them [88]. This might also allow CSPs to cache files in the DPs in order to minimize
the access latencies of subsequent get operations on these files.

Datacenter

POP

DSLAM

Region

HG

IP core network of the ISP

Nodes that are exploited in the DSL infrastructure of an ISP
 Home Gateway (HG)
 Point of Presence (POP)
 Datacenter

Our architecture

6

Figure 6.13: Simple overview of a DSL infrastructure of an ISP.

6.6 Related works

6.6.1 Storage cost optimization

Several techniques of storage capacity optimization have been introduced in order to reduce the
storage cost. We can distinguish two approaches, the first one is focused on a better use of the
available storage space in the architecture with technique such as storage tiering or thin provi-
sioning, and the other approach targets the reduction of the amount of data to be stored with
technique such as data compression, delta encoding, or deduplication. Data reduction techniques
also improve the users Quality of Experience (QoE) as they can also reduce the amount of data
that have to be transferred over the network.
The data deduplication differs from other storage cost optimization techniques such as data com-
pression [77] and delta compression [66] as it can be applied not only on one file but also on all the
file stored in the system without regards of their owner (i.e. the inter-user deduplication). However,
these techniques are compatible and it is possible to combine them in a system, for instance, a file
may be compressed before been deduplicated.
Here after we present briefly some of these techniques.

Thin provisioning

In a data management system, the provisioning allocates storage space for an application or service.
Traditionally, full storage devices are allocated even if the application does not use immediately all
the storage space that is allocated. So if several applications are located in the same architecture,
this results in a large storage capacity that is most of the time unused. A thin provisioning technique
combines different storage devices into a logical or virtual device so you no longer have to consider
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a maximum or minimum number of storage devices allocated to an application or service [45]. It
allocates only the storage space needed to an application and in the case of a need of more storage
space, more storage space is allocated transparently. Thin provisioning actually leverages unused
storage space to be used by many applications.

Storage tiering

According to an SNIA study, in 100TB of data, 80% are inactive or rarely accessed. In fact when
data get old, they become rarely accessed and old data are the fastest growing part in a storage
system. However active and inactive data may have to be kept in the storage architecture and the
retention period may be long in order to meet regulatory requirements for example or to be used
for trend analysis purpose.
Storage tiering actually relies on a well thinking data placement on nodes to optimize performance,
availability, and recovery while minimizing the cost of the overall storage architecture [6]. To achieve
this, it is essential to know the usage characteristics of the data in order to create a classification
of them. Usually it is the applications using these data that drive this classification and the tiers
configuration which is based on access speed, capacity, cost. Note that depending on the life-
cycle of the data, they can be moved from one tier to an other. In general data that are critical
and the most accessed are stored in a tier with fast and expensive storage devices such as Solid
State Drives (SSD) and data that are infrequently accessed are located on tiers with slower and
cheaper storage device but have larger storage capacity such as tape. Figure 6.14 shows different
configuration of tiers and the reduction of the cost using storage tiering. The storage tiering is
a cost-efficient alternative to simply add the same disks in the storage architecture to face the
increasing storage capacity demand.

2
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Figure 6.14: Tiered-storage cost savings: Source Horison Information Strategies 2010.

Erasure coding

Storage systems usually rely on data redundancy to provide reliability, namely, availability and long
term durability for clients data [26]. A promising alternative to simply create additional identical
copies of data is the technique of erasure code coming from the mathematical fields. The interesting
part of erasure code is that they can provide the same level of reliability as a simple replication
while requiring less storage space. Basically, to create redundancy with an erasure code, a data is
fragmented, let say in k source fragments. Then these k fragments are encoded in n fragments that
will be stored in the storage system with n >= k. To recover the original data, a decoding process
is required in which only a subset of the n encoded fragments, generally a minimum number of k,
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is needed. Erasure coding is more complex to implement than the simple replication but due to
its economic advantages over the simple replication in terms of storage space consumption, it is
gaining in popularity in both commercial and research storage systems.

Data compression

It is a technique that try reduce the size of a file on a write operation, this is the compression
phase [77]. To achieve this, redundant parts of a file are replaced with smaller representations,
links or references for example. Thus storage space when storing the file on disks as the compressed
file is smaller and in the case where the file has to be sent over the network, data compression
helps to save network bandwidth. Compression may be applied on files or on blocks of files. Data
compression can be lossy or lossless [113].
A Lossless data compression creates smaller data from original data with a write operation.
A lossless data compression is reversible. To recover the original data, usually in a read operation,
a decompression phase is required in order to transform the compressed file into the original file.
A lossy data compression is irreversible. This technique actually eliminates nonessential in-
formation in a given file in order to get a compact and smaller representation of the original file.
The file must tolerate some loss of information. Lossy data compression algorithms are sometimes
used to compressed image, audio, or video (JPEG, MP3, MPEG, etc) where loss of information
may not be detectable to human.

Delta-encoding

This technique is also known as delta compression or differential compression and most of the times
used to save storage space and network bandwidth when files are to be sent between entities that
may already own similar or identical files [66]. Then, only the differences will be sent and stored.
Delta-encoding is widely used in distribution of software update or revision control systems, remote
files synchronization, and also to improve the latency of web accesses [128, 131, 103, 23, 126, 108].
Delta encoding has also been combined with data compression to improve web performance [91].

6.6.2 Deduplication and data security

To deal with the security issues introduced by a client-side and inter-user deduplication, a method
called randomized solution is proposed in [62]. This solution defines a random threshold for each
file in the storage system which corresponds to the number of different clients that have uploaded
this file. Each time a client uploads for the first time a file, a counter associated with this file
is created and initialized to 1. As long as the counter is under the threshold, deduplication is
not applied. When the counter reaches the threshold, the inter-user deduplication is activated and
applied to all the subsequent uploads of that file. This solution protects a file as long as its threshold
is not reached. As soon as the system enables deduplication on a file, it becomes vulnerable.
In [122], the authors propose a deduplication method that is secure against targeted-collision
attacks. Similarly to our method, a file identifier is a hash value of the file content so it is simple
to check the consistency of a file and its claimed identifier. However, this method does not address
the others types of attacks mentioned in Section 6.1.2.
In [63], the authors propose a gateway-based deduplication scheme which relies on users gate-
ways to run the deduplication process. In order to mitigate the attacks based on network traffic
monitoring, gateways send a random network traffic compounded of encrypted packets with a Time-
To-Live (TTL) parameter equal to 1. On the other hand, this method does not take into account
neither backup time observation attacks, nor the possible corruption of the deduplication software
module by the gateway owner.
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Several additional works suggest the notion of Proof Of Ownership (POW) [39, 60, 94, 96, 143] to
face the attacks based on manipulation of data identifiers. A proof of ownership allows a client to
prove that he/she actually owns the file corresponding to the identifier presented to the storage
server. However, it does not address the issues caused by attacks based on network traffic or backup
time observation that are performed by adversaries that actually own the files corresponding to
the identifiers that they present to the storage server.
Some works rely on specific encryption schemes to provide data confidentiality and deduplication
against honest but curious CSPs [12, 13, 82, 140]. Table. 6.3 shows a comparison of some re-
lated work and our proposition regarding the storage space and network bandwidth savings, and
the protection against the attacks mentionned in Section 6.1.2.
Compared to all the previously cited works, our two-phase deduplication method addresses all
the attacks presented in Section 6.1.2, and to the best of our knowledge this is the first one to
achieve it.

6.7 Summary and perspectives

In this chapter, we have presented a two-phase deduplication scheme that (i) ensures that a client
actually owns the file he/she wants to store by applying an intra-user deduplication on the client
side (ii) ensures that a file corresponds to its claimed identifier through a control by a deduplication
proxy located between clients and the storage server and (iii) applies an inter-user deduplication
on the deduplication proxy side that makes this inter-user deduplication unnoticeable to clients
by adding some delay to put operations so that the length of a file upload is indistinguishable
from an upload of its reference. Our method provides protection against attacks from malicious
clients, global storage space savings to the CSPs thanks to the inter-user deduplication, per-client
bandwidth network savings between clients and the deduplication proxies, and global network
bandwidth savings between the deduplication proxies and the storage server.
In the scheme presented in this chapter, clients send their decryption key encrypted with personal
key to be stored in the system. So, for a file owned by n clients for example, the system will have
to store n ciphertext which represent the same decryption key. While these keys are small, we
think that for future works, it would be interesting to extend our solution so that the encrypted
decryption keys could also be deduplicated without jeopardizing security properties.
For future works, it would also be interesting to extend the deduplication in our scheme to a block
level granularity. An other direction for future works is to address the confidentiality issues against
attacks that can be performed by a CSP that is honest but curious because there is a potential
threat regarding data confidentiality when an inter-user deduplication is provided. In fact allowing
the inter-user deduplication on encrypted files gives the opportunity to determine that two equal
ciphertexts originate from the same plaintext. This can be exploited by the CSP since given a file
or just its identifier, the CSP can determine whether this file already exists in the storage system
and identify the clients who have uploaded it (See Figure 6.15). Moreover the CSP is able to
perform brute force attacks on file contents even if their files are encrypted with a convergent
encryption [12, 140]. Recall that in our proposition, the inter-user deduplication is unnoticeable
to clients so these limitations are only applicable to the CSP. Nevertheless, one may find in such
an approach an interesting property for the CSP to detect illegal files in its storage system or/and
to respond to judicial inquiries for example.
A strategy to protect files against honest but curious CSP would be to encrypt files using private
encryption schemes. For example, individuals may use personal keys in the file encryption process.
In the case of a group of clients or an enterprise, a key server that does not belong to the CSP can
be used to manage the encryption keys so that all the clients of the key server will encrypt a given
file with the same specific key [12, 82]. However it will make possible the inter-user deduplication
solely within the members of the group or the enterprise and would reduce the storage space savings
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Table 6.3: A comparison between some related works and our proposition.

Approaches Storage space
savings

Network
bandwidth
savings

Protection
against clients
attacks based

on data
identifier

manipulation

Protection
against clients
attacks based
on network

traffic
observation

Protection
against clients
attacks based
on backup time
observation

Protection
against honest
but curious

CSP

Harnik et al. [62] Global savings Global savings

No more
protection when
the inter-user

deduplication is
enabled

No more
protection when
the inter-user

deduplication is
enabled

No more
protection when
the inter-user

deduplication is
enabled

NO

Storer et al. [122] Global savings Global savings
Protection only
against targeted
collision attacks

NO NO NO

Proof of
ownership [39, 60,

96, 143]
Global savings Global savings YES NO NO NO

Heen et al. [63] Global savings

No bandwidth
savings between
the client and the

gateway but
global bandwidth
savings between
the gateway and
the storage server

Limited to the
ability of

attackers to
monitor the
traffic going
through the
gateway

Limited to the
ability of

attackers to
corrupt or replace

the software
module in the

gateway

NO NO

Bellare et al. [12]

Global savings
only for the

group of users
using their client

solution

Global savings
only for the

group of users
using their client

solution

NO

Online brute
force attacks are
slowed using a
requests rate
limitation

Online brute
force attacks are
slowed using a
requests rate
limitation

YES

Xu et al. [140] Global savings Global savings YES NO NO YES

Liu et al. [82]

Global savings
only for the

group of users
using their client

solution

Global savings
only for the

group of users
using their client

solution

NO NO NO YES

Our
proposition
with DP on
the client

Global savings Global savings NO NO YES NO

Our proposition
with DP on the
storage server

Global savings Per-client savings YES YES YES NO

Our proposition
with DP on an
independent

node

Global savings

Per-client savings
between clients
and the DP, and
global savings
between the DP
and the storage

server

YES YES YES NO
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Going further

18

Security against honest but curious CSPs
� The CSP can detect the presence of a given file or file ID in the system 

because files are encrypted with the convergent encryption. 

� Solution: per-entity (user, enterprise, group, etc…) encryption

checkForDedup?

CSP Admin

Client DP SS

Figure 6.15: Security issues against an honest but curious CSP.

of the CSP since a given file encrypted with different keys would result in different ciphertexts.
A data deduplication process independent of the owners (i.e. individuals, groups or enterprises
using different key servers) would be impossible.
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7
An enterprise secure outsourcing method with

deduplication support

While the adoption of cloud storage services to outsource every type of data is steadily
growing, enterprises are still reluctant to outsource completely all their data to the cloud
because its benefits come with some inherent risks implied by the fact full control on
data is given to the CSPs. In this chapter, we present a solution allowing enterprises to
outsource data to the cloud while keeping control on them. Our solution leverages a cloud
gateway located at the enterprise premises that aims to provide control on data stored
in cloud, improve data access performance, optimize storage and network bandwidth
usage, and provide data confidentiality. To achieve that this cloud gateway implements
a metadata management on-premises as well as features such as caching, flexible data
placement over multiple cloud storage services, encryption, and the secure two-phase
data deduplication presented in Chapter 6.
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7.1 Introduction

While the adoption of cloud storage services to outsource every type of data is steadily growing,
its benefits come with some inherent risks implied by the fact full control on data is given to the
Cloud Storage Providers (CSPs) [71, 107]. Here after some factors reducing the adoption of cloud
storage services:

• Security issues: Outsourcing data gives a full control to the CSPs over the data being
stored. Clients (e.g. individual, scientists, enterprises, governmental agencies, etc) may want
to restrict the control or access of the CSP to their sensitive data in order to preserve their
confidentiality.

• High data access latencies: Moving data to the cloud implies that data access will be
performed over the Internet so the performance are reduced due to network latencies. This
can be a major drawbacks especially for data that are intensively shared and used in the
enterprise.

• Vendor locking: Not all the CSPs use technologies that are seamlessly interoperable so
when the service of a specific CSP is chosen, over the time, clients may become locked into to
a specific solution. Migrate data from one CSP solution to another may be difficult. Another
concern when using a single CSPs is that clients rely on the reliability of that CSP solution.
In fact, even if CSPs claim to provide an always on availability, outages and unavailability
may happen making clients not able to access to their data [1]. Cloud storage services may
also be shutdown (e.g. Nirvanix and Wuala) requiring clients to retrieve their data or migrate
them to another Cloud Storage service which can be complex to perform depending on the
amount of data being involved.

In this chapter we describe an enterprise data outsourcing strategy dealing with the issues previ-
ously mentioned. This solution aims to provide full control on the outsourcing strategy to the enter-
prise (i.e. CSP selection, how data are stored on these public CSPs, etc) and aims to be transparent
to the clients (i.e. the enterprise employees).
Our solution relies on a physical appliance called Cloud Gateway (CG) located at the enterprise
premises. The Cloud Gateway implements a caching system as well as the two-phase data dedupli-
cation to improve data access performance and reduce storage and network bandwidth costs. The
two-phase data deduplication protects the system against malicious clients. The Cloud Gateway
deals also against timing attacks that may be attempted by malicious clients. Timing attacks
have been used in several contexts such as hardware security tokens, network-based cryptosystems,
Information Centric Networks, memory deduplication (ICN) [73, 38, 114, 21, 139, 124, 92, 78,
49]. Depending on the context, timing attacks allow the attacker to compromise secret keys or
users/systems privacy. Systems where malicious clients can perform accurate timing measurements
of read/write operations are potentially at risk against timing attacks. To prevent these attacks,
in our system, the Cloud Gateway adds an extra delay if necessary on read operations to protect
the system against timing attacks on cached data.
The Cloud Gateway also adds an additional encryption layer for data outsourced in public clouds
and keeps the associated metadata (i.e. information about data and clients) on-premises. The ad-
ditional layer of encryption/decryption is transparent to clients. This allows to separate the stor-
age of data in public CSPs and their metadata to improve the confidentiality against honest but
curious CSPs as they will manage outsourced data without knowledge of their associated meta-
data (e.g. clients, data type, data name, etc.).
The remainder of this chapter is organized as follows. Section 7.2 describes the system model
assumed. Section 7.3 describes the architecture of our solution. Description of put and get
operations is given respectively in Section 7.4 and Section 7.5. Related works are presented in
Section 7.6. We summarize this chapter and give perspectives in Section 7.7.
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Cloud Gateway

The enterprise premises

Clients

Figure 7.1: The propose architecture

7.2 System model

We suppose that CSPs follows the honest but curious adversary model. Namely, CSPs may take
actions to disclose file contents. Regarding clients, we assume that some of them are malicious.
They may try to perform the types of attacks mentioned in Section 6.1. We suppose that there is
no coalition between CSPs and the clients. Finally, we consider that communication channels are
reliable through the use of cryptographic protocols such as Secure Sockets Layer (SSL) or Transport
Layer Security (TLS).
We make the hypothesis that clients and the Cloud Gateway have access to a hash function,
denoted by hash in the following, that is pre-image resistant (i.e., given a hash value, it should
be hard to find any file that hashes to that hash value), second pre-image resistant (i.e., given a
file F1, it should be hard to find a different file F2 such that F1 and F2 hash to the same value),
and collision resistant (i.e., it should be hard to find two different files F1 and F2 that hash to the
same value). Thus we consider that there is no hash collision. We assume that entities have the
ability to encrypt and decrypt data with both asymmetric (encryptasym and decryptasym) and
symmetric (encryptsym and decryptsym) cryptographic functions and manage their own private
and public personal keys for the asymmetric encryption scheme.
In our approach, clients may encrypt their files using a convergent encryption scheme [42, 140,
82, 12, 13]. Specifically, to encrypt a file F with this scheme, the hashed value of F is used as
an encryption key to encrypt F using a cryptographic symmetric function. Thus, the same file
encrypted by different clients will result in equal ciphertexts. This allows to detect duplicates
and apply an inter-user deduplication on encrypted files without any knowledge of their plaintext
content. Clients may also store their data using plaintext or using a private encryption scheme.
On the other side, the Cloud Gateway only uses a private encryption scheme in the additional
encryption layer for outsourced data.

7.3 System architecture

We consider an environment consisting of tree types of components, namely the clients, the pub-
lic clouds, and the cloud gateway (See Figure 7.1). These components are described in the following.

7.3.1 Clients

A client is a member or employee of the enterprise deploying the data outsourcing system. We
assume that clients are authenticated when they use the storage service. In the remainder of
the chapter a client identifier stands for a unique member or employee identity.
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7.3.2 Public cloud storage providers

We envision an outsourcing method supporting any public cloud storage providers (e.g., Dropbox1,
Amazon S32, Microsoft OneDrive3, etc). In the remainder of the paper, only the put and get
operations of public cloud storage providers are used to illustrate our solution.

7.3.3 Cloud Gateway

This is the key on which relies our proposition. The Cloud Gateway may be hosted by a server or
a cluster of servers for more reliability. As we can find different applications using different storage
access technologies, the Cloud Gateway aims to be a unified storage system, actually it is an object
storage system supporting file and block storage interfaces (See Section 2.3). In the following, we
consider a Cloud Gateway hosted on a single server in order to focus on the contribution of our
method and keep its description simple. The Cloud Gateway implements the following software
components:

The Storage Interface Adapter (SIA)

The Storage Interface Adapter gives to the Cloud Gateway the ability to provide a unified storage.
It actually aims to implement various storage interfaces such as block, file, objects interfaces as
well as public CSPs APIs. This component aims to be extensible so that new storage interfaces
can be added to support a new public CSP Application Programming Interface (API) for example.

The Data Formatter (DF)

This component is responsible of data formatting operations. What we call data formatting oper-
ations includes data stripping/reconstruction, encoding/decoding, and encryption/decryption.

The Storage Proxy (SP)

All the put and get operations from clients are processed by this component. The Storage Proxy
implements the Deduplication Proxy feature of the two-phase deduplication which allows to perform
an inter-user deduplication while ensuring confidentiality and security against potential malicious
users (See Section 6 for more information about the two-phase deduplication solution). Performing
data deduplication on-premises reduces the amount of data to be outsourced. It also reduces
the outsourcing data cost as it avoids to outsource duplicates and reduces data transfer from/to
outsourcing locations.

The Storage Accelerator (SA)

The role of the Storage Accelerator is to speed up data access by implementing on-premises caching
features on put and get operations. We assume that the Storage Accelerator is made of high per-
formance components in order to accelerate the storage operations and provide fast data accesses.
We assume that this component provides means to manage the data it contains (e.g. the ability
to verify if a data item is stored in it using its unique identifier) and executes the cache place-
ment/replacement strategy.
On get operations, the Storage Accelerator keeps the data read by clients for a chosen laps of time t
defined by the enterprise in order to speed up their subsequent accesses. The cache placement or
replacement strategy is defined by the enterprise according to its requirements. We describe put
operations in Section 7.5.

1http://www.dropbox.com
2http://aws.amazon.com
3http://onedrive.com
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On put operations, data are not meant to be kept durably on the Storage Accelerator. Data stored
at the Storage Accelerator by the Storage Proxy are aimed to be outsourced to public CSPs or in
the Private Data Store (See the next point for more information about this component). The data
outsourcing operations can be performed synchronously on put operations from clients. In this
case, as soon as a data item is received by the Cloud Gateway, this data item is outsourced and
the client storing the data item is acknowledged to end the put operation. This data item is
also stored at the Storage Accelerator to speed up its subsequent accesses. In order to optimize
the Internet bandwidth usage in period of normal or high activity, another strategy is to outsource
data asynchronously, periodically, in periods of low activity of the enterprise, in the nights or the
weekends for example. In that case, upon a put operation, the data item is stored at the Storage
Accelerator and the client is notified to end the put operation. The data item is later outsourced
to public CSPs or in the Private Data Store (See the next point for more information about this
component). The put operation is described in Section 7.4. Outsourcing data asynchronously
may be suggested to data loss if some storage components of the Storage Accelerator are lost
because of a crash for example before all the data have been outsourced. In order to enhance
the reliability of the Storage Accelerator, the Storage Accelerator should implements some data
reliability mechanisms to mitigate such data loss. We assume that the Storage Accelerator has
data redundancy built-in.

The Private Data Store (PDS)

Depending on the data sensitivity or the enterprise security and privacy policy, some data, may not
be supposed to be outsourced to public CSPs and should be kept on-premises. In that case, instead
of being outsourced to Public CSPs, they will be sent to the Private Data Store. We assume that
the Private Data Store is trusted and provides means to keep data durably.

The Data Outsourcing Controller (DOC)

This component implements the data outsourcing strategy of the enterprise. The Data Outsourcing
Controller is parametrized with the different enterprise accounts in public CSPs and the different
methods to store and retrieve data from them. Our solution aims to provide flexibility and full
control to the enterprise on this point. The Data Outsourcing Controller relies on the Storage
Interface Adapter to be compatible with the different APIs provided by the public CSPs, and
on the Data Formatter to format data before the outsourcing operations. The Data Outsourcing
Controller has also access to the cryptographic tools necessary to the outsourcing operations.
Data may be stored using several strategies (mix of them may also be imagined). Data can
be (i) stored on only one public CSP which is the simplest choice, (ii) fragmented and distributed
to different clouds, or (iii) replicated over different CSPs using a simple copy of an erasure code
which improves reliability as its tolerates CSPs unavailability depending on the redundancy degree.
Data redundancy over several CSPs also allows to avoid CSP vendor lock-in but it consumes more
storage space. For instance, using data redundancy by simple copy, 1GB of data requires 3GB of
storage space in the cloud to tolerate the unavailability of two public CSPs. Note that regarding
the data sensitivity or the enterprise security and privacy policy, some data may be stored in the
Private Data Store instead of public CSPs.

The Metadata server (MDS)

It maintains all the information about data (e.g., name, type, format, etc), the clients, the owner-
ship relations between data and clients, and the data access history. We distinguish two types of
metadata, 1) the private metadata that are the real information about data such as their name,
owner, type, etc, and 2) the public metadata that are the metadata attributed to data when they
are outsourced to public CSPs. A public metadata hides the real information about a data item
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Figure 7.2: Data storage and caching on-premises

in order to strengthen confidentiality of outsourced data. Public metadata is essentially the name
given to the outsourced data which is a cryptographic hash value of the encrypted outsourced data
and its location.

7.4 The put operation

We describe in this section the way put operations are performed. Such operation compounds
two steps, a data storage/caching on-premises at the Storage Accelerator and a data outsourcing
process to public CSPs or to the Private Data Store.

7.4.1 Storage and caching on-premises

Figure 7.2 illustrates data storage and caching on-premises. Prior to store a file, users may en-
crypt it using a private encryption scheme (i.e. with a personal key) or a convergent encryption
scheme (i.e. with a key derived from the file content). Data may also be stored in plaintext.
In the following, a user invoking a put operation on a file F will be called client and denoted
by its identifier Cid and we consider that clients encrypt their files with a convergent encryption
scheme and encryption keys are encrypted with an asymmetric encryption scheme and also stored
by the Cloud Gateway. We assume that encryption keys are stored in the Private Data Store.

• Cid request is received by the Cloud Gateway in the Storage Interface Adapter components
which translates it into the storage protocol used internally by the Cloud Gateway. The
request is then forwarded to the Storage Proxy.

• The Storage Proxy applies the two-phase deduplication scheme on F.

• F is kept in the Storage Accelerator if it does not already exist.

• The Storage Proxy updates the MDS with the mapping about Cid and Fid meaning that
this client also owns the file F. If F is not a duplicate, the Storage Proxy also updates
F in the MDS with a tag meaning that F has not been outsourced yet. The outsourcing
process is explained in the next point (See Section 7.4.2). The Storage Proxy also updates
the operations history of F. It keeps a trace of the put operation of Cid on F.

7.4.2 Data outsourcing

Data can be outsourced synchronously as soon as they are received by the Cloud Gateway. An
other strategy may be to outsource data periodically (by small data item groups) or only in
low activity periods of the enterprise. In this work, we consider that outsourcing operations are
performed asynchronously and in low activity periods of the enterprise. Figure 7.3 illustrates the
data outsourcing process. The following steps are performed in an outsourcing operation.
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• Get list of data to outsource: The Data Outsourcing Controller gets from the MDS a
list of a data items that should be outsourced. Note that if the outsourcing operation has
to be performed synchronously (e.g. in the case where the Storage Accelerator is completely
unavailable or removed), upon a put operation, the outsourcing operation will be triggered
by the Storage Proxy that will pass the data item to be outsourced to the Data Outsourcing
Controller.

• Outsourcing location selection: Depending on the sensitivity of a data item and the
enterprise outsourcing policy, the Data Outsourcing Controller selects the Private Data Store,
or one or several public CSPs.

• Redundancy method selection: Depending on the sensitivity of a data item, its outsourc-
ing location, an algorithm defining how the data item will be stored is chosen among several
strategies such as storing the data in the Private Data Store, in a single CSP, in multiple
CSPs using simple replication, or using erasure coding over multiple CSPs, etc.

• Data formatting: This step is executed by the Data Formatter and it prepares the data
to be outsourced. They may be encoded using a erasure coding technique for example.
Data is also encrypted. Recall that this data item may have been already encrypted by
its owner for his/his own confidentiality. Here, the additional encryption layer is added by
the enterprise to improve the confidentiality and privacy against public CSPs. The Cloud
Gateway will use secret enterprise keys to encrypt and decrypt outsourced data. We assume
the secret enterprise keys safely kept in the Private Data Store. The Data Formatter also
changes the encrypted data names before the outsourcing operation. A public name is given
to outsourced data items which is the cryptographic hash value of the encrypted data item.
This process aims to improve the privacy of the data against public CSPs by hiding their real
name to public CSPs. The only information that are visible to CSPs are the public name of
the data item and its size. It allows also to check the integrity of a data item by computing a
cryptographic hash value of the data item received from public CSPs and comparing it with
its public name.

• File outsourcing: When the location where to outsource a data item and the put algorithm
are selected, and the encoding and encryption done, the data item is ready to be outsourced.
The Data Outsourcing Controller uses the Storage Interface Adapter to send data using
protocols/APIs supported by the selected outsource location.

• MDS update: When a data item has been successfully outsourced, the Data Outsourc-
ing Controller updates the MDS with the means to retrieve this data item when needed.
The necessary information to achieve it are the public name, the location of the data item or
its fragments, and the method to retrieve/reconstruct the data item. The Data Outsourcing
Controller also updates the data item record by removing the tag put in the phase where
the client has stored it on-premises.
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7.5 The get operation

In this section we describe how get operations are performed in order to retrieve a file. The strategy
to process get operations differs from whether the requested files are in the Storage Accelerator or
not. In the following, a user invoking a get operation on a file F will be called client and denoted
by its identifier Cid. Figure 7.4 illustrates a get operation.

7.5.1 A get operation on file located in Public CSPs

• Cid request is received by the Cloud Gateway in the Storage Interface Adapter components
which translates it into the storage protocol used internally by the Cloud Gateway. The
request is then forwarded to the Storage Proxy.

• The Storage Proxy retrieves from the MDS the necessary information to retrieve this file.
These information are the public file name if the file is stored in public CSPs otherwise its
private file identifier if the file is located in the Private Data Store. The Storage Proxy also
retrieved the algorithm to retrieve and reconstruct the file, and its decryption keys (i.e. the en-
terprise decryption key and the encrypted client decryption key if existing).

• The Storage Proxy uses the Storage Interface Adapter component to translate the request
into the protocol implemented by the Private Data Store or the public CSPs. The response
is also translated in order to be processed by the Storage Proxy.

• When the Storage proxy receives the requested file from public CSPs, it decrypts it using
the enterprise decryption key. Decryption process is not required when the file is retrieved
from the Private Data Store. The Storage Proxy also gets from the MDS the local metadata
of the file visible to that client (e.g., the file name given by the client, the client decryption
key if existing, the creation/modification date, etc) and sends it with the decrypted file to
the client via the Storage Interface Adapter component to be compliant with the storage
protocol used by the client. When the client receives them, he/she can decrypt the file if
necessary.

• In parallel to sending the file to the client, the file is also stored in the Storage Accelerator
to speed up its subsequent access and save Internet bandwidth.

• The Storage proxy updates the operation history of the file in the MDS.

7.5.2 A get operation on files cached in the Storage Accelerator

Before diving in the details of the get operation in the case where the requested file is located
in the Storage Accelerator, we first describe the privacy risks of reading files from a cache server
which is the role of the Storage Accelerator in this case.
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Compared to a case where a file is retrieved from the public CSPs or the Private Data Store,
retrieving the same file from the Storage Accelerator at the enterprise premises will reduce the access
latency. Although reducing data access latency improves the clients quality of experience which is
one the interest of implementing caching features, it leaks some information to clients. In fact, if
the latency to access a data item is lower than expected, it reveals that the object was in the Storage
Accelerator because an other client previously accessed to that data item.
In order to mitigate this information leakage, we designed a get algorithm that detect and prevent
this possible information leakage upon a get operation. To achieve it, the Cloud Gateway maintains
a data access history in the MDS. Each put and get operation of clients are recorded in this history.
The record contains the identifier of the file accessed, the client identifier, the type and the time
of the operation.
When a client performed a get operation, he/she sends his/her request to the Cloud Gateway.

• Cid request is received by the Cloud Gateway in the Storage Interface Adapter components
which translates it into the storage protocol used internally by the Cloud Gateway. The re-
quest is then forwarded to the Storage Proxy.

• When the file is in the Storage Accelerator, the Storage proxy checks in the data access
history of that file, if the client already accessed to that file in the past cacheTime which
the duration of a data item in the cache if not accessed. If the client accessed to that file
in that laps of time, the file is sent directly to him/her via the Storage Interface Adapter
component. Otherwise, the Storage Proxy adds some delay before sending the data item.

• The Storage Proxy updates the operation history of the file in the MDS.

7.6 Related works

In the context of the adoption of the cloud storage system by enterprises, there have been several
works in the literature dealing with the same issues we address in this chapter namely vendor
security issues, high data access latency for data located in the cloud, and vendor locking [132,
31, 28, 16, 41, 15, 3, 64, 14]. The common approach, similar to ours, is to leverage multiple
CSPs to avoid vendors locking and improve reliability against CSPs outages. Redundancy through
replication or coding techniques are used to achieve it. Most of these works either use a cloud
gateway/proxy approach or a multi-cloud approach. Recall that a multi-cloud approach refers to
a service having the ability to leverage several cloud infrastructures. So in contrast to a multi-
cloud approach, a cloud gateway approach have better potential to be easy integrated with different
types of storage services with different storage access protocols while being transparent to clients.
It allows to make evolve (e.g. adding new features, updates, etc.) the cloud gateway without
modifying clients. Cloud Gateways seems to be more and more provided by commercial solutions
that may support inter-connection of multiple cloud gateways to avoid Single Point of failure
issues [132, 31, 28] . Compared to these solutions we consider the storage and bandwidth savings
in storage operations (i.e. put operations) as well as in retrieval operations (i.e. get operations)
thanks to the two-phase deduplication scheme and the on-premises caching feature.

7.7 Summary and perspectives

We presented in this Chapter a data outsourcing method architecture allowing enterprises to ex-
tend their on-premises storage capacity using public CSPs while keeping control on their data via
a private on-premises metadata management system, improving confidentiality and privacy against
public CSPs via the encryption of outsourced data. A secure two phase data deduplication also
ensures security against potential malicious clients.
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By caching data that are frequently accessed on-premises, this solution speeds up data access
and reduces bandwidth cost to retrieve data from public CSPs. Performance to store data is also
improved as data can be outsourced asynchronously. They are first stored in the Storage Accelerator
and outsourced later in public CSPs or in Private Data Store. This solution also reduces the storage
cost of data in public CSPs thanks to the deduplication performed on-premises, avoiding to store
duplicates in the cloud. The deduplication performed being a two phase deduplication, it protects
the system against potential malicious clients.
The Cloud Gateway on which relies our solution, via a Storage Interface Adapter, aims to implement
various storage interfaces allowing to ease its integration with existing, or legacy, applications that
use file, block, or object storage protocols. It also aims to be flexible enough so that data placement
can be controlled.
We believe that the data placement scheme presented in Chapter 5 may be suitable to manage the
data placement over the Private Data Store or public CSPs since we can find similitude in the ar-
chitecture of a region in Mistore and in the enterprise Cloud Gateway proposed in this Chapter.
In fact the Cloud Gateway is located on the path between the clients and the data outsourcing
location. Integration of this data placement can be a direction for future work.
Future works can be to enhance our solution so that it supports multiple Cloud Gateways located
in different enterprise sites and an everywhere data access capability. In fact more and more
enterprises have several sites and their activities may require data access from outside the enterprise
sites.
Another direction for future work may be to enhance the additional encryption operations so that
data encryption can be changed without consuming lot a resources i.e. avoid to retrieve all the data
from public CSPs, decrypt them and re-encrypt them with a new encryption key. The same issue
is found in the case of a migration data from one CSPs to another.
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In this PhD thesis, we studied several topics such as Cloud, storage, or dependability. In the
following we summarize and review our contributions and give some perspectives.

Contributions

• Mistore: In Chapter 4, we described Mistore, a distributed storage system that we designed
to ensure data availability, durability, low access latency by leveraging the Digital Subscriber
Line (xDSL) infrastructure of an ISP. Mistore uses the available storage resources of a large
number of home gateways and Points of Presence for content storage and caching facilities.
Mistore also targets data consistency by providing multiple types of consistency criteria on
content and a versioning system.

• Data placement and maintenance in Mistore: This contribution, presented in Chapter 5
aims to improve the data placement and maintenance of our previous contribution, Mistore.
In this work, we designed a scalable and flexible data placement scheme in which the amount
of metadata to maintain depends only on the number of nodes in the system and not on
the potentially enormous amount of data to manage.

• The two phase data deduplication: In this contribution, we designed a method allowing
to build a storage system performing a client-side data deduplication that is secure against
attacks from malicious clients. Our solution remains effective in terms of storage space
and network bandwidth consumption and have been patented. We described the solution
in Chapter 6.

• An enterprise data outsourcing method: In this contribution, we designed a solution
allowing enterprises to outsource data to the cloud while keeping control on them. Our
solution leverages a cloud gateway located at the enterprise premises that aims to provide
control on data stored in cloud, improve data access performance, optimize storage and
network bandwidth usage, and provide data confidentiality. To achieve that, this cloud
gateway implements a metadata management on-premises as well as features such as caching,
flexible data placement over multiple cloud storage services, data encryption. Our method
also used the secure two-phase data deduplication to improve storage and network bandwidth
consumption. We described this solution Chapter 7.

Perspectives

• Data consistency flexibility: Not all the applications requires the same level of data
consistency. In our work about the Mistore architecture (See Chapter 4, we provided the
flexibility to select a desired level of data consistency upon read operations. However, we
adopted a single-writer multiple-readers model. In consequence, Mistore fit better for appli-
cations where concurrent write operations are not so frequent. In the future, mechanism to
support multiple-writers on the same data will be interesting to be added in Mistore while
providing the flexibility of choosing the required data consistency upon operations.

• Multi- and auto-tiered storage: Not all data are equal in terms of access frequency,
access performance or retention duration requirements( e.g. hot, warm, and cold data). On
the other side, nodes in an architecture are not necessarily equal in terms of storage capacity,
performance, their proximity to the users and the access latency they may exhibit (e.g. Home
Gateways, Points of Presence, and Datacenter in Mistore) so it can make sense to think about
solutions that will leverage the data and nodes characteristics to optimize data management.
In this context, we believe that it will be interesting to investigate in multi- and auto-tiered
storage that refers to an automated placement of data on nodes to optimize performance,
availability, recovery, and cost.
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• Distributed cloud gateway system: In Chapter 7 we designed a solution based on an
on-premises cloud gateway allowing enterprises to outsource data to the cloud while keeping
control on them. However enterprises may have several sites geographically dispersed and
having only one cloud gateway to serve clients all around the different enterprises site is not
the best choice,especially in term of data access latency for clients that are distant form the
cloud gateway. It will be interesting to investigate means to build a distributed cloud gateway
system while maintaining the different advantages of the initial solution.

• Encryption keys rotation and changes of CPSs: While encryption brings confiden-
tiality, it is also important to change or rotate the encryption keys to improve the security.
Rotation key is good to consider for instance when some people who has access to the en-
cryption keys leaves the organization or when the encryption keys are or supposed to be
compromised. It will interesting to introduce additional encryption operations so that en-
cryption keys can be changed without consuming lot a resources i.e. avoid to retrieve all
the data from public CSPs, decrypt them, re-encrypt them with a new encryption key, and
upload them. Due to the fact that a versionning system may be present, encryption key
rotation may also be associated with some solutions to limit the access to data encrypted
under previous encryption keys. Similarly it will be interesting to investigate flexible means
to mobility or migration of data between several providers in a cost-effective way in term of
resources consumption, performance, availability, and security.

To conclude, in this PhD thesis we had the opportunity to discover and study a large panel of
topics regarding cloud, storage, architecture, dependability technologies. We believe that more
challenges still have to be addressed or investigated. And with the growing usage and adoption of
cloud solutions, proliferation of connected devices, more challenges will appear.
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Résumé

La quantité de données stockées dans le monde ne cesse de croître posant des challenges aux four-
nisseurs de services de stockage qui doivent trouver des moyens de faire face à cette croissance de
manière scalable, efficace, tout en optimisant les coûts. Nous nous sommes intéressés aux systèmes
de stockage de données dans le nuage qui est une grande tendance dans les solutions de stockage de
données. L’International Data Corporation (IDC) prédit notamment que d’ici 2020, environ 40%
des données seront stockées et traitées dans le nuage. Cette thèse adresse les challenges liés aux
performances d’accès aux données et à la sûreté de fonctionnement dans les systèmes de stockage
dans le nuage. Nous avons proposé Mistore, un système de stockage distribué que nous avons conçu
pour assurer la disponibilité des données, leur durabilité, ainsi que de faibles latences d’accès aux
données en exploitant des zones de stockage dans les box, les Points de Présence (POP), et les cen-
tres de données dans une infrastructure Digital Subscriber Line (xDSL) d’un Fournisseur d’Accès
à Internet (FAI). Dans Mistore, nous adressons aussi les problèmes de cohérence de données en
fournissant plusieurs critères de cohérence de données ainsi qu’un système de versioning. Nous
nous sommes aussi intéressés à la sécurité des données dans le contexte de systèmes de stockage
appliquant une déduplication des données, qui est l’une des technologies les plus prometteuses
pour réduire les coûts de stockage et de bande passante réseau. Nous avons conçu une méthode de
déduplication sécurisée contre des attaques d’utilisateurs malicieux tout en étant efficace en termes
d’économie de bande passante réseau et d’espace de stockage.

Mots-clés: Sûreté de fonctionnement; nuage de stockage; cloud storage; systèmes distribués;
cohérence des données, placement des données; confidentialité des données; déduplication;

Abstract

The quantity of data in the world is steadily increasing bringing challenges to storage system
providers to find ways to handle data efficiently in terms of dependability and in a cost-effectively
manner. We have been interested in cloud storage which is a growing trend in data storage solution.
For instance, the International Data Corporation (IDC) predicts that by 2020, nearly 40% of the
data in the world will be stored or processed in a cloud. This thesis addressed challenges around
data access latency and dependability in cloud storage. We proposed Mistore, a distributed storage
system that we designed to ensure data availability, durability, low access latency by leveraging
the Digital Subscriber Line (xDSL) infrastructure of an Internet Service Provider (ISP). Mistore
uses the available storage resources of a large number of home gateways, Points of Presence,
and datacenters for content storage and caching facilities. Mistore also targets data consistency by
providing multiple types of data consistency criteria and a versioning system. We also considered
the data security and confidentiality in the context of storage systems applying data deduplication
which is becoming one of the most popular data technologies to reduce the storage cost and we
design a data deduplication method that is secure against malicious clients while remaining efficient
in terms of network bandwidth and storage space savings.

Mots-clés: Dependability; cloud storage; distributed systems; data consistency; data placement;
data confidentiality; deduplication;
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