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Introduction
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adolescence . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.3 Existing problems to study longitudinal brain images . . . . . 2

1.2 Objectives and Contributions . . . . . . . . . . . . . . . . . . 3

1.2.1 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2.2 Organisation of the thesis . . . . . . . . . . . . . . . . . . . . 3

1.2.3 List of publications . . . . . . . . . . . . . . . . . . . . . . . . 4

1.1 Clinical and methodological context

1.1.1 Adolescence: the onset of the majority of psychological dis-
orders

Mental disorders will become Europe's largest health challenge of the 21st century:
38.2% of the EU population is concerned, with an estimated cost of 277 billion Eu-
ros [Wittchen 2011]. In half of the cases, the �rst onset of mental disorders occurs
during adolescence at around 14 years old. Early interventions could help reduce
or prevent the development of mental disorders. Therefore, a detailed understand-
ing of the disease e�ect on the adolescent brain development is needed. This �rst
implies improving the knowledge on healthy brain development during that period.
Moreover, it is important to focus on sex di�erences since the prevalence of mental
disorders in females is twice as much important as in males. In this thesis, we de�ne
sex di�erences as what is related to biological di�erences by opposition to gender
that relates to the characteristics attributed by the society to masculine or feminine.

1.1.2 Neuroimaging to better understand sexual dimorphism dur-
ing adolescence

Adolescence is a period of important changes where the brain matures to its adult
state. This implies relatively subtle structural changes with time for both sexes.
In the literature, only volumes are generally investigated although brain evolution
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might be more than volume changes. Moreover, the results of the studies sometimes
disagree in some brain regions. This increases the di�culty to establish knowledge
on healthy brain development and sexual dimorphism during adolescence. Thus,
it would be desirable to have a method that gives accurate results even for subtle
brain changes and to be able to compare male and female evolutions while giving
interpretable results.

1.1.3 Existing problems to study longitudinal brain images

With the recent development of longitudinal databases replacing cross-sectional
ones, the confounding e�ect of inter-individual morphological variability has been
reduced by using each subject as his or her own control.

However, there still exist several potential biases that need to be avoided while
processing the longitudinal data. The most important issue concerns the asymmetry
biases [Ridgway 2015]. Two types of asymmetries can be distinguished. The �rst
one is introduced by the resampling of all the follow-up images except the baseline.
The second type of bias is related to the non-centrality of the time point where
the subject longitudinal deformations are computed. It is now established that the
sequencing of the processing steps is key to avoid adding bias to the data and thus
obtaining a robust longitudinal processing pipeline. In addition to the order of the
steps, robust similarity measures have been proposed instead of the Sum of Squared
Di�erences metric to increase the robustness of registration methods. However,
most registrations still remain performed on the whole head potentially biasing the
results at the brain border (cortex region). Moreover, in the developing context of
reproducible research that has gained interest over the last years, a good practice
should be for the processing pipeline to be fully reproducible.

Even when controlling for the di�erent potential sources of bias in the longitudi-
nal processing pipeline, the inter-subject variability might be by far higher than the
small intra-subject longitudinal changes (e.g for a healthy subjects dataset). This
would result in the impossibility to capture the longitudinal changes that would be
lost in this very noisy context. In this case, we might reach the statistical detection
limit of the algorithms and di�erent methods might lead to opposite results. Fol-
lowing [Fox 2011], it is thus of great importance to "improve and validate atrophy
quanti�cation" and to know if the results are due to a bias in the method. However,
to our knowledge no study has investigated this topic and compared longitudinal
volumetric methods on such small changes.

Finally, although volumetry has enabled the community to make great �ndings,
we can question whether volume changes are su�cient to explain all the changes
occurring in the brain. For example, in Alzheimer's disease, one can observe that
the temporal lobes often have a signi�cant rotation, which might mean that there
are more than just volume changes. Although statistical methods exist for the
comparison of multivariate �elds, the interpretation of the results still remains more
di�cult than in the univariate case.
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1.2 Objectives and Contributions

1.2.1 Objectives

The objective of this PhD work is to address the above problems in the context of
longitudinal changes during adolescence. The problems are challenging and necessi-
tate the development of a longitudinal processing pipeline for the robust estimation
of longitudinal deformations. Since the adolescence period involves subtle brain
changes, we need to start by ensuring that the algorithms we use are able to detect
such small variations. Moreover, we aim at going beyond the volumetry in order
to ease the interpretation of the comparison of the three-dimensional deformation
�elds. Finally, we need to keep in mind that all the proposed work and results in
this thesis have to be reproducible.

1.2.2 Organisation of the thesis

In chapter 2, we propose a deformation-based morphometry computational frame-
work to robustly estimate the longitudinal brain deformations from image data se-
ries. Our �rst contribution is in explicitly detailing all the processing steps required
for the longitudinal analysis of neuroimages. The sequencing of the numerous steps
has been designed to limit the potential biases. A second contribution is to modify
the non-linear registration algorithm by masking the similarity term while keeping
the symmetry of the formulation. This change increases the robustness of the results
with respect to intensity artifacts located in the brain boundaries. Experimental
results show that this contribution leads to increased sensitivity of the statistical
study on the longitudinal deformations. The proposed processing pipeline is based
on freely available software and tools 1. It is thus fully reproducible.

In chapter 3, we evaluate the accuracy, reproducibility, detection limit, and
statistical power of our non-linear registration method in terms of volumetry. We
use simulated ground truth and real data for which changes are small. Since all
the e�ects cannot be tested while evaluating only one algorithm, we compare our
method with three other popular volumetric longitudinal methods (segmentation-
based and registration-based).
We �nd several interesting results for the community. In the zone where the changes
are large enough, registration based-methods are generally more accurate, repro-
ducible, and have a greater statistical power than the segmentation-based method
FreeSurfer. The former method is also generally more sensitive to local linear inten-
sity bias than registration-based methods. We notice that registration-based meth-
ods highly under-estimate large changes (superior to 10%), especially SPM. Con-
cerning the detection limit of the methods, we show that registration based-methods
have a smaller detection limit than the segmentation-based method. Moreover, we
show that for changes less than 10 % the log-Jacobian integration is equivalent
to relative volume changes. Finally, we evaluate two di�erent numerical schemes

1The tools are available at http://www-sop.inria.fr/teams/asclepios/software/

http://www-sop.inria.fr/teams/asclepios/software/
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for the log-Jacobian computation and show that they are very similar and can be
interchangeably used.

We propose, in chapter 4, to go beyond volumetry in the statistical analysis of
two groups by studying the whole 3-dimensional deformation �eld. To ease the group
comparison, we propose to disentangle the group di�erences from the longitudinal
population evolution. In addition to this contribution, we ease the interpretation
by presenting two indices. The �rst one concerns the convergence or divergence of
the group longitudinal evolutions. The second index quanti�es the group di�erence
with respect to the population longitudinal evolution using an advance or delay in
time concept. This enables a tangible comprehension of the group di�erences for
clinicians.

In chapter 5, we use the methods developed in chapters 2 and 4, as well as
the results from chapter 3 to study the e�ect of sexual dimorphism on the healthy
morphological evolution of the brain during adolescence. We �rst analyse the volume
changes: results are consistent with the literature in almost every region of the brain.
For the few regions where the results are not consistent we perform an additional
analysis with three popular volumetric methods. Contrarily to what is reported in
the literature, white matter volume does not increase during 14 to 16 for females
on our dataset. Moreover, we �nd that the pre-frontal cortex is the main region
where statistically signi�cant di�erences occur in evolution: the pre-frontal cortex
volume decrease is more important for females than for males. We then go beyond
volumetry to bring new insights on the evolution during that age period. We �nd
that at 14 years of age, no di�erence exists between the males and females' pre-
frontal cortex, and that an important di�erentiation occurs in this region during
the two following years: at 16, females' pre-frontal cortex is in advance of around
�ve months with respect to the population mean longitudinal evolution.

Finally, chapter 6 concludes this thesis with a number of unsolved problems.
While the volumetric methods generally give accurate results, going beyond volume-
try still remains di�cult. We discuss about the potential perspectives on interpreting
multivariate analysis.

1.2.3 List of publications

The presented work led to a published journal publication and two more are in
preparation of submission (as a �rst author):

Published paper

• Longitudinal Analysis of Image Time Series with Di�eomorphic Deformations:

a Computational Framework based on Stationary Velocity Fields. Mehdi Hadj-
Hamou, Marco Lorenzi, Nicholas Ayache and Xavier Pennec. Frontiers in
Neuroscience, vol. 10, no. 236, 2016. [Hadj-Hamou 2016]
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In preparation

• Validation of Longitudinal Volumetric Measurement Methods (Chapter 3) to
be submitted in Transactions on Medical Imaging.

• Beyond Volumetry: Deformation-based Morphometry for the di�erential anal-

ysis of sexual dimorphism during adolescence (chapters 4 and 5) to be submit-
ted in NeuroImage.
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Longitudinal Analysis of Image
Time Series with Di�eomorphic
Deformations: a Computational
Framework based on Stationary

Velocity Fields

Contents
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 Processing Pipeline for the Analysis of Longitudinal Images 8

2.2.1 Pre-Processing . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2.2 Position Correction . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2.3 Non-Linear Deformation Analysis . . . . . . . . . . . . . . . . 15

2.3 Application to the Analysis of the Longitudinal Changes

in Alzheimer's Disease . . . . . . . . . . . . . . . . . . . . . . 24

2.3.1 OASIS database . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.3.2 Methods and Results . . . . . . . . . . . . . . . . . . . . . . . 24

2.4 Conclusion and Discussion . . . . . . . . . . . . . . . . . . . . 31

We propose and detail a deformation-based morphometry computational frame-

work, called Longitudinal Log-Demons Framework (LLDF), to estimate the longitu-

dinal brain deformations from image data series, transport them in a common space

and perform statistical group-wise analyses. It is based on freely available software

and tools, and consists of three main steps: i) Pre-processing, ii) Position correc-

tion, and iii) Non-linear deformation analysis. It is based on the LCC log-Demons

non-linear symmetric di�eomorphic registration algorithm with an additional mod-

ulation of the similarity term using a con�dence mask to increase the robustness

with respect to brain boundary intensity artifacts. The pipeline is exempli�ed on

the longitudinal Open Access Series of Imaging Studies (OASIS) database and all

the parameters values are given so that the study can be reproduced. We investi-

gate the group-wise di�erences between the patients with Alzheimer's disease and the

healthy control group, and show that the proposed pipeline increases the sensitivity
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with no decrease in the speci�city of the statistical study done on the longitudinal

deformations.

2.1 Introduction

An important topic in neuroimaging is to analyse the progression of morphological
changes in the brain observed in time series of images, in order to model and quan-
tify normal or pathological biological evolutions [Scahill 2002]. Deformation-Based
Morphometry (DBM) [Ashburner 1998] characterises the morphological changes of
the brain in terms of spatial transformations (here called deformations), estimated
by means of non-linear registration. A sub-�eld of DBM, called Tensor-Based Mor-
phometry (TBM) focuses on the �rst derivatives of the deformation. Depending on
the cross-sectional or longitudinal nature of the dataset used, we can de�ne on one
hand cross-sectional DBM and on the other hand longitudinal DBM [Chung 2001]
that we will focus on in this chapter. Longitudinal DBM main steps can be sum-
marised as i) quantifying the evolution of the morphology of each subject by es-
timating the individual's longitudinal deformation from the time series of images,
and ii) characterising how this evolution varies among a sample using a suitable
normalisation for the individual biological variability.

A variety of DBM approaches can be found in the literature (e.g.
[Davatzikos 2001, Cardenas 2007, Lorenzi 2011, Südmeyer 2012]), each of them as-
sociated to speci�c non-linear registration methods, and processing pipelines. The
comparison between the di�erent DBM methods is not straightforward: the e�-
ciency of each DBM pipeline is generally demonstrated on di�erent data sets (or
di�erent subsets of the same data set) and the tools the processing pipeline is com-
posed of are generally not all available. In the existing DBM pipelines - e.g. SPM

[Friston 2007], FreeSurfer [Reuter 2012], PipeDream1, Anima2 - the multivariate in-
formation coming from the three-dimensional deformation is generally not used for
the statistical analysis. To do so, one would need to express the three-dimensional
deformation of every subject in a common space to compare them. There exists
few algorithms that compute this 3D transport (e.g. [Lorenzi 2013b]) and in the
absence of this tool, the DBM analysis often becomes a TBM analysis only. Studies
are thus generally performed on the Jacobian determinant of the deformation or on
the segmented regions of interest - since it is easier to compute these scalar maps
in a common space. Moreover, in the developing context of reproducible research
that has gained interest over the last years [Nature 2013, McCormick 2014], a good
practice should be for researchers to publish the full details of their methodology:
source code, data and parameters.

This is the objective of this chapter: to gather all the details in the same paper
and propose a pipeline for the community, following the examples of [Avants 2011]
and [Ashburner 2013]. Our computational framework is a complement to the exist-

1http://sourceforge.net/projects/neuropipedream/
2https://github.com/Inria-Visages/Anima-Public/wiki
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ing processing pipelines. It enables researchers to replicate and verify their �ndings
with a third party reproducible pipeline, thus enhancing the convincing power of
their results. Our pipeline is based on [Lorenzi 2011], who proposed a hierarchical
framework for the group-wise analysis of time series of images using di�eomorphic
deformations parametrised by Stationary Velocity Fields (SVF). We bring a comple-
ment to the already existing literature by explicitly detailing all the processing steps
required for the longitudinal analysis of neuroimages by relying on freely available
tools. In addition to this contribution, we integrate a modi�cation to the non-linear
registration algorithm by adding a masking to the similarity term as proposed by
[Brett 2001] while keeping the symmetry of the formulation. This change increases
the robustness of the results with respect to intensity artifacts located in the brain
boundaries. The proposed processing pipeline is based on freely available software
and tools (the complete list can be found in Appendix 2.4).

The chapter is structured as follows: in section A.2, we develop a comprehensive
processing pipeline called Longitudinal Log-Demons Framework (LLDF); we present
each elementary modules it is based on, and after introducing the mathematical for-
malism related to DBM, we modify the LCC log-Demons to incorporate a con�dence
mask. Experimental results show that this contribution leads to increased sensitivity
of the statistical study on the longitudinal deformations. In section A.3, we show an
illustration of the pipeline on the statistical analysis of longitudinal brain changes in
Alzheimer's disease. Because it is freely and easily available for benchmarking, we
use the data from the longitudinal Open Access Series of Imaging Studies (OASIS)
database [Marcus 2010]. We �nally conclude and present the perspectives of this
work in section 3.4.

2.2 Processing Pipeline for the Analysis of Longitudinal

Images

We consider longitudinal observations of MRI scans for a given subject Si, at Ni

time points t0, t1,..., tNi−1 (all the subjects do not necessarily have the same number
Ni of time points). The corresponding images are denoted as Ii0, I

i
1,..., I

i
Ni−1 respec-

tively. The aim of the processing pipeline is to estimate each subject's longitudinal
deformation from the image time series, and then transport the deformations in a
common space to perform statistical group-wise analyses.

The construction of the pipeline is based on elementary modules described in
the following paragraphs and it can therefore be divided into three main parts (cf.
Fig. 2.1): 1) Pre-processing, 2) Position correction, and 3) Non-linear deformation
analysis. The pipeline proposed in this work relies on a number of neuroimaging tools
previously proposed and validated by di�erent groups. Our choice was motivated by
our personal experience and by the optimal performances obtained in the presented
application. We however acknowledge that other tools could have been employed.
For this reason, the modular nature of the pipeline allows the replacement of the
proposed tools with speci�c ones, such as in the case of longitudinal analysis in
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postnatal brain development (cf. 2.2.1.3).

2.2.1 Pre-Processing

In this initial part of the pipeline all the individuals' images are processed inde-
pendently of the time points. The pre-processing consists of the following chain of
elementary steps: 1) Standard reorientation, 2) Field of view reduction and, 3) In-
tensity non-uniformity correction. Di�erent criteria have been taken into account
for choosing the tools and software used to perform these elementary steps. Firstly,
we only selected freely available tools part of well-established software - so that the
pipeline can be reproduced by anyone - relying on already validated tools. Sec-
ondly, to make the pipeline user-friendly, we chose tools that necessitate minimal
�ne tuning in terms of parameters.

2.2.1.1 Standard Reorientation

Images from the MRI scanner are not necessarily oriented following the standard
orientation de�ned by the MNI152 [Fonov 2009] template (Figure 2.2). This mis-
orientation would prevent us from properly processing the images.

We thus use FSL - fslreorient2std [Jenkinson 2012], to reorient each image
to match the standard orientation. Starting with I, the image acquired by the
scanner, this tool applies rotations of 0, 90, 180 or 270 degrees around the image
axes to get Istd, the reoriented output image. Notice that this reorientation only
changes the header and does not perform any interpolation.

2.2.1.2 Reduction of the Field of View

Brain scans can sometimes include the neck or the shoulders (cf. Figure 2.2), and
analysing the whole image would increase the image processing time and lead to
increased errors due to intensity artifacts. Therefore it is preferable to reduce the
Field of View (FOV) of the image to include the head only.

For this purpose, we use FSL - robustfov [Jenkinson 2012]: given an image I,
comprising the head and the neck, it automatically crops the neck and other regions
outside the head by re-sizing the height of the image, starting at the top of the skull,
to a default size of 170 mm so that we �nally obtain Ihead, the image containing the
head only.

In some rare cases (in another study not reported here, one case out of 120),
this automatic tool might provide a wrong result, leaving an important part of the
neck in the image or cropping the head. In that case, one can still manually set the
correct height of the head.

2.2.1.3 Intensity Inhomogeneity Correction

One of the most common artifact in MRI scans is the shading one: an inten-
sity non-uniformity for voxels of the same tissue class (cf. Fig. 2.2). Therefore,
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Figure 2.1: Proposed processing pipeline for longitudinal analysis: The pipeline is
composed of three major steps. Starting with raw images, we �rst pre-process them,
then correct the spatial position di�erences to end up with the longitudinal deforma-
tions for each subject in the template space. Dotted lines correspond to evaluated
transformations whereas plain lines correspond to applied transformations.
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Figure 2.2: Pre-processing steps: A. Reorientation of a subject coronal view:
Left: what is displayed initially as the coronal view is the sagittal one. Right: after
reorientation it is truly the coronal view that is displayed. B. Field of View

Reduction: Left: the original Field of View (FOV) including the head and neck
(red rectangle). Right: after reduction, the cropped FOV does not contain the neck,
but only the head. C. Intensity Inhomogeneity Correction: Left: the image
has an intensity non-uniformity. The same tissue class has a lower intensity in the
bottom left (red ellipse), and a higher intensity in the bottom right part of the image
(green ellipse). Middle: after correction, the intensity appearance of the image is
more homogeneous (cf. red and green ellipses). Right: estimated multiplicative
�eld. D. Skull-stripping: Left: the head with its skull. Middle: the brain after
the whole process of skull-stripping and image masking. We see that the resulting
image has the same intensity as the original one; this is not the case of the image
output by Robex (right image).
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each MR image I undergoes an intensity non-uniformity correction using ANTs -

N4BiasFieldCorrection [Avants 2011, Tustison 2010] to obtain the corrected im-
age IHom. This algorithm improves the N3 Intensity Inhomogeneity correction
[Sled 1998] and is based on the assumption that there exists a smooth, slowly varying
multiplicative �eld F corrupting the image intensities: I = IHom × F .

In the speci�c case of early brain development where heterogeneous myelination
occurs, the default correction algorithm might be insu�cient and a dedicated cor-
rection method could be used following [Prastawa 2004] example (or in the case of
patients with multiple sclerosis lesions, [Karpate 2014] algorithm). The choice of
the most appropriate algorithm is let to the user. In any case, the Local Correlation
Criteria (similar to ANTS Cross-correlation [Avants 2011]) we use for the non-linear
registration in 2.2.3.2 is robust to local intensity bias and is potentially able to cope
with an incomplete inhomogeneity correction.

2.2.1.4 Skull-Stripping

It is often necessary (e.g in 2.2.2.1) to process the brain without its surrounding
skull. For this reason, the pipeline includes a skull-stripping step (also called non-
brain removal tool). We selected Robex [Iglesias 2011] for the robustness of its
results with no parameter �ne tuning: [Iglesias 2011] showed it generally performs
better than six other popular algorithms (BET [Smith 2002], BSE [Shattuck 2001],
FreeSurfer3, AFNI4, BridgeBurner [Mikheev 2008], and GCUT [Mahapatra 2012]).
Our experiments were in agreement with this a�rmation: when using Robex on our
datasets, we no longer had large parts of the skull remaining which was sometimes
the case when using FSL - BET with the default parameters.

Inputing I, the image with the brain and its surrounding skull, Robex outputs
Irobex and Imask, the skull stripped brain and the corresponding region mask re-
spectively. In fact, Robex applies an additional intensity inhomogeneity correction
and thus modi�es the intensity of the output image Irobex. Therefore one has to use
the output mask Imask and mask the original image I to obtain Ibrain, the image
with the brain only (cf. Figure 2.2).

2.2.2 Position Correction

Contrary to the previous section, the images are now treated depending on the
subject (and time point). This module consists of two combined steps: 1) Longitu-
dinal rigid registration, and 2) A�ne spatial normalisation. We �rst present these
modules before explaining how we combine them.

2.2.2.1 Longitudinal Rigid Registration

For a single subject, the acquisition at di�erent time points is usually not performed
with the same position of the head in the scanner. This creates a global rigid (six

3http://surfer.nmr.mgh.harvard.edu
4http://afni.nimh.nih.gov/
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degrees of freedom) misalignment of each subject data series. Since the aim of this
work is to model the subtle local longitudinal brain changes, we need to account for
this source of variability that generally exceeds the longitudinal variability. Taking
the baseline I0 as the reference position, we rigidly align the follow-up images I1,...,
IN−1 to the baseline I0, using the rigid transformations φ1

R,...,φ
N−1
R , to obtain the

rigidly aligned image Ial1 ,..., IalN−1 (cf. Fig. 2.3).

Figure 2.3: Position correction steps: A. Rigid registration of subject images:
The image on the left is the follow-up image of a subject, the baseline (used as the
reference) being the image in the middle. The image on the right is the subject
image after rigid alignment. B. A�ne normalisation of a subject image: Left:
subject image. Middle: the MNI152 template. The subject image and the template
di�er in size and orientation. Right: result of the a�ne normalisation.

We choose to use FSL - FLIRT [Jenkinson 2001, Jenkinson 2002] for the linear
registration as it is the benchmark linear registration framework used in the in�u-
ential work of [Klein 2009] for the comparison of several state-of-the-art non-linear
registration algorithms. The di�erent steps of the rigid registration step are de-
scribed in Algorithm 1. We note that despite the optimisation in two steps, only
one single rigid transformation is applied. Composing the transformations from
the - whole head and skull-stripped head - intra-subject rigid registrations min-
imises the potential resampling artifacts introduced by the repeated resampling of
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Algorithm 1 Longitudinal Rigid Registration between 2 Images
Input: Ij with j = 1, ..., N−1, the image not necessarily aligned with the reference
I0.

Output: Ialj with j = 1, ..., N−1, the image after rigid alignment with the reference
I0.

Find the rigid transformation φj1 that aligns Ij to I0

Hj = Ij ◦ φj1

Skull-strip (SS) I0 and Hj

Jj = SS(Hj) and J0 = SS(I0)

Find the rigid transformation φj2 that aligns Jj to J0

Kj = Jj ◦ φj2

Compose the 2 previously found transformations
φjR = φj2 ◦ φ

j
1

Apply the composed transformation to the input image I1

Ialj = Ij ◦ φjR

the data (during the di�erent rigid registration steps). Lastly, we use B-splines as
the interpolation method (more accurate than the standard tri-linear interpolation
[Parker 1983]) and the normalised correlation as the cost function.

2.2.2.2 A�ne Spatial Normalisation

Each brain di�ers in size and shape. In preparation for the group analysis and in
order to align each subject anatomy in a common reference space, we normalise
each subject head (shape and pose) to the MNI152 reference space using an a�ne
(twelve degrees of freedom) transformation. Practically, the brain normalisation
consists in resampling each subject baseline image I0 in a common standard space
SMNI (MNI152 space) using an a�ne transformation φA computed with FSL -

FLIRT to obtain the normalised image IMNI
0 (see Figure 2.3). We use B-splines as

the interpolation method and the normalised correlation as the cost function.

2.2.2.3 Combined Longitudinal Rigid Registration and Spatial Normal-

isation

In the spirit of 2.2.2.1, we avoid as much as possible the potential resampling artifacts
by composing the two spatial transformations φR and φA from the previous steps.
The baseline I0, is spatially normalised to the MNI152 space using φA (cf. 2.2.2.2).
Concerning the follow-up images Ij , we apply the composition of φA and φjR to Ij .
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Since Ialj and I0 are already rigidly aligned the transformations that map both of
them to the template SMNI are the same.

2.2.3 Non-Linear Deformation Analysis

After the correction of the images in position and intensity, we can estimate the
residual longitudinal morphological di�erences using non-linear registration. For this
non-linear registration step, all the subjects are processed independently in order
to compute each individual longitudinal deformation (expressed in every subject
anatomy but with the same coordinate space). The �nal step is done in three stages:
1) Estimation of the subject-speci�c longitudinal deformation trajectory using the
previously computed longitudinal deformations, 2) Study-speci�c template creation,
and 3) Transport of the subject-speci�c longitudinal deformation trajectory in the
template (cf. Fig. 2.6). Before going further, we introduce the mathematical
formalism related to Deformation Based Morphometry.

2.2.3.1 Mathematical Formalism for Deformation-based Morphometry

The longitudinal evolution of a point x of the brain between the initial biological
time point t0 = 0 and the biological time t1 is de�ned by the deformation φ that
maps the initial position x(t0) to the position x(t1):

φ : Rn × R −→ Rn

(x, t) 7→ x(t) = φ(x, t)

In neuroimaging, the preservation of the brain topology is important; it can be
obtained under the large deformation di�eomorphic setting [Joshi 2000, Beg 2005].
In this framework, we de�ne the transformations ϕ that belong to the group G
of di�eomorphisms: di�erentiable bijections with di�erentiable inverse. The trans-
formations are parametrised by the �ow of time-dependent velocity vector �elds
v(x, s) (with the parametrisation time s ∈ [0, 1]) speci�ed by the following ordinary
di�erential equation:

∂ϕ(x, s)
∂s

= v(ϕ(x, s), s),

with ϕ(x, 0) = Id(x) (identity transformation). The resulting deformation φ, map-
ping x(t0) to x(t1) is given by the �ow at s = 1: φ(x, t1) = ϕ(x, 1). In the spirit of the
log-Euclidean framework, [Arsigny 2006] proposed to restrict to the one-parameter
subgroup of di�eomorphisms where the velocity vectors are stationary (i.e. constant
over the parametrisation time s): v(x, s) = v(x). In this case, the transformation
φ(x, t1) is encoded by the stationary velocity �eld (SVF) v(x) via the Lie group
exponential map: φ(x, t1) = exp(v(x)); the exponential map is de�ned as the �ow
of the stationary ordinary di�erential equation:

∂ϕ(x, s)
∂s

= v(ϕ(x, s)),

with ϕ(x, 0) = Id(x) and s ∈ [0, 1].
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2.2.3.2 Non-Linear Symmetric Di�eomorphic Registration with Con�-

dence Mask

We estimate the subtle longitudinal changes using symmetric non-linear di�eomor-
phic registration. The di�eomorphic deformations are parametrised using Station-
ary Velocity Fields (SVF), providing us with a rich mathematical and computational
setting (see [Arsigny 2006, Vercauteren 2008, Lorenzi 2011]).

To non-linearly register Ii to Ij , we estimate the Stationary Velocity Field vi-j
(cf. Figure 2.4) via an alternate minimisation of the following log-Demons energy
with respect to vi-j and the auxiliary SVF vc [Cachier 2003]. Instead of minimising
a global energy, a correspondence �eld vc is introduced, so that two simple, fast, and
more e�cient minimisation steps are performed, respectively for ESim and EReg. In
the �rst step, ESim is minimised using a gradient descent method, whereas in the
second step EReg can be solved explicitly as the Gaussian convolution of vc when
the regularisation term is chosen adequately:

E(vi-j , vc, Ii, Ij) =

ESim(vi-j ,vc,Ii,Ij)︷ ︸︸ ︷
1
σ2
i

Sim(vc, Ii, Ij) +
1
σ2
x

Corr(vi-j , vc) +
1
σ2
T

Reg(vi-j)︸ ︷︷ ︸
EReg(vi-j ,vc)

. (2.1)

In this formula, σi is the parameter linked to the noise in the image, σx is linked to
the uncertainty of the matching in the correspondence term, σT is the regularisation
weight, Sim is the similarity criterion, Reg the regularisation term, and Corr is
the correspondence term that links vi-j to vc. The LCC log-Demons [Lorenzi 2013a]
uses ρ the Local Correlation Coe�cient (LCC) similarity metric [Cachier 2003] since
it is robust to local intensity artifacts:

ρ(Ii, Ij) =
∫

Ω

IiIj√
Ī2
i Ī

2
j

with Ī = Gσ ∗ I(x),

where Gσ is the Gaussian smoothing operator with a kernel size of σ and Ω is the
image domain.

Therefore, by considering the symmetric resampling I ′i = Ii ◦ exp(vc2 ) and I ′j =
Ij ◦ exp(−vc

2 ), the �rst term of equation (2.1) can be written as:

Sim(vc, Ii, Ij) = ρ2(I ′i, I
′
j) = ρ′2(vc, Ii, Ij) =

[
Ii ◦ exp(vc2 ).Ij ◦ exp(−vc

2 )
]2

[
Ii ◦ exp(vc2 )

]2
.
[
Ij ◦ exp(−vc

2 )
]2 .

If we de�ne the update �eld δvi-j through the zeroth order term of the Baker-
Campbell-Hausdor� (BCH) formula [Bossa 2007]:

δvi-j = log(exp(−vi-j) ◦ exp(vc)) ≈ −vi-j + vc,

then in the �rst part of the alternate optimisation of equation (2.1), ESim has to be
minimised with respect to δvi-j :
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Figure 2.4: Comparison of three non-linear di�eomorphic registration methods:
First and second column: we see the intensity bias a�ecting the source and tar-
get images. A. Registration of the head with no con�dence mask: strong
deformation �elds are estimated in the skull and meninges that di�use to the outer
cortex region and bias the results (cf. red circle where a non-realistic expansion of
38% is found). B. Registration of the skull-stripped images (no con�dence

mask): the use of the skull-stripped images biases the result at the level of the outer
cortex (cf. red circles) where non-existing high value deformations are found due to
the high intensity gradient). In fact, skull-stripping imposes the outside brain inten-
sity to be zero creating a high intensity gradient that biases the registration results
(the update δvi-j is directly proportional to the image gradient). C. Registration
of the head with con�dence mask: the registration using the con�dence mask
enables us to estimate realistic transformation in the outer cortex.
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ESim(δvi-j , Ii, Ij) = − 1
σ2
i

ρ′2(δvi-j , Ii, Ij) +
1
σ2
x

||δvi-j ||2,

with Corr(vi-j , vc) = || log(exp(−vi-j) ◦ exp(vc))||2 = ||δvi-j ||2. In the second part of
the optimisation, EReg should be minimised with respect to vi-j :

EReg(vi-j , vc) =
1
σ2
x

|| log(exp(−vi-j) ◦ exp(vc))||2 +
1
σ2
T

Reg(vi-j).

The registered images generally comprise the brain and its surrounding skull
which can lead to corrupted results. In fact, the resulting deformation �eld gen-
erally exhibits high values in the region of the meninges and the skull that di�use
through regularisation in the outer cortex (see Figure 2.4), potentially yielding to
misleading discoveries.
One solution is to only register the brain tissues and the cerebrospinal �uid (CSF)
obtained through skull-stripping. However, this solution may be prone to errors
(small parts of the outer cortex could be cropped) and puts the outside brain inten-
sity to zero creating a high intensity gradient that biases the registration results (as
shown on Figure 2.4), since the update δvi-j is directly proportional to the image
gradient.

Therefore, we modi�ed the LCC log-Demons algorithm to incorporate the use of
a con�dence mask as proposed by [Brett 2001], and �rst introduced in the Demons
algorithm by [Stefanescu 2004]. We consider that we do not want to align the
structures outside the brain (skull, meninges,...). Therefore, the voxels outside the
brain should have no in�uence in the similarity minimisation step. We de�ne a
probabilistic mask ω(x) such that its value is ω(x) = 1 for a voxel inside the brain,
ω(x) = 0 outside, and in-between depending on the con�dence we have for the voxel.
The new log-Demons energy to minimise is:

E(vi-j , vc, Ii, Ij) = ω
1
σ2
i

Sim(vc, Ii, Ij) +
1
σ2
x

Corr(vi-j , vc) +
1
σ2
T

Reg(vi-j).

Thus, only the �rst part of the minimisation (ESim) is modi�ed and we still get a
closed-form solution leading to an e�ective computational scheme for the optimisa-
tion of ESim (cf. demonstration in Appendix 2.4):

δvi-j =

 −
2Λ

||Λ||2+ 1
ω

4
ρ2

σ2
i
σ2
x

, if ω > 0

0, if ω = 0

with

Λ =
Gσ ∗ (Ii∇ITj )
Gσ ∗ (IiIj)

− Gσ ∗ (Ij∇ITi )
Gσ ∗ (IiIj)

+
Gσ ∗ (Ii∇ITi )
Gσ ∗ (I2

i )
−
Gσ ∗ (Ij∇ITj )
Gσ ∗ (I2

j )
. (2.2)

In order to keep a symmetric formulation of the registration, the probabilistic mask
ω is de�ned using two masks. The �rst one is the brain mask M of the moving
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image and the second one is the brain mask F of the �xed image. The mask ω is
then de�ned as the average of the symmetric resampling of the two brain masks in
the halfway space:

ω =
1
2

[
M ◦ exp(

vc
2

) + F ◦ exp(−vc
2

)
]

Hence, the registration problem is still de�ned on the whole image domain but the
update is weighted di�erently depending on the con�dence on the brain areas. In our
experiments, we de�ned the initial brain masks (for both �xed and moving images)
as binary masks.

2.2.3.3 Estimation of the Subject-Speci�c Longitudinal Trajectory via

Fully Symmetric SVF Regression

Given the previously estimated series of longitudinal deformations φi-j = exp(vi-j)
with 0 ≤ i < j ≤ N −1 for a subject, we then model the subject-speci�c longitudinal
deformation trajectory φ̂ as :

φ̂(x, t) = exp(t · v̂(x)) with t ∈ R,

where v̂ is the best �t of a fully symmetric linear model in time - through the origin
- of the series of SVFs vi-j :

v̂ = argmin
v

∑
0≤i<j≤N−1

‖(tj − ti)v − vi-j‖2 =

∑
0≤i<j≤N−1(tj − ti)vi-j∑

0≤i<j≤N−1(tj − ti)2
.

This model uses all the possible combinations of SVFs vi-j between the di�erent
time points while using the symmetry of the pairwise registration (vi-j = −vj-i) to
simplify the problem. v̂ and φ̂(t = 1) = exp(v̂) represent the subject-speci�c evolu-
tion trajectory over a year. One should note that a linear model of the longitudinal
SVFs does not lead to a linear model of the deformations. For up to three time
points, our experience showed that a linear model in time is su�cient to explain the
data. A higher-order model could be used for a higher number of time points at the
cost of increasing the statistical complexity.

2.2.3.4 Unbiased Study-Speci�c Template Construction

In order to compare all the subject-speci�c longitudinal deformation trajectories , we
need to have these deformations normalised in the same common reference anatomy
called study-speci�c template A. Although each subject brain is normalised to the
standard space (cf. Section 2.2.2.2), the a�ne alignment is not su�cient to compen-
sate for the local anatomical di�erences (there is no voxel-to-voxel correspondence
yet between the di�erent anatomies). Among the available methods for the tem-
plate construction, we chose to use the method from [Guimond 2000] consisting in
the iterative averaging of intensities and deformations.
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This iterative process is described in Algorithm 2 and illustrated on 136 sub-
jects (Figure 2.5). In the following experiments, the iterative algorithm was stopped
at the seventh iteration. At a given iteration there are two successive image re-
samplings due to the application of two deformations; this can bias the center-
ing of the template. To ensure it is centered, we minimise the number of im-
age resamplings at a given iteration by using a zeroth order term of the BCH:
log(exp(vik) ◦ exp(−v̄k)) ≈ vik − v̄k. Moreover, a good practice for the selection of
the initialisation image for A0 is to manually choose a subject image that is roughly
centered with respect to the considered sample in order to avoid being blocked in a
local minimum. In practice, we checked that changing the reference image for A0

changed the �nal template A by only a negligible amount as shown on Figure 2.5.

Algorithm 2 Creation of an Unbiased Template A

Input: Set of study images Ii

Output: A: Study-speci�c template image

Initialisation: Select a reference image Ij among the M subjects images
A0 = Ij

repeat

Non-linearly register the images to Ak
Ak ≈ Ii ◦ exp(vik)

Mean stationary velocity �eld
v̄k = 1

M (
∑M

i=1 v
i
k)

Resample subjects' image
Lik = Ii ◦ exp(vik − v̄k)

Template iteration k+1: Mean intensity image
Ak+1 = 1

M (
∑M

i=1 L
i
k)

until Variations of Ak and v̄k are very small:
1
V

∑V
i=1(Ak+1(i)−Ak(i))2 and ||v̄k+1 − v̄k|| < ε

A = Ak+1

Here again the non-linear registrations are performed using our modi�ed LCC
log-Demons algorithm with con�dence mask (we used the subjects images masks),
in order to estimate the study-speci�c template while being robust to the artifacts
on the brain boundaries.
Another point concerns the choice of the time point at which the template is created.
There is no golden rule and the choice of the time point is usually let to the user.
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Figure 2.5: Top: Iterative template Construction: Example of the construction
of the template (green frame) of a study of 136 subjects, 9 subjects are dis-
played. Red frame: the reference subject (OAS2_0017) used for the initialisa-
tion.Bottom: In�uence of the reference subject used to initialise the study-speci�c

template: We built a second study-speci�c template by initialising it with a
di�erent subject (OAS2_0077). We computed 1

V

∑
i |TemplateOAS2_0077(xi) −

TemplateOAS2_0017(xi)| over the brain mask at each iteration. Although the initial
reference images are dissimilar, we obtain two very similar templates at the end.
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As for us, we use the images I0 at the �rst time point t0 to create the template.

2.2.3.5 Parallel Transport of the Subject-Speci�c Longitudinal Station-

ary Velocity Field

Now that a common brain anatomical image is de�ned, we need to express each
subject-speci�c longitudinal deformation trajectory φ̂ in the template anatomy to
be able to compare them. To do so, we use the parallel transport computed with
the Pole ladder [Lorenzi 2013b] of the subject-speci�c longitudinal SVF trajectory
v̂ along the inter-subject SVF w0 parametrising the cross-sectional transformation
ψ0 = exp(w0) that maps I0 to A (cf. Figure 2.6).

The result is v̂T = Πw0(v̂) , the subject-speci�c longitudinal SVF trajectory
normalised in the template space. We can then compute the subject-speci�c longi-
tudinal deformation trajectory in the template space φ̂T = exp(v̂T ) . The di�erent
steps necessary for the parallel transport are described in algorithm 3. It is then

Algorithm 3 Pole Ladder for the Parallel Transport of the Longitudinal Stationary
Velocity Field
Input: v̂ : subject-speci�c SVF, I0: subject image where the SVF is normalised
and the template A

Output: v̂T : subject transported SVF

Non-linearly register the subject image I0 into A
A ≈ I0 ◦ exp(w0)

Parallel transport of v̂ along w0

Scaling step: �nd n such that w0/n is smaller than 0.5 voxel in all dimensions
n = ceiling(maxx∈Ω ||w0(x)||

0.5·voxelsize )

repeat

Ladder step:
vk = v̂ + [ w0

n , v̂] + 1
2 [ w0

n , [
w0
n , v̂] ] with [ , ] the Lie brackets:

[ v, w](x) = Dwv(x)−Dvw(x) =
∑

i(wi(x)∂vi(x)
∂xi

− vi(x)∂wi(x)
∂xi

)
where vi(x) and wi(x) are respectively the components of the vector �elds

v(x) and w(x) in a Cartesian coordinates system of the point x with coordinates
xi. The numerical computation of the derivatives is performed using a centred
di�erence scheme.

Let v̂ = vk

until k = n

v̂T = Πw0(v̂) = vn
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possible to perform a statistical analysis on these transported subject-speci�c lon-
gitudinal stationary velocity �elds v̂T as shown in section A.3.

Figure 2.6: Illustration of the parallel transport of the study transformations to the

study-speci�c template: After each subject longitudinal SVF transport, the mean
transformation φ̄T is computed by taking the exponential of the average of all the
transported subject-speci�c longitudinal SVFs Πwi0

(v̂iT ).
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2.3 Application to the Analysis of the Longitudinal

Changes in Alzheimer's Disease

The aim of this section is to show an application of the proposed processing pipeline.
We focused our illustration on Alzheimer's disease, a neuro-degenerative disease that
causes dramatic changes in the brain anatomy over time. We use the Open Access
Series of Imaging Studies (OASIS) database [Marcus 2010].

2.3.1 OASIS database

The clinical cohort considered in this study is composed of 64 patients diagnosed
with very mild to moderate Alzheimer's disease, and 72 healthy individuals. For
these subjects, 2 to 5 longitudinal brain acquisitions (T1 Magnetic Resonance Imag-
ing) were available, corresponding to a follow-up time t0-j = tj − t0 of 0.5 to 6.9
years. Further information can be found in Appendix 2.4.

2.3.2 Methods and Results

After applying the processing pipeline to the database (the parameters used for the
di�erent steps are summarised Table 3.1), we obtain the transported subject-speci�c
longitudinal deformation trajectories φ̂iT (t) = exp(t · v̂iT ) for each subject i in the
study-speci�c template: we thus get 72 subject-speci�c longitudinal SVFs v̂iT for the
healthy controls and 64 for the patients with Alzheimer's disease.

Concerning the non-linear registration parameters for the LCC log-Demons, the
optimal parameters we propose here would of course be di�erent for another study,
and we recommend to �ne-tune in priority the amount of regularisation (-b) and the
number of iterations (-a). As for the SVF exponentiation (and log-Jacobian), all the
computations were performed using an Euler forward integration scheme (option -z
1 in SVFLogJacobian tool).

Pipeline Step Parameters Values

Standard reorientation Default

Field of view reduction Default

Intensity inhomogeneity corr. Default

Skull-stripping Default

Longitudinal rigid registration -cost normcorr -interp spline -dof 6
A�ne registration -cost normcorr -interp spline

Non-linear reg.: Intra and Inter-subject -r 2 -R 1 -C 3 -a 30x20x10 -x 0 -b 2.0 -S 0.15 -u 3.0 -V
Transport Default

Table 2.1: Parameters used for each module of the longitudinal study.

Before discussing the results of the group-wise comparisons of the longitudinal evolu-
tions, let us focus on an illustrative result concerning a single subject (OAS2_0002).
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We computed the log-Jacobian map - which quanti�es the relative volume changes
associated to the longitudinal deformation - for the SVF v0-2 of the longitudinal
evolution between t0 and t2; the result can be seen on Figure 2.7. We can observe
the expansion of the ventricles and more particularly in the temporal horn of the
lateral ventricles, as well as the contraction in the hippocampi. Moreover, there
exists an artifact outside the brain (left hand edge of the follow-up image on Figure
2.7). The use of the non-linear registration with con�dence mask enables us to avoid
any artifactual volume change in our log-Jacobian map and therefore provides more
stable results. This is illustrated in Figure 2.4, where we compare the deformation
found with and without the use of the con�dence mask; we see on the left hand
of the image (red circle on image A.) that this kind of artifact can locally bias the
estimation of longitudinal deformations when the mask is not explicitly accounted
for [Ashburner 2013].

Concerning the groups study, we consider the subject-speci�c deformations over
a year (t = 1) so that we study the SVFs v̂iT . It is then possible to visu-
alise the mean volume changes during one year for each group of patients with
Alzheimer's disease and healthy controls. After computing the average SVF for
the non-demented group and the Alzheimer's one, we compute the associated log-
Jacobian maps5 (cf. Figure 2.8), and compare the modelled group-wise evolutions.
We can see that the main expansion region is located in the lateral ventricles with
higher values for the Alzheimer's patients group than for the healthy control one.
Moreover, for the patients with Alzheimer's disease we can see an expansion in the
temporal horn of the lateral ventricles that does not exist in the control group.
Finally, the atrophy is higher for the Alzheimer's patients and mainly located in
several parts of the white matter, in the thalamus and in the hippocampi whereas
there is no visible contraction in the hippocampi or in the thalamus for the con-
trol group. These results are coherent with the �ndings reported in the literature
[Braak 1991, Fox 1996, Jack 2004, Schott 2005, de Jong 2008].

2.3.2.1 Two-Sample t-Test: Alzheimer's patients versus Healthy Con-

trols

We now statistically investigate the group-wise di�erences between the modelled
longitudinal evolutions of the Alzheimer's patients group and the healthy control
group by using a voxel-wise two-sample t-test on the log-Jacobian maps. For illus-
trative purposes, we show here a standard univariate analysis on a scalar map, but
the use of the parallel transport in our pipeline enables us to do statistics directly
on the subject-speci�c SVFs as shown in 2.3.2.3. The null hypothesis is that there
exists no di�erence between the mean of the two groups.

We used SPM8 (see [Friston 2007]) for this test and corrected for multiple testing
using the Family-Wise Error rate (FWE) with a corrected p-value of 0.05 in order to
control for the same level of speci�city. The t-test was limited to the brain mask. The

5The log-Jacobian maps (for OAS2_0002 and the di�erent groups) are available on NeuroVault

[Gorgolewski 2015] at http://neurovault.org/collections/YBADDEIH/

http://neurovault.org/collections/YBADDEIH/
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Figure 2.7: Log-Jacobian map for the subject OAS2_0002 : We computed the log-
Jacobian map - which represents the relative change of volume - for the SVF of
the longitudinal evolution between t0 and t2. We can observe an expansion in the
ventricles and more particularly in the temporal horn of the lateral ventricles and
a contraction in the hippocampi. Moreover, although there is an artifact outside
the brain (left hand edge of the follow-up image at t2), the use of the non-linear
registration with con�dence mask enables us to avoid any artifactual volume change
in our log-Jacobian map.
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Figure 2.8: Template for the 136 OASIS subjects at t0 and log-Jacobian maps (one

year evolution) of the patients with Alzheimer's disease and the healthy control group:
The main expansion region concerns the lateral ventricles where the Alzheimer's
patients exhibit higher values when compared to the healthy subjects. Moreover,
for the patients with Alzheimer's disease we can see an expansion in the temporal
horn of the lateral ventricles that does not exist in the non-demented control group.
Finally, the atrophy is higher for the Alzheimer's patients and mainly located in
several parts of the white matter, in the thalamus and in the hippocampi whereas
there is no visible contraction in the thalamus or the hippocampi for the healthy
group.
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result map with the thresholded t-values can be seen on Figure 2.9. The statistically
di�erent volume changes occur in the lateral ventricles, more particularly in the
temporal horn, and also in the thalamus.

2.3.2.2 Reliability of the LCC log-Demons with a Con�dence Mask

We tested the reliability of the implemented LCC log-Demons registration with a
con�dence mask. We compared it with the original LCC log-Demons applied to
full head images or skull-stripped images. We therefore ran three similar process-
ing pipelines where the only di�erence was the non-linear registration method used;
the processing pipeline using the LCC log-Demons with a con�dence mask is de-
noted as LLDF, the one using the registration of the whole head is called Pipeline
Head, and the pipeline registering skull-stripped images is denoted as Pipeline
Skull-stripped. Similarly to 2.3.2.1, we investigated the di�erences between the
Alzheimer's patients group and the healthy control group in each case and compared
the obtained results to see which method has the highest statistical sensitivity to
�nd volume changes between the two groups. We notice that on average the LCC
log-Demons registration with con�dence mask is faster (around 1.1 times) than the
LCC log-Demons registration of the full head.

The three corrected t-maps are presented Figure 2.96. The three results present
similar patterns with most of the statistical di�erences in the ventricular region and
more particularly in the temporal horn of the lateral ventricles. Other statistical
di�erences can be found in the thalamus. The volume of the regions of statistical
signi�cant di�erences are 10.4, 16.5 and 17.5 cm3 for respectively 'Pipeline Skull-
stripped', 'Pipeline Head', and 'LLDF'. Moreover, the t-values are higher with the
'LLDF' than with the two other methods. In average on the same statistical region
(the smallest region, obtained by computing the intersection of the three statistically
signi�cant regions), we obtain an absolute t-value of 6.13 with 'LLDF' against 5.98
with 'Pipeline Head', and 5.69 with 'Pipeline Skull-stripped'. This increase of the
t-values can be explained by the increased group di�erence for 'LLDF' compared
to the group di�erences of the other two methods and not by a reduction of the
variance. On the same statistical region, we observe a relative increase of 23.4% with
respect to 'Pipeline Head' and of 23.7% with respect to 'Pipeline Skull-stripped'.
Therefore, the LLDF pipeline enables us to have an increased statistical sensitivity
with no decrease of the speci�city.

2.3.2.3 Illustration of a DBM analysis: Hotelling's two-sample T 2-test

Finally, we illustrate the main advantage of the LLDF: by using the parallel trans-
port in our pipeline it is then possible to perform statistics directly on the subject-
speci�c longitudinal trajectories. We therefore perform a multivariate Hotelling's
two-sample T 2-test to show the group-wise di�erences between the modelled subject-

6The t-maps as well as the group diference and estimated variance maps for the three methods

are available at http://neurovault.org/collections/YBADDEIH/

http://neurovault.org/collections/YBADDEIH/
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Figure 2.9: Corrected t-statistic map for the volume changes di�erences between the

patients with Alzheimer's disease and the healthy control group (for the 3 registration

methods) on one slice: The three results present similar patterns with statistical
di�erences in the ventricular region, more particularly in the temporal horn of the
lateral ventricles, and also in the thalamus. The volume of the regions of statistical
signi�cant di�erences are 10.4, 16.5 and 17.5 cm3 for respectively 'Pipeline Skull-
stripped', 'Pipeline Head', and 'LLDF'. Moreover, the t-values are higher with the
'LLDF' than with the two other methods. (Correction for multiple testing using the
Family-Wise Error rate with a corrected p-value of 0.05).
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Figure 2.10: Top: Group longitudinal trajectories for the patients with Alzheimer's

disease and the healthy control group (obtained with the LLDF method): We can see
that the mean trajectory for the demented group has a higher magnitude than the
control one. Bottom: Corrected T 2-map for the longitudinal trajectories di�erences

between the patients with Alzheimer's disease and the healthy control group (for the

LLDF method) on one slice: The statistical di�erences between the demented and
the control groups are located in the lateral ventricles, in the temporal horn of
the ventricles, in the hippocampi, and in the caudate nuclei. The volume of the
regions of statistical signi�cant di�erences is 41.0 cm3. (The Hotelling's T 2-test was
corrected for multiple testing using 5000 permutations and the map is thresholded
for a corrected p-value of 0.05 ).
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speci�c longitudinal trajectories of the Alzheimer's patients group and the healthy
control group - obtained using the con�dence mask. The null hypothesis is that
there exists no di�erence between the mean of the two groups. We corrected for
multiple testing using 5000 permutations and we limited the test to the brain mask.
The resulting T 2-map thresholded for a corrected p-value of 0.05 can be seen on
Figure 2.10 7.

We can see that the statistical di�erences between the demented and the control
groups are located in the lateral ventricles, in the temporal horn of the ventricles, in
the hippocampi and, in the caudate nuclei. The volume of the regions of statistical
signi�cant di�erences is larger than the one found using the univariate test: 41.0 cm3.
The observed di�erences in the statistically signi�cant regions between the univariate
t-test (cf. 2.3.2.1) and the multivariate Hotelling's T 2-test can be explained by the
fact that in the �rst case the study is restricted to the volumetry only whereas in the
second case it focuses on the displacement �eld - which in addition to the volumetry
also includes translations and rotations. With this di�erence in mind, we can say
that the patterns found in the two tests are coherent. For example concerning the
caudate nuclei, although there is no statistically signi�cant di�erences in the volume
changes between the patients with Alzheimer's and the healthy subjects, there exist
statistically signi�cant di�erences in the displacements of the caudate nuclei between
the two groups.

2.4 Conclusion and Discussion

We proposed and detailed a new processing pipeline 8 for the longitudinal analysis
of image data series. It is based on freely available software and tools so that anyone
can reproduce our study, use this pipeline to replicate and verify �ndings conducted
with other pipelines or use it to perform new studies. Moreover, we also implemented
a masking of the similarity term in the non-linear registration (with a formulation
that ensures symmetry). It enhances the robustness of the registration results with
respect to intensity artifacts in the boundary of the brain, thereby increasing the
sensitivity of the statistical studies done on the longitudinal deformations. We �nally
showed on an open-access database that the results obtained with this pipeline are
consistent with the �ndings from the literature.

The use of the parallel transport in our pipeline enables us to perform both
standard univariate analysis on a scalar map and also statistics directly on the SVFs
as illustrated by the multivariate Hotelling's T 2-test. Therefore, changes other than
the ones linked to volumetry (like rotations or translations of the brain structures)
could be studied. Concerning the con�dence mask, initialising it with probabilistic
masks of the �xed and moving image (instead of binary ones) could be used to take
into account the uncertainty linked to the skull-stripping at the brain boundaries.

7The T 2-map is available at http://neurovault.org/collections/YBADDEIH/
8The whole pipeline will be released as a complement of the already available LCC log-Demons

software.

http://neurovault.org/collections/YBADDEIH/
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However, in our experiment the use of binary masks was su�cient to increase the
sensitivity of the statistical group-wise analysis while not decreasing the speci�city.
Intensities artifacts inside the brain such as prominent blood vessels could also be
incorporated in the con�dence mask if a blood vessels segmentation was available
(a method similar to [Samaille 2012] could be applied).

The most important issue for the longitudinal processing pipeline is related to
the asymmetry biases [Ridgway 2015] that need to be avoided in the processing. Two
types of asymmetries can be distinguished. The �rst one, described in [Reuter 2011]
and [Yushkevich 2010], is introduced by the resampling of all the follow-up images
except the baseline. In our case, all the images (including the baseline image I0 at
t = 0) are resampled once and only once in the common reference space. In the
case of the follow up images, the transformation used to resample the image is the
combination of a rigid and an a�ne transformation (cf. 2.2.2.3), whereas in the case
of the baseline image, we use the subject to reference space a�ne transformation
only. This aspect of the pipeline has some similarity to that of [Rohrer 2013] -
where again, some repeated interpolations are avoided, while other interpolations are
symmetric by virtue of being in MNI space rather than in the native baseline space.
It could be possible to go one step further and to avoid any explicit interpolation by
initialising the non-linear registration (in the LCC log-Demons software) with the
combined a�ne/rigid transformation using the software parameter: �initial-linear-
transform. However, this would still imply an implicit internal resampling and in
this case we would no longer follow the assumption made in LDDMM and the SVF
framework that all the �eld tends towards zero when we get away from the center of
the image (i.e. beyond the borders of the image). In practice, we observe edge-e�ects
and a proper way to deal with the problem should be to revise the LCC log-Demons
algorithm in order to explicitly handle the two transformation separately and make
sure that the criterion (and the discretisation) would be a�ne invariant.

The second type of bias is related to the non-centrality of the time point
where the subject longitudinal deformations are computed (also referenced as fa-
voring a particular time point). Several non-stationary velocity �elds-based meth-
ods (LDDMM) have taken great care of that [Avants 2011, Niethammer 2011b,
Ashburner 2013]. In these methods, the initial velocity (or equivalently the mo-
mentum map) is di�erent at di�erent time points along a geodesic. In that case, for
more than two time points, it is necessary to choose a time point for the subject-
speci�c template, and this time point is generally the average (or median) of the
observed time points. The momentum maps (from the template to all the time
points) can then be compared in the template reference space only. In the station-
ary velocity �eld framework, the velocity �eld is - by de�nition - stationary. Thus,
the SVF resulting from the registration is the same all along the trajectory: it is
not expressed in material coordinates at a speci�c time point but in Eulerian coor-
dinates which are not attached to a given time point. Therefore, in the symmetric
LCC log-Demons any subject time point can be chosen to perform the pairwise
registrations without needing a subject-speci�c template. Moreover, the annualised
log-Jacobian map is valid for all time points even if its value for a material point
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changes with time along its trajectory. Finally, even if each registration is funda-
mentally pairwise , the e�ect of the multiple time points is taken care of using the
fully symmetric linear model in time described in section 2.2.3.3. This model uses
all the possible combinations of SVFs in order to avoid favouring any speci�c time
point. Notice that this approach is sub-optimal with unbalanced data where large
variations exist in the number of time points Ni between the subjects. This can be
corrected using methods like the one described in [Guillaume 2014]. However, in the
study presented here, only 13 subjects out of 136 had more than three time points.
The majority had two or three time points which did not unbalance the data too
much.

Apart from the bias, one can wonder what would be the best method between
LDDMM and the SVF framework. At �rst sight, LDDMM might appear as a
better theoretical model for an elastic mechanical deformation since it is based
on the conservation of the Hamiltonian. However, it is not completely clear that
the longitudinal evolution of a brain (intra-subject) is an elastic deformation that
conserves the energy. Moreover, in practice [Lorenzi 2013b] showed that for the
longitudinal registration the di�erences between the two methods are very subtle
and the stationary velocity �eld framework can be used.
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Appendix

Optimisation of the LCC log-Demons energy with a con�dence mask

We detail here the optimisation of the LCC log-Demons energy function (de�ned
section 2.2.3.2) with a con�dence mask ω and the closed-form solution of the update
δv. We consider the �rst part of the optimisation where ESim is minimised with
respect to vc, the auxiliary SVF:

ESim(δv, Ii, Ij) = − ω

σ2
i

ρ′2(δv, Ii, Ij) +
1
σ2
x

||δv||2. (2.3)

We refer here to the optimisation of the LCC-correspondence of [Lorenzi 2013a],
using Λ from equation (2.2) we know that the squared LCC (ρδv)2 can be approxi-
mated by

(ρδv)2 ≈ (ρ+
ρ

2
Λδv)2 = ρ2(1 +

1
2

Λδv +
1
4
δvTΛTΛδv).

Its gradient is D((ρδv)2) = ρ2

2 Λ, and its Hessian is H((ρδv)2) = ρ2

4 ΛTΛ.
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Therefore the optimal of the energy (equation (2.3)) is given by :(
ωH((ρδv)2) +

σ2
i

σ2
x

Id

)
δv = −ωD((ρδv)2),

and we can deduce that the solution is :

δv =

 −
2Λ

||Λ||2+ 1
ω

4
ρ2

σ2
i
σ2
x

, if ω > 0

0, if ω = 0

List and information about the OASIS Subjects Used

For the reader to be able to replicate the presented results, the list of OA-
SIS subjects we used can be downloaded here: http://www-sop.inria.fr/

teams/asclepios/data/Pipeline/lists/OASIS_List_Subjects.csv. We kept
the complete set of demented and non-demented subjects and only ex-
cluded the subjects who converted - from non-demented to demented -
during the study. The images can be found here (we used the mpr-
1 acquisitions only): http://www.oasis-brains.org/app/template/Tools.vm;

jsessionid=9A56E751939B1DAE41049A46BBAAFB3E#services. Socio-demographic
and clinical information on the sample can be found Table 4.1.

Group Non-Demented Demented

Age at baseline (years) 75± 8 75± 7
Female/Male 50/22 28/36

Education (years) 15± 3 14± 3
Mini Mental State Examination (MMSE) 29± 1 25± 3

Table 2.2: Socio-demographic and clinical information of the study cohort.

We notice that there is a statistically signi�cant (by Fisher exact test) gender
imbalance across the two groups (50/72 vs. 28/64). These gender e�ects could bias
the study and were not accounted for. However, since we benchmark (cf. 2.3.2.2)
the three methods - LLDF, Pipeline Head, and Pipeline Skull-strip - using the same
sample, this gender imbalance should not be an issue.

Versions of the Software Used and Links to Download Them

In the following list, the reader can �nd the version of the software used and the
links to download them so that he can replicate the processing pipeline (all the
mentioned software were installed on Linux):

• FSL version 5.0.2.1: http://fsl.fmrib.ox.ac.uk/fsldownloads/

• ANTS version 1.9.v4: https://github.com/stnava/ANTs/tarball/master

• Robex version 1.0: https://www.nitrc.org/projects/robex

http://www-sop.inria.fr/teams/asclepios/data/Pipeline/lists/OASIS_List_Subjects.csv
http://www-sop.inria.fr/teams/asclepios/data/Pipeline/lists/OASIS_List_Subjects.csv
http://www.oasis-brains.org/app/template/Tools.vm;jsessionid=9A56E751939B1DAE41049A46BBAAFB3E#services
http://www.oasis-brains.org/app/template/Tools.vm;jsessionid=9A56E751939B1DAE41049A46BBAAFB3E#services
http://fsl.fmrib.ox.ac.uk/fsldownloads/
https://github.com/stnava/ANTs/tarball/master
https://www.nitrc.org/projects/robex
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• LCC log-Demons with con�dence mask: http://www-sop.inria.fr/teams/

asclepios/software/LCClogDemons/LCClogDemonsV1.2.tar.gz

• Parallel transport (Pole ladder): http://www-sop.inria.fr/teams/

asclepios/software/LCClogDemons/Ladder.tar.gz

• Stationary Velocity Field Tools: http://www-sop.inria.fr/teams/

asclepios/software/LCClogDemons/SVF_Tools.tar.gz

• SPM8: http://www.fil.ion.ucl.ac.uk/spm/software/spm8/

http://www-sop.inria.fr/teams/asclepios/software/LCClogDemons/LCClogDemonsV1.2.tar.gz
http://www-sop.inria.fr/teams/asclepios/software/LCClogDemons/LCClogDemonsV1.2.tar.gz
http://www-sop.inria.fr/teams/asclepios/software/LCClogDemons/Ladder.tar.gz
http://www-sop.inria.fr/teams/asclepios/software/LCClogDemons/Ladder.tar.gz
http://www-sop.inria.fr/teams/asclepios/software/LCClogDemons/SVF_Tools.tar.gz
http://www-sop.inria.fr/teams/asclepios/software/LCClogDemons/SVF_Tools.tar.gz
http://www.fil.ion.ucl.ac.uk/spm/software/spm8/
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Volumetric change is a biomarker to quantify brain evolution that can be ob-

tained either by segmentation-based techniques or registration-based techniques. We

believe it is greatly important to investigate the performance of the di�erent exist-

ing methods. However there exist few evaluations or comparisons of the di�erent

techniques, especially for small deformations of the brain. We thus develop a frame-

work to evaluate in a consistent way the accuracy, the reproducibility, the detection

limit, and the statistical power of volumetric longitudinal methods. We apply it to

four popular software packages for brain volumetry using both simulated ground truth

and real data. Our study shows that registration based-methods are generally more

accurate, reproducible, and have a greater statistical power than the segmentation-

based method FreeSurfer. In addition to these results we show that registration

based-methods have a smaller detection limit than the segmentation-based method.

Although all the methods are sensitive to local linear intensity bias, segmentation

ones are generally more sensitive. As for the registration-based methods, we notice

that for high volume changes (superior to 10%) they highly under-estimate changes,
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especially SPM12. Moreover, we show that for changes less than 10 % the log-Jacobian

integration is equivalent to relative volume changes. Finally, the two di�erent eval-

uated numerical schemes for the log-Jacobian computation are very similar and can

be interchangeably used.

3.1 Introduction

In longitudinal brain studies, volumetric changes are one of the most used indices
to quantify brain structural changes - either for the whole brain or for speci�c brain
structures. In addition to being easily interpretable - due to its physical meaning
- volumetry has an important clinical value being a biomarker [Giorgio 2013] that
can for example support disease diagnosis (e.g. hippocampal atrophy in patients
with Alzheimer's disease).

Given a subject's pair of longitudinal images, current automated ap-
proaches quantify brain volume changes, either by segmentation-based tech-
niques (FreeSurfer, FSL-FAST...) or by using registration-based methods (ANTs,
FSL-FNIRT...). With the latter type of techniques, the volumetry is not derived di-
rectly from parcellations but indirectly by the integration of a Jacobian determinant
map. This map is computed from the gradient of the deformation �eld estimated
by non-linear registration of the pair of images (Tensor-Based Morphometry).

In comparison to the great number of published studies that use fully-automated
volumetric methods, only few articles have tried to evaluate these techniques
[Cash 2015]. This might be explained in part by the absence of ground truth but
also by the lack of framework to consistently compare the di�erent methods. In
our work consistently refers to the capacity to evaluate methods in the same exact
way as to be fair and objective. Thus, people generally focus on the plausibility of
the result whereas the precision of the methods - de�ned as the closeness of the two
results obtained using two di�erent methods - is less evaluated. In the absence of
validation, one cannot be certain that the e�ect detected is not due to a confounding
factor introducing variance such as the data acquisition or the data processing (e.g.
software used...).

We believe that validation is of great importance to compare objectively the
performance of the di�erent methods and that this might be encouraged by the re-
cent development of brain atrophy simulators [Camara 2008, Khanal 2016b]. This
simulators are able to provide us with a ground truth against which independent
volumetric methodologies can be validated. In [Camara 2008] the authors use sim-
ulated ground truth to test the accuracy of di�erent methods. In our paper, ac-
curacy is used to de�ne how close the methods are from the ground truth. The
authors use a dataset of patients with Alzheimer's disease to evaluate the accuracy
of two registration-based methods without taking into account segmentation-based
techniques. In [Cash 2015], no ground truth is available so the authors focus on a
real dataset of patients with Alzheimer's disease that exhibit large brain deforma-
tions. They use the sample size e�ect as a quantitative measure to compare both
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registration and segmentation-based methods. The authors also study the repro-
ducibility of both types of methods; which consists in evaluating the variations
in measurements made on a dataset with di�erent measurement methods. In their
work, the de�nition of the regions of interest (e.g. hippocampus) is speci�c to each
method which makes it di�cult to compare the methods consistently. No distinc-
tion is made between the variability of the volumetric method and the variability of
the tool used to de�ne the regions of interest. To �ne tune the comparison between
the methods, it could be useful to limit the study to the variability of the method
only. Finally, the authors show that if the interval between the two longitudinal
scans is lower than six months, it is not possible to detect a brain evolution. This
highlights the existence of a detection limit for the algorithms which prevents them
from quantifying the brain change really occurring: this can be detecting a change
when no change exists or the opposite.

General guidelines for a thorough validation of the quality of the longitudinal
volumetric methods have been proposed by [Fox 2011]. The authors recommend to
compare the techniques on the same dataset using simulated images, and note that
sample size should not be the only measure. Following their advice, our objective is
to "improve and validate atrophy quanti�cation" with a brain volumetry method-
ological comparison. We �nd this type of volumetric comparison poorly developed
especially in the case of small deformations. Let us consider one of this case for
which the brain evolution is very subtle for example during adolescence or if the
interval during the two scans is short (e.g one month). In these cases we need to
know if the results given by the methods are reliable.

Therefore, we need to answer four complementary questions in the case of small
deformations: i) Are the results accurate i.e. close to the ground truth? ii) Are
they reproducible? iii) What is the method detection limit? Since the output
of the methods are generally used in statistical studies to detect a clinical e�ect,
iv) what is the statistical power of the method i.e. is it able to detect an existing
e�ect?
We thus detail a comparison framework to consistently evaluate the accuracy of
volumetric longitudinal methods. However, no matter the validation some e�ects
cannot be tested. So, it is interesting to check that we obtain the same results
with other independent methods. Thus, we apply the validation to four popular
software packages for brain volumetry using both simulated ground truth and real
data. We also challenge the assumption that the log-Jacobian determinant is not
equal to the relative changes. To our knowledge no such comparison of longitudinal
volumetric methods was proposed before for small volume changes. We think that
such a validation could be useful not only for the software developers but also for
the community in order to know the range of use of the method. We focus only on
automated methods, which represent the vast majority of the methods in large scale
brain studies.

In section 3.2, we present a method to consistently evaluate all the longitudinal
volumetric techniques using both simulated and real images. We then present the
results of the comparison of the four methods in section 3.3. Finally, in section 3.4,
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we discuss about the previous results.

3.2 Methodology of validation

We brie�y present the evaluated software packages and the datasets. We then
develop a method to consistently compare the results from both segmentation and
registration-based techniques. Finally, we focus on the log-Jacobian integration,
another technique used for computing the relative volume changes, only available
for registration-based methods. We detail a methodology to answer the question:
"when is it valid to approximate the log-Jacobian determinant integration by the
relative change of volume?"

3.2.1 Choice of software packages to compare: Segmentation and
Registration-based software

In addition to the evaluation of our non-linear algorithm (LCC log-Demons), we
propose to compare it to other registration-based methods. This enables us to check
whether other volumetric algorithms provide the same results. This is particularly
interesting since we are dealing with small deformations and some of the methods
might reach their limit of detection before other methods. Instead of using an
unlimited number of methods we choose a concise number of methods guided by
our experience and the practices of the clinicians we are working with. We choose
to take into account two more popular registration methods: ANTs, SPM12, and add a
wide-spread segmentation based method FreeSurfer. We notice that the evaluation
framework proposed below is generic enough to be applied to all the other software
packages that are not evaluated here. We kept the default or the recommended
parameters for each software and no �ne tuning was made with respect to the
datasets. The detailed parameters used for each tool can be found in Appendix 3.4.

Segmentation-based software: FreeSurfer

We selected FreeSurfer [Reuter 2012], one of the references in the segmentation-
based category. It outputs a full parcelation of the brain. We here use the longi-
tudinal version as well as the default parameters. One should note that contrary
to classical segmentation methods that process each time point independently, the
longitudinal version of FreeSurfer integrates information from both time points in
order to be more longitudinally consistent.

Registration-based software: ANTs, SPM12, and LCC log-Demons

ANTsRegistration: This pairwise registration algorithm ranked among the best
registration software packages in [Klein 2009] experiments based on overlap and sim-
ilarity criteria. It is based on the Large Deformation Di�eomorphic Metric Mapping
and provides the inverse consistent displacement �eld. In addition to the recom-
mended parameters, we used the brain binary mask option in order to limit the
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registration to the brain area. It is important to notice that the similarity criterion
used is the cross-correlation [Avants 2011].

SPM12 longitudinal registration: We consider here the new serial longitudinal
registration module [Ashburner 2013] released with SPM12. This registration module
is based on the Large Deformation Di�eomorphic Metric Mapping: it creates a
halfway subject-speci�c template and two deformation �elds that map the template
to either the subject baseline or the follow-up image. The similarity criterion is a
Sum of Squared Di�erence (SSD). Here, the whole head is registered since it is not
possible to limit the registration to the brain only. In this chapter, for a matter
of space, we will refer to the serial longitudinal registration module of SPM12 using
only the name SPM12.

LCC log-Demons with con�dence mask: We evaluate the LCC log-Demons with
con�dence mask [Hadj-Hamou 2016] for which the Large Deformation Di�eomor-
phic setting is restricted to the one-parameter subgroup of di�eomorphisms. The
algorithm outputs the inverse consistent deformation �eld parameterised by a Sta-
tionary Velocity Field. The Local Correlation Criterion (LCC) similarity metric is
similar to the one used in ANTs. The con�dence masks are de�ned using the brain
binary masks from the two time points.

3.2.2 Using both real and simulated datasets

The choice of the dataset is key for our study. The dataset should focus on small
deformations with the objective of evaluating di�erent apects: reproducibility, ac-
curacy, statistical power, and detection limit. Using either real data or synthetic
one would only enable us to answer a part of the questions. Indeed, the two types of
data are complementary: the reproducibility and the statistical power of a method
can only be performed on real datasets whereas accuracy and detection limit can
only be evaluated when a ground truth exists i.e. for synthetic data. In this study,
we consider longitudinal observations of T1-weighted MRI scans for a given subject,
at 2 time points t0 and t1. The corresponding images will be described as I0 and
I1 respectively. We present in the following sections the real dataset, IMAGEN, as
well as the creation of the synthetic data.

Real data: the IMAGEN dataset

We selected the IMAGEN database since it consists of healthy subjects for which
small brain structural changes are occurring. More precisely, we use the French sub-
set of the European longitudinal IMAGEN database [Schumann 2010] that consists
of 120 healthy adolescents aged 14 at the beginning of the study t0, and 16 at t1.
The images are 3 Tesla, T1-weighted MRI scans. The sequence used is the Magneti-
sation Prepared Rapid Acquisition Gradient Echo (MPRAGE) based on the ADNI
protocol [Jack 2008].
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The data �rst went through a manual quality control. We then applied the pre-
processing and position correction parts of the Longitudinal Log-Demons framework
[Hadj-Hamou 2016] (and chapter 2). All the resulting pairs of subject's images were
then processed with each of the four evaluated software packages.

Synthetic Subjects

Among the existing realistic brain MRI simulators that enable the user to cre-
ate synthetic images with controlled amount of atrophy we use SimulAtrophy

[Khanal 2016b], since it is the only freely available software. Starting with a user-
de�ned atrophy map (with regions based on the baseline image I0 segmentation),
the algorithm outputs the simulated deformation �eld φS0-1. Then two simulated
follow-up images I ′1 and I ′′1 can be created (cf. Figure 3.1).

1. The image I ′1 results from the warping of I0 with φS0-1. In this case, I ′1 exhibits
the same intensities as I0.

2. In practice, if the acquisition of I0 and I1 is not performed on the same scanner,
the two images may not exhibit the same intensities and local intensity bias
may exist. This is the case with the IMAGEN dataset we use. The simulator
enables us to recreate this realistic type of bias using the deformation �eld
φ0-1 that maps I0 to I1 in which the bias is visible. The simulated image
I ′′1 is then obtained by warping of I1 with φ0-1 and φS0-1. For the sake of not
privileging our in-house software (LCC log-Demons), we used ANTs to compute
φ0-1. We could also have used a software not evaluated in the study. However
we chose ANTs since it ranked among the best software package for registration
in [Klein 2009].

Thus two working sets are created, one with no intensity local bias between I0 and
I ′1, and the second closer to reality with an intensity local bias between I0 and I ′′1 .
We use two subjects randomly chosen from the IMAGEN database, and for each
of them we create 14 simulations by prescribing di�erent atrophy maps (cf. Figure
3.2).

3.2.3 Comparing segmentation and registration-based techniques

Due to the di�erent nature of the registration and segmentation-based methods'
outputs - respectively segmented binary regions of interest Rj0 and Rj1 at t0 and
t1, and a deformation �eld φ0-1 from which a Jacobian map is derived - it is not
possible to directly compare the results consistently [Nakamura 2014]. Depending
on the type of method used, the relative volume changes are computed in a di�er-
ently. For segmentation-based methods, the computation is direct as the ratio of
the segmented volumes. Concerning for the registration based-methods, the com-
putation is less straightforward. In general, the change of volume is computed using
the integration of the Jacobian determinant over the region segmentation. As the



3.2. Methodology of validation 42

F
ig
ur
e
3.
1:

C
re
a
ti
o
n
o
f
th
e
tw
o
ty
p
e
s
o
f
sy
n
th
e
ti
c
im

a
g
e
s:

I
′ 1
a
n
d
I
′′ 1
.
T
o
p
:
I
′ 1
re
su
lt
s
fr
om

th
e
w
ar
pi
ng

of
I 0

w
it
h
φ
S 0
-1
.

T
he

im
ag
es
I 0

an
d
I
′ 1
lo
ok

ve
ry

si
m
ila
r.

B
o
tt
o
m
:
I
′′ 1
is
th
en

ob
ta
in
ed

by
w
ar
pi
ng

of
I 1

w
it
h
φ

0
-1
an
d
φ
S 0
-1
.
In

th
is
la
st

ca
se
,
w
e
ca
n

cl
ea
rl
y
se
e
an

in
te
ns
it
y
lo
ca
l
sh
if
t
b
et
w
ee
n
I 0

an
d
I
′′ 1
.



3.2. Methodology of validation 43

Figure 3.2: Simulated volume changes for two subjects with 14 di�erent

atrophy maps for each one. The simulator enables us to create a wide range of
volume changes as shown for the left amygdala and the left lateral ventricle.

Jacobian determinant is centered on one (no change), there exists another variant
symmetric with respect to zero: the log-Jacobian determinant. The integration of
the log-Jacobian determinant over the region segmentation (also called �ux) com-
putes the relative changes of volume. This is only true for in�nitesimal changes
though it is used in some studies to quantify large volume changes even if this is
not theoretically correct.

Instead of mixing all types of results, we here propose a method to compare the
two types of methods in a consistent manner on the volumes using Segmentation
Propagation [Calmon 2000]. It consists in deforming1 the segmented region Rj0
using the computed φ0-1 to obtain Rj1 = Rj0 ◦ φ01. The volume of Rj1 at t1, V

j
1 =

V olume(Rj1) is computed as a weighted sum of the pixels over the deformed ROI.
Therefore, for all the methods, we de�ne a consistent index, the relative volume
(RV) changes for the studied ROI j:

RVj =
V j

1 − V
j

0

V j
0

1We use tri-linear interpolation to avoid negative values for the warped segmentation (that can

occur with B-Spline interpolation).
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with V j
0 : FS vol. and V j

1 =


V olume(Rj1), for FreeSurfer (FS)
V olume(Rj0 ◦ φ

reg
01 ), for registration meth.

V olume(Rj0 ◦ φsimu01 ), for gold std.

In this study, we de�ne j = 20 regions of interest (ROI) which represent 10 struc-
tures per hemisphere: 1) the cortex, 2) the white matter, 3) the lateral ventricles,
and 7 subcortical grey matter structures: 4) the thalamus, 5) the caudate nucleus,
6) the putamen, 7) the globus pallidus, 8) the hippocampus, 9) the amygdala, and
10) the accumbens. The details for the application of the method with the di�erent
registration-based algorithms can be found in Appendix 3.4.

3.2.4 When is the log-Jacobian integration equivalent to comput-
ing the relative volume changes ?

In Tensor-Based Morphometry, the log-Jacobian map integrated over a region rep-
resents the relative change in volume in this region only for in�nitesimal changes.
However, some studies do use the log-Jacobian integration with no restriction on
the size of the changes and the results seem plausible. Therefore, it would be in-
teresting to know if in practice the log-Jacobian integration is equivalent to the
relative volume changes and what is the range of validity of this assumption. If
the assumption was true, the values obtained from the log-Jacobian determinant
integration should directly be comparable to the previous index (obtained by seg-
mentation propagation). The aim here is to quantify the di�erence between the
log-Jacobian integration and the relative volume changes as de�ned in the previous
part. For the sake of comparison, the study uses the same regions of interest (as
shown on Figure 3.3): the log-Jacobian determinant is integrated on the ROI Rj0
previously computed with FreeSurfer.

Moreover, the practical computation of the log-Jacobian depends on the numer-
ical scheme used. Thus, we would also like to quantify the agreement between two
existing numerical schemes that we brie�y present here:

Centered Finite Di�erence (FD): We use ANTs implementation
CreateJacobianDeterminantImage for the displacement �elds (the parame-
ters can be found in Appendix) except for SPM deformation �elds for which we
used SPM deformation toolbox that is more direct on SPM results. We previously
veri�ed that the results given by the two implementations of the same method were
the same.

Euler Forward (EF): Contrary to the previous scheme, this method is only
available for algorithms who parameterise the deformation with a Stationary Ve-
locity Field. Thus, it is here only used with the LCC log-Demons results. The
implementation is based on [Lorenzi 2013a]. During the analysis of the results, we
discovered an error in the version of the log-Jacobian computation tool. It lied in
the �nite di�erence implementation that did not take into account the orientation
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of the image. This caused errors for images that do not have a direct orientation
(orientation matrix di�erent from the identity). We thus corrected this problem and
released a new version of the tool2 which we use for the study.

3.3 Results

We �rst evaluate consistently segmentation and registration-based methods on dif-
ferent aspects. We use both synthetic and real images to evaluate the accuracy,
the detection limit, the reproducibilty and the statistical power of four popular
volumetric methods. We then focus on the registration-based methods to evaluate
the accuracy of the log-Jacobian integration with respect to the simulated volume
changes, and to analyse the in�uence of the numerical scheme used to compute the
log-Jacobian.

3.3.1 Comparison of segmentation and registration-based methods
using segmentation propagation

Using synthetic data we evaluate the accuracy of the volumetric methods. This
corresponds to quantifying the agreement between the evaluated methods and the
simulated ground truth. We use Bland-Altman plots [Bland 1999] instead of correla-
tion studies since the latter measure the strength of a relation between two variables
and not the agreement between them. A Bland-Altman plot (cf. Figure 3.4) consists
in a scatter plot XY. The Y-axis represents the di�erence between the volume mea-
sured by a method and the simulated ground truth volume (called thereafter the two
measurements). This di�erence is plotted against the two measurements (X-axis).
If the measurements obtained by a method were to give exactly the same results as
the simulated ground truth then all the di�erences should be equal to zero. In prac-
tice this is not possible since variations exists (e.g. in the computation). Therefore,
the agreement between the methods is assessed by studying the standard deviation
(also known as critical di�erence and represented by the turquoise dashed lines) of
the di�erences between two measurements. An accurate method will have a small
critical di�erence.
We also use Bland-Altman plots to evaluate the detection limit of a method by
studying the mean of the di�erences (represented by a dark blue dashed line) to see
if any bias exists (if so the mean will be di�erent from zero).

Finally, when no ground truth exists (real dataset), we do not use Bland-Altman
plots, but study study the reproducibility of the methods using box plots. Moreover
the statistical power is assessed using statistical tests.

Although the two di�erent types of methods (segmentation and registration-
based) give results that are in relative agreement with each other, registration-based
methods perform better that segmentation-based methods on di�erent aspects: ac-

2The new version is available at http://www-sop.inria.fr/teams/asclepios/software/

http://www-sop.inria.fr/teams/asclepios/software/
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curacy, detection limit, reproducibility, and statistical power. The results are de-
tailed below.

Accuracy of segmentation and registration-based methods

We �rst consider the regions with non-zero volume changes to study the accuracy
of the methods. In the simplest case where the simulated image I ′1 is resampled
from I0, the segmentation-based method - FreeSurfer - is less accurate than the
registration-based method (2.5 times less accurate) for the di�erent brain structures.
Figure 3.4 shows the results for the amygdala region. The results in this region
summarise the general behavior of most of the structures where changes occur.
In the more realistic cases, the simulated image includes an intensity local bias. In
this case, both types of methods are less accurate than in the previous case. However,
the segmentation-based method is even less accurate than the registration-based
methods (3.5 times less accurate).

We notice that FreeSurfer behaves di�erently in the ventricles (cf. Figure 3.5).
In the case of same intensity, FreeSurfer is the most accurate method. However
we notice an important shift (5%) in the mean of the error when local intensity bias
is introduced. This shows that the segmentation-based method is more sensitive
to the intensity change than registration based methods (for the registration based
method the non-zero mean is due to the error made for the high changes).

Concerning the registration-based methods it is harder to rank them. However,
using the results in the ventricular region, we notice that for important changes
(superior to 10%) the registration methods tend to under-estimate the changes.
In this case, the LCC log-Demons results are closer to the simulated truth than the
other algorithms. This is particularly true with respect to SPM that can only capture
around 60% of the changes (for simulated changes of 10% and more).

Detection limit of segmentation and registration-based methods

The simulated truth also enables us to quantify the limit of detection of the di�erent
methods using regions where no changes (or very small changes) were simulated.
This is the case for the cortex region where the changes vary from 0% to −0.15%.
In this region, if the methods had no detection limit they should be able to detect
zero change as well as the most subtle changes. On Figure 3.6, we see that when
there is no intensity change, the methods exhibit no systematic bias. However, we
notice that the segmentation-based method's variability on the error remains very
high.
In the more realistic case where there exists a change in intensity between the
pair of images, we see a systematic bias for all the methods. We notice that this
bias is on average nearly four times larger for segmentation-based method than for
registration ones. In conlusion, ANTs ranks �rst with the lowest detection limit (less
than 1%) followed by SPM (around 1.5%), the LCC log-Demons (around 2%) and
lastly FreeSurfer (more than 6%).
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Figure 3.4: Bland-Altman plot for the amygdala region for the four stud-

ied methods. Left column: No intensity change between the 2 time points. Mid-

dle column: Intensity change between the baseline and follow-up images. In both
cases registration-based methods provide results that are more accurate than the
segmentation-based method. Right column: Volume changes (with intensity change
between the 2 time points) obtained by log-Jacobian integration over the ROI (avail-
able for registration-based methods only). For the range of simulated changes, we
see that using the log-Jacobian is equivalent to computing the volume changes.
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Figure 3.5: Bland-Altman plot for the ventricles region for the four studied

methods. Left column: No intensity change between the 2 time points. Middle

column: Intensity change between the baseline and follow-up images. The ventricles
are the only region where the segmentation-based method is more accurate than
registration-based methods. However, the segmentation-based method is the most
sensitive method to intensity change. Right column: Volume changes (with intensity
change between the 2 time points) obtained by log-Jacobian integration over the ROI
(available for registration-based methods only). We see that for changes less than
10%, it is possible to approximate the volume changes by the log-Jacobian.
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Figure 3.6: Bland-Altman plot for the cortex region for the four studied

methods. Left column: No intensity change between the 2 time points. There
exists no bias. Middle column: Intensity changes between baseline and follow-up
images. A bias (mean of the error not equal to zero) is present for all methods, more
important for the segmentation-based than for registration-based methods. This
shows the existence of a detection limit for the di�erent algorithms. The algorithms
are not able to detect that no volume change (or very subtle ones) occurred. Right
column: Volume changes (with intensity change between the 2 time points) obtained
by log-Jacobian integration over the ROI (available for registration-based methods
only). For the range of simulated changes, using the log-Jacobian is equivalent to
computing the volume changes.
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Reproducibility and statistical power of segmentation and registration-

based methods

Let us now focus on the real dataset case where an intensity change occurs between
the two time points.The volumetry results for the four di�erent methods are plot-
ted on Figure 3.7. We can see that the segmentation-based method has a higher
variability than the registration ones (on average more that 2 times). Moreover, we
notice a very good agreement of the registration-based methods between themselves
and less agreement between segmentation and registration-based methods.

We also assess the statistical power of the four di�erent methods using the IM-
AGEN dataset. During adolescence females and males have di�erent longitudinal
trajectories [Giedd 2006], a statistical test should therefore detect such di�erences
between the two groups. For each of the four methods, we perform two-sample
t-tests on the di�erent regions for the volume changes between females and males.
The null hypothesis being that there is no di�erence in the mean of the two groups
in the considered region for a given method.

The resulting p-values for the left hemisphere regions are summarised in Table
3.1: the method with the lowest p-value being the methods with the greatest sta-
tistical power. We apply a Bonferroni correction for multiple comparisons (the tra-
ditional thresholded p-value of 0.05 corresponds to a corrected thresholded p-values
of 0.005 for the 10 regions). The segmentation-based method FreeSurfer has a far
lower statistical power than the registration-based methods. In particular it fails
to detect statistical di�erences in 7 regions (out of 10) whereas the registration-
based methods do not. Concerning the latest, we notice that SPM12 and the LCC

log-Demons are the methods with the greatest statistical power, with an statistically
signi�cant e�ect detected in 9 regions out of 10 (even if the LCC log-Demons has a
slightly lower statistical power than SPM12). ANTs is the registration-based methods
with the lowest statistical power: a statistically signi�cant e�ect is detected in 8
regions out of 10. Similar results are found in the right hemisphere regions.

3.3.2 Accuracy of the log-Jacobian with respect to the segmenta-
tion propagation, statistical power of the registration-based
methods using the log-Jacobian, and in�uence of the numer-
ical schemes

We now only consider the registration-based methods and focus on the log-Jacobian
integration. We �rst analyse the validity of approximating the relative volume
changes by the log-Jacobian integration. We then compare the in�uence of di�erent
numerical schemes for the log-Jacobian integration.

Accuracy and statistical power of the log-Jacobian

In this section, for the sake of comparison, the log-Jacobian integration for all the
methods is performed using a centered �nite di�erence scheme. For medium and
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Figure 3.7: Volumetry results (obtained by segmentation propagation) for

the 120 IMAGEN subjects on 10 ROIs with the four di�erent algorithms.

We see that the segmentation-based method results are more variable than for the
registration-based ones. (Acronyms used: FS=FreeSurfer, LLD=LCC log-Demons,
LJ=log-Jacobian, WM=White matter)
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ROI FreeSurfer SPM12 ANTs LCC log-Demons

WM 8.6 10−09 3.5 10−13 2.2 10−10 1.4 10−16

Cortex 1.1 10−3 1.1 10−16 1.3 10−06 1.8 10−18

Ventricles 9.0 10−1 6.3 10−1 2.0 10−1 6.7 10−1

Thalamus 3.3 10−2 4.8 10−13 5.3 10−6 1.8 10−6

Caudate 1.3 10−3 2.7 10−11 1.9 10−4 5.3 10−4

Putamen 7.6 10−1 9.3 10−9 1.0 10−4 1.6 10−10

Pallidum 3.410−1 1.0 10−7 3.4 10−5 8.6 10−9

Hippo. 5.6 10−2 2.5 10−10 1.5 10−5 3.1 10−9

Amygdala 6.3 10−1 3.2 10−12 2.4 10−2 1.6 10−8

Accumbens 7.3 10−1 1.9 10−9 3.2 10−3 1.1 10−6

Table 3.1: p-values for the two-sample t-tests on regional volume changes

(left hemisphere) between females and males. p-values inferior to the thresh-
old p-value of 0.005 (correction for multiple comparisons) are in bold. We notice
that the segmentation-based method FreeSurfer has a far lower statistical power
than registration-based methods.

large volume changes (from 10% and more - cf. Figure 3.5), the log-Jacobian under-
estimates more the changes than the segmentation propagation (the error generally
increases as the changes increase). For example in the ventricles, the log-Jacobian in-
tegration adds an average 5% bias which decreases the accuracy of the log-Jacobian.
If the changes are small (cf. Figure 3.4), there is no di�erence between the relative
volume changes and the log-jacobian values.

Therefore, the log-Jacobian integration is equivalent to computing relative vol-
ume changes for volume changes inferior to 10%. In practice the only region that
generally exhibits changes superior to 10% is the lateral ventricles. For the regions
with large deformations, a corrected log-Jacobian should be computed in order to
take into account the underestimation (in addition to the underestimation linked to
the algorithm).

We now study the statistical power of the methods using the log-Jacobian in-
tegration. For each method, we perform a two-sample t-test on the real dataset
between females and males. The null hypothesis is that there exists no di�erence be-
tween the mean of the two groups. In table 3.2, we see on the �rst four columns that
the ranking from section 3.3.1 does not change. SPM12 and the LCC log-Demons
have the greatest statistical power (a statistically signi�cant di�erence between the
two groups is detected in 8 regions out of 10). FreeSurfer has the lowest statistical
power with an signi�cant e�ect detected in only 3 regions out of 10.

In�uence of the numerical scheme for the log-Jacobian integration

We now compare the �nite di�erence (FD) scheme with respect to the Euler forward
(EF) scheme. A consistent comparison of the two schemes is possible using the LCC
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ROI SPM12 ANTs LLD FD LLD EF

WM 2.6 10−13 2.5 10−10 5.6 10−17 5.8 10−17

Cortex 1.3 10−16 1.4 10−6 1.3 10−18 1.2 10−18

Ventricles 6.0 10−1 1.9 10−1 6.2 10−1 6.3 10−1

Thalamus 4.5 10−13 5.2 10−6 2.1 10−6 1.9 10−6

Caudate 3.3 10−11 2.4 10−4 3.3 10−4 4.0 10−4

Putamen 9.5 10−9 9.3 10−5 1.6 10−10 1.6 10−10

Pallidum 8.8 10−8 2.1 10−5 8.3 10−9 8.1 10−9

Hippo. 2.5 10−10 3.2 10−5 3.1 10−9 2.9 10−9

Amygdala 2.6 10−12 2.9 10−2 2.0 10−8 1.8 10−8

Accumbens 1.5 10−9 5.3 10−3 1.3 10−6 1.3 10−6

Table 3.2: p-values for the two-sample t-test between regional log-

Jacobian integrations (left hemisphere) of girls versus boys. p-values infe-
rior to 0.005 (corrected threshold for multiple comparisons) are in bold. Using the
log-Jacobian does not change the statistical power of the methods. Moreover, no
di�erence in the statistical power can be found between the two di�erent numerical
schemes for the computation of the log-Jacobian.

log-Demons. This is the only volumetric method that enables the use of both
schemes. Using the simulated cases, on �gure 3.4, no di�erence can be seen between
the results of the two di�erent schemes. They both exhibit the same accuracy. The
same trend is visible for the real dataset on Figure 3.7 where no di�erence can be
seen on the reproducibility. Finally we also compare the statistical power of the
two schemes. We perform two-sample t-tests for each numerical scheme between
females and males. The null hypothesis being that there is no di�erence in the
mean between the two groups in a region for a given method. The results are visible
in the two last columns on the right in Table 3.2. We see that the two numerical
schemes have the same statistical power. Therefore we can conclude that using one
or the other numerical scheme does not modify the results and that the schemes can
be interchangeably used.

3.4 Conclusion and Discussion

In conclusion, we developped a framework to consistently compare both segmen-
tation and registration-based methods and applied it to 4 software packages. The
results of our study show that registration based-methods are generally more accu-
rate, reproducible and have a higher statistical power than the segmentation-based
method FreeSurfer. Moreover, the segmentation-based method has a higher limit
of detection. Although all the methods are sensitive to local linear intensity bias,
the segmentation one is generally more sensitive. We notice that the registration-
based methods highly under-estimate changes for high changes (superior to 10%)
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especially SPM12. Moreover, we showed that for changes inferior to 10 % the log-
Jacobian integration is equivalent to the relative volume changes. Finally, the two
di�erent evaluated numerical schemes (�nite di�erences and Euler Forward) for the
computation of the log-Jacobian are very similar and can be interchangeably used.

Therefore the results from this study tend to privilege registration-based meth-
ods over segmentation-based methods. However one should keep in mind that the
registration-based methods are not perfect and all possess di�erent limitations.
Among the di�erent evaluated registration-based methods, it is di�cult to privi-
lege one of them. They all perform relatively well on the four aspects and each of
the methods outperforms the others on one aspect: for large volume changes, the
LCC log-Demons should be privileged whereas for small changes ANTs is the most ac-
curate method. Concerning the discrimination between two groups, SPM or the LCC
log-Demons should be preferred. For datasets where there exists a local intensity
bias between the baseline image and the follow-up, SPM is more sensitive to change
in intensity than ANTs or the LCC log-Demons. This can be explained by the SSD
metric used by SPM whereas the other registration methods use a local correlation
criteria proven to be more robust.

The aim of this study was to propose methods, criteria, and guidelines for users
and software designers. The study is of course not exhaustive (number of evaluated
software, number of simulations) but we hope it will encourage people to evaluate
and compare their software package. In order to do so we make the simulated
images available as well as the results of our study. We identify two immediate
next steps. The �rst one concerns the correction of the log-Jacobian determinant
when changes are superior to 10%. This would enable people to use a corrected
log-Jacobian determinant for the volumetric studies. In practice a �rst correction
would consist in quantifying the log-Jacobian bias on a "simple and controlled"
example (e.g. rectangle for which the amount of change is known) and then correct
the log-Jacobian accordingly. The study from section 3.3.2 could be then done again
to check that the correction enhances the results.
The second concerns the Jacobian determinant that we did not studied here. It
would be interesting to quantify in practice the agreement between the Jacobian
and the volume changes computed by segmentation propagation.
The other next steps should be to launch more simulations on more subjects. As for
the detection limit, further simulations would be needed to exactly quantify it for
each method as an important part of the changes in the brain might in the range of
the detection limit. The use of scan-rescan - that were not available for our database
- should be used if available.

An important limitation in our methodology concerns the use of FreeSurfer

as a reference for the ROI de�nition although we know it is not as accurate. We
limit the in�uence of this e�ect by remaining consistent in the study and using the
same region de�nition for all the methods. However, for a future work it would be
necessary to �ne tune the results using structure-dedicated segmentation tools such
as the hippocampus automatic segmentation tool from [Chupin 2009].
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Appendix

Parameters for the packages

We here summarise the parameters used for the di�erent methods:

• LCC log-Demons with con�dence masks: The parameters are the one used in
chapter 2: -r 2 -R 1 -C 3 -a 30x20x10 -x 0 -b 2.0 -S 0.15 -u 3.0 -V.

• SPM 12: we use the default parameters (Times=[0 1] for simulations and the
Times=[t0 t1] with t0, t1 the real age at the time of the scans for the IMAGEN
dataset) and warping regularisation: [0 0 100 25 100]

• ANTsRegistration with 2 binary masks: -d 3 -m CC[ I1, I0, 1 , 4 ] -t SyN[
0.25, 3, 0 ] -c [ 30x20x10 ] -s 0x0x0vox -f 4x2x1 -u 1 -z 0 -x [Binary mask of
I1, Binary mask of I0].

• FreeSurfer: We use the default parameters and the segmentation is done in
3 steps (the �rst and third steps are performed for each time point):

� recon-all -i -all,

� recon-all -base -tp -tp -all,

� recon-all -long -all .

• log-Jacobian determinant: CreateJacobianDeterminantImage with options 1
0 and SVFLogJacobian tool with -z 1.

SPM12 deformation composition: The method for resampling the volumes
(segmentation propagation) described in section 3.2.3 can be applied as is for ANTs
and LCC log-Demons but needs to be adapted for SPM12 since the computed defor-
mations are halfway from the subject-speci�c template to an image. Starting with
the two deformation �elds expressed in the halfway template to I0 and I1 we use
SPM12 deformation toolbox to compose the inverse of φh0 with φh1 in order to get
the full deformation from I0 to I1. The process is then the one described in section
3.2.3 to warp Rj0 with the computed deformation �eld. This warping is done using
SPM deformation toolbox.
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Results for the other regions

Figure 3.8: Bland-Altman plot for the hippocampus egion for the four studied
methods.
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Figure 3.9: Bland-Altman plot for the accumbens region for the four studied meth-
ods.
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Figure 3.10: Bland-Altman plot for the thalamus region for the four studied meth-
ods.
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Figure 3.11: Bland-Altman plot for the caudate region for the four studied methods.
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Figure 3.12: Bland-Altman plot for the putamen region for the four studied meth-
ods.
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Figure 3.13: Bland-Altman plot for the pallidum region for the four studied meth-
ods.
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Figure 3.14: Bland-Altman plot for the white matter egion for the four studied
methods.
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In Deformation-based Morphometry (DBM), the comparison between the groups

of deformation �elds is generally di�cult to interpret. We propose a method that

brings an intelligible way to quantify both group di�erences and longitudinal evo-

lutions by disentangling the group di�erences from the longitudinal evolutions. To

do so, we �rst build the geometric frame components in a consistent way with re-

spect to each other. Second, we quantify the relative evolutions in terms of conver-

gence/divergence and advance/delay with respect to the population mean trajectory.

We illustrate the method on the OASIS database and show that the proposed indices

are intelligible thus easing the interpretation of the results. For example we show

that at 75 and 76 years, the lateral ventricles are in advance of around 5 months

with respect to the population mean trajectory. We also show that the di�erences

between patients and controls do not evolve during this time period.
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4.1 Introduction

In neuroimaging, identifying longitudinal structural di�erences between two groups
is generally done by using one of the three principal morphometric methods
[Frackowiak 2003]: Voxel-based Morphometry, Tensor-based Morphometry, and
Deformation-based Morphometry, that we describe below. These methods are clas-
si�ed based on their variable of interest and each of them has its advantages and
inconvenients.

The �rst method, Voxel-based Morphometry (VBM) [Ashburner 2000], relies on
intensities or tissue probability maps to discriminate between two groups and thus
makes no assumption on the transformation. However, this method only indicates a
di�erence of tissue concentration between groups and is generally not able to detect
very local changes since it involves a smoothing �ltering (e.g. a Gaussian �ltering
of 8mm).

The second method, Tensor-based Morphometry (TBM), focuses on the �rst
derivative of the deformation �eld (Jacobian matrix) resulting from the registration
of a pair of subject images. In the simplest case of TBM, the Jacobian determinant
is used, making the group di�erences easily interpretable in terms of volume changes
(scalar). Although many �ndings have been made thanks to this index, reducing
the brain evolution to only a change in volume is often thought to be too simplistic
and some information is lost. For example, it does not qualify the potential rotation
of a region.

The third and last method is the Deformation-based Morphometry (DBM)
[Ashburner 1998] in which the longitudinal evolution is de�ned by the deforma-
tion �eld resulting from the non-linear registration of a pair of subject images (or
by the parameters of this deformation �eld). DBM goes beyond volumetry, since
rotations and translations are included in addition to volume changes. This results
in a much more complete description. However, the comparison between the group
three-dimensional deformation �elds is generally di�cult to interpret. This lack of
interpretability can partly be explained by the DBM con�gurations used to perform
the group comparisons. Understanding their limitations, we could then propose a
new way of comparison in DBM.

In order to describe the two main con�gurations that can generally be found,
let us consider a population composed of two groups: A and B. We assume in this
chapter that we are in a generic case where the deformation is parametric and can
either be parameterised by an initial momentum, spline coe�cients, or a Stationary
Velocity Field (SVF). Thus the comparison focuses on the longitudinal deformation
parameters' trajectories vA and vB.

The �rst con�guration (Figure 4.2 A.) - used for example in the Hotelling's
T 2 test - consists in comparing the two longitudinal trajectories in the common
population-speci�c template space. The major drawback of this setting is that it
only focuses on the longitudinal evolutions but cannot quantify the cross-sectional
group di�erences.

The second con�guration addresses this problem by using the two group tem-
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Figure 4.1: Overview of the framework : A. First DBM con�guration: Only the
population-speci�c template is used. The major drawback of this setting is that it
only focuses on the longitudinal evolutions but cannot quantify the cross-sectional
group di�erences. B. Second DBM con�guration The two group templates are
used. In addition to the groups' longitudinal trajectories, this setting enables the use
of the cross-sectional di�erences w. However, the two group templates are de�ned
independently - TA 6= (TB ◦ φw) - which would bias the study towards one group
anatomy.

plates instead of the population-speci�c template (Figure 4.2 B.). In addition to the
groups' longitudinal trajectories, this setting enables the use of the cross-sectional
di�erences w (also called inter-group di�erences) at the baseline t0 and at the follow-
up time point t1 (not represented on the �gure). Using the inter-group axis it is
possible to de�ne the measurable concept of convergence/divergence. If the inter-
group di�erences decrease between t0 and t1 then the longitudinal trajectories are
converging. Conversely, if w increases with time then the trajectories are diverging.
Although useful for the group comparison, this second con�guration still has a ma-
jor drawback. The two templates are not directly comparable since they are de�ned
independently. Indeed, TA 6= (TB ◦ φw). This biases the group comparison towards
one group anatomy.

Using the pros and cons of the two previous con�gurations, we can de�ne the
features of the ideal DBM comparison method. Ideally we would like to compare
the trajectories with respect to the common longitudinal trajectory v as it is done
in the �rst con�guration (so that no group anatomy is privileged), while keeping
the possibility of studying the cross-sectional di�erences. The aim of the statistical
group comparison DBM method would be to analyse and interpret the di�erences
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and similarities between two di�erent groups using both longitudinal and cross-
sectional information in a consistent way. However to de�ne such a method, two
important questions are to be answered. First, instead of de�ning the templates
independently as it is usually done, "how can the di�erent templates and evolutions
be de�ned in a consistent way with respect to each other?". Second, "how can we
disentangle the inter-group di�erences from the longitudinal evolutions?".

We therefore propose a method that brings an intelligible way to quantify both
group di�erences and longitudinal evolution in the DBM context. It facilitates the
interpretation of the comparison results by using two measurable indices that quan-
tify the relative evolutions in terms of convergence/divergence and advance/delay
with respect to the population mean trajectory. To our knowledge, no similar
method has been proposed yet in the longitudinal context.

In section 4.2, we develop a new methodology for the interpretable group compar-
ison of both longitudinal and cross-sectional deformations of the brain. We detail
its construction step-by-step in section 4.3. In section 4.4, we then illustrate the
method on the open-access OASIS database comparing patients with Alzheimer's
and controls trajectories. This shows how the method eases the interpretation of
the results. Finally, in section 4.5, we conclude about the proposed method and
present the potential perspectives.

4.2 Disentangling inter-group and longitudinal changes:

a geometric interpretation

In this section, we present the principles of the method and we then detail its con-
struction step-by-step in the next section. The method relies on a simple geometric
structure - also called frame - (cf. Figure 4.2) de�ned by �ve main components: the
population mean longitudinal trajectory v, the two inter-group axes w0 at t0 and
w1 at t1, and the two group longitudinal trajectories vA for the group A and vB for
the group B. An important point of the methods concerns the de�nition of all these
components dependently as well as which are the meaningful indices.

Let us consider the following initial con�guration: the population-speci�c tem-
plate at t0 has already been computed by an iterative averaging of intensities and
deformations as described in chapter 2. Here we chose the initial time point t0 as
the reference: it is a convenient con�guration for describing the method. However,
di�erent possibilities exist for the choice of the reference time point. This topic is
discussed in the section 4.5. The population longitudinal trajectory v has also been
computed. One must note that all the deformations will be linearised around the
population speci�c template at the reference time point t0. The �rst important step
of the method consists in de�ning consistently the inter-group axis w0 at t0. The
inter-group axis can be seen as the trajectory that best discriminates between the
two groups. Instead of creating the two group templates at t0 independently, we
propose to derive them from the population-speci�c template at t0. We use the
inter-subject deformations resulting from the population-template creation. They
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Figure 4.2: Overview of the geometrical frame: Five main components de�ne this
geometric frame: the population mean longitudinal trajectory v, the two inter-
group axes w0 at t0 and w1 at t1, and the two group longitudinal trajectories vA
for the group A and vB for the group B. We de�ne two intelligible indices for the
quanti�cation of the group di�erences: tA0 and tA1 the advance/delay time, and β
the convergence/divergence angle

map the population-speci�c template to the subjects baseline images. The inter-
group di�erence w0 is then equal to the average, for the group A only, of these
inter-subject deformations. Since the population-speci�c template is by construc-
tion centered (see Section 2.2.3.4 and Algorithm 2) with respect to the population,
one can interchangeably choose to average the group A or the group B inter-subject
deformations. Using this construction technique we can ensure that the population-
speci�c template is centered with respect to the two group templates. The group
atlases are then built by warping the population-speci�c template with the inter
group axis w0. We notice that due to the symmetric construction of the group tem-
plates (with respect to the population-speci�c template) it is then possible to focus
on the construction of one group only.
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The population-speci�c template at t1 is also de�ned in a consistent way, since
it is derived from the population-speci�c template at t0 using v; if v is the annu-
alised longitudinal trajectory then t1 = t0 + 1 year. Then, the inter-group axis w1

can be built in a similar way as w0 averaging the inter-subject deformations at t1.
In the case of w1, the inter-subject deformations at t1 are not computed initially.
Using the linearity of the geometric frame, each deformation is de�ned by summing
the inter-subject deformation at t0, its longitudinal subject speci�c model and the
longitudinal mean population. In the case of SVFs, this results from the approxi-
mation of the Baker-Campbell-Hausdor� (BCH) formula at the zeroth order. For
other parameterisations, it has to be checked if this assumption remains valid. How-
ever, since we are dealing with relatively small longitudinal deformations, a Taylor
expansion of the composition should be achievable. The two group longitudinal
trajectories are then derived by linearity from the two inter-group axes and the
population longitudinal axis. We use this group longitudinal trajectories to de�ne
the divergence/convergence index.

Once all the components of the geometric frame are de�ned consistently from the
reference population-speci�c template, it is possible to de�ne an intelligible index
that will be used to quantify the group di�erences. This is done by disentangling the
group di�erences from the longitudinal evolution, at t0 and t1. Let us consider the
case of t0. This consists in projecting w0 on the longitudinal population trajectory
v. This enables us to quantify the advance or the delay of one group at t0 with
respect to the mean longitudinal trajectory (in months). We notice that due to the
symmetric construction of the group templates, if the group A is in advance with
respect to the mean, then the group B is delayed of the same amount.

In conclusion, the key part of the method lies in the consistent de�nition of all
the �ve components that are derived from the reference population-speci�c template
instead of being computed independently. In addition to the convergence/divergence
index, this enables us to de�ne an intelligible index to quantify the group di�erences
with respect to time (more precisely with respect to the population mean longitudi-
nal trajectory). In the next section, we detail the way to implement our two-group
comparison method in the speci�c case where the deformations are parameterised
by SVFs.

4.3 Implementation in the SVF case

We now consider the case where the deformation is parametrised by a SVF and there
are NA and NB subjects for respectively group A and group B with longitudinal
observations for each of them. We apply the Longitudinal Log-Demons Framework
(cf. chapter 2) [Hadj-Hamou 2016] to each subject: a pre-processing step and a
position correction step are �rst performed. Then a non-linear registration is done
followed by the creation of the subject-speci�c longitudinal SVF trajectory v̂i. The
population-speci�c template T0 is then created and the v̂i are transported in T0

along the inter-subject (subject-to-T0) SVF w0
i . The population mean longitudi-
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nal trajectory v is then obtained by averaging the transported SVFs. Thanks to
the symmetry of the method, from now on we only consider the group A for the
construction of the frame and for the computation of the indices.

The method then necessitates four main steps, which we present in details below:
1) Construction of the inter-group axis w0 at t0, 2) construction of the inter-group
axis w1 at t1, 3) construction of the longitudinal group trajectory vA, 4) computa-
tion of the quantities of interest.

4.3.1 Construction of the inter-group axes and group longitudinal
axis

The three main steps for the construction of the geometrical frame are summarised
in Algo 4, and illustrated for two subjects on Figure 4.3.

Algorithm 4 Construction of the inter-group axes at t0 and t1 and group A longi-
tudinal trajectory

Input: v: population mean longitudinal SVF, wi0: inter-subject SVF (T0 to subject
i) at t0, and v̂i: subject-speci�c SVF longitudinal trajectory.

Output: w0: Inter-group SVF at t0, w1: Inter-group SVF at t1, vA: group A
longitudinal trajectory .

Compute the inter-group SVF w0 at t0
w0 = 1

NA

∑
iw

i
0

Compute the inter-group SVF w1 at t1 (Z is the BCH formula)
wi1 = BCH(BCH(wi0,−v̂i), v) ' wi0− v̂i+ v, for each subject of the group A
w1 = 1

NA

∑
iw

i
1

Create the group A mean longitudinal trajectory SVF vA
vA = BCH(BCH(w1,−v),−w0) ' w1 − v − w0

Useful but additional step: Create the group-speci�c templates A0 and A1 respec-

tively at t0 and t1 as well as the population-speci�c template T1 at t1
A0 = T0 ◦ exp(w0), A1 = T0 ◦ exp(v + w1), and T1 = T0 ◦ exp(v)

In practice there is no necessity to create the group-speci�c templates A0 and A1.
However, it is easier to see the di�erences between the two images A0 and T0 than to
visualise the three-dimensional inter-group SVF w0. It is even possible to ease the
visualisation by amplifying the e�ect of the deformation (also called caricature the
evolution). We notice that the number of resamplings is minimised when creating
TA1 by using the zeroth order of the Baker-Campbell-Hausdor� formula: exp(v) ◦
exp(w1) ≈ exp(v + w1)
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Figure 4.3: Construction steps for the geometric frame: The 3 steps are illustrated
in the case of a group with two subjects. A. Initial setting We can see v, the
population longitudinal SVF, wi0 and wj0 the inter-subject SVFs (T0 to subject) at
t0, and v̂i, v̂j the subject-speci�c SVF longitudinal trajectories. B. First step:
Creation of the inter-group axis w0 at t0. C. Second step: Creation of the inter-
group axis w1 at t1. D. Third and �nal step: Creation of the longitudinal group
A trajectory SVF vA.
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4.3.2 Computation of the intelligible quantities of interest

We now detail the computation of the two quantitative indices in the SVF case. The
�rst step in the quanti�cation of the group di�erences at t0 and t1 is to determine
if there actually are group di�erences, i.e if the inter-group SVF w0 (or w1) is
signi�cantly di�erent from zero. We perform a Hotelling's T 2-test at each voxel:

T 2
A = NAw0

TΣ−1
A w0, ΣA: covariance matrix for the subjects of group A.

The null hypothesis is that w0 is equal to zero. During this step, we apply no
correction for multiple comparisons. If w0 is null then it simply means that there is
no group di�erence at the considered voxel for the given time point.

Quantifying the group di�erences with respect to the population longi-

tudinal evolution

For the voxels where there exists a group di�erence, we quantify this di�erence using
the orthogonal projection of w0 on the population longitudinal trajectory v: tA0 and
tA1 respectively at t0 and t1.

tA0 =
1
‖v‖

(w0 · v), and tA1 =
1
‖v‖

(w1 · v).

If the index tA0 is positive, the group A is in advance of tA0 months at t0 with
respect to the population longitudinal trajectory v and by symmetry the group B
has a corresponding delay with respect to v. Conversely, if tA0 is negative, the group
A is late of tA0 months at t0 with respect to the population longitudinal trajectory
v and the group B would be symmetrically in advance with respect to v.

Quantifying the convergence/divergence of the group longitudinal evolu-

tions

The other main advantage of our method is the possibility to quantify the two groups
longitudinal evolution vA and vB in terms of convergence and divergence. We thus
de�ne the convergence/divergence ratio as β:

β = arccos
(

v · (n× (vA × n))
‖v‖‖(n× (vA × n))‖

)
180
π

, with n =
w0

‖w0‖
× v

‖v‖
.

Similarly to the tA0 (or tA1) index (in months), the β index has an understandable
unit. β is an angle (in degrees) which eases the comprehension of the convergence
or divergence. Moreover, β is only de�ned if w0 and v are di�erent from zero. The
convergence and divergence are de�ned according to the values of β, if:

• β > 0: divergence of the group evolutions,

• β < 0: convergence of the group evolutions,

• β = 0: the group di�erences remain the same.
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In the particular case where w0 is null, it is only possible to qualify the diver-
gence. If there exist inter-group di�erences at t1 - i.e w1 is di�erent from zero -
then the group longitudinal trajectories are divergent. Conversely, if there is no
inter-group di�erence at t1, the group longitudinal trajectories remain the same.

4.4 Application to Alzheimer's disease: OASIS database

We now illustrate the proposed method on the OASIS database, following the study
initiated in chapter 2 [Hadj-Hamou 2016]. The clinical cohort considered here re-
mains the same and is composed of 64 patients diagnosed with very mild to moderate
Alzheimer's disease, and 72 healthy individuals (further information can be found in
Appendix 4.5). We use all the already processed results - using the Longitudinal log-
Demons Framework - from chapter 2 and then start after the template construction.
We compare the healthy subjects group versus the patients with Alzheimer's. Here,
the inter-group axis corresponds to the Alzheimer's-healthy axis. Using the proposed
method, we answer the two following questions. "Do patients with Alzheimer's and
subjects have brain structures that converge ?" and "How much do structures di�er
between patients and controls at a given time point?".

4.4.1 Convergence/divergence of the patients with Alzheimer's
and controls evolutions

Concerning the group longitudinal evolutions of the patients and the subjects, we
�nd that the two groups longitudinal trajectories are not diverging nor converging.
Thus, the group di�erences remain constant between 75 and 76 years old: the cross-
sectional di�erences between patients with Alzheimer's and controls neither increase
nor decrease. Let us now quantify these group di�erences using the concept of
advance and delay.

4.4.2 Signi�cant groups di�erences at 75 and 76 between controls
and patients with Alzheimer's

We now consider the inter-group di�erences at t0 = 75 and t1 = 76 (from the point
of view of the patients with Alzheimer's disease). We see on Figure 4.4 that the
di�erences between the patients and controls are the same at 75 and 76 years of age.
This is consistent with the convergence/divergence result. Instead of describing the
group di�erences at both time points, we therefore focus on one time point t0 = 75.
We see that on average for the patients, the lateral ventricles are in advance of around
5 months with respect to the population mean trajectory. The other regions in
advance are the corpus callosum, the occipital lobe and the cerebellum. Conversely,
the temporal lobes have a delay with respect to the longitudinal mean population
trajectory. More speci�cally, the hippocampi have a delay of around 1.8 months.
Finally, we notice that there is no di�erence between the parietal cortex of the
patients with Alzheimer's and the controls at t0 or t1.
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Figure 4.4: Group di�erences: Quanti�cation of the inter-group di�erences

for the group of patients with Alzheimer's using tA0 and tA1 : We see that
the di�erences between the patients and controls are the same at 75 and 76 years
of age. At t0 = 75 years, on average for the patients with Alzheimer's, the lateral
ventricles are in advance of around 5 months with respect to the population mean
trajectory. The other regions in advance are the corpus callosum, the occipital lobe
and the cerebellum. Conversely, the temporal lobes have a delay with respect to
the longitudinal mean population trajectory. We notice that there is no di�erence
between the parietal cortex of the patients with Alzheimer's and the controls at t0
or t1.

4.5 Conclusion and Discussion

We presented a novel method for the comparison of two groups based on DBM.
This method enables to quantify the group di�erences in an intelligible way, which
eases the interpretation of the results. More speci�cally, the method uses both
cross-sectional and longitudinal information to quantify the cross-sectional group
di�erences in terms of advance/delay with respect to the population longitudinal
trajectory. Moreover it quanti�es the group di�erences in the longitudinal evolution
in terms of divergence/converge.

A potential advantage of the method not described in this chapter is that the
comparison can be performed at di�erent structure levels. In our illustration, we
chose to use one vector per voxel (the most generic form of the method), but we
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could have de�ned regions of interest (ROI) and averaged the deformation on each
ROI so that we would only work with one vector per ROI. This would be equivalent
to studying only the translations. Another possibility is to �rst summarise the
deformation �eld using a�ne projections on each ROI (cf. Appendix 4.5) and work
with only twelve a�ne parameters on each ROI.

Based on the brief illustration, we see that the tA index (advance/delay) might
have interesting applications for clinicians: the possibility to quantify the group
di�erences in terms of months really makes sense and is more intelligible than some
other existing indices.

Moreover, it could be interesting to study the similarities between this work and
the work of [Schiratti 2015] where the authors propose a model of logistic trajecto-
ries with more degrees of freedom than our model (they de�ne the acceleration in
addition to the time shift). However, their focus is not the same since in our work
the challenge is to distinguish between two groups.

Concerning the choice of the reference time point for the method, since we are
following the disease's evolution, it seemed relevant to start at the initial time point,
and we therefore used the baseline t0 as the initial time point. However, the method
could be used with t1 as reference time point, meaning that the deformations would
be linearised around the population-speci�c template at t1 and potentially modifying
the results. Hence, there is a potential asymmetry bias in the method we propose.
We did not check if the results changed when modifying the reference time point.
In order to limit the asymmetry to a minimum, it could be interesting to use the
"middle" time point between t0 and t1 to perform the analysis. This was not the
aim of this article as we wanted in �rst instance to propose an intelligible DBM
comparison method and its related concepts. However, the way forward should be
to study this possibility and ensure that the proposed indices are robust to the
potential asymmetries. With this issue solved, a future direction for this work will
be to work on the extension of the method to three groups or more. To do so, a
preliminary step would be necessary, e.g. to perform a principal component analysis
on the inter-group SVFs and then work on the �rst eigen-SVF.
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Appendix

Spatial Dimensionality Reduction of the Deformation using A�ne
Projection

This method consists in reducing the dimension of the deformation �eld, describing
it with the use of the four elementary transformations: translation, rotation, scale
and shear. This would provide us with a dictionary of words to describe a regional
evolution. We propose to decrease the dimension of v01 by approximating this non-
parametric transformation by a locally a�ne one. We thus divide the subject's brain
into regions (anatomically de�ned for example). Therefore, each region is de�ned
by a probabilistic mask with its probability weights wr.
For each region Rr, we project the SVF v01 onto the linear space of log Euclidean
a�ne transformation as described in [Seiler 2012].
We obtain the following a�ne approximation:

vr01(xi) = M r.x̃i

• x̃i =
[
xi
1

]
, are the homogeneous coordinates, x being the spatial coordinates,

• M r is the matrix logarithm of a�ne transformation T r in region Rr such that[
M r

0

]
= log(T r) = log

(
Ar tr

0 1

)
with :

� Ar the linear part of the a�ne transformation,

� tr the translation part.

In the log-Euclidean A�ne framework, the a�ne transformation M r is the sum
of 4 elementary transformations: a Translation vector t, a Rotation matrix R, a
Scale matrix S and a shear matrix K : M r = t+R+ S +K.

List and information about the OASIS Subjects Used

The subjects are the same as the one used in [Hadj-Hamou 2016], the list of
OASIS subjects we used can be downloaded here: http://www-sop.inria.fr/

teams/asclepios/data/Pipeline/lists/OASIS_List_Subjects.csv. We kept
the complete set of demented and non-demented subjects and only ex-
cluded the subjects who converted - from non-demented to demented -
during the study. The images can be found here (we used the mpr-
1 acquisitions only): http://www.oasis-brains.org/app/template/Tools.vm;

jsessionid=9A56E751939B1DAE41049A46BBAAFB3E#services. Socio-demographic
and clinical information on the sample can be found Table 4.1.

http://www-sop.inria.fr/teams/asclepios/data/Pipeline/lists/OASIS_List_Subjects.csv
http://www-sop.inria.fr/teams/asclepios/data/Pipeline/lists/OASIS_List_Subjects.csv
http://www.oasis-brains.org/app/template/Tools.vm;jsessionid=9A56E751939B1DAE41049A46BBAAFB3E#services
http://www.oasis-brains.org/app/template/Tools.vm;jsessionid=9A56E751939B1DAE41049A46BBAAFB3E#services
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Group Non-Demented Demented

Age at baseline (years) 75± 8 75± 7
Female/Male 50/22 28/36

Education (years) 15± 3 14± 3
Mini Mental State Examination (MMSE) 29± 1 25± 3

Table 4.1: Socio-demographic and clinical information of the study cohort.

We notice that there is a statistically signi�cant (by Fisher exact test) gender
imbalance across the two groups (50/72 vs. 28/64).
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Adolescence is a period of major changes where the brain develops from an im-

mature to an adult mature state. This maturation period is particularly marked by

the divergence in males and females developmental trajectories.

In this article, we propose to apply a deformation-based morphometry pipeline to

study the sex di�erences in the longitudinal evolution of the brain during adoles-

cence using the IMAGEN longitudinal database.

The volumetric results are mainly consistent with the existing literature. We found

an exception in the white matter. In this region, our study found a decreasing volume

between 14 and 16 for the females whereas the literature reports an expansion of the

white matter. Our �nding was replicated using SPM12 longitudinal registration tool.

Using the more local log-Jacobian map we found that only the pre-frontal cortex and

parts of the white matter had signi�cantly di�erent volume evolutions between males

and females. The pre-frontal cortex volume decrease is more important for females
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than for males.

We then go beyond volumetry using our geometric group comparison on the three-

dimensional deformation �elds. We show that the male-female di�erences increase

with time in most of the brain. More speci�cally, we �nd that there is no di�er-

ence between males and females cortex at 14. An important di�erentiation occurs

during the following years, and at 16 years of age, females are in advance on the

frontal cortex of around �ve months with respect to the population mean longitudinal

trajectory.

5.1 Introduction

Adolescence is a period of major changes where the brain develops from an imma-
ture to an adult mature state. This maturation period is particularly marked by
the divergence in males and females developmental trajectories, for both white and
grey matter. For example, cortical and sub-cortical grey matter volumes are both
reported to grow and then decrease, but they peak earlier in females than in males
(around one to one and a half year) [Lenroot 2007]. Moreover in addition to being a
period of physical changes, adolescence is often the onset of developmental disorders,
which have a greater incidence in females than in males. It therefore appears neces-
sary to understand the development of such disorders during adolescence. In order
to do so we �rst need to understand healthy brain development and in particular the
e�ects of sexual dimorphism during that period. Most of the major neuropsychiatric
disorders are now thought to arise due to deviations from normal brain development
during adolescence [Giedd 2008].

Studies on the topic mainly focus on volume comparisons and no consensus
can generally be found between the studies results. For example, the hippocampus
is reported to be larger in female than in male [Neufang 2009]. However, other
studies report the opposite trend [Goddings 2014]. Di�erent factors might explain
these di�erences of results between studies. First, an important part of the studies
focuses on cross-sectional data. In this setting, the confounding e�ect of inter-
individual morphological variability is relatively high with respect to longitudinal
datasets. Second, [Giedd 2006] has shown that the evolution of most of the grey
matter regions consists in a volume increase at the beggining of adolescence followed
by a volume decrease. Studying the adolescent brain over a large period of time (as it
is done in most studies) might therefore capture both the increase and the decrease of
the structures, resulting in an overall evolution with no changes. Third, the analysis
methods used are generally segmentation-based methods, which have been shown in
chapter 3 to be less accurate and reproducible than registration-based methods. To
address this potential limitation, the use of Voxel-based Morphometry has increased.
However there are so far very few analysis using non-linear registration to perform
Tensor-based Morphometry or Deformation-based Morphometry (DBM).

In this article, we propose to apply the deformation-based morphometry pipeline
presented in chapter 2 to study the sex di�erences in the longitudinal evolution



5.2. Dataset and methods 80

of the brain during adolescence. In order to �nd a consensus, we compare our
results to the results of three other popular segmentation-based and registration-
based methods. We use the IMAGEN dataset. It has the advantage of being
longitudinal and limited to a small age range (14 to 16 years old). After validating
the volumetric changes, we go beyond volume changes in the brain by analysing the
three-dimensional deformation �eld. Using this longitudinal database, we wish to
bring new insights on the the evolution during that age period.

In section 5.3, we compare our regional volumetric results to the literature and
to other methods results. We then apply in section 5.4 the DBM method proposed
in chapter 4. The main results show that at 14 years of age, no di�erence exists
between males and females pre-frontal cortex and that an important di�erentiation
occurs during the two following years in this region. In addition to the already
known volumetric �ndings, our results give complementary relevant information
for the understanding of sexual dimorphism during healthy brain development in
adolescence.

5.2 Dataset and methods

5.2.1 The IMAGEN database

We use the IMAGEN database [Schumann 2010] as it is longitudinal. By using each
subject as his or her own control, longitudinal datasets have the advantage to reduce
as much as possible the high inter-subject variability that can cause important
variations in the studies based on cross-sectional databases. Moreover, we try to
limit the study to a small age range in order to focus on either the volume increase
or the decrease. Otherwise, we might �nd no change (if the volume of the structure
increases then decreases of the same amount). Among the di�erent centers of the
IMAGEN cohorts only the French and the German have scanned the adolescents at
two years of interval (the other centers used a four-year interval). Written consent
of the parents was obtained before scanning. We thus use the French subset of the
European longitudinal IMAGEN database. It consists (after quality control) of 120
healthy adolescents scanned at t0 = 14 years of age (baseline) with a follow-up scan
at t1 = 16. The images are 3 Tesla, T1-weighted MRI scans. We did not include the
German subset as it might be useful to replicate the �ndings of the French database.
The French subset population has a female ratio of 50.8%, appropriate for studies
on sexual dimorphism. More information can be found in Table 5.1.

Group Female Male

Age at baseline (years) 14.3± 0.5 14.3± 0.4
Age at follow-up (years) 16.8± 0.6 16.7± 0.6
Number of subjects 61 59

Table 5.1: Socio-demographic and clinical information of the study cohort.
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5.2.2 Image processing

The data �rst went through a manual quality control. Then we applied the pre-
processing (including intensity inhomogeneity correction) and position correction
parts (intra-subject rigid registration and a�ne registration to the MNI152 atlas)
of the Longitudinal Log-Demons framework [Hadj-Hamou 2016] (and chapter 2).
Each pair of longitudinal subject images is then non-linearly registered using the
LCC log-Demons with con�dence mask. The construction of the population-speci�c
template at t0 = 14 years is followed by the transport of each subject longitudinal
evolution into the template.

5.2.3 De�nition of the regions of interest

During adolescence, the brain is supposed to go through a dual structural devel-
opment [Mills 2014]. This development starts with subcortical structures and then
continues with the cortex development and more particularly the pre-frontal cortex.
We therefore decide to focus our analysis on both grey matter subcortical structures
and cortex. In this study, we de�ne 11 regions of interest (ROI): 1) the cortex, 2) the
white matter, 3) the lateral ventricles, 4) the orbito-frontal cortex, and 7 subcor-
tical grey matter structures: 5) the thalamus, 6) the caudate, 7) the putamen,
8) the globus pallidus, 9) the hippocampus, 10) the amygdala, and 11) the nucleus
accumbens. The regions of interest are segmented using Freesurfer [Reuter 2012].

5.3 Longitudinal volumetric changes

5.3.1 Regional volume changes: Male-Female Comparison

We �rst study the longitudinal evolution by brain region of interest, which enables
us to directly compare our results with the literature. Here we study the average
log-Jacobian values by ROI. For volume changes less than 10% we have seen in
chapter 3 that this is equivalent to studying the relative changes of volume in the
region. The results for males and females in the di�erent ROIs can be found Figure
5.1. A red star under a box plot indicates that the mean changes are statistically
di�erent from zero (the null hypothesis being that there the mean of the group is
not di�erent from zero).

Three main evolution trends can be found. The �rst one concerns the lateral
ventricles that increase with time for both females and males. The second type of
evolution concerns a part of the grey matter structures (cortex, orbito-frontal cortex,
thalamus, caudate nucleus, putamen, and accumbens). For this subset of structures
the volume decrease is more important in females than in males (in some cases
there is even no volume decrease for males). In the third case, for the remaining
structures, the volume increase is more important for males than for females (in
some cases there exists a volume decrease for females). We now detail the evolution
region by region.



5.3. Longitudinal volumetric changes 82

Figure 5.1: Relative volume changes for the males (blue) and the females (red).

A red star indicates that the mean changes are statistically di�erent from zero.
We see that three main evolution trends can be found. The �rst one concerns the
lateral ventricles that increase with time for both females and males. The second
type of evolution concerns the cortex, the orbito-frontal cortex, the thalamus, the
caudate nucleus, the putamen, and the accumbens. For this subset of structures the
volume decrease is more important in females than in males. In the third case, for
the remaining structures, the volume increase is more important for males than for
females.



5.3. Longitudinal volumetric changes 83

Lateral Ventricles

The lateral ventricles increase in volume for both females and males. The expansion
is more important for males than for females. This is consistent with the litera-
ture [Giedd 2006] where the increase rate for males is more important than for the
females.

White Matter

Although the white matter volume increases for males, our results show a decrease
for females during that period of time. This is not reported in other studies that
focus on a large age span (e.g. from childhood to adulthood). The validity of this
�nding is discussed in the following section.

Cortical Grey Matter

We �nd a contraction for females, while males have no statistical change in that
region over that period of time. This is in agreement with [Giedd 2006] where the
authors �nd that the females' cortical volume peaks earlier than in males.

Orbito frontal cortex: In this region, we �nd that there is an atrophy for both
females and males. Females have a larger decrease rate than males. This is consistent
with the fact that the cortical volume increases then decreases during adolescence
(as described above).

Subcortical Grey Matter

Putamen, caudate nucleus, and globus pallidus: These structures are the
principal components of the basal ganglia. For both the putamen and the caudate
nucleus, we notice on one hand an atrophy for the females between 14 to 16 years
old. On the other hand, no signi�cant volume change occurs for males. These results
are consistent with the literature [Giedd 2006], where these structures are shown to
follow an increasing then decreasing trajectory similar to the cortical grey matter.
Our �ndings mean that for females the putamen and the caudate nucleus have
already reached their maximum volume peak. Conversely, for males the putamen
and the caudate nucleus are reaching their maximum volume peak. This is consistent
with [Lenroot 2007] where the authors �nd that the caudate nucleus reach their
volume peak at around 14 for males. Concerning the globus pallidus, we �nd a
volume atrophy for females and a volume increase for males.

Hippocampus and amygdala: These two structures are particularly of interest
for studies of sexual dimorphism since they are rich in hormone receptors (respec-
tively the amygdala for males and the hippocampus for females). We �nd that
the volume of the hippocampus increases for males while no statistically signi�cant
change can be found for females. A previous study on a cross-sectional dataset found
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ROI Males vs. Females

WM 8.7 10−33

Cortex 2.0 10−33

Lateral ventricles 3.2 10−1

Thalamus 8.3 10−12

Caudate 1.4 10−08

Putamen 1.1 10−21

Pallidum 2.3 10−16

Hippocampus 1.2 10−17

Amygdala 4.4 10−16

Accumbens 1.5 10−12

Orbito-frontal cortex 1.2 10−27

Table 5.2: p-values for the two-sample t-test on the mean log-Jacobian

integration between females and males. p-values inferior to 0.0045 (the thresh-
old of 0.05 was corrected for multiple comparisons using Bonferroni method) are in
bold. We see that there exist statistical di�erences between the mean value for males
versus females in all the ROIs except for the lateral ventricles.

the opposite, with the hippocampal volume increasing signi�cantly only in females
[Giedd 2006]. As for the amygdala, we �nd an expansion for males and an atrophy
for females. This �nding is consistent with [Giedd 2006].

Accumbens: This structure decreases in volume for both sexes. However, we
notice a larger rate of decrease for females than for males.

Thalamus: We �nd that the volume of the thalamus decreases only for females
while no signi�cant volume change can be found for males.

To con�rm our �ndings, we then tested if the regional trends were statistically
di�erent for the two sexes. For each region, we thus performed a two-sample t-
test between females and males. The null hypothesis is that there is no di�erence
between the mean volume change of the males and the mean volume change of the
females. We correct the p-value threshold (initially 0.05) for multiple comparisons
using Bonferroni method: the corrected p-value threshold is 0.05/11 = 0.0045.
The results of the t-tests can be found in Table 5.2. We see that apart from the
lateral ventricles, all the regions of interest exhibit statistically signi�cant di�erences
between males and females on the average relative volume changes.

In the regional analysis, we saw that some of our volumetric �ndings (e.g. in
the white matter) were not in agreement with the literature. In order to test the
reliability of our results, we compared them with the results from three other pop-
ular volumetric methods. One segmentation-based method, FreeSurfer, and two
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registration-based methods: ANTs and SPM12. The results can be found in Appendix
5.5. Our results are in agreement with the other methods in every region for both
males and females (on average, two other methods agree with our method). The
only exception concerns the cortex for the males where we �nd no statistical volume
change, whereas the other methods agree on a decrease of the volume. However, we
notice that the trend between males and females in the cortex is conserved: the con-
traction of the cortex is more important for females than for males. We also notice
that in some regions (e.g. the thalamus for the females), although registration-based
methods all agree (atrophy for the thalamus), the segmentation based method gives
a di�erent result (expansion for the thalamus). This might partly explain the lack
of consensus in the literature. Depending on the type of method used (registration
or segmentation method), the results can be opposite on the same dataset.

5.3.2 Local volume changes: Male-Female Comparison

One of the potential bias of the regional-based studies we performed previously is
their dependence on the quality of the segmentation. Therefore, after working on a
volumetric ROI-based analysis of sexual di�erences, we get rid of the parcellations
and work on the local maps of volume changes. We use the log-Jacobian maps of the
subject's longitudinal evolution to study the sexual dimorphism during adolescence.
The average map for the population (females and males) can be found on the left-
hand of Figure 5.2. We analysed the group di�erences in the longitudinal volume
evolutions by performing a two-sample t-test on the log-Jacobian maps using SPM12

[Friston 2007]. The null hypothesis is that there exists no di�erence in the mean
of the two groups. The results are corrected for multiple comparison using Family-
wise error (FWE) with a corrected p-value of 0.05. The result map can be found on
the right-hand of Figure 5.2. We only represented the regions where the male and
female volume changes are statistically di�erent.

Concerning the population mean longitudinal evolution, we see on Figure 5.2
that the lateral ventricles are expanding between 14 and 16. We also see the ex-
pansion in the white matter and in the hippocampi. An atrophy can be found in
the cortical gray matter, in the thalamus, as well as in the putamen. We also no-
tice the expansion in the meninges (cerebrospinal �uid) around the brain, which is
compatible with an atrophy of the cortical grey matter.

We now focus on the sexual di�erences in the longitudinal volumetric evolutions.
On the right hand of Figure 5.2, the areas in blue are the regions where the volume
atrophy is signi�cantly more important for the females than for the males. These
statistical di�erences are visible in the pre-frontal cortex as well as in the temporal
lobes.
Conversely, the areas in red correspond to regions where the volume expansion is
signi�cantly more important for the males than for the females. We see that the
volume expansion of the white matter in the frontal, occipital and parietal lobes
is more important for the males than for the females. This is consistent with the
reported higher volume changes in white matter for males than females [Giedd 2006].
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Figure 5.2: Left: Log-Jacobian map for the mean longitudinal evolution. We
see that the lateral ventricles are expanding as well as the white matter and the
hippocampus. An atrophy can be found in the cortical gray matter, in the thalamus,
and in the putamen. Right: Signi�cant di�erences in volume changes between males
and females. We see that the volume atrophy is signi�cantly more important for the
females than for the males in the pre-frontal cortex and in the temporal lobes. The
volume expansion is signi�cantly more important for the males than for the females
in the white matter (frontal, occipital and parietal lobes).
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5.4 Beyond volumetry to study the e�ects of sexual di-

morphism during adolescence

Now that we have compared our results to the existing literature on volumetric
changes, we go beyond volumetry. We work on the three-dimensional longitudinal
deformation �eld instead of focusing on the volume changes. We more speci�cally
consider the Stationary Velocity Field (SVF) that parametrises the deformation
�eld.

5.4.1 Multivariate comparison of female and male longitudinal
SVF trajectories

One way to study the sexual dimorphism during adolescence is to perform a mul-
tivariate two-sample Hotelling's T 2 test on the three-dimensional subjects' longi-
tudinal SVF trajectories. The null hypothesis is that there exists no di�erence in
the mean SVF trajectory of the two groups. The test was corrected for multiple
comparisons using 5000 permutations. The result can be found on Figure 5.3.

Figure 5.3: Two-sample Hotelling's T 2 test on the transported 3 dimensional subject

longitudinal trajectories: The null hypothesis is that there exist no di�erence in
the mean SVF trajectory of the two groups. The test was corrected for multiple
comparison using 5000 permutations. The main di�erences are located on the cortex
(except the parietal one).

As we can see, there exist many regions where the longitudinal SVF trajectories
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of the two groups (males vs. females) are signi�cantly di�erent. The main di�erences
are located on the cortex (except the parietal one). Although informative, the results
are not easily understandable. Indeed, it is not possible to quantify the di�erences
in an intelligible way. This might partly explain why studies generally prefer to
focus on volume.

5.4.2 Sexual di�erences in the cross-sectional and longitudinal evo-
lution between 14 and 16 years old

As we saw in section 5.4.1, interpreting the results of a multivariate test is gen-
erally not straightforward or easily understandable. In this section we propose to
apply the method developed in chapter 4 in order to ease the understanding of sex-
ual dimorphism during adolescence. The aim of the method is to disentangle the
male/female cross-sectional di�erences from the population longitudinal evolution.
It will then be possible to quantify these di�erences in terms of advance/delay with
respect to the population longitudinal evolution at each time point, as well as the
convergence/divergence of the 2 groups longitudinal evolutions.

Starting from the population-speci�c template at t0 and the longitudinal pop-
ulation SVF trajectory, we compute the inter-group SVFs that best discriminate
the females and the males at t0 and t1. We also compute the male longitudinal
trajectory as well as the female longitudinal trajectory.

Convergence/Divergence of the Female and Male longitudinal SVF tra-

jectories

We �rst study the convergence (or divergence) of the two groups longitudinal evo-
lutions. If the group evolutions are diverging from each other this means that the
male-female di�erences are increasing with time. Conversely, if the trajectories are
converging, the di�erence between males and females are disappearing with time.
This information is summarised by an angle value that quanti�es the amount of
convergence (negative values) or divergence (positive value). If the group di�erence
have a steady evolution the angle is zero. The results can be seen on Figure 5.4.

We can see that the male-female di�erences are remaining constant in an impor-
tant of the brain. Elsewhere, most of the regions are diverging between 14 and 16
years. This is consistent with the fact that the adolescence is a major period of dif-
ferentiation between males and females. The only regions where convergence occurs
is in the white matter (for the left hemisphere) and in a part of the cerebellum. To
better understand the patterns of divergence and convergence, it is useful to focus
on the male-female cross-sectional di�erences at t0 and t1. To do so, we propose to
disentangle the cross-sectional di�erences from the longitudinal evolution.
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Figure 5.4: Divergence/convergence of the group longitudinal evolutions: The an-
gles are displayed only for voxels where a statistically signi�cant di�erence between
females and males exists (this explains the arti�cial borders that can be seen). We
can see that the male-female di�erences are remaining constant in an important of
the brain between 14 and 16. Elsewhere, most of the regions are diverging and there
is convergence only in a part of the white matter and in a part of the cerebellum.

Disentangling cross-sectional male-female di�erences from the longitudi-

nal evolution

We now propose to study the cross-sectional group di�erences and quantify them
with respect to the longitudinal evolution. The results for the females can be seen
on Figure 5.5. One must note that the results for the males are not represented here
since they are equal to the opposite of the females results. Therefore if the girls are
in advance of two months with respect to the population longitudinal mean, then
boys have a delay of two months.

At 14 years old, few structural di�erences exist between males and females; their
location is mostly in the left hemisphere. After two years most of the regions are
di�erent. The region of statistically signi�cant male-female di�erence nearly doubled
(increased by 184%) over the two years.
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Figure 5.5: Quanti�cation (in months) of the group di�erences for females at 14

(left) and 16 (right) in terms of advance/delay with respect to the population lon-

gitudinal evolution: We see that at 14 years old, few structural di�erences exist
between males and females; mostly located in the left hemisphere. After two years
most of the regions are di�erent. At 14, females are in advance with respect to
the longitudinal mean trajectory in very small parts of the cortex. On average, the
female pre-frontal cortex has no advance. However, it develops with time and at 16
years of age, females are in advance on the frontal cortex (on average nearly �ve
months). Conversely, females are in delay with respect to the mean in the white
matter, in the ventricles, in the left thalamus, and in the left hippocampus.

More speci�cally, at 14 years of age, females are in advance with respect to the
longitudinal mean trajectory in very small parts of the cortex. On average, the
female pre-frontal cortex has no advance which means that there is no di�erence
between males and females cortex at 14. However, the di�erentiation occurs during
the following years, and at 16 years of age, females are in advance on the frontal
cortex (on average nearly �ve months). Conversely, females are in delay with respect
to the mean in the white matter (less than three months), in the ventricles (2.5
months), in the left thalamus (less than four months), and in the left hippocampus
(4.5 months).



5.5. Conclusion and Discussion 91

5.5 Conclusion and Discussion

In this chapter, we �rst analysed the e�ects of the sexual dimorphism during adoles-
cence using volumetric indices. The volumetric results were mainly consistent with
the existing literature. We found an exception in the white matter. In this region
the volume was decreasing between 14 and 16 for the females whereas the literature
reports an expansion of the white matter. Our �nding was replicated using SPM12

longitudinal registration tool. As adolescence involves very subtle brain changes, we
notice that we are close to the detection limit of the algorithms. This might explain
why the di�erent volumetric methods might not agree. Moreover, we found a statis-
tical di�erence between males and females in all the regions of interest except in the
lateral ventricles. Using the more local log-Jacobian map we found that only the
pre-frontal cortex and parts of the white matter had signi�cantly di�erent volume
evolutions between males and females. The pre-frontal cortex volume decrease is
more important for females than for males.

Then we went beyond volumetry by performing the group comparison on the
three-dimensional deformation �elds' parameters. We showed that most of the brain
regions diverge during adolescence between males and females. This means that the
male-female di�erences increase with time in most of the brain. We then quanti�ed
the cross-sectional group di�erences and show that the pre-frontal cortex is the
region where the most important di�erentiation occurs during 14 and 16. We �nd
that at 14 years of age, males and females have no di�erence at the level of the pre-
frontal cortex. An important di�erentiation occurs during the two following years:
at 16, females' pre-frontal cortex is in advance of around �ve months with respect
to the mean population longitudinal evolution.

The next step would be to use the German database to check if we can replicate
the �ndings. Moreover, as the beginning of adolescence is marked by puberty it could
be interesting to incorporate the pubertal stage in the study. More speci�cally, we
could control for the pubertal stage in the study, to verify if this has an impact on
the changes we found among females and males. Finally, all the second follow-ups
(at 18 years old) have been acquired for the IMAGEN database. Using the methods
already performed in this chapter to analyse the third time point would enable us
to see if the trajectory remains stable or changes.

Appendix: Comparison of the volumetric results given by

four methods

Volumetric methods comparison

In this section, we show the results for the comparison between the LCC log-Demons

and 3 popular algorithms (one segmentation-based method, FreeSurfer, and two
registration-based methods: ANTs and SPM12). We can see that depending on the
regions, the methods do not agree.
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Volume changes for females with 4 di�erent methods

Figure 5.6: Comparison of four volumetric methods for the females longitudinal ROI

evolutions Acronyms used: FS=FreeSurfer, LLDF=LCC log-Demons, WM=White
matter, OrbitoF=Orbito-frontal cortex
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Volume changes for males with 4 di�erent methods

Figure 5.7: Comparison of four volumetric methods for the males longitudinal ROI

evolutions Acronyms used: FS=FreeSurfer, LLDF=LCC log-Demons, WM=White
matter, OrbitoF=Orbito-frontal cortex



Chapter 6

Conclusion and Perspectives

Contents
6.1 Main achievements . . . . . . . . . . . . . . . . . . . . . . . . 94

6.2 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

6.2.1 Automatic quality control of the processing pipeline results . 96

6.2.2 Mental disorders during adolescence . . . . . . . . . . . . . . 96

6.2.3 Using continuous classi�cation of subjects along the inter-

group axis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

6.2.4 Understanding longitudinal evolutions with a dictionary of

transformations . . . . . . . . . . . . . . . . . . . . . . . . . . 98

Each chapter of this manuscript contains conclusions on the performed work and
perspectives. We here conclude on the main achievements of this Ph.D work. We
then suggest perspectives and improvements to the work for the future.

6.1 Main achievements

Studying the brain structural evolution during adolescence poses several problems as
numerous biases need to be avoided when capturing longitudinal evolutions. More-
over, when the intra-subject changes are very small, it is crucial to know if the
available methods can capture the longitudinal evolutions with no bias. In most of
the studies, these longitudinal changes are limited to scalar volumetric changes in
order to ease their analysis. However, one can observe that the brain evolution is not
limited to volumetry, and in this multivariate case, the interpretation is therefore
more di�cult. In this thesis we addressed the above problems in the context of the
longitudinal study of the structural changes during adolescence.

In chapter 2, we proposed a deformation-based morphometry computational
framework to robustly estimate the longitudinal brain deformations from image data
series. In addition to limiting the potential processing biases, we showed that this
processing pipeline leads to an increased sensitivity of the statistical study of the
longitudinal deformations. This framework has thus a great potential for the analysis
of large longitudinal datasets. The proposed processing pipeline is fully reproducible
and is used in [Khanal 2016a]. We are preparing a visual implementation of the
processing pipeline using the dtkComposer. The pipeline will be proposed as a
package included in MedInria and the graphical form of the pipeline (cf. preview
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on Figure 6.1) will facilitate its use by anyone. Indeed, this should prevents users
from incurring in any mistakes in the sequencing of the steps, since everything will
be readily available. This package should be freely available by the end of the year.

Figure 6.1: Preview of the graphical Longitudinal Log-Demons Framework. The
processing pipeline will be be proposed as a package included in MedInria and will
be based on dtkComposer.

In chapter 3, we evaluated the accuracy, reproducibility, detection limit, and
statistical power of four popular segmentation-based and registration-based method
in terms of volumetry. We found interesting results for the community: although
registration-based methods generally performed better than segmentation-based
methods on all the aspects cited above, the volumetric results from the two types
of methods are in relative agreement. These �ndings should help raise awareness
in the community about the range of use of the di�erent algorithms. Moreover, we
showed that the log-Jacobian integration is equivalent to relative volume changes for
changes less than 10 %. This means that the log-Jacobian integration could be used
as a volumetry index in most parts of the brain especially for healthy evolutions.

In chapter 4, we proposed to go beyond volumetry in the statistical analysis
of two groups by studying the whole three-dimensional deformation �eld, while
disentangling the group di�erences from the longitudinal population evolution. We
thus developed two intelligible indices. The �rst one characterises the convergence
or divergence of the group longitudinal evolutions, while the second index quanti�es
the group di�erence with respect to the population longitudinal evolution using
an advance or delay (in units of time). We showed that the method eases the
interpretation of the di�erences and therefore might be useful for clinicians.

In chapter 5, we used the methods developed in chapters 2 and 4, as well
as the results from chapter 3, to study the e�ect of sexual dimorphism on the
healthy morphological evolution of the brain during adolescence. By going beyond
volumetry, we complemented the literature on sexual dimorphism. This work is a
cross-collaboration with the INSERM-CEA U1000 team, specialised in psychiatry.
During this thesis, we explained and shared with them our methodological knowledge
on longitudinal image analysis. We are currently training a Ph.D student from the
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U1000 team to use the Longitudinal Log-Demons Framework proposed in chapter
2.

6.2 Perspectives

6.2.1 Automatic quality control of the processing pipeline results

An important topic linked to the processing pipeline of chapter 2 and not addressed
in this thesis is quality control. As databases are getting bigger, it is no longer
feasible to manually check that every image has been processed properly. It is thus
important to develop automated quality control methods. Such methods have been
developed in the context of the Centre d'Acquisition et de Traitement des Images
(CATI) [Mangin 2016] for study concerning Alzheimer's disease [Colliot 2008]. For
our speci�c pipeline, instead of performing a quality control after each step, we
believe that a good strategy is to identify a few key steps after which it is important
to run the quality control. In order for the control to be relevant, it is important
to de�ne what is expected as a "good" output by opposition to an outlier. In the
case of our Longitudinal Log-Demons Framework, a key step is after the non-linear
registration. We could use an outlier detection algorithm on the computed SVFs.
A simple and naive solution could be to perform a principal component analysis on
the set of SVFs (for the whole set of subjects) to compute the three �rst eigen-SVFs.
Then we could identify the potential outliers as the most distant SVFs from these
eigen-SVFs.

6.2.2 Mental disorders during adolescence

As we deepen our knowledge of healthy brain development during adolescence, the
next step is to develop a detailed understanding of the e�ects a disease could have
on the healthy brain evolution. It would therefore be interesting to focus on psy-
chological disorders. A part of the subjects in the IMAGEN study have developed a
mental disorder, and a neuropathological score has been assessed for all subjects. We
could therefore correlate this score to the subject longitudinal trajectory in order to
model a trajectory for each psychological disorder and compare it to the estimated
healthy trajectory. This would enable clinicians to detect earlier which subjects are
potentially at risk. In practice, they would scan a subject at two timepoints and
then compare his longitudinal trajectory to the reference (healthy) trajectory. This
would necessitate a robust way to quantify the distance between the subject tra-
jectory and the reference trajectory. This application has the potential to prevent
teenagers from developing severe forms of depression that can lead to suicide, one
of the leading cause of death among adolescents.
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6.2.3 Using continuous classi�cation of subjects along the inter-
group axis

In chapter 4 we proposed a geometric con�guration that consisted in a representation
of both the inter-group di�erences and the longitudinal di�erences. An interesting
application consists in focusing only on the inter-group di�erences and use it as a
reference spectrum to classify subjects. Let us consider the case of the male-female
axis from chapter 5. The idea would be to classify any subject using this reference
axis: by projecting the subject brain on the axis, we would obtain a scalar λ (cf.
Figure 6.2).

Figure 6.2: Projection of a subject brain on the Female-Male axis From a binary
variable (sex) we obtain a continuous classi�cation with λ.

Figure 6.3: Projection of the 120 IMAGEN subject brains (at 14) on the Female-

Male axis. We can see some of the male subjects (in blue) are classi�ed on the female
part of the axis. This could mean a higher rate of estrogens (female hormones).
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This scalar would quantify the amount of "femaleness" or "maleness" of the
brain. Indeed starting with a binary variable (here the sex), it is possible to obtain
a continuous classi�cation. In the case of a projection on the male-female axis, λ
could be correlated with the rate of male or female hormones as shown on Figure
6.3 . Therefore, this method could be useful for clinicians to de�ne the archetype of
the male brain and female brain.

6.2.4 Understanding longitudinal evolutions with a dictionary of
transformations

As we saw throughout this thesis, volumetric measurements can be relatively trusted
and are easily understandable. This is still not the case for multivariate analysis of
deformations, for which the interpretation still remains to be eased.

A dictionary of meaningful transformations could be de�ned and used to have
a meaningful interpretation of the evolutions. For example, the deformation could
be described as a combination of four elementary transformations: scale and shear
for the volume changes, together with translation and rotation. The spatial dimen-
sionality reduction of the deformation could for example be performed using a�ne
projections such as the one performed with the polya�ne log-Demons [Seiler 2012]
(the a�ne decomposition is de�ned in Appendix 4.5).
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Analyzing the progression of morphological changes in the brain is an important

topic in medical imaging. Di�eomorphic non-linear registration is a promising tool

for modeling longitudinal changes, observed in T1 magnetic resonance (MR) im-

ages, as geodesic trajectories. In particular, di�eomorphic registration parametrized

by Stationary Velocity Fields (SVF) has been applied to the modeling of longitudinal

changes in Alzheimer's disease. However, the validity of these modeling assumptions

to faithfully describe the observed anatomical evolution needs to be further investi-

gated. In this work, we analyze the accuracy of linear geodesic regression of SVFs to

describe anatomical deformations estimated from past and future observations of the

MR images. The evaluation is performed by local and regional analysis of the lon-

gitudinal changes of the modeled images, and of the measured volume changes. The

�rst experimental results show that trajectories generated by geodesic regression are

compatible with those obtained by longitudinal registration of the follow-up images.
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In particular, the volume changes encoded by geodesic regression are not statistically

di�erent from those measured by non-linear registration.

The results for this study are partial and the indices used are not su�cient to be

able to conclude about the validation of interpolation and extrapolation based on

SVFs. Hence, we discuss the necessary improvements and measures to be performed

in order to conclude.

A.1 Introduction

An important topic in medical imaging is to analyze the progression of morpho-
logical changes in organs in order to model and quantify biological processes like
development or disease [Goddings 2014] [Scahill 2003]. For example, longitudinal
image analysis of brain changes in Alzheimer's disease [Lorenzi 2011] aims at under-
standing the pathological evolution in patients for clinical and diagnosis purposes.

Trajectories of longitudinal morphological changes can be measured by non-
linear registration of follow-up T1 magnetic resonance (MR) images of a given
subject. Among the most popular registration algorithms, we can distinguish the
ones based on the large deformations paradigm where the deformation is a dif-
feomorphism parametrized by tangent velocity �elds [Beg 2005, Ashburner 2007,
Vercauteren 2008] and in particular the Large Deformation Di�eomorphic Metric
Mapping (LDDMM)[Trouvé 1998] and the Stationary Velocity Field (SVF) frame-
work [Arsigny 2006]. In LDDMM, geodesics are minimizing a suitable Riemannian
distance, while in the SVF setting geodesics are the straight lines of the Cartan
connection. In both settings, geodesics are parametrized by their initial tangent
vector: initial momentum for LDDMM and the Stationary Velocity Field for SVF.

Based on this registration paradigm, geodesics regression on images has been
performed either for predicting intermediate observations on sequences of images
(Interpolation) [Davis 2010, Niethammer 2011a, Fletcher 2013], or for modeling tra-
jectories beyond the current observation interval (Extrapolation) [Lorenzi 2011]. By
performing geodesic regression as in [Hadj-Hamou 2016], longitudinal changes are
identi�ed by deformations parametrized by SVFs. The authors proposed to estimate
a series of SVFs by non-linear registration of follow-up images to the baseline. They
then proposed to model the �deformation trajectory� associated to the resulting
series of deformations by a linear model in time of the resulting SVF. The method-
ological motivation relies on the tangent representation of SVFs which enables to
describe sequences of di�eomorphisms by more tractable linear modeling of SVF in
the tangent space.
The statistical analysis of the deformation trajectories provided meaningful descrip-
tion of the disease progression. However, the validity of such a linear assumption in
reliably describing the observed anatomical evolution still needs to be evaluated. A
comparison is thus needed between the trajectory generated by geodesic regression
with the one described by longitudinal registration of follow-up images. The aim of
this work is to study the accuracy of linear geodesic regression of SVF to describe
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anatomical deformations estimated from past and future observations i.e. to quan-
tify to error made by regression with respect to registration. In this study, we focus
on the modeling of longitudinal trajectories in Alzheimer's disease since it is one of
the prominent �elds of application of registration.

In section A.2, we develop a new methodology and metrics to study the e�ec-
tiveness of the linear geodesic regression. We then present the experimental setting
in section A.3. Finally, in section A.4, we show that SVF-based models are able to
accurately describe the trajectories estimated by non-linear registration, for both
interpolation and extrapolation.

A.2 Measures for the validation of SVF-based geodesic

regression.

We consider longitudinal observations of T1-weighted MRI scans for a given subject,
at the 2 time points t0 and t1 (cf. Figure A.1). The corresponding images will be
described as I0 and I1 respectively. By non-linearly registering I0 to I1, we estimate
the SVF ṽ that maximizes the similarity between I1 and I0 ◦ exp(ṽ).
Let α ∈ R be the time factor and T the subject age at which we want to realize
the prediction: T = t0 + α(t1 − t0). According to the linear modeling assumption
for the evolution of the SVFs, the predicted SVF v(α) is v(α) = α · ṽ. We can thus
de�ne 2 predictive models depending on the values of α. For 0 < α < 1, we realize
an interpolation, while for α < 0 or α > 1, we realize an extrapolation (in the past
or in the future).

Figure A.1: Prediction of longitudinal trajectories in the case of 2 time points t0
and t1, based on the measured SVF ṽ. 2 di�erent cases of prediction (interpolation
or extrapolation) depending on the values of the time factor α.

In order to evaluate the e�ectiveness of the prediction, we use a third time point
as the reference for what we are predicting. We will thus compare the predicted
trajectory to the measured one, at the same time point. We propose 2 simple
metrics for this evaluation.
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A.2.1 Metrics for similarity of the modeled image evolution.

The �rst metric we propose concerns the matching between the predicted image
IPred = I0 ◦ exp(v(α)) and the optimally registered image IMeas = I0 ◦ exp(ṽ).
Among the numerous metrics that exist, we choose the Sum of Squared Di�erences
(SSD). This make sense since we are comparing two deformations of the same image.
However, we veri�ed that we obtain the same conclusions with the Local Correlation
Criteria (LCC).
Since the baseline image I0 of di�erent subjects may not have the same scale of
intensities, in addition to an inhomogenity bias correction (pre-processing, ANTs -
N4BiasFieldCorrection [Avants 2011, Tustison 2010]) we normalize the SSD by the
maximum intensity of the baseline image I0. We then build the SSD map as:

SSD =
(IPred − IMeas)2

(max(I0))2

Regional analysis was also performed by computing the average SSD in 3 di�erent
areas: the whole brain, the ventricles and the hippocampi. The 2 latter zones are
known to be the regions where the most dramatic changes occur during aging and
Alzheimer's disease.

A.2.2 Metrics for the similarity of the modeled volume changes.

The second metric concerns the transformation itself. One of the main goal of longi-
tudinal studies on Alzheimer's disease is the estimation of brain atrophy. Therefore,
we study the di�erences (lJD) in the log-Jacobian (lJ) associated to the predicted
evolution v(α) and the measured one ṽ: lJD = lJPred − lJMeas.
As for the SSD metric, we compute the average lJD in the 3 same anatomical regions
previously de�ned.

A.3 Experimental data

A.3.1 OASIS database

For this study we use the longitudinal OASIS (Open Access Series of Imaging Stud-
ies) database [Marcus 2010] since it contains healthy evolutions but also demented
evolutions for which the prediction would be helpful. Moreover, this database is
Open Access which facilitates the reprodcution and compariosn of the rults. Our
working set consists of N=40 subjects aged 60 to 92 for which 3 acquisitions were
available: 24 subjects are non-demented, while 16 have dementia. For the time
points t0, t1 and t2, we tested the interpolation from [t0, t2] to t1, and the extrapo-
lation from [t0, t1] to t2. Each subject has a di�erent time factor α that varies from
0.2 to 0.83 for the interpolation, and from 1.2 to 5 for the extrapolation.
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A.3.2 Image processing.

Every subject image time series underwent bias �eld correction [Tustison 2010], fol-
lowed by linear alignment to the MNI reference space [Fonov 2009]. For each subject,
the follow-up images were independently rigidly aligned to the baseline. Both a�ne
and rigid transformations were performed with FSL Flirt [Jenkinson 2012].
Then, pairwise non-rigid registration between follow-up images and baseline was per-
formed with the LCC-LogDemons algorithm [Lorenzi 2013a]. A preliminary study
was realized on a set of 10 images - which were then discarded - to �nd the best
parameters for the registration algorithm (σelastic = 1.5, σfluid = 0.5, σLCC = 3).

A.3.3 Group-wise analysis.

Longitudinal analysis was separately performed on healthy and demented subjects.
We built group-wise maps of SSD and lJD (using the anatomical template of healthy
elderly population de�ned in [Lorenzi 2011]). Statistical di�erences between regional
predicted and measured intensities and log-Jacobian were assessed by paired t-tests.

A.4 Results

A.4.1 Interpolation of longitudinal trajectories

The results for the interpolation are visible on Figure A.2 and A.4. We see that for
the healthy and the AD groups, the interpolated and the measured images are very
similar, in terms of intensities, in most of the brain regions.
Di�erences are located in the ventricles (cf. Fig. A.3 A.). In particular for the
healthy group, the images are statistically di�erent (p < 0.05, paired t-test) in the
ventricles. This is not the case for the Alzheimer's group.
For the 2 groups, we observe few di�erences between the estimated volume changes
and the measured ones, reinforced by the fact that these di�erences are not statically
signi�cant (p > 0.05, paired t-test) in every region of the brain.
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Figure A.2: SSD : Group-wise mean SSD map for the interpolation and the extra-
polation. For both groups, the interpolated and extrapolated images are very similar
to the measured ones in terms of intensity. The main dissimilarities can be seen in
the ventricles with a higher dissimilarity for extrapolation.

Figure A.3: Interpolation: Group-wise mean values of the error on the intensities
(A.) and log-Jacobian (B.) for both interpolated and measured images, IPred and
IMeas, in 3 di�erent areas: whole brain, ventricles and hippocampi. (*: indicates
that there is a signi�cant di�erence (p < 0.05, paired t-test)). IPred and IMeas show
no signi�cant di�erence except for the intensity in the ventricles for the healthy
group.
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A.4.2 Extrapolation of longitudinal trajectories

Concerning the extrapolation, for the healthy and the Alzheimer's groups, the in-
terpolated and the measured images are very similar, in terms of intensities (Fig.
A.2), in most of the brain regions.
Statistical di�erences (p < 0.05, paired t-test) are located in the ventricles (cf. Fig.
A.5 A.). This area is characterized by a shift of the cerebrospinal �uid (CSF) and
white matter (WM) interface. The observed very high SSD is due to the high con-
trast between the low intensities of the CSF and the high intensities in the white
matter. In order to quantify this shift we study the displacement �eld orthogonal to
the ventricular border. The average error on the displacements in this zone is 0.257
mm which is less than 0.3 voxel. This might however be a negligible di�erence when
compared to the usual large ventricular expansion reported in longitudinal studies,
even for healthy subjects [Lehéricy 2007].
Concerning the map of the log-Jacobian di�erences between the extrapolated and
the log-jacobian obtained from non-linear registration, we observe that large di�er-
ences in the estimated volume changes are visible in the ventricles, temporal areas
and the frontal cortex. Even though this might be indicative of an acceleration
process of brain atrophy, we note that the regional quanti�cation of atrophy did
not show any signi�cant di�erence (p > 0.05, paired t-test) between the average
log-Jacobian values (cf. Fig. A.5 B.).

Figure A.4: lJD : Group-wise mean lJD map for the interpolation and the extrap-
olation. For both groups, the interpolated images are very similar to the measured
ones in terms log-jacobian. The extrapolated images are di�erent in the ventricles,
the temporal and frontal areas.
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Figure A.5: Extrapolation: Group-wise mean values of the error on the intensities
(A.) and log-Jacobian (B.) for both interpolated and measured images, IPred and
IMeas, in 3 di�erent areas: whole brain, ventricles and hippocampi. (*: indicates
that there is a signi�cant di�erence (p < 0.05, paired t-test)). IPred and IMeas show
no signi�cant di�erence except for the intensity in the ventricles for both groups.

A.5 Conclusion

We studied the accuracy of linear geodesic regression of SVF in describing anatom-
ical deformations estimated from past and future observations of brain MR. We
showed that trajectories generated by geodesic regression (interpolation or extrapo-
lation) are compatible with those obtained by longitudinal registration of the follow-
up images. In particular, we observed that the volume changes encoded by geodesic
regression are not statistically di�erent from those measured by non-linear regis-
tration. This result has important implications for the development and use of
SVF-based models of brain atrophy. An exception was found for the ventricles,
which showed to be characterized by an accelerated expansion not entirely captured
by the model. This is indicative of the presence of more complex dynamics of brain
evolution in those areas.
The results of this article are partial and further investigations should be performed
to be able to give a de�nitive conclusion. In addition to the presented indices,
segmentation-based measures could be used: the extrapolated brains and the refer-
ence brains should be segmented and overlaps indices (Dice, Jaccard...) should be
used to quantify the similarity.
Moreover, to show the advantage of the SVF-based extrapolation, we could exag-
gerate the deformations by a factor ten and compare the results between the SVF
based extrapolation and the direct multiplication of the deformation �eld. We could
thus show that with the SVF-based extrapolation the brain still has the structure
of a brain whereas with the other method the brain "explodes" (it no longer looks
like a brain).
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Beyond Volumetry in Longitudinal Deformation-Based
Morphometry: Application to Sexual Dimorphism during

Adolescence

Abstract: Analysing the progression of brain morphological changes in time series of

images is an important topic in neuroimaging. Although the development of longitudinal

databases has helped reducing the inter-individual variability, there still exist numerous

biases that need to be avoided when capturing longitudinal evolutions. Moreover, when

the intra-subject changes are very small with respect to the inter-subject variability it is

crucial to know if the available methods can capture the longitudinal change with no bias.

In most of the studies, these longitudinal changes are limited to scalar volumetric changes

in order to ease their analysis. However, one can observe that brain changes are not limited

to volumetry. In this multivariate case, the interpretation is more di�cult. This thesis

addresses these problems along three main axes.

First, we propose a longitudinal Deformation-based Morphometry processing pipeline

to robustly estimate the longitudinal changes. We detail the whole sequencing of the pro-

cessing steps as they are key to avoid adding bias. In addition to this contribution we

integrate a modi�cation to the non-linear registration algorithm by masking the similarity

term while keeping the symmetry of the formulation. This change increases the robustness

of the results with respect to intensity artifacts located in the brain boundaries and leads

to increased sensitivity of the statistical study on the longitudinal deformations. The pro-

posed processing pipeline is based on freely available software and tools so that it is fully

reproducible.

The second axis is dedicated to the evaluation of the accuracy and reproducibility of

our non-linear registration method in terms of volumetry. We compare our method to

three other popular volumetric longitudinal methods (segmentation-based and registration-

based). We use simulated ground truth and real data for which changes are small. We show

that registration based-methods are generally more accurate, consistent and reproducible

than the segmentation-based method FreeSurfer. We also notice that for high changes

(superior to 10%) registration-based methods highly under-estimate changes. Finally, we

show that log-Jacobian integration is equivalent to volumetry for changes less than 10 %

and that the numerical schemes used for its computation have no signi�cant in�uence.

Finally, we present a method to go beyond volumetry with the multivariate statistical

analysis of two groups by studying the whole three-dimensional deformation �eld. We pro-

pose to disentangle the group di�erences from the longitudinal population evolution. The

results are easily interpretable with respect to other existing methods. We apply the pro-

posed method to the study of sexual dimorphism during adolescence. Results show that at

14 years of age, there is no di�erence between females and males pre-frontal cortex and that

an important di�erentiation occurs during the two following years: at 16, girls' pre-frontal

cortex is in advance of around �ve months.

Keywords: Longitudinal images, Evaluation, Volumetric methods, Non-rigid registra-

tion, Processing pipeline, Multivariate statistics, Group comparison, Sexual dimorphism





Au delà de la volumétrie en morphométrie basée sur les
déformations : application au dimorphisme sexuel durant

l'adolescence

Résumé : L'analyse des changements morphologiques du cerveau dans des
séries temporelles d'images est un sujet important en neuroimagerie. Bien que le
développement des bases de données longitudinales ait aidé à réduire la variabil-
ité inter-individu, il reste encore de nombreux biais qui doivent être évités lors de
l'estimation des évolutions longitudinales. De plus, lorsque les changements intra-
sujets sont très faibles par rapport à la variabilité inter-sujet, il est crucial de savoir si
les méthodes existantes peuvent capturer sans biais les changements longitudinaux.
Dans la plupart des études, les changement longitudinaux sont limités à leur com-
posante volumétrique scalaire a�n d'en faciliter l'analyse. Cependant, les change-
ments cérébraux ne sont généralement pas uniquement volumétriques et dans ce cas
multivarié, l'interprétation est alors plus di�cile. Cette thèse adresse ces problèmes
en suivant trois axes principaux.

Premièrement, nous proposons une chaîne de traitement longitudinale reposant
sur la morphométrie à partir de déformations et ayant pour but d'estimer de manière
robuste les changements longitudinaux. A�n d'eviter de rajouter du biais, nous
détaillons tout l'enchaînement des étapes de traitement. En plus de cette contri-
bution, nous intégrons une modi�cation de l'algorithme de recalage non-linéaire
qui consiste à masquer le terme de similarité tout en conservant la symétrie de la
formulation. Cette contribution augmente la robustesse des résultats vis-à-vis des
artefacts d'intensité situés en bordure du cerveau et augmente ainsi la sensibilité de
l'étude statistique realisée sur les déformations longitudinales. Pour que la chaîne
de traitement proposée soit totalement reproductible, seuls des logiciels et outils
disponibles librement sont utilisés.

Le deuxième axe est dédié à l'évaluation de la précision et de la reproductibilité
de notre méthode de recalage non-linéaire en terme de volumétrie. Nous comparons
notre méthode à trois autres méthodes populaires pour la volumétrie en longitudi-
nal utilisant la segmentation et le recalage. Nous utilisons une vérité terrain simulée
et des données réelles pour lesquelles les changements sont faibles. Nous montrons
que les méthodes de recalage sont plus précises, cohérentes et reproductibles que la
méthode de segmentation FreeSurfer. On note aussi que pour des changements im-
portants (supérieurs à 10%) les méthodes de recalage sous-estiment très fortement
les changements. Finalement, nous montrons que l'intégration du log-jacobien est
équivalente aux changements de volume pour des changements inférieurs à 10% et
que les schémas numériques utilisés pour son calcul n'ont pas d'in�uence signi�ca-
tive.

Finalement, nous présentons une méthode pour aller au delà de la volumétrie
avec l'analyse statistique multivariée de deux groupes en étudiant le champ de dé-
formation tri-dimensionnel. Nous proposons de séparer les di�érences de groupe de



l'évolution longitudinale de la population. Les résultats sont facilement interpréta-
bles en comparaison d'autres méthodes existantes. Nous appliquons cette méthode
à l'étude du dimorphisme sexuel pendant l'adolescence. Les résultats montrent qu'à
14 ans il n'existe pas de di�érence entre le cortex préfrontal des garçons et celui
des �lles. Une di�érentiation importante s'opère cependant durant les deux années
suivantes : à 16 ans, le cortex préfrontal des �lles est en avance d'environ cinq mois.
Mots-clés : Images longitudinales, Evaluation, Méthodes pour la volumétrie, Re-
calage non-linéaire, Chaîne de traitement, Statistiques multivariées, Comparaison
de groupe, Dimorphisme sexuel
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