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Abstract 
 

The present document addresses, theoretically  and experimentally, the most relevant top- 
ics for Unmanned Aerial Vehicles (UAVs) in autonomous and semi-autonomous  naviga- 
tion. According with the multidisciplinary  nature of the studied problems, a wide range of 
techniques and theories are covered in the fields of robotics, automatic control, computer 
science, computer vision and embedded systems, among others. 

As part of this thesis, two different experimental platforms were developed in order to 
explore and evaluate various theories and techniques of interest for autonomous navigation. 
The first prototype is a quadrotor specially designed for outdoor applications and was fully 
developed in our lab. The second testbed is composed by a non expensive commercial 
quadrotor kind AR. Drone, wireless connected to a ground station equipped with the Robot 
Operating System (ROS), and specially intended to test computer vision algorithms and 
automatic control strategies in an easy, fast and safe way. 

In addition, this work provides a study of data fusion techniques looking  to enhance the 
UAVs pose estimation provided by commonly  used sensors. Two strategies are evaluated 
in particular, an Extended Kalman Filter (EKF) and a Particle Filter (PF). Both estimators 
are adapted for the system under consideration, taking into account noisy measurements 
of the UAV position, velocity and orientation.  Simulations show the performance of the 
developed algorithms while adding noise from real GPS (Global Positioning System) mea- 
surements. 

Safe and accurate navigation  for either autonomous trajectory tracking or haptic tele- 
operation of quadrotors is presented  as well. A second order Sliding Mode (2-SM) con- 
trol algorithm is used to track trajectories while avoiding frontal collisions in autonomous 
flight. The time-scale separation of the translational and rotational dynamics allows us to 
design position controllers by giving desired references in the roll and pitch angles, which 
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is suitable for quadrotors equipped with an internal attitude controller. The 2-SM control 
allows adding robustness to the closed-loop system. A Lyapunov based analysis probes the 
system stability. Vision algorithms  are employed to estimate the pose of the vehicle us- 
ing only a monocular  SLAM (Simultaneous Localization and Mapping) fused with inertial 
measurements. Distance to potential obstacles is detected and computed using the sparse 
depth map from the vision algorithm.  For teleoperation tests, a haptic device is employed 
to feedback information  to the pilot about possible collisions, by exerting opposite forces. 
The proposed strategies are successfully  tested in real-time experiments, using a low-cost 
commercial quadrotor. 

Also, conception and development of a Micro Aerial Vehicle (MAV) able to safely 
interact with human  users by following them autonomously, is achieved in the present 
work. Once a face is detected by means of a Haar cascade classifier,  it is tracked applying 
a Kalman  Filter (KF), and an estimation  of the relative position with respect to the face 
is obtained at a high rate. A linear Proportional Derivative (PD) controller regulates the 
UAV’s position in order to keep a constant distance to the face, employing as well the extra 
available information from the embedded UAV’s sensors. Several experiments were carried 
out through different conditions, showing good performance even under disadvantageous 
scenarios like outdoor flight, being robust against illumination changes, wind perturbations, 
image noise and the presence of several faces on the same image. 

Finally, this thesis deals with the problem of implementing  a safe and fast transporta- 
tion system using an UAV kind quadrotor with a cable suspended load. The objective  con- 
sists in transporting the load from one place to another, in a fast way and with minimum 
swing in the cable. An Interconnection and Damping Assignment-Passivity Based Control 
(IDA-PBC) for the system of interest is successfully implemented and tested in real time 
experiments.   The use of this control  technique avoids the use of an extra sensor for the 
swing angle measurement. An experimental platform composed by a quadrotor equipped 
with a rigid rod with two degrees of freedom in the joint, is developed. UAV navigation is 
achieved via monocular vision. 
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Résumé 
 
 
 
 

Ce travail porte, de façon théorétique et pratique, sur les sujets plus pertinents autour des 
drones en navigation autonome et semi-autonome.   Conformément  à la nature multidis- 
ciplinaire  des problèmes étudies, une grande diversité  des techniques et théories ont été 
couverts dans les domaines de la robotique, l’automatique, l’informatique,  la vision par 
ordinateur et les systèmes embarques, parmi outres. 

Dans le cadre de cette thèse, deux plates-formes  expérimentales  ont été développées 
afin de valider la théorie proposée pour la navigation autonome d’un drone. Le premier 
prototype, développé au laboratoire, est un quadrirotor spécialement conçu pour les appli- 
cations extérieures. La deuxième plate-forme  est composée d’un quadrirotor  à bas coût du 
type AR.Drone fabrique par Parrot. Le véhicule  est connecté sans fil à une station  au sol 
équipé d’un système d’exploitation  pour robots (ROS) et dédié à tester, d’une façon facile, 
rapide et sécurisé, les algorithmes de vision et les stratégies de commande proposés. 

Les premiers travaux développés ont été basés sur la fusion de donnés pour estimer 
la position du drone en utilisant  des capteurs inertiels  et le GPS. Deux stratégies ont été 
étudiées et appliquées, le Filtre de Kalman Etendu (EKF) et le filtre à Particules  (PF). 
Les deux approches prennent en compte les mesures bruitées de la position de l’UAV, 
de sa vitesse et de son orientation. On a réalisé une validation  numérique pour tester la 
performance  des algorithmes. 

Une tâche dans le cahier de cette thèse a été de concevoir d’algorithmes  de commande 
pour le suivi de trajectoires ou bien pour la télé-opération.  Pour ce faire, on a proposé une 
loi de commande basée sur l’approche  de Mode Glissants à deuxième ordre. Cette tech- 
nique de commande permet de suivre au quadrirotor  de trajectoires désirées et de réaliser 
l’évitement des collisions  frontales si nécessaire. Etant donné que la plate-forme A.R.Drone 
est équipée d’un auto-pilote  d’attitude,  nous avons utilisé les angles désirés de roulis et de 
tangage comme entrées de commande.  L’algorithme  de commande proposé donne de la 
robustesse au système en boucle fermée. 

De plus, une nouvelle technique de vision monoculaire  par ordinateur a été utilisée pour 
la localisation d’un drone. Les informations  visuelles sont fusionnées avec les mesures 
inertielles du drone pour avoir une bonne estimation de sa position.  Cette technique utilise 
l’algorithme PTAM (localisation parallèle et mapping), qui s’agit d’obtenir un nuage de 
points caractéristiques dans l’image  par rapport à une scène qui servira comme repère. Cet 
algorithme n’utilise pas de cibles, de marqueurs ou de scènes bien définies.  La contribution 
dans cette méthodologie  a été de pouvoir  utiliser  le nuage de points disperse pour détecter 
possibles obstacles en face du véhicule. Avec cette information  nous avons proposé un 
algorithme de commande pour réaliser l’évitement  d’obstacles.  Cette loi de commande 
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utilise les champs de potentiel pour calculer  une force de répulsion qui sera appliquée 
au drone. Des expériences en temps réel ont montré la bonne performance du système 
proposé. 

Les résultats antérieurs ont motivé la conception et développement d’un drone capable 
de réaliser en sécurité l’interaction  avec les hommes et les suivre de façon autonome. Un 
classificateur  en cascade du type Haar a été utilisé  pour détecter le visage d’une personne. 
Une fois le visage est détecté, on utilise  un filtre de Kalman (KF) pour améliorer la détection 
et un algorithme pour estimer la position relative du visage. Pour réguler la position du 
drone et la maintenir  à une distance désirée du visage, on a utilisé une loi de commande 
linéaire. Plusieurs testes pratiques ont été réalisés sur différents  conditions  de luminosité 
(intérieur et extérieur).  Ils ont montré la bonne performance du système même dans de 
scénarios désavantageux comme le vol à l’extérieur  et même en présence de changements 
importants de luminosité, de vent, de bruit dans l’image,  et la présence de plusieurs visages 
dans la même image. 

Le dernier travail  dans cette thèse est lié au problème de transporter un objet connecte 
par câble à un quadrirotor. L’objectif était de transporter rapidement la charge avec un 
minimum d’oscillations du câble. La commande IDA-PBC basé sur la passivité  a été avec 
succès mise en œuvre dans la plate-forme et validée en temps-réel avec des résultats très 
satisfaisants. L’utilisation de cette technique permet d’éviter  l’inclusion d’un capteur sup- 
plémentaire pour la mesure de l’angle  du câble. De plus pour réaliser les tests, nous avons 
modifié notre plate-forme avec une articulation  rigide avec deux degrés de liberté.  La lo- 
calisation du drone a été réalisée par vision monoculaire. 
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Chapter 1 
 

 
 
 

Introduction 
 

 
 
 
 

“Once you have tasted flight, you will forever walk the earth with your eyes turned 

skyward, for there you have been, and there you will always long to return.” 

Leonardo da Vinci 
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This chapter offers  a brief introduction about the problematic and motivation  of this 

thesis work, and is structured  as follows: in section 1.1 a small state of the art with a 

review of the most impressive recent results for UAVs is given. It is followed by a general 

introduction of the dynamic model of a quadrotor  in section 1.2. Then, in section 1.3 the 

general and specific objectives are established.  Finally, in section 1.4 the main obtained 

contributions  are listed. 

 
 
 

1.1   State of the art 
 
 

From the beginning of the times, humans have lived admiring the ski, dreaming about con- 

quering it imitating the gracious movements of birds. Even before that the development of 

the science and technology allowed to build artifacts able to fly carrying a man, a special 

type of flying machines was conceived, the Unmanned Aerial Vehicles. At their first steps, 

nobody imagined all their huge potential in all kind of application, but later on, with the 

fast growing of robotics, computer science, electronics, aerodynamics, automatic control, 

etc., those flying machines became more and more autonomous, until evolve to the sophis- 

ticated flying robots that can be found today. Specially in the last decades, UAVs attracted 

great attention from research centers and enterprises all over the world, to be employed in 

missions of exploration, remote surveillance, patrolling, search and rescue, transportation, 

among many others. Despite the big effort and large progress achieved with this kind of 

systems, their study continues to be an exiting research field where new open problems 

emerge where others are solved, and there is still a huge set of possibilities to be explored. 

This have motivated the present work. 

The design of new aerial machines is amazingly evolving to complex bio-inspired  flying 

robots with ultralight weight, improved aerodynamic qualities and extreme agility.  It is 

enough to look at the bionic gamma of new developed technologies by Festo, including the 

SmartBird [4] and the BionicOpter  [1], two outstanding UAVs inspired in the herring gull 

and the dragonfly, respectively, which prove the huge potential still to be explored in the 

field of UAVs. 

However, in this work we are more interested in four rotor rotorcrafts,  also known as 
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quadrotors, since their rotor’s configuration produces cancellation of the reactive torques, 

considerably simplifying  their analysis and control. Also, they are suitable for vertical take 

off and landing,  as well as hovering,  making  them a good choice for maneuvering in small 

spaces or performing high precision tasks. 

More in detail, this work deals with the general problem of autonomous navigation 

for UAVs type quadrotor in outdoor missions with corrupted GPS data or no GPS at all. 

Then two main challenges arise as summarized in Table 1.1, the state estimation, specially 

for localization in GPS denied scenarios, and the robustness of the control laws against 

perturbations. 

For the first problem, three different  approaches are considered according to the appli- 

cation and particular conditions, first of all two data fusion techniques are studied for the 

case of corrupted GPS measurements.  The idea is to take advantage of the information 

from commonly  used embedded sensors, such as optic flow sensors for translational speed 

estimation,  inertial  sensors for orientation  and angular speed, and ultrasounds and air pres- 

sure sensors for altitude measurement, to improve the localization  despite measurement 

noise and uncertainties.  The second approach consists in the use of computer vision tech- 

niques for pose estimation  with respect to a fixed scene in GPS denied environments,  in 

special, the so-called PTAM algorithm is considered. The main constrains are to be limited 

to a small  and fixed scene and the expensive required computations.  The third proposed 

solution  stands for special missions where the real interest is to locate the UAV with respect 

to a specific object of interest, for example a moving target, then only a relative position is 
 

 
 

Autonomous Navigation
State Estimation
(Localization GPS) 

* Data Fusion
(IMU / OF / GPS / altitude) 

* Monocular Vision (PTAM) 
 

 

* With respect to a target 

- Uncertainties, measurement 
noise 

- Fixed scene, expensive 
computations 

- Relative position 
Robustness against 
Perturbations 

* Wind 
* Payload 

- Unknown
- Oscillations 

Haptique Tele-Operation 
 

Table 1.1: Problem statement. 
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obtained. 
 

As for the second problem of robustness on the control  strategies against external per- 

turbations, two main cases are considered.  The first deals with perturbations produced by 

external forces, produced by the wind for example, that are unknown  to the system and 

hard to predict. The second deals with perturbations steaming from the system itself, as 

for the case of transporting an extra payload attached by a cable, introducing  undesired 

oscillations. 

Then, four applications are developed combining  the different studied solutions accord- 

ing to the particular needs. First, collision-free  navigation is accomplished using monocu- 

lar vision localization with respect to a fixed scene along with a second order sliding mode 

trajectory tracking control robust against perturbations,  and potential  fields for collision 

avoidance. Due to the complexity of a complete solution for fully autonomous navigation, 

an alternative operation mode is proposed for semi-autonomous  tele-operation  assisted by 

a haptic device, able to return forces to the human pilot, again the monocular vision lo- 

calization is employed.  The third application consists in detect and track a mobile object 

using relative localization by means of a camera. Last but not least, a transportation system 

composed by a quadrotor  and a cable suspended payload  is proposed, applying passivity 

based techniques to deal with the cable swing. 

The recent research effort focused on quadrotors has produced quite impressive results, 

including  aggressive flight [53, 52], collaborative constructions [10, 50], dancing drones 

[11], swarms [47], fault recovery [56], or even ball throwing and catching [63]. However, 

these applications are constrained to the use of an expensive external motion capture system 

for the vehicle localization. 

The challenge to overcome this hard constrain, consists in localizing the vehicle only 

from its own embedded sensors (usually limited to inertial information, altitude sensors and 

a camera) and robustly  navigate on unknown  environments under disadvantageous condi- 

tions, with possible external perturbations and sensor failures. This becomes even harder 

using inexpensive hardware with inaccurate and noisy sensors, delayed signals and limited 

processors. Therefore, navigation in unstructured and GPS denied environments  contin- 

ues to be an open research problem  of great interest, however, excellent progress can be 
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found on the literature about this issues based on solving the Simultaneous Localization 

and Mapping (SLAM) problem, or using robust state estimators, or a combination  of both. 

A particularly interesting technique arises from the Parallel Tracking and Mapping (PTAM) 

algorithm [46], originally conceived for Augmented Reality (AR) applications and success- 

fully extended to UAVs using either an expensive full embedded platform [7], or a low-cost 

commercial quadrotor and an external computer [28, 29]. 

Finally, other prominent applications consist in extending the UAVs capabilities to in- 

teract and manipulate  their environment. In order to do so, it is required to introduce 

additional actuators like manipulator  arms to handle objects [41], or to perch-and-stare, 

just like birds, considerably saving energy [27]. Moreover, it is even possible to equip the 

drone with two leg mechanisms in order to climb walls [26]. 

 
 
 

1.2   Quadrotor Dynamic Model 
 
 

The dynamic model of a quadrotor have been widely  studied and can be obtained from dif- 

ferent methods, being the most important the Euler-Lagrange formalism [20] and Newton’s 

second law [40], [44]. Furthermore, there exist several variants for discrete-time [38], or 

applying a quaternion representation to avoid singularities [74]. For more details about the 

model of this and other flying machines, it is recommended to review some of the classic 

books in aerodynamics [30], [65]. 

For this work, we consider the dynamic model for a quadrotor by means of the Newton- 

Euler formalism, for this, the quadrotor  can be represented as a rigid body in space with 

mass m and inertia matrix  J, subject to gravitational  and aerodynamic forces. Let us con- 

sider an inertial coordinate frame I = {X Y Z}, fixed to the ground and a body fixed coor- 

dinate frame, B = {e1, e2, e3}, see Fig. 1-1. Then consider the vectors 
 
 

ξ = [x y z]T (1.1) 
 

 

Φ = [φ θ ψ ]T (1.2) 
 

which stand for the position of the center of gravity, with respect to the inertial frame I, and 
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Figure 1-1: Quadrotor in an inertial reference frame. 
 
 
 
 
the Euler angles roll, pitch and yaw, respectively.  The motion equations are given by the 

 

Newton-Euler equations in the inertial frame I [44] 
 
 

mξ̈ = T Re3 ­ mge3  (1.3) 
 
 

JΩ̇ = ­ΩxJΩ + Γ  (1.4) 
 

where T ∈ ℜ+ is the total thrust of the motors, g defines the gravitational  constant and Γ ∈ 
ℜ3 describes the control torque defined in the body fixed frame B. e3 = [0 0 1]T represents 

the third axis in the body frame B.  R ∈ SO(3) : B → I introduces the rotational matrix 
 

from the body frame to the inertial frame, and using the short notation: sα = sin α , cα = 
 

cos α , tα = tan α , it is given by 
 

� 
cψ cθ ­sψ cφ + cψ sθ sφ  sψ sφ + cψ sθ cφ  

�
 

R = 
� � 

 
 
 

(1.5)
 

� sψ cθ cψ cφ + sψ sθ sψ  ­cψ sφ + sψ sθ cφ  � � � 
­sθ  cθ sφ  cθ cφ 
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�Ω = �

i

 

 
 
 

Figure 1-2: Forces and torques produced by the rotors. 
 
 
 
 
 
 
 

Ω = [ p q r]T  represents the angular velocity  in the body frame B. Ωx stands for the skew 

symmetric matrix such that Ωxυ = Ω ×υ is the vector cross product. The kinematic  relation 

between the generalized velocities Φ̇ = (φ̇ , θ̇ , ψ̇ ) and the angular velocity Ω is given by [65] 
 

� 
1 0 ­sθ 

� 
� 0 cφ cθ sφ 
� 

0  ­sφ cθ cφ 

� 
 

� 
Φ̇ � � 

 
 
 

(1.6) 

 

 

For the particular  case of the quadrotor, each pair of face-to-face rotors spins in a different 

sense, neutralizing  the reactive torques, as illustrated  in Figure 1-2. Then, rotation along 

each axis is produced by increasing one motor’s speed while decreasing the opposite one. 

The thrust fi generated by the rotor i = 0, 1, 2, 3 is 

 

fi ≈ ω 2km (1.7) 
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l ­l l ­l

l ­l ­l l 

b b ­b ­b

1 1 1 1

�
θτ 1

� � f2

with ωi as the rotational  speed of the motor i and the constant km dependent of the propellers 

shape and the air density, among others. The force T and the torque vector Γ are the inputs 

of the system and are produced by the total sum of the thrusts and the differential  thrust 

produced by the rotors, respectively,  such as 
 

� 
τφ   

� �
 

� � � � � � � � � 

� � � 
f0 

� � � � � 
f 

� � � � � � = � � � � (1.8) 
� τψ  

� �
 � � � 

T 

� � � � � � � � � 
f3 

 

 

with l and b being constants that represent respectively  the distance from a motor  to the 

gravity  center and the relation between the rotational  speed and the torque from each rotor. 
 

 
 

1.3   Objectives 
 

 
General objectives 

 

 

In general, UAVs autonomous navigation continues to be an open and exiting problem, 

hence, the general aim of this thesis is to deal with the ultimate and most important the- 

oretical and practical challenges arising from UAVs autonomous navigation in hazardous 

situations. 

Other important related objectives may be: 
 

 

· Study and fully understand the dynamic model and operating principles of UAVs, in 

particular quadrotors. 
 

· Conceive and develop new useful and interesting applications for UAVs. 
 

· Ameliorate the UAVs perception and capabilities, to increase the level of autonomy. 

 

· Enhance the human users experience by providing them important information and 

increasing the level of interaction with the flying robot, for the case where autonomous 

navigation is infeasible. 
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· Ensure the system’s robustness and security. 
 
 
 

Particular objectives 
 

 

Inside the general objective, two main problems in special are to be confronted,  through 

various approaches. On the one hand, localization  in GPS denied environments.  On the 

other hand, to add robustness against uncertainties  and perturbations  presents in outdoor 

flight. Then, the particular objectives according to each problematic  are as follows: 

 

· Face the localization  problem in GPS denied environment.  Look through different 

alternatives and find the best solution according to the desired application. 
 
 

– Fusion information from commonly used sensors to obtain a good pose estima- 

tion. 
 

– Exploit the great potential of computer vision techniques to enhance the drones 

perception and capabilities. 
 

· Accomplish outdoor flight, considering measurements errors and the weather condi- 

tions, such as wind. 
 
 

– Navigate in unknown unstructured scenarios, detecting and avoiding possible 

obstacles. 
 

– Design and implement new control strategies, robust against uncertainties and 

external perturbations. 
 

 
 

1.3.1   Practical objectives 
 

 

Besides, the practical objectives are: 
 
 

· Implement and validate the proposed algorithms in real-time experiments. 

 

· Design and construct a quadrotor conditioned for outdoor flight. 
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1.4   Contributions 
 
 
This thesis covered a wide variety of problems involved in different UAVs applications, giv- 

ing place to some interesting practical and theoretical contributions.  The most relevant of 

those contributions  are classified according to the respective application and listed bellow: 

 
 
 

Collision free navigation and teleoperation: 
 

· Different  powerful  tools were assembled and adapted to obtain  a working solution 

for either autonomous trajectory tracking or semi-autonomous teleoperation.  This 

includes extending the use of the PTAM algorithm to detect and avoid collisions, 

without extra expensive calculations or sensors. 
 

 

· A high order sliding mode, robust against perturbations and uncertainties, was pro- 

posed and successfully validated in real time experiments, for quadrotors autonomous 

trajectory tracking. 
 

 

· A simple but effective strategy for avoiding frontal collisions  was developed. This 

allows to improve the safety of the system, without extra expensive computations, 

using already available information. 
 
 

 
Face follower UAV: 
 

· An innovative  application  was conceived and successfully implemented:  the face 

follower UAV. It integrates several useful techniques and tools to offer a solution  to 

all the involved problems. 
 

 

· An algorithm to estimate the distance between the face and the camera is developed 

from the size of the detected face on the image. 

 

· A complete computer vision algorithm was developed to detect and track a face de- 

spite the presence of noise and uncertainties. 
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· A real time relative position control algorithm is proposed for an UAV following 
 

a moving  object with unknown dynamics, including  the observation of the missing 

state. 

 
 

1.4.1 Data fusion 
 

· Two data fusion algorithms, for localization  under bad GPS conditions, are proposed 

and studied through simulations, the EKF and the PF. 
 

 
 

Swing-free transportation system: 
 

· A practical implementation is accomplished for a transportation system using a quadro- 

tor with a cable suspended payload, using passivity  based techniques to minimize the 

swing angle oscillations without a direct measurement from it. The proposed solution 

utilize monocular vision techniques for precise localization  and is not constrained to 

any external motion capture system. 
 

 
 

Practical contribution: 
 

· Two different experimental platforms were developed for this thesis. The first was 

completely developed in our lab and was designed for outdoor flights. The second 

continues and extends the work in [28] to employ a commercial quadrotor connected 

by Wi-Fi to a ground computer with ROS, in order to test in a fast and safe way new 

control  laws and vision  based algorithms. 
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Chapter 2 
 

 
 
 

Experimental Platforms 
 

 
 
 
 

The huge variety of applications for UAVs and the growing market around them, have pro- 

duced an emerging industry specialized in drones. All kind of products related to UAVs are 

easily found on the market trough a wide range of prices and requirements, from actuators, 

sensors and micro-processors particularly  adapted to the needs of flying robots, to powerful 

software packages commonly  released as open source, until complete solutions for a spe- 

cific application.  This offers a lot of different options to accomplish certain task, either by 

constructing your own drone or using an already available one. From the research point of 

view, on the one hand, building your own UAV is an excellent way to really understand how 

does such systems work, not to mention all the technique skills and experience that will be 

earned.  But this comes at the cost of time and big effort to reproduce something already 

existing. On the other hand, technologies involved in UAVs advance at a vertiginous  speed, 

and is already hard to keep pace of it and using an available commercial drone allows to 

focus on the most interesting new research topics on the field. 

As part of this work, two different experimental platforms were developed, in order 

to explore and evaluate the different  theories and techniques of interest for autonomous 

navigation.  The first prototype is a quadrotor specially  designed for outdoor applications 

and was fully developed in our lab. The second testbed is composed by a non expensive 

commercial quadrotor type AR. Drone, connected to a ground station via wireless commu- 

nication and particularly  intended to test computer vision algorithms and automatic control 

strategies in an easy, fast and safe way. 
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Figure 2-1: Quadrotor in flight. 

 

 
 
 
 
 
 

2.1 Conception and Development of a Four Rotor Rotor- 

Craft for Autonomous Outdoor Navigation 
 

 
 
 
 

Figure 2-1 shows the quadrotor conceived and constructed for this thesis work. It was spe- 

cially designed for autonomous outdoor applications and therefore, it was equipped with 

the necessary sensors, actuators, communication devices and processor for fully embedded 

control. Such a platform  includes the development of a ground station for real time mon- 

itoring and online parameter tuning. The main components of this experimental setup are 

illustrated in Fig. 2-2 and will be briefly presented in the following. 
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Figure 2-2: Quadrotor main components. 
 
 
 
 

2.1.1   UAV Embedded Components 
 
 
The aluminum and carbon fiber structure of a QuadroKopter  from Mikrokopter is chosen 

along with four brushless electric motors kind robbe ROXXY BL 2827-35.  They are con- 

trolled by four drivers using Power Width Modulation (PWM). This configuration  has a 

total payload of approximately 2Kg, and is suitable in size and weight for outdoor missions 

where wind perturbations demand bigger drones fro robustness, and environment  uncer- 

tainties require heavier equipment. This structure is augmented with a protection, designed 

and constructed in our lab using carbon fiber sticks and small plastic pieces made with the 

help of a 3D printer. This is important to guarantee safe operation close to humans and add 

robustness against crashes. 

For processing the sensors signals, computing  the control  laws and the actuators man- 

agement,  a Digital Signal Processor (DSP) kind tsm320f2812 from Texas Instruments  is 

employed [5].  Its main characteristics are summarized in Table 2.1, where its computa- 

tional speed of 150MH z and small size of 25.4mm × 25.4mm are appropriated for this kind 



For the altitude measurement, a Maxbotix LV-EZ4 ultrasonic range finder pointing to the
 

ground is used. It generates analog signals proportional to the distance to the ground in a
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Frequency 150KHz
CPU 32-bit

Input voltage 3.3V
RAM 36KB
Flash 256KB
PWM 16

CAP/QEP 6/2
ADC 1 16-Ch 12-Bit
SCI 2
SPI 1

CAN 2
Timers 3 32-Bit
GPIO 56

 
 

Table 2.1: DSP main features. 
 
 

of applications. It is programmed in C language for automatic attitude stabilization  using a 

linear Proportional Derivative (PD) controller. 

A battery Pro-Tronik of 6000mAh powers the flying vehicle and allows a time flight of 

about 15 min. The overall system weights about 1.38Kg including the battery of 0.46Kg, 

and has a size of 61cm × 61cm, considering the protection structure. 
 

The Inertial Measurement Unit (IMU) is certainly  the most important  sensor, since it 

provides estimation of the attitude and angular velocities, which are vital for the UAV stabi- 

lization. It is normally conformed by three axis accelerometers and gyroscopes to measure 

linear accelerations  and angular  speeds, respectively,  as well as a magnetometer.    From 

those measurements it estimates the orientation  and angular speed, usually applying  an Ex- 

tended Kalman Filter. In this case the MicroStrain 3DS-GX3-45 IMU is used due to its high 

performance. It provides the required information  to the DSP via serial communication at a 

rate up to 150H z. Furthermore,  it includes a GPS fused to the inertial information, with an 

EKF in a loosely coupled scheme. However, this comes at a very expensive price, hence it 

is advised to have a separate GPS and IMU sensors for future implementation. Alternative 

solutions, cheaper but still adequate, can be easily found on the market and should be used 

to reduce the economic cost. 
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range from 15.24cm to 645cm and a resolution within 2.54cm. Note that this is only useful 

for mostly flat ground surfaces. An Analog to Digital Converter (ADC) is used in the DSP 

to read the altitude signal, nevertheless, it results in a very noisy measurement, reason why 

a low-pass  recursive  filter type Chevishev I was implemented.  As for the altitude speed, 

it is estimated by means of a Luenberger  observer.   Similar techniques  are used for the 

other experimental platform and will be explained in detail in section 5.4.2. Both altitude 

measurement and estimated altitude speed are used for automatic altitude regulation using 

a PD control implemented in the DSP, along with automatic take-off and landing routines. 

Other sensors are envisioned  to be added to this system in order to extend and improve 

its characteristics.  For example, a pressure sensor can be used to estimate the altitude in a 

wider range. Also, visual feedback with a video camera is always desired, and can be used 

to implement computer vision algorithms. Finally, an optic flow sensor can provide  the 

UAV with translational speed estimations to complement  the GPS information and improve 

the system localization. 

Communication to the ground station is achieved with two wireless communication 

modules XBee pro, one embedded on the quadrotor and the other connected to a ground 

computer using serial communication.  The UAV sends important information of its status 

to the ground station at a rate of 100H z, such  as its attitude,  position  and other sensor 

measurements for ground monitoring.  Meanwhile, the ground station computer sends high 

order commands on demand, for taking-off and landing, changing the operation mode or 

switching through different control laws, as well as modifying online the control parameters 

and references, or even more, for manual piloting  the drone using a joystick. 

 
 

 
2.1.2   Ground Station 

 
 

Finally, a Graphical User Interface (GUI) was particularly  designed and implemented for 

this platform,  using the Qt libraries in C + + language on a ground computer  running  a 

linux based Operative System (OS). It is composed by three main tabs depicted in Figures 

2-3 to 2-5. The first one on Fig. 2-3 is intended for tuning online the control parameters and 

references. This powerful tool aids enormously the control design and calibration process. 
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Figure 2-3: Real time parameter tuning. 
 
 

 
 

Figure 2-4: Real time plots. 
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Figure 2-5: GPS localization with Google Maps. 
 

 
 
 

In addition, high level commands can be given from this tab, such as automatic  take-off 

and landing, besides the option for save the flight data to a file compatible with MATLAB. 

The next tab (Fig. 2-4),  has as purpose to display in real-time plots of the information of 

interest for monitoring the performance of the system.  The third tab (Fig. 2-5) offers an 

useful graphic application to localize the drone in real-time with Google Maps, using the 

GPS information. Such GUI provides  an easy and friendly way to control, monitor and 

adjust the behavior of the system. 

 
 

 

2.2 Integration of Available Technologies for a non Expen- 

sive Navigation Testbed on ROS 

 

Fixing a “homemade”  quadrotor is a time consuming and expensive task, because of the 

high cost and fragility of the sensors and other electronic  components embedded on the 

UAV. In addition, evaluating new algorithms results to be a risky mission where the ex- 
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Figure 2-6: Navigation testbed on ROS. 
 

 
 
 

perimental platform is continuously in danger of falling and crashing due to bugs in the 

implementation or to a bad parameter tuning.  Henceforth,  a second experimental  platform 

was built to reduce the implementation  time and economic cost. It is conformed by an in- 

expensive commercial quadrotor type AR.Drone, wireless connected to a ground computer 

where all the extra computations are executed using the middleware  ROS, as illustrated  in 

Figure 2-6. Such a testbed follows and extends the ideas presented in [28], and offers an 

excellent alternative for fast and safe validation  of new proposed control strategies, state 

observers and computer vision algorithms. 

 
 
 

2.2.1   Commercial Quadrotor 
 

The AR.Drone is a well-known  non expensive commercial quadrotor (price≈ $300), which 

can be used safely close to people and is robust to crashes.  It measures 53×52cm  and 

weights 0.42Kg. It is equipped with three-axis gyroscopes and accelerometers, an ultra- 

sound altimeter,  an air pressure sensor and a magnetic  compass.  Also, it provides video 
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streams from two cameras, the first one is looking downwards with a resolution  of 320×240 
 

pixels at a rate of 60fps, and is used to estimate the horizontal velocities with an optic flow 

algorithm.  The second camera is looking forward, with a resolution  of 640×360 at 30fps, 

and is used for the monocular vision algorithms. 
 

However, neither the software nor the hardware can be modified  easily from the AR. 

Drone. It includes an internal on-board autopilot to control roll, pitch, altitude velocity and 

yaw rotational  speed (φ , θ , ż and ψ̇ ), according to external references. These references 

are considered as control  inputs and are computed and sent at a frequency of 100 Hz. All 

sensor measurements are sent to a ground station at a frequency  of 200 Hz, where vision 

localization  and state estimation algorithms are calculated in real-time on ROS. 

 
 

2.2.2   Ground Station 
 

 

A ground computer is responsible for recovering the drone’s information, real-time moni- 

toring the system state, online parameter tuning, compute the control laws, state observers 

and computer vision algorithms,  as well as giving high level commands and switch be- 

tween the different  operation modes, among others. In order to do so, it is used the Robot 

Operative System, better known  as ROS. ROS is as set of open source libraries and tools that 

help to buid robot applications, from drivers to the last developed algorithms,  with pow- 

erful developer tools. It serves as a middleware  to assist the different programs, so-called 

nodes, to interact and communicate among themselves and the operative system, by means 

of messages and services.  As can be appreciated in Figure 2-6, the main nodes utilized  in 

this work are: 
 

· AR.Drone driver node: This node is in charge of communicating with the AR.Drone 

via Wi-Fi. Here, information from the quadrotor  embedded sensors is recovered at a 

rate of 200H z, as well as the video streams from  the two attached cameras. Also,  this 

node controls the drone by sending the desired references to the internal autopilot, 

along with take-off and landing commands. 
 

· Tum_ardrone  state estimation node [28]: It applies the PTAM algorithm to esti- 

mate the quadrotor pose with respect to a visual scene (further  details are given in 
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chapter 3). 
 

· Trajectory generator node: This is used to provide time varying trajectories to be 

used as desired position  references. 
 

· Trajectory tracking node: In this node are computed the trajectory tracking control 

strategies.   This node is of particular interest for this work, since from here it is 

possible to easily modify the control laws or implement new ones. 
 

· Joystick node: Manual piloting the UAV is also possible through this node, for 

security reasons, in case of a system failure or simply to give high level commands 

like take-off and landing. 
 

· Haptic node: It allows an alternative operation mode for assisted teleoperation with 

force feedback. 
 

· Plots node:  The rqt_plot node provided with ROS facilitates the monitoring  task, 

vital for most mobile robot applications. In it, it is possible to easily plot in real time 

any available variable. 
 

· Parameters tuning node: Online parameter tunning is possible thanks to the 
 

rqt_reconfigure node included with ROS. 
 
 
Those nodes represent the basic operation of the testbed. However, other nodes can be pro- 

gramed and easily added to the system to expand or even substitute some of the described 

nodes, depending on the application  and desired behavior of the system. For example, 

for the face follower application  presented in chapter 5, different  nodes were developed 

according to the problem. 

 
 

2.2.3   Haptic Teleoperation 
 

 

A different  operation mode is allowed for haptic assisted teleoperation.  It consists in a 

semiautonomous navigation mode where the user gives angular references to the internal 

autopilot on the quadrotor through an haptic device. Such a device  is able to assist the 
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Figure 2-7: Quadrotor simulator for ROS. 
 
 
 

human operator by feeding back essential information  for safe operation. In this case, 

feedback force is used to prevent about possible frontal  collisions,  as it will be discussed 

in chapter 4.3.2. For this matter, the low-cost Novint Falcon haptic device is employed. 

It consists of a three degrees of freedom haptic interface in a delta configuration,  able to 

feedback forces up to 8.9 N to a human operator. Its touch workspace is about 10 × 10 × 10 

cm, with a resolution bigger than 400 d pi. An algorithm to connect this haptic device with 

the vision algorithm was developed in order to improve the flying experience. 
 

 
 
 

2.2.4   Simulator 
 
 

A Gazebo based simulator  for the AR. Drone  as showed in Figure 2-7, also available  as 

open source software for ROS, was employed  to safely test the proposed algorithms  in a 

realistic way, before using the real quadrotor. Also, it provides a decent approximation  of 

the optimal values for the parameters involved,  helping the final tuning in the real platform. 
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2.3   Motion  Capture  System for Validation 
 

An Optitrack/TrackingTools motion capture system serves for validation in some of the 

realized experiments, providing  accurate information of the localization and orientation of 

a rigid object which is used  as “ground truth”.  It is composed by 12 infrared  cameras 

Prime 13 with a resolution  of 1.3 MP (1280 × 1024) and a frame rate of 240 F PS, to detect 

the infrared light reflected by special spherical markers attached to the body of interest. 

The TrackingTools software is able to determine the pose of the object with a precision 

within millimeters, if at least three cameras detect the same three markers.  The obtained 

data is sent at 120 H z using the VRPN (Virtual Reality Peripheral Network) protocol. It is 

important to remark that this motion capture system is used only to compare our results and 

validate them, but in any case our proposed experimental  setup depends or is constrained 

to it, hence, we are able to easily reproduce our experiments in a wide range of different 

environments, indoor and outdoor. 
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Chapter 3 
 
 
 
 

UAV Data Fusion for Localization 
 

 
 
 
 
 
 
 

This chapter presents a study  of data fusion techniques, in the search of enhancing the 

UAVs pose estimation provided by commonly  used sensors. Two strategies are evaluated 

in particular, the Extended Kalman filter and the Particle filter. Both estimators are adapted 

for the quadrotor system, taking into account noisy measurements of the UAV position, 

velocity and orientation.  Simulations show the performance of the developed algorithms 

while adding error from real GPS measurements. 
 

 
 
 

3.1   Introduction 
 
 
Quadrotors have gained great relevance in the last years thanks to their huge potential in 

many civilian and military applications, in a cheap way and without risking human lives 

in dangerous situations.  Some of these applications  are exploration,  surveillance,  search 

and rescue, package deployment  and video recording, among others. Several stabiliza- 

tion and trajectory tracking control laws have been proposed for this kind of systems and 

validated through simulations and experiments in indoor applications, relying on a good 

measurement of the position and velocity. To cite some examples, [20] proposes an atti- 

tude stabilization control strategy for hover flight using nested saturations, while in [80] a 

sliding mode approach is used to accomplish position control of a quadrotor.  In [38] a tra- 
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jectory tracking control by means of a discrete time feedback linearization  control scheme 

is proposed. 

However, big effort is still required to achieve autonomous flight for outdoor appli- 

cations, due to presence of external perturbations, especially the wind, and the lack of a 

good measurement for the position and velocity. Inexpensive  GPS sensors can provide an 

estimation of the position  and velocity, however, the errors, of 2m at best, and their low 

measurement rate of about 5Hz, are not suitable for precise applications  and can interfere 

with the system stability,  even more, GPS can easily lost its signal leaving the system with- 

out a position measurement. Another alternative widely studied are the optical flow sensors 

which use computer vision algorithms for estimating the motion velocity of a system, but 

they are noisy and sensibles for lighting changes. Data fusion algorithms are an interest- 

ing solution to this problem, they take information from multiple sensors, especially GPS, 

cameras and IMU, to improve the estimation of the position  and velocity. The Kalman 

filter and its variations are the most popular approaches, for example, in [57] an observer- 

control scheme for quadrotors using the EKF is proposed and tested in real time indoor 

experiments, using data from an optic flow algorithm and an IMU. In [39], a Robust Adap- 

tive Kalman Filter is proposed for estimation of UAV dynamics in the presence of sensor 

faults, see also [33], [25] and [76].  However,  these techniques assume that the process 

and measurement noise are Gaussian, which is not the case of a GPS in a loosely coupled 

scheme. 

The great advances in micro controllers processing capacity allow to explore other al- 

ternatives.  The PF presents an interesting option to these problems,  at the cost of com- 

putational  expense, because it is not restricted to Gaussian noise. In [64] a vision based 

algorithm  using a particle filter tracking for estimating the position of a quadrotor  is pre- 

sented. 

In this chapter two different data fusion techniques are studied aiming to solve the 

localization problem for UAVs performing outside missions. On the one hand an EKF 

and on the other hand a PF. Both techniques are explored trough simulations, considering 

a quadrotor  equipped  with multiple commonly  used sensors. Particularly,  an optic flow 

sensor can estimate the traslational  speeds, while an IMU provides the orientation and 
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angular rate, and finally a GPS is considered for position measurement. In addition, real 
 

GPS data was collected and the obtained error was added to the simulated position. 
 

The chapter is composed as: section 3.2 presents a review of the EKF theory, as well as 

the model adaptation. Performance is tested through simulations.  Section 3.3 states the PF 

algorithm for the considered system and it is evaluated in simulations. 

 
 
 

 

3.2   Extended Kalman Filter Data Fusion 
 

 
 

This section deals with the issue of estimating the position and velocity of the quadrotor by 

means of a data fusion algorithm  using an EKF, taking information from multiple  sensors 

whose measurements are inaccurate and noisy. 

The EKF is a well known, powerful and widely used estimation algorithm  for the case 

of nonlinear systems of the form [35] 

 
 

χk+1 = f (χk , uk ) + ωk (3.1) 
 

 
Zk = g(χk ) + νk (3.2) 

 

 

where χ is the state vector and Z is the measurement vector. The process and measurement 

noise ω , ν are supposed to be Gaussian with known covariance matrices Q and Θ, i.e. 

 

ω ~ N(0, Q) (3.3) 
 

ν ~ N(0, Θ)  (3.4) 

Then, the a priori states estimate are given by 
 

 
χ̂k+1|k = f (χ̂k|k , uk|k )  (3.5) 

 
 

and the estimated outputs is  
 
Yk+1|k = g(χk+1|k )  (3.6) 
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δ χ

δ χ

OF

T

T T

The a priory error covariance can be calculated as 
 
 

Pk+1|k = APk|k A + Qk (3.7) 
 

 

where A = [ δ f (χ̂ , u)]. Now, the Kalman gain matrix can be determined 
 
 

Kk+1|k = Pk+1|k G (GPk+1|k G + Θk+1)
­1

 (3.8) 
 

 

with G = [ δ g (χ̂ )]. After measuring the process, the a posteriori  state estimate χ̂ and error 
 

covariance Pk are respectively 
 
 

χ̂k+1|k+1 = χ̂k+1|k + Kk+1(Zk+1 ­ Yk+1|k )  (3.9) 
 

 

Pk+1|k+1 = (I ­ Kk+1|k Gk+1)Pk+1|k (3.10) 
 
 
 
 
 
 
 
 

3.2.1 Model Adaptation 
 
 
 
Let us retake the model (1.3), (1.4). Also, consider the state vector 

 
 

χ = [ξ ξ̇ Φ Φ̇ ]T (3.11) 
 
 

and the measurement vector 
 
 

Z = χ + ν = [ξGPS ξ̇ ΦIMU  Φ̇ IMU ]T (3.12) 
 

 
it is, the position measured by a GPS, the velocity  obtained by a vision system and an optic 

flow algorithm  (an extra altitude sensor is required for the z coordinate)  and the orientation 

and angular speed given by an IMU. 

 

The discrete time process dynamics, considering a sample time Ts small enough is given 



51 

k� �

k

M
ea

su
re

m
en

t 
er

ro
r 

[m
] 

�

by � 
ξ̇ T + ξ  

�
 

k  s k � � � 
( 1 Tk Rk e3 ­ ge3)Ts + ξ̇  

� 
χk+1 = 

� 
m � � 

 

Φ̇ k Ts + Φk 

� 
+ ωk (3.13) � � � 
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where the Γ̄ = [τ̄φ τ̄θ τ̄ψ ]T  is a simplified control torque which includes the rotational 
 

dynamics such that 
 

 
 

Φ̈ = Γ̄ 

 
 
 

(3.14) 
 

 

and together with the total thrust T conforms the system inputs. 

Since the GPS sample frequency is slow (5Hz) with respect to the others sensors, and 

in order to deal with the GPS loss signal, the measured position is updated in the following 

form 

ξGPSk = ξGPSk­n + nTsξ̇ 
 

(3.15) 

 
where n is the number of sample times Ts passed since the last valid GPS data. 
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Figure 3-1: GPS measurement error. 
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Figure 3-2: Measured velocity. 
 
 
 
 

3.2.2    Simulations 
 

 
Simulations were carried out to observe the behavior of the proposed observer scheme with 

external perturbations  and inaccurate measurements from a GPS sensor. The considered 

scenario is a quadrotor following autonomously  a spiral trajectory in the XY  plane, at a 

constant  altitude of 3m,  while the embedded  sensors  read corrupted  measurements.   In 

order to introduce  the errors from the GPS in a more realistic way, real GPS data was 

previously collected offtine under bad conditions for the GPS receiver, it is in an urban 

environment surrounded by buildings, then this real data was added to the simulated actual 

position of the quadrotor.   Fig.   3-1 shows such GPS measurement error obtained from 

offtine experiments where a u- blox GPS was read at 5 Hz while staying static at the same 

position in an urban environment, this allows us to observe the GPS drift, furthermore, the 

zero values every 100 seconds where added to represent signallosses. A second sensor 

was considered to measure the velocity, with sorne white noise (Fig. 3-2 shows the noisy 

measured velocity), this can represent for example the measure from an optic flow sensor. 
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Figure 3-3: External perturbation w. 

 
 
 
 
 
 
 
 

Also, an external perturbation  w as the one showed in Figure 3-3 is added to the system. 

Even more, the estimated  state vector given by the EKF is used to close the loop in the 

trajectory tracking control law, in this case a high order sliding mode [54]. 

 
 

The performance of the estimation algorithm can be studied through Fig. 3-4, where the 

estimation error is presented. It can be noticed that the estimator improves considerably the 

measured data and perfectly handles with the missing data while GPS signal is lost. Fig. 3- 

5 shows the orientation of the helicopter. Position and tracking errors are presented in Figs. 
 

3-6 and 3-7, showing good tracking results despite the presence of the measurement error 

and external perturbations. Finally, Figs. 3-8 and 3-9 contain the real and desired position 

in the XY plane and in the three dimensional space.  The steady state error is attributed 

to the measurement error as can be observed in this two last figures, where the estimated 

position is very close to the desired one. 
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Figure 3-4: Estimation error. 
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Figure 3-5: Orientation. 
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Figure 3-6: Position. 
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Figure 3-7: Tracking error. 
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Figure 3-8: XY plane. 
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Figure 3-9: 3D. 
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3.3 Particle filter 
 

Consider again the dynamic model at equations (1.3) and (1.4), and the state vector (3.11). 

Then, with a sampling time Ts small enough, the discrete time evolution model is given by 
 

 
� 

ξ  T + ξ  
� 

k­1 s � k­1 � � 
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1Rk

 
1e3 ­ ge3)Ts + ξ̇  

� 
χk = 
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� 
+ ϖk (3.16) � 

� Φk­1Ts + Φk­1 � � 
Γ̄ 

 

k­1 Ts + Φ̇ 
� 

k­1 
 

where ϖ stands for the model noise with a probability  density pϖ . 
 

From the measurement vector (3.12), the more general observation model is 
 

 
 

Zk = χk + ϑk  (3.17) 
 

 
with ϑ representing the measurement noise with a probability  density pϑ . 

The particle filter (PF) or sequential Monte Carlo technique is a kind of recursive 

Bayesian filter for state estimation  [21]. It consists in generating Np particles according 

to the a priori probability, with an importance weight W defined as 
 

p(Z1:k |χ0:k ) p(χ0:k ) Wk = 
q(χ0:k | 

 

Z1:k 
(3.18) 

) 
 

where p(Z|χ ) is the probability density function of Z given χ , and q(χk |Zk ) is the so-called 
 

proposal distribution. 

At each iteration,  the outputs are measured by the sensors and the weights can be up- 

dated recursively, using the bootstrap method, by the following expression 
 
 

W i  i  i  i  i
 

k = Wk­1 p(Zk |χk ) = Wk­1 pϑ (Zk ­ χk ) 

i = 1, ..., Np 

 

(3.19) 

 

 

for a normal probability distribution in the measurement, with covariance matrix Q 
 
 

W i i (­ 1 (Zk ­χ i )Q­1 (Zk ­χ i ))  (3.20)
 

k = Wk­1e  2 k k
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k = Σi=1W i
W

k

k

W

normalizing  
i 

¯ i  k 
Np 

k 

 

 
(3.21) 

 

Then, the set of particles evolves following the evolution model (3.16), with ϖ i  ran- 
 

domly  generated according to pϖ . 

In order to avoid the weight degeneracy problem, a resampling step is required. In order 

to do so, the effective  sample size Ne f f  is employed  as a measure of the number of active 

particles 
1 

Ne f f = Np
 

 

(3.22) 
Σi=1(W i)2

 
 

it can be noticed that this value is maximum (Ne f f = Np) when all the particles have the 

same weight, and minimum (Ne f f = 1) when only one weight is different from zero. If the 

effective  sample size is lower than a certain threshold  Ne f f < Nth, the resampling step is 

performed by means of the Kitagawa method [45]. 

The estimated state is given by the particles barycenter, it is 
 
 

χ̄k = ΣNp W i χ i 
 

(3.23) i=1    k  k 
 
 

Once more we employ the measurement position update at (3.15). 
 
 
 

3.3.1   Simulations 
 

 

Simulations were performed to test the proposed estimation algorithm for a quadrotor  with 

an inaccurate position  measurement, which is the case for a not expensive GPS. Similar 

to the previous  case, GPS errors showed in Figure 3-1 were obtained from real experi- 

ments and included in the simulations.  Optical flow sensors can provide  a noisy velocity 

measurement, hence some withe noise was added to the velocity signal. 

The performance of the particle filter for position estimation while the UAV evolves 

in a spiral trajectory  can be seen in Fig. 3-10, using Np = 100 particles and a resampling 

threshold of Nth = 10. It can be noticed that the PF performs  an excellent  position  esti- 

mation despite the poor position measurement, this is clearer from Fig. 3-11 where the 

estimation error is displayed, which can be compared against the measurement error in Fig. 
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Figure 3-10: Position. 
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Figure 3-11: PF estimation error. 
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Figure 3-12: XY plane. 
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Figure 3-13: 3D. 
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3-1. It is clear that the position estimation greatly improved  the measured one and perfectly 

handled the signal losses and from measurement errors of until 20 meters are obtained er- 

rors smaller than one meter, making it suitable for precision tasks. Finally, Figs. 3-12 and 

3-13 contain the XY plane view and the three dimensional one with the real and estimated 

positions. 

Now we are able to do a direct comparison of the two proposed methods by looking  into 

the estimation error for the EKF at Figure 3-4 against the one for the PF at 3-11. Observe 

here that the errors are much higher for the EKF case. This can be explained due to the fact 

that the EKF  assumes that measurement noise is Gaussian, which is not the case for a GPS 

in a loosely  coupled  scheme, see Fig. 3-1. However, the computational cost, and therefore 

the speed, for a PF with 100 particles is considerably higher than the corresponding one for 

the EKF, which is undesired for real time embedded implementation. 

With all this in mind, we can conclude that, under the formulations  proposed here, 

none of the tested strategies offers a fully satisfactory solution for the localization problem 

in UAVs. However,  both techniques have interesting  properties and advantages that can be 

exploited under certain conditions,  depending on the application.  This reason motivated 

the exploration of the alternative  techniques presented in the following chapters, but it 

would be equally interesting to study other data fusion formulations in future work, such 

as expanding  the state vector with slow moving  biases to compensate the GPS error in a 

loosely coupled scheme, or explore the GPS data fusion in a tightly coupled integration 

instead. 
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Chapter 4 
 

 
 
 

Collision-Free Navigation and Haptic 
 

 

Teleoperation using Monocular Vision 
 

 
 
 
 

Safe and accurate navigation  for either autonomous trajectory tracking or haptic teleop- 

eration of quadrotors is presented in this chapter.  A second order Sliding Mode (2-SM) 

control algorithm is used to track desired trajectories while avoiding frontal collisions in 

autonomous flight. The time-scale separation of the translational and rotational dynamics 

allows to design position controllers by giving desired reference in roll and pitch angles, 

which is suitable for quadrotors equipped with an internal attitude controller. The 2-SM 

control adds robustness to the closed-loop system. Vision algorithms are employed to 

estimate the pose of the vehicle using only a monocular  SLAM fused with inertial mea- 

surements. Distance to potential collisions is detected and computed  using the sparse depth 

map from the vision algorithm. For teleoperation  tests, a haptic  device is employed to 

feedback information  to the pilot about possible collisions,  by exerting opposite forces. 

The proposed strategies are successfully  tested in real-time experiments, using a low-cost 

commercial quadrotor. 
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4.1   Introduction 
 

 
 

Unmanned Aerial Vehicles are being used or envisioned for use in operations where they 

serve primarily as a platform for a sensor payload.  Regardless of their size and mission, all 

UAVs share the need for sensor or sensor systems which provide an estimate of the vehi- 

cle’s full state vector (position, orientation, translational velocity  and angular rate). These 

states must be available  to the controller  at high fidelity and high bandwidth in order to 

guide and control the aerial vehicle.  For precision applications, accurate position, control 

and guidance systems are always required. In simple terms, the guidance system generates 

instructions on what state trajectory the UAV should follow in accomplishing its mission. 

Navigation without  reference to some global coordinate system, without  a GPS for exam- 

ple, is a pivotal problem in the field of UAVs applications.  In many situations, GPS is 

unavailable or corrupted due to jamming or environmental  considerations and then other 

estimation  techniques are necessary to locate the vehicle. 

Small UAVs, however, present a unique set of challenges ultimately  stemming from the 

limited payload capacity of the vehicle. Sensing is greatly limited, often including only an 

IMU and a monocular camera. Furthermore, since small UAVs are typically  intended to be 

inexpensive,  the use of high-quality IMUs is precluded, making a purely inertial navigation 

solution unfeasible. 

In the recent years, some interesting works to pose estimate using monocular cameras 

have appeared in the literature.  They are based on the PTAM algorithm to pose estimation 

presented in [46]. It was originally designed to track a hand-held camera in a small  AR 

workspace.  Their resulting system produces detailed maps with thousands of landmarks 

which can be tracked at frame-rate, with a good accuracy and robustness. In addition, the 

PTAM  algorithm  has been successfully applied to UAVs where the absolute scale problem 

is solved by fusing visual information with inertial and altitude  measurements.  In [7]- 

[77] the authors introduce implementations of an onboard vision-based UAV controller for 

navigation on unknown environments without any external assistance. The drawback in 

these works is to consider expensive aerial prototypes to get a fully embedded system. 

Other teams, contrary to the above cited works, have obtained similar results using 
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Figure 4-1: AR.Drone following a circular  trajectory. 
 
 
 
 

only a low-cost commercial  UAV coupled with a ground-station  to compute externally the 

algorithms [28], [29].  In these research works the system is composed of a monocular 

SLAM system, an EKF and a linear  control. The contribution  was to give a closed-form 

solution to estimate the absolute scale of the generated visual map from inertial  and altitude 

measurements. Furthermore, they provide their complete implementation  as open-source 

code. 

On the other hand, obstacle detection and avoidance are key components for the success 

of autonomous operation of UAVs. Several teams have explored this matter using different 

approaches, for example, in [58] the authors proposed a complete system with a multimodal 

sensor setup for omnidirectional  obstacle perception consisting of a 3D laser scanner, two 

stereo camera pairs, and ultrasonic distance sensors. Detected obstacles were aggregated 

in egocentric local multiresolution grid maps. Planning of collision-free trajectories and 

reactive obstacle avoidance were tested in real-time experiments. However, this approach 

requires a huge payload for the multiple sensors involved. 



66 

Monocular  cameras arise again as an excellent  alternative  to detect and avoid obstacles 

for small UAVs. First works were based on optical  flow algorithms [15] or perspective cues 

[16], however these methods can not handle frontal  obstacles well. In [55], the problem of 

detecting frontal obstacles for an UAV is examined through a method to detect relative size 

changes in images patches, with highly confident results in experiments. Similarly, in [8] 

the authors presented an approach that allows a quadrotor with a monocular  camera to lo- 

cally generate collision-free waypoints. In that paper a dense depth map is computed from 

a small  set of images, then a 2D scan is rendered and a suitable waypoint  is obtained, but 

extensive extra computations are required. They also employed the navigation algorithms 

proposed in [28], [29]. 

In our work, we use the sparse depth map from the special features on the image, pro- 

vided by the PTAM algorithm, to extend its use to detect obstacles.  For a wide range of 

applications, we consider that no extra computation is needed for an extra dense map gen- 

eration for collision  avoidance, despite the fact that the sparse map is noisy and weak for 

low-texture  regions. Consequently, the proposed technique is based on the monocular  pose 

estimation proposed by [28], [29] to locate the vehicle, and extended to detect possible col- 

lisions. The prototype is a commercial quadcopter Parrot AR.Drone.  The frontal collision 

avoidance is validated in two scenarios; collision-free  autonomous navigation for trajec- 

tory tracking and haptic teleoperation in semi-autonomous mode (only the orientation is in 

autonomous mode). 

High order sliding mode techniques are well-known  for their inherent robustness prop- 

erties and can be used to attenuate the undesired chattering effect typical in sliding mode 

strategies. Some applications  of the sliding mode theory to UAVs can be found in the lit- 

erature, for example, in [24] a 2-SM is used to achieve attitude control, while in [80] a 

sliding mode is used for position control.  For autonomous navigation, a second order slid- 

ing mode controller  was designed in this work, to track desired trajectories in a robust way 

with respect to uncertainties and perturbations, making the closed-loop system suitable for 

outdoors applications. 

The outline of this chapter is the following: a brief description of the monocular vision 

algorithms to pose estimation and the experimental  platform  are presented in section 4.2, 
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Figure 4-2: UAV localization w.r.t. the sparse depth map (top left). Characteristic features 
on the image (top right). Horizontal projection of the sparse depth map obtained by PTAM 
(bottom). 

 
 
 
the proposed 2-SM strategy for robust trajectory tracking with frontal collision avoidance 

is described in section 4.3. Teleoperation with reactive collision avoidance is addressed in 

section 4.4. Main graphs from experimental results are introduced in section 4.5. 

 
 
 

4.2    Monocular vision localization 
 
 
The vision-based localization  algorithm consists of a monocular SLAM  and an EKF al- 

gorithms.  The solution for monocular SLAM is based on Parallel Tracking and Mapping 

(PTAM) [46], which is a useful method for estimating camera pose in an unknown scene, 

originally conceived for AR applications and then successfully extended for MAVs local- 

ization [78], [28].  The tracking and mapping are split into two different tasks and are 

processed in parallel. It also constructs a sparse depth map (see Figure 4-2) which is used 

in this work to estimate distance to frontal objects. 
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The drawback of the PTAM algorithm is that it is constrained  to mostly static, small 
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scenes, and it does not provide  the absolute scale for the generated solution  map, which 

is not suitable for MAV’s applications.  However, this has been overcome in [28], [29] by 

fusing the visual information with inertial and altitude measurements, by means of an EKF 

and a scale estimator.   This vision algorithm is available online  as open-source software 

in ROS, and can be directly applicable to a low-cost  commercial  quadrotor,  the Parrot 

AR.Drone. The piece of code provided  by [28] for the control algorithm  was replaced 

for a new one in order to easily implement and validate different  control strategies and 

help to tune the required gains.  Furthermore a trajectory  generator was also included  for 

tracking autonomously different kinds of time-varying  trajectories, rather than just way- 

points. Finally, the localization algorithm was modified to recover the pointcloud  of the 

depth map generated by the PTAM  algorithm,  and send it to another node to estimate 

the distance to potential collisions,  as explained in subsection 4.3.2. In this manner, the 

operator can select online between the different  programed trajectories, control laws and 

operation  modes, as well as modify in real time any parameter for tuning. 

 
 
 
 
 

 

4.3   Collision-free autonomous tracking 
 
 
 

Let us consider a simplified  version of the well-known dynamic model of a quadrotor  [20]: 
 

 
 
 
 

mξ̈ =  T Re3 ­ mge3 (4.1)

Φ̈ ≈  Γ (4.2)

 

with mass m and the gravity  constant g. Also, ξ = [x y z]T  is the position of the quadrotor 

with respect to an inertial frame, Φ = [φ θ ψ ]T stands for the Euler angles roll, pitch and 

yaw. T ∈ ℜ+  defines the total thrust produced by the motors and Γ ∈ ℜ3 is the control 

torque produced by the differential  of velocities for the rotors. Finally, R ∈ SO(3) is the 

rotation matrix from the body fixed frame to the inertial  one, and e3 = [0 0 1]T . 
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4.3.1   2-Sliding Mode Trajectory Tracking Control 
 

 
Assuming that the closed loop dynamics of rotation are faster than the translational  ones, it 

is possible to separate the model in two independent subsystems [14]. The strategy consists 

on designing a controller for the translational dynamics such that it guarantees the trajectory 

tracking by using the desired orientation as virtual inputs. Note that this is suitable for most 

commercial available UAVs with internal autopilot. 

Due to its robustness property,  a second order sliding  mode control  have been chosen 

to deal with uncertainties and perturbations in the translational dynamics, while tracking  a 

desired position [69]. 

Define the desired position ξd and the position  error as ξ̄ = ξ ­ ξd , then substituting 
 

into (4.1) leads to 

mξ̈̄ = (T Re3)d ­ mge3 ­ mξ̈ 
 

+ w (4.3) 
 

where w ∈ ℜ3 is an external and unknown disturbance vector. 
 

Let us consider the so called switching  function with relative degree 2 
 

 
 

σ = ξ̄ + k1 

    

ξ̄ dt (4.4) 
 
 

where k1 ∈ ℜ3x3  is a diagonal positive definite gain matrix. Then calculating the second 
 

time derivative 

σ̈ = ξ̈̄ + k1ξ̇̄ = m 
(T Re3)d ­ ge3 ­ ξ̈ + k1ξ̇̄ + 

m 

 

(4.5) 

 

Consider now u = (T Re3)d  to be the control input. Then using the Twisting Algorithm 
 

[69], the following discontinuous controller is proposed 
 
 

u = m(ge3 + ξ̈
 ­ k ξ̇̄ ­ r Sgn(σ ) ­ r Sgn(σ̇ ) ­ k σ̇ )  (4.6)

 
d 1 1 2 2 

 

 
where the first three terms will annihilate the continuous dynamics of the closed loop sys- 

tem, while the next two expressions introduce the discontinuous control. Note the in- 

clusion of the final term (­k2σ̇ ), which induces a proportional  feedback of the position 
 

error, it is aimed to improve the controller behavior and facilitate the parameters tuning. 
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1 1 2

r1, r2, k2 ∈ ℜ+ are constant control parameters. 
 

Here, a vectorial sign function  is employed, then for a vector ϒ = [υ1 υ2 υ3]T we will 

have � 
sgn(υ1) 

� 
� 

Sgn(ϒ) = 
� � 

;  sgn(υ ) = 
� 1 υi > 0  

(4.7)
 

� sgn(υ2) � i  

υi < 0
 � � 

sgn(υ3) 
� ­1 

 
The closed-loop dynamic is obtained introducing (4.6) into (4.5), it is 

 

 

1 
σ̈ = ­r1Sgn(σ ) ­ r2Sgn(σ̇ ) ­ k2σ̇ + 

m 
w (4.8)

 
 
 

In order to analyze the stability at the discontinuous point (σ̇ , σ ), let us consider the 
 

Lyapunov candidate function 
 

 
 
 
 
 

which is Lipschitz continuous. 

V = r ||σ ||  + 
1  σ̇ T σ̇ 

 

(4.9) 

 

Differentiating (4.9) with respect to time leads to 
 
 

V̇ = r1Sgn(σ )T σ̇ + σ̈ T σ̇ (4.10) 
 

 
everywhere but on σ = 0 where V is not differentiable. 

 
Introducing (4.8) into the above equation 

 

 

V̇ = r1Sgn(σ )T σ̇ + (­r1Sgn(σ ) ­ r2Sgn(σ̇ ) ­ k2σ̇ + 1 
w)T σ̇ 

m 

 

(4.11) 
 

 

or, equivalently, 
 
 
 
 

and thus 

 

 

V̇ = ­r2||σ̇ ||1 ­ k2||σ̇ ||2 + 
 
 
 

1 

 
1 

wT σ̇ 
m 
 
 
 

2
 

 
 
(4.12) 

V̇ ≤ ||σ̇ ||1(­r2 + 
m 

||w||) ­ k2||σ̇ || (4.13) 

 

if the external disturbance is bounded ||w|| ≤ ma, for some a > 0, and choosing r2 > a 
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�
=

R

R
d

Td

leads to 
 

 

V̇ ≤ 0 (4.14) 
 

 

The set S where V̇ = 0 is given by 
 
 

S = {(σ , σ̇ )|σ̇ = 0}  (4.15) 
 
 

on this set, the trajectories of the system take the form 
 

 

1 
σ̈ = ­r1Sgn(σ ) ­ r2Sgn(0) + 

m 
w (4.16)

 
 

where each element of Sgn(0) ∈ ℜ3 are of the form sgn(0) ∈ [­1, 1]. An invariant  set on S 

implies σ̈ = 0, hence 
1 

0 = ­r1Sgn(σ ) ­ r2Sgn(0) + 
m 

w (4.17)
 

selecting r1 > r2 + a is enough to guarantee that the largest invariant  set on S contains 

only the origin σ = σ̇ = 0. Using the extended version of the LaSalle invariance principle, 

all the trajectories of the system converge to the origin, and the system is stable [68]. A 

formal proof for globally equi-uniformly finite time stability for this kind of systems with 

the proposed gains conditions can be found in [59]. 
 

Therefore the sliding mode control law (4.6) solves the trajectory tracking problem 

despite uncertainties and perturbations. It is important to notice that 
 

� 
 

dx 

Rd e3 = 
� 

� 
 

� (T Re3) 
� 

 
 
 

(4.18)
 

� Rdy  � � � 
Rdz 

 
 

with Td = ‖(T Re3)d ‖, and using the short notation sα = sin(α ), cα = cos(α ), we have 
 

� � � 
 

dx � � � 

 

sψd 

 

sφd 

 

+ cψd 

 

sθd 

� 
cφd � � � = �

 � (4.19)
 

� Rdy � � � 
Rdz 

� ­cψd sφd + sψd sθd cφd  � � � 
cθd cφd 
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η  ∑

then, proposing a constant ψd , it is possible to find φd and θd explicitly as 
 
 
 
 

φd  =  arcsin 
 
Rdxsψd ­ Rdycψd 

  
(4.20) 

  
Rdxcψd + Rdysψd 

  
θd =  arcsin  

cφd 
(4.21) 

 

 

where φd and θd are the desired roll and pitch angles provided to the AR.Drone. 
 
 
 
 

4.3.2   Collision Avoidance 
 
 

One of the main challenges in autonomous navigation for mobile  robots such as UAVs, is 

the perception of unknown environments, with the extra difficulty of the limited payload. In 

the present work, we are interested in detecting possible collisions using the already avail- 

able information  from the sensors of an inexpensive commercial quadrotor. Particularly we 

are interested in using monocular vision with the frontal camera to estimate the distance 

to obstacles by taking advantage of the sparse depth map generated by the localization 

algorithm. 

Then, distance to frontal collision is estimated from the horizontal projection of the 

sparse depth map computed  by the PTAM  algorithm  as the one showed in Figure 4-2. 

It consists of a set P of n points pi(xi, yi, zi),  i = 1, .., n obtained from the characteristic 

features of the image stream provided by the frontal camera of the quadrotor. PTAM  uses 

these points  as a map to estimate the pose of the UAV. An horizontal projection of these 

points cloud as depth map is used in this work, i.e., all the obstacles are considered having 

the same height (this stands for walls, columns, etc.). However, it results in a very noisy 

depth map and should be given special care for obstacles presenting low-texture  surfaces 

for the vision algorithm. 

Therefore, we define the estimated distance to frontal obstacles d as 
 
 

d = y ­ 1   yi 
i∈Ω 

 

 

(4.22) 

Ω = {pi(xi, yi, zi) ∈ P| xi ∈ [x ­ ε , x + ε ]} 
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i. e., the average depth, w.r.t. the position of the quadrotor along y, of the η points inside 

certain lateral range ε from the lateral position of the quadrotor x. 

In order to avoid collision,  we apply a potential field, such that if distance d falls bellow 
 

certain safe distance ds, then, a repulsive force Fre p will be exerted, given by [70] 
 

� 

Fre p = 
�

 

 

0 d > ds 

� 
 

� (4.23) 
� ­kre p( 1 ­ 1 )( 1 )   d ≤ ds

 
d ds d2 

 
note that Fre p → ∞ as d → 0, hence for the practical implementation Fre p is saturated at a 

 

maximum value. 
 

Finally, retaking the 2-SM trajectory tracking control (4.20), (4.21), the full collision- 

free trajectory tracking strategy becomes 

 

φd  =  arcsin Rdxsψd ­ Rdycψd + Fre p (4.24) 

Rdxcψd + Rdysψd 
θd =  arcsin  

cφd 
(4.25) 

 

 

The same can be applied for the lateral motions, however, obstacle detection in this 

directions becomes much more challenging and requires more sophisticated techniques. 

 
 
 

4.4   Haptic teleoperation 
 
 

Although huge advances have been accomplished  in the research for fully autonomous 

UAVs, human tele-operated UAVs remain  as a good alternative  due to the still unsolved 

issues and security constrains related to the fully autonomous ones. Still, it is important to 

aid the operator with his tasks as much as possible,  by providing him useful information 

and making the operation more intuitive.   Even more, it is necessary to minimize the risk 

of human mistakes. 

Haptic  devices appear as a good option  to assist humans in the teleoperation of systems 

such as UAVs. Haptic is tactile feedback technology which recreates the sense of touch by 

applying forces, vibrations, or motions to the user. In this sense, haptic technologies can 

be applied to UAVs teleoperation in order to improve the piloting  experience by providing 
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him feedback of forces. For example, he would be able to feel a gust of wind or any other 

external perturbation, affecting the vehicle. It can also be used to prevent the user from 

executing forbidden or risky actions such as driving the UAV to unsafe areas or out of the 

range of communication. 
 

In this work, we are interested in investigating  the use of haptic devices for safe UAV 

teleoperation by preventing  the user to frontal collide the quadrotor.  The most common 

techniques for haptic feedback to avoid collisions in UAVs are force feedback. For example 

artificial  force field, and stiffness feedback using a virtual spring, a comparative analysis of 

these techniques can be found in [48] and [18]. 

In this work we successfully applied the Novint  Falcon haptic device to assist in teleop- 

eration and prevent the user from crashing the quadrotor against frontal obstacles. To do so, 

the position of the final effector of the haptic device (xh, yh, zh) provides in a linear relation 

the desired roll and pitch angles (φd , θd ) and the desired altitude velocity (żd ), respectively. 

It is 
φd = khy(yh ­ o f fy) 

θd = khx(xh ­ o f fx) 

żh = khz(zh ­ o f fz) 

 
 
(4.26) 

 

where khx, khy, khz, o f fx, o f fy, o f fz are suitable gains and offsets. This strategy is useful 

for quadrotors with an internal orientation and altitude controllers. Observe from (4.26) 

that to keep the quadrotor hovering in a desired position,  the user should keep the haptic 

device at the center of its workspace. In order to assist the user in this task, and simplify 

the manual control of the UAV, a proportional  derivative controller  is applied to regulate 

the haptic’s final effector position at the origin if no force from the operator is exerted. 

Similarly,  a repulsive force is applied to the haptic device once the quadrotor approaches a 

frontal obstacle. Then, the feedback forces applied to the haptic device are defined as 
 
 

Fx = ­kpxx ­ kdxẋ � 

F = 
� ­kpyy ­ kdyẏ 

 

� 
d > ds  

� 

 
 
 
(4.27) 

� ­hre p( 1 ­  1 )(  1  )   d ≤ ds  
� 

d ds d2 

Fz = ­kpzz ­ kdzż 
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with the control gains kpx, kpy, kpz, kdx, kdy, kdz, hre p ∈ ℜ+. 
 

Once again, this can be extended for the lateral motion if a better estimation  of the 

obstacles is available. 

 
 
 

4.5   Experimental results 
 
 

Several flight tests were carried out to validate the experimental  setup and the proposed 

strategies. The practical validations were developed in two ways; autonomous trajectory 

tracking and haptic teleoperation. The parameters used for both cases were tuned by trial 

and error and are presented in Table 4.1. 

 

 
4.5.1   Trajectory tracking 

 

 

In this test, the mission was to follow autonomously a lemniscate trajectory with a length of 

3m. The challenge in this mission is to introduce a wall close to the trajectory, such that the 

vehicle, using the monocular camera detects the wall and activates the repulsive algorithm 

for collision avoidance. It is important to notice that, for the practical implementation, the 

sign function 4.7 is approximated by a high gain saturation such that 
 
 
 
 

 

with ε ≈ 0 as a small constant. 

sgn(υ ) ≈ sat(υ ) 
(4.28) 

ε 

 

Figure 4-3 illustrates the experiment in a 3D view, where we can appreciate how the 

vehicle modifies its trajectory when it is close to the wall, see also Figure  4-4. Notice here 

that the repulsive force Fre p becomes bigger than the force generated by the tracking control 

 
 

Table 4.1: Parameters 
 

k1x, k1y k2x, k2y ε[m] kre p ds[m]  

2 25 0.5 4 5  

khx khy khz kpx, py, pz kdx,dy,dz hre p 

12.7 14.3 18.2 100 500 2
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Figure 4-3: 3D Collision-free lemniscate trajectory tracking close to a wall. 
 
 
 
 
 

Fy. The aerial view of this results are illustrated in Figure 4-4. 
 

 

Figures 4-5 and 4-6 show the x and y states of the quadrotor  when following the tra- 

jectory close to a wall.  Observe in these figures that the quadrotor carries out very well 

the path tracking in the y coordinate,  except when the quadrotor approaches the wall and 

the repulsive force acts on the control scheme, see Fig. 4-6. Meanwhile in the x position, 

see Fig.  4-5, sorne minor error can be observed due to the more aggressive nature of the 

lemniscate trajectory on this axis. 

 

In Figure 4-7 the tracking error is displayed.  These errors always remain bounded in 

small values except for the time when the UAV get close to the wall. The control inputs for 

the internai autopilot are depicted in Figure 4-8. It is important to point out that small gains 

have been chosen in the discontinuous  terms, for the real time implementation  to avoid 

aggressive commands.  A good alternative would be to use the Super Twisting Algorithm 

[69] in order to avoid the chattering phenomena. 
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Figure 4-4: Collision-free trajectory tracking. 

 

 
 
 

4.5.2   Collision-free teleoperation 
 
 

For the teleoperation  scenario, a human pilot controls the quadrotor through a haptic device. 

The practical goal here is to use the haptic device to feedback information from the vehicle 

to the pilot and prevent him from colliding, via opposite forces, when the quadrotor goes 

out of a safety zone. 

Collision-free  haptic teleoperation is studied through Figures 4-9 to 4-11. In these flight 

tests, the user flew the UAV in semi-autonomous mode using a haptic device. Here, only the 

orientation is in autonomous mode. The goal was to crash deliberately the vehicle against 

a frontal wall. Several attempts were made to do so, the first ones were realized slowly,  but 

the last was done at high speed. 

The position  response in the y state of the UAV through the experiments is depicted 

in Figure 4-9, observe in this figure at times 6s, 9s and 13.5s, how the reactive collision 

avoidance algorithm  prevented the user from driving the quadrotor to a dangerous area too 

close to the wall. Furthermore, at time 16s the pilot deliberately tried to crash the UAV 
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Figure 4-5: x position response for a lemniscate trajectory. 

 
 

 
against the wall by quickly moving towards it, even thought it get to touch the wall, it never 

crashes  thanks to the good performance  of the proposed algorithm  even in this extreme 

case.  Finally, observe in Figures 4-10 and 4-11 the feedback  force applied to the haptic 

deviee and the control inputs send to the UAV, respectively.  When approaching  the wall, 

the haptic deviee exerts a repulsive force alerting the human operator of the danger and 

even forbidding him from crashing the quadrotor, see second 16 on Figures 4-10 and 4-11. 

Sorne of the tests can be found on video at 

https://www.youtube.com/watch?v=PuT3-NPj698. 

It is important  to point out that the obtained results are quite satisfactory, taking into 

account that only a monocular camerais used to locate the quadrotor and to detect colli- 

sions, instead of using an expensive motion capture system and/or extra range sensors as 

others teams.  In addition, these results can be easily reproduced or extended to outdoor 

ftight tests. 
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Figure 4-6: y position response for a lemniscate trajectory. 
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Figure 4-7: Tracking error. 



80 

'5

o s ---,------,-------,-------,-------,---;::=====:;-l 
--- d 

"""' ed 
  v\Vd 

 
 
 
 
 

(/) 

0 1 
o. 
c 
0 

 

8 -0.1 

 
-0.2    ........... .. 

 

 
-0 3    ... ........ ... .·....  ....... .... .... ............... ............... ........... 

 

 
A ........... . ............... ................................ ............... • .......... 

 
 

20 40 60  80 
Time [s] 

100  120 

 
Figure 4-8: Trajectory tracking control inputs. 

 
 
 
 
 
 

 
0.5 

 
0 

 
-0.5 

 
-1 

 
I-1.5 
>. 

wall 

-2 
 

-2.5 
 

-3 
 

-3.5 
 

-4 
0  5  10 15 20 

Time [s] 

Figure 4-9: y coordinate. 



81
 

-

,....··· prr---····-·

o..

;; s • :

c 

,,

 
 

-- Fx 
........Fy 

50 --Fz 
 
 

40 
 

(/J 
(]) 
(,_.)      30 
0 
(.) 

·.o::; 
o.. 20 
cel 
I 

 

 
 
 

0 

 
 
 
 
 
 
 
 

.L .-. -..... ..-....-. 

 
 
 
 
 
 
 
 

-A·r  -...J....._....1.. . -,, ....... _ ] - - ................ 

 
-10 

0 
 
5  10 

Time [s] 

 
15 20 

Figure 4-10: Haptic feedback forces. 
 

 
 
 
 
 

0.4,----,----,----,,----,----,----.----.-----.----.----. 

ô 
 

0.2 ..A ! .  L) {1t. ! B 
 

,....... : .....,.-='li & .:.;-....A1·Y''-=.i ... '·Y.J, ..:o-·t··A:·N'\!t 
 
 
 

:::J 

c 

,.   :  t.;, ' :, .,.., .,.. : : .. 1 1t..l    1- - - - - 
0 

i_    i:...i  -"" r; l lr H ,  ' , 
- , 1 \ t  1 1  li 1-1  .._, 1    •• •   \ -r     1 '•••••••••••••••• 

"' 1 1 1   1 
' 1 1 1 1  .. 

0 -0.2 
,_ 
+-' 

0 
ü -0.4 

'"' 1  1 ,. 
Il                     Il 
,,                    Il 

IJ                                                   ,. 
Il                          Il 
Il                           Il 

Il                              •'
 

 
-0.6 

••  1 

,,  .. 
 

-0.8L--- ---- -- L----L---- -- -----L----L--- -- 
0 2  4  6 8  10  12  14 

Time [s] 
 

 

Figure 4-11: UAV control inputs. 
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Chapter 5 
 

 
 
 

Human-Robot Interaction: the Face 
 

 

Follower UAV 
 

 
 
 
 

Conception and development of an Unmanned Aerial Vehicle able to safely interact with 

human users by following them autonomously, is presented in this work. Face detection is 

accomplished by a Haar cascade classifier.   Once a face is detected, it is tracked with the 

help of a KF, and an estimation of the relative position with respect to the face is obtained 

at a high rate. A linear PD controller  regulates the UAV’s position in order to keep  a 

constant distance to the face, employing  as well the extra available information  from the 

embedded UAV’s sensors. The proposed system was extensively tested, using a commercial 

inexpensive quadrotor connected via wireless communication  to a ground station computer 

with the help of ROS, under different conditions, showing good performance even under 

disadvantageous conditions  as outdoor  flight, being robust against illumination changes, 

image noise and the presence of several faces on the same image. 
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Figure 5-1: Quadrotor following a face. 
 
 
 

5.1   Introduction 
 
 

The astonishing fast developments on the fields of computer science, electronics and me- 

chanics, and more particularly  on robotics, over the last recent years, allows us to believe 

that the science fiction vision of a world surrounded by all kind of robots interacting with 

humans in all sort of tasks, is no longer  a fairy dream, but a real possibility  in the near 

future. 

Nowadays, the use of smart devices in everyday life is getting more and more common. 

From smart phones, to watches and televisions,  a real software revolution is permitting 

that even small and trivial objects like keys are getting  smarter these days. In contrast, 

things have been moving slower for robotics due to the great danger that some robots could 

represent while working close to humans or interacting with them. This is a delicate topic 

and must be taken carefully, hence, before continue speculating about the future, let us 



85 

not to forget the three laws of robotics envisioned at [9], which perfectly summarize such 

security concerns: 

 
1. A robot may not injure a human being or, through inaction, allow a human being to 

come to harm. 

 
2. A robot must obey the orders given it by human beings except where such orders 

would conflict with the First Law. 

 
3. A robot must protect its own existence  as long as such protection  does not conflict 

with the First or Second Laws. 

 
Until now, this high risk of injure humans have prevented the use of robots for several 

applications, constraining them to industrial tasks where the environment is controlled and 

security can be extremed, or in dangerous scenarios were humans can hardly operate. Oth- 

erwise, small size robots that are harmless for humans have to be employed,  mainly for 

entertainment  and research, to cite some famous examples we have the vacuum cleaning 

robot Roomba from iRobot, or the humanoids Nao from Aldebaran Robotics and ASIMO 

produced by Honda. 

With all this in mind, let us focus on the kind of robots that are of interest for the 

present work,  the aerial robots, better known  as Unmanned Aerial Vehicles. Some interest- 

ing applications for UAVs have popped out from new emerged technologies, for example, 

by using the Myo bracelet produced by Thalmic Labs we are able to control UAVs just 

with the movements of the arm [3].  This is a devise  equipped  with Electromyography 

(EMG) sensors along with a 9-axis  IMU to observe activity from your muscles to detect 

hand gestures and orientation.  Another nice technology implemented to drones for human 

interaction is the one presented in [32], where the control of a quadrotor  is achieved by 

a computer  vision algorithm  and a 3D camera, able to detect hand gestures and interpret 

them as commands.  A not so new but still powerful tool is the Microsoft  Kinect sensor. It 

has been conceived to recognize gestures and body postures to friendly control the naviga- 

tion of UAVs through Natural User Interface (NUI) [6], [67]. Additionally, haptic devices 

offer a different way of interaction with human operators by providing force feedback, this 
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allows to improve the piloting experience and assist the user in complicated  tasks such as 

simultaneously controlling multiple UAVs [49]. 

As for the present work, it is intended to offer a practical solution to the problem of an 

UAV capable of following a human face.  As a first approximation to the problem, things 

are kept simple whenever possible, and the simplest solution was preferred over the sophis- 

ticated  one, as long as it was effective in accomplishing its objective and always keeping 

in mind the users security as the design priority. To do so, a wide variety of problems, all 

of great interest in the robotics field, were successfully solved and the resulting system can 

be safely used. They go from perception using monocular computer vision, to automatic 

control and state estimation, passing through signal filtering. 

Such a face follower drone is envisioned for several interesting  applications,  such as to 

follow a suspect or a fugitive in a persecution.  Other possible use is to video record some- 

one in hazardous situations, like while practicing extreme sports. This idea was already 

conceived by the commercial quadrotor LILY [2], but in that case the system depends on a 

external tracking device to localize the human user, while our proposed algorithm  depends 

only on an already integrated frontal camera. Also, the face-follower can be employed for 

entertainment, for example, trying to hide and run away from the drone, or even to play 

with it some populars games like tag, or the hot-potato.  Furthermore, the classifier can be 

trained to detect any other mostly rigid object to be followed  for the drone. 

The contribution of the present work can be summarized in the following points: 
 

· A simple but effective technique to estimate the distance between a human face and 

the image plane is developed from the size of the detected face on the image. 
 

· A complete computer vision algorithm is developed to detect and track a face despite 

the presence of false positives or other faces on the image. 
 

· Several powerful  available tools and techniques are merged together to offer a com- 

plete working solution for a face follower drone. 
 

· A real time relative position control algorithm is proposed for an UAV following 

a moving  object with unknown dynamics, including  the observation of the missing 

state. 
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Figure 5-2: Overall system description. 
 
 
 
 

 
• To the best of our knowledge, this is an innovative application for UAVs that can be 

used as a base for other future interesting applications. 

 
 
 
 
 
 
 
 

The outline of this chapter is the following:  the general operation of the overall system 

is described in section 5.2. In section 5.3 the computer vision algorithm for face detection 

and tracking, as well as the necessary transformation  from the image to the real world are 

presented. The relative position control by means of a linear PD is introduced in section 5.4, 

along with sorne techniques for estimate the altitude speed, needed for the state feedback. 

Last but not least, section 5.5 contains the experimental results of the proposed algorithms. 
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5.2 Overall  System Description 
 
 
 
 

 
We consider the use of a commertial  inexpensive  quadrotor  AR.Drone,  as described in 

section 2.2.1. The frontal embedded camera is used by the vision algorithm to detect faces. 
 

 

At the ground station, the algorithm is decomposed in three main ROS nodes: the 

AR.Drone driver node, already available, an image processing and face detection node and 

the control node, both developed for this work. An extra node is employed for manual re- 

covery in case of any problem, using a sixaxis wireless controller.  Furthermore, a graphical 

users interface allows to select between diverse operation  modes as well as to tune in real 

time the parameters of interest. The overall  system architecture  can be observed in Fig. 

5-2. 
 

 
The AR.Drone driver node connects the UAV with ROS by a wireless communication, 

retrieving and publishing important information  from the sensors, along with the videos 

from the cameras. It also sends the control  inputs to the helicopter. 
 

 

A second node receives the video stream from the frontal camera and, with the help of 

the OpenCV libraries, performs the image processing for filtering and face detection using 

a Haar feature-based cascade classifier.  This node is also in charge of the face tracking by 

means of a Kalman  Filter. The result is the tracked face’s position and size on the image 

coordinates, which are computed and published at 6Hz. 
 

 

Position control is carried out by a different node, using the estimated relative position 

with respect to the face obtained by the vision algorithm and key information  from the 

embedded sensors, such as the quadrotor horizontal  speeds. A suitable coordinates trans- 

formation is executed at this point, from the image space to the real world for the lateral 

and altitude relative position. Meanwhile,  the distance to the tracked object is estimated 

from the face size. Also, a Luenberger  observer deals with the estimation of the missing 

altitude speed. 
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Figure 5-3: Flowchart of the vision algorithm. 
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5.3   Face Detection and Tracking 
 

 
5.3.1   Computer Vision Algorithm for Face Detection 

 

 

In order to perform the image acquisition  and processing for the computer vision algo- 

rithm, the OpenCV libraries are used on ROS using the cv_bridge node. Figure 5-3 shows 

the flowchart  describing the developed computer vision algorithm for face detection and 

tracking.  Firstly,  images from the quadrotor’s frontal camera are received at a rate of 30Hz, 

in BGR format and transformed to gray scale. Then,  a blur operation is effectuated to 

smooth the image and filter the white noise, this is useful to decrease the number of false 

positive detection due to high frequency image noise. Before the face detection function is 

applied, a histogram equalization is carried out to expand the intensities range and improve 

the contrast on the image. 

Face detection is accomplished through the Haar classifier on OpenCV [17]. It consists 

in a Machine Learning technique first developed in [75] which uses Haar-like  features in 

cascade through different  levels of the image to determine whether or not a pre-specified 

rigid object, for which it was trained a priori, is present on the image. The Haar classifier 

is a supervised classifier  that uses a form  of AdaBoost  organized as a rejection  cascade and 

designed to have high detection rate at the cost of low rejection rate, producing many false 

positives. One of the main advantages of this method is the computational  speed achieved 

in real time detection, once the classifier was trained off-line for the desired object, in this 

case a face. It is important to notice that this method can be trained for almost any mostly 

rigid object with distinguishing views. 

Up to now, only frontal faces are detected using the pre-trained classifier already pro- 

vided. In order to detect rotated faces it is preferable to train different classifiers for each 

specific pose and run the detectors sequentially. 

 
 
 

5.3.2   Kalman Filter for Object Tracking 
 

 

As stated before,  one of the main drawbacks of the face detection algorithm is its low 

rejection rate, or in other words, its high number of false positive detections. To overcome 



As for the measurement update in the Kalman filter, a few different  cases are consid-
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Figure 5-4: Face detection and tracking with a flying quadrotor. 

 
 

 
this issue and in order to add robustness to the algorithm against other faces present on the 

image and missed detections, it is helpful to track along time the selected face.  To do so, 

we consider the use of the Kalman filter, a powerful  technique for optimal state estimation 

and filtering of linear dynamic systems perturbed with Gaussian noise [43]. 

In this case, the discrete-time version of the Kalman filter [35], [19] is applied to the 
 

kinematic model of the detected face (see Fig. 5-4), i. e. 
 

 
� � � 

1  Ts
 
� �  

χ 
� � � 

k­1 0 
 
 

(5.1)
 

� � = � 
k 0 1 

� � 
Vk­1 

� + � � 
ak­1 

where χ = [x̄ ȳ d̄]T  contains the center position of the circle enclosing the face of interest, 

directly on the image and its diameter d, while V = [ẋ̄ ȳ̇ ḋ̄]T  has its time derivative. k is the 

discrete time index and Ts defines the sampling period. Finally, the process noise a ∈ ℜ3  is 

used as a tuning  parameter, analogous to the acceleration, which determines how fast the 

variables can move. 



circles, including false positive detections where there are no faces. Then, the Kalman filter
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 � 

ered, depending on the state of the vision algorithm, they are: 
 

· One or more faces detected. 
 

· No face detected. 
 

– Iterations since last detection ≤ n. 
 

– Iterations since last detection > n. 
 

for certain trigger n. For the first case, if more than one face is detected, either due to a false 

positive detection or to the presence of other faces on the image, it is chosen the closest 

to the previous estimation.  If no face is detected for a few iterations, a missed detection 

is assumed and the measurement is updated with the last estimation, allowing to continue 

with the same motion for a while, and avoiding  sharp displacements in the closed loop 

system. However, if the face is lost for several iterations,  it is assumed that the face is 

not present on the image anymore, hence, a more conservative approach is applied and the 

measure vector is updated with its initialization value χinit , which implies no motion from 

the quadrotor. Then, the measurement vector ζ update equation takes the form 
 

� 
� 

ζk = 
� 

 

χmink 
 

χk­1
 

 

N f aces > 0 
 

f aces 

 

 
 
 
lost 

 
 
 

(5.2)
 

 
 
 
with 

�  
χinit 

(N 
 

(N f aces 

= 0)&(ι 
 

= 0)&(ιlost 

≤ n) 
 

> n) 

 
 

χmin = min 
     

x̄ ­ x
 

)2 + (ȳ ­ y
  

)2  (5.3)
 

(  δi δi χδi ∈Ω 
 

where N f aces is the number of faces detected at the present frame, ιlost  defines the number 

of iterations since the last valid detection.  Ω represents the set of all the faces detected on 

the image, described by χδ = [xδ yδ dδ ]
T . χmin denotes the closest detection to the previous 

estimation. 

The previous is illustrated on Figure 5-4, where  a flying UAV captures  a scene with 

multiple faces. Positive detections obtained by the classifier are identified by the dotted red 
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Figure 5-5: From real world to image coordinates transformation. 
 

 
 
 

is employed to track the chosen face along time, and its result is displayed by a unique solid 

yellow circle with center at (x,y) and diameter d. Only the closest face is used to update 

the measurement vector of the Kalman filter, while the others are ignored. 
 

 
 

5.3.3    Relative Position Estimation: From Image to Real World 
 

 

For simplicity as a first approximation, let us consider the idealized pinhole camera model 

to describe the relationship  between coordinates in the real world to their projection  on 

the image.  Then, any point in the real world Pw = (xw,Yw,zw) is projected to the image 

coordinates Pim = (xim,Yim), see Figure 5-5, according to the following expressions 

 
 

                                          (5.4) 

where the constant parameters for the focal lengths  fx = Fsx,  jy = Fsy are actually the 

product of the physical focallength F and the number of pixels per meter sx, sy, along each 

image axis. Those constants, together with the principal point position ex, cy determine the 
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d ; zw = ; (5.6)

intrinsic  parameters of the camera and are known from calibration.  Note that, in contrast 

to the standard notation used in computer vision, here z stands for the altitude and y for 

the depth between the camera and the point, this is done just for consistency with the other 

used frames. 

From the previous equation, it is straightforward to recover from the image projection, 

the real world position of a point in the xw and zw axis, normalized by the depth yw. How- 

ever, this depth yw remains unknown and can not normally be obtained from the information 

from one single camera. The use of several cameras for stereo-vision is precluded due to 

the inflexibility of the selected hardware.  Another option is to obtain extra information 

from the already available sensors, such as altitude and inertial  measurements, to fusion it 

with the vision data to estimate this depth, similar to the work developed in [7]. Neverthe- 

less, in our considered scenario, it can be estimated easily from the size of the detected face 

on the image. Even though everyone’s face is different in size and shape, let us assume that 

we are dealing with an adult with an average face whose enclosing circle has a diameter of 

d f . Also, consider the diameter d of the enclosing circle for the face projected in the image 

(see Fig. 5-4). Then, it is easy to show that 
 
 

yw ≈ F d f (5.5) 
d 

 

Finally, substituting in (5.4) we get the position of the face in the physical world as 
 

 
 

xw = 
(xim ­cx )sx d f

 
(yim ­cy )sy d f 

d 
 
 
 
 

5.4   Relative Position Control 
 
 

Once the vision algorithm  detects a face and the Kalman filter tracks it trough time, after a 

suitable transformations, we obtain an estimation of the relative position between the drone 

and the face of interest.  The next step consists for the quadrotor to autonomously  keep a 

constant predefined distance to the face.  This is equivalent to a three dimensional  posi- 

tion control problem where the reference continuously  changes, with unknown dynamics. 
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�

To deal with this control problem, a linear PD controller is designed in cascade with the 

internal inner control loop from the attitude autopilot already included on the UAV under 

consideration. 

Let us consider a simplified  version of the well-known  dynamic model of a quadrotor 
 

[20]: 
 

� 
ẍ 

�
 

�  
sψ sφ + cψ sθ cφ  

�
 

� 
0 

�
 

� � T � � � � 
� ÿ �  ≈ 

� ­cψ sφ + sψ sθ cφ
 
� ­ � 0 �

 
(5.7)

 � � � 
� � m � 

z̈ 

 
 

cθ cφ 

� � � 
� � � 

g 
� 

φ̈  
�

 
� 

θ̈ 
�

 � � 

� � 
τφ � � 

≈  � τθ   
�

 

 
 
 
(5.8) 

� � � � 
ψ̈ τψ 

 

 

where x, y, z are the position  of the quadrotor with respect to an inertial frame, T ∈ ℜ+
 

 

defines the total thrust produced by the motors, m and g represent the mass and gravity  con- 

stant, respectively.  φ , θ and ψ stand for the Euler angles roll, pitch and yaw, and τφ , τθ 

and τψ  describe their respective control torques produced by the differential  velocities of 

the rotors. Remember that the AR.Drone includes an internal autopilot to deal with the atti- 

tude (φ , θ and ψ ) control and the altitude (z), to follow some desired reference. Therefore, 

our control input vector is u = [φd  θd żd  ψ̇ d ]T , i.e., the desired roll, pitch angles and alti- 

tude and yaw velocities. This way, we only need to worry about controlling the remaining 

states, x and y position,  to follow a desired reference, using the roll and pitch references (φd 

and θd ) as virtual control inputs. This is achieved thanks to a time scale separation of the 

traslational and rotational dynamics, since the rotational is much faster than the traslational 

one [14]. 

 
 
 

 
5.4.1   PD Control 

 
 
Let us focus our study on the x and y equations.  Thus, assuming small variations in the 

roll and pitch angles, i.e. only non-aggressive maneuvers are considered, we can linearize 
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φ

�

φ

θ

φ

θ

around the equilibrium  point φd ≈ θd ≈ 0, it is: 
 

� 
ẍ 

�
 

�  
sψ  cψ 

� � � 
 

d 
m � � ≈ T � 

ÿ ­cψ sψ 
� � � (5.9) 

θd 
 

 

Note the introduction  of the desired angles instead of the real ones, this is possible since 

φd ≈ φ and θd ≈ θ due to the action of the autopilot attitude control loop. Denote now 

 
� 

φ̂  
�

 
�  

sψ  cψ 
� � � 
 

d 
 
 

(5.10)
 

� 
θ̂ 

� = � 
­cψ sψ 

� � � 
 

d 
 

 

then � 
ẍ 

�
 T φ̂  

�
 

� 
ÿ 

� = 
m
  � 

θ̂ 
� (5.11) 

 

where φ̂ and θ̂ are used as the new virtual control inputs for the position,  and are chosen 
 

such that it follows  certain references xd , yd . Thus,we can propose a PD control 
 

� 
φ̂  

�
 

� 
m ­kpx(x ­ xd ) ­ kdx 

� 
(ẋ ­ ẋd ) 

 
 

(5.12)
 

� 
θ̂ 

� = 
T 

�
 

� 
­kpy(y ­ yd ) ­ kdy(ẏ ­ ẏd ) 

 

 

with the control gains kpx, kpy, kdx, kdy ∈ ℜ+. Transforming to the original coordinates 
 

� � � 
 

d m
 

� 
sψ  ­cψ 

� � = T 
� � 

d cψ sψ � � 

 
 

(5.13) 
­kpx(x ­ xd ) ­ kdx(ẋ ­ ẋd ) � � 
­kpy(y ­ yd ) ­ kdy(ẏ ­ ẏd ) 

 

 

In this work, we are interested in the vehicle position relative to the human face, rather than 

global movements. Also, for this first experience, it is supposed that the tracked human is 

looking straight to the drone, hence the relative yaw rotation always remains small. 
 

 
 

As for the yaw ψ and altitude z controllers,  employing  the control parameters kpψ , kpz, kdψ 

and kdz ∈ ℜ+, we have 
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ψ̇ d =  ­kpψ (ψ ­ ψd ) ­ kdψ ψ̇ (5.14)

żd =  ­kpz(z ­ zd ) ­ kdzż (5.15)

 

for some desired ψd , zd . For the face following problem, the desired position [xd yd zd ]T 

is obtained by the vision algorithm. However the desired yaw orientation ψd has to be 

manually set in order to coincide with the face orientation. 
 
 
 

5.4.2   Altitude speed estimation 
 
 

It is important to notice that the previous feedback control strategy relies on a good mea- 

surement of the system states and their derivatives.  Relative  position  is used straight from 

the vision algorithm. However, velocities from the vision algorithm result to be imprecise 

and noisy, and not to trust for control feedback. This is not a problem for the x and y coor- 

dinates since the utilized platform is equipped with a down looking  camera from which the 

optic flow is calculated to estimate the horizontal velocities ẋ and ẏ. Nevertheless, problems 

arrive because no measurement is available for the altitude speed ż. 

To overcome this issue, two estimation techniques were implemented and tested for the 

altitude speed, based on the altitude measurements zm from the ultrasound  sensor integrated 

on the bottom of the helicopter.  The first method consists on the classical Euler derivative 

of the measurement zm, it is 
 
 
 

żm(k) = 
zm(k) ­ zm(k ­ ∆t) 

(5.16) ∆t 
 

where k and ∆t stand for the discrete time variable and its increment. Although it offers a 
 

simple solution, this derivative is known to amplify the noise from the measurements, and 

can not be directly  used for control feedback. For this reason, it was decided to implement 

a fourth order low-pass filter type Chebyshev I, at a cutoff frequency of 8H z.  This is a 

kind of recursive filter, and as such, it offers a fast response [71]. The following equation 

presents the filter algorithm with input żm and output ż̄m 
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z z

ż
�

k ẑ L

k ẑ L k

k

0 1

 

4 

ż̄m(k) = ∑(aiżm(k ­ i∆t) + biż̄m(k ­ i∆t)) (5.17) 
i=0 

 

where the constant coefficients ai and bi are obtained with the help of MATLAB/fdatool. 
 
 

The result is a smooth and quite acceptable estimation of the speed, except for a little 

delay of about 4 steps produced  by the filter.  This response is good enough for several 

applications where dynamics are slow or sampling frequency is large enough to neglect this 

delay. However, for UAV control  feedback this can cause instability or poor performance 

in the closed-loop system. 

 

The second explored  method consists of a Luenberger  state observer  [51].  A state 

observer provides estimates of the internal  states of the system from the inputs and output 

measurements. Let us consider the discrete-time kinematic model of the altitude at instant 

time k 
 
 
 

� � � 
1  ∆t 

� � � 
k­1 

� 
0 

�
 

� 
żk 

� = � 
0 1 

� � 
żk­1 

� + �  
z̈k ∆t 

� (5.18) 

� 
z 

γ = [1 0] 
k­1

 

k­1 

� 
 

� (5.19) 

 

where γ is the output. Then, a Luenberger observer is proposed, according to the following 
 

equations 
 
 
 

� 
ẑ 

� � 
1  ∆t 

= 

� � � 
k­1 

� � � � 
1 0 

+ [γ ­ γ̂] + 

 
 

(5.20) � 
ż̂   

�
 

� � � 
 ̇
k­1 

� � � 
 

2 

� 
ẑ 

� 

� 
z̈ ∆t  

�
 

γ̂  = [1 0] � 
k­1 

ż̂k­1 

� (5.21) 

 

Note the use of a hat on the variables to indicate that they are state estimates rather than the 

real ones. In order to guarantee that the estimated states [ẑ ż̂]T  converge asymptotically to 
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Figure 5-6: Altitude speed estimation comparison. 

 
 
 
 
 
 
 
 
 

the real ones, the observer gains L1, L2 are chosen such that the matrix 
 

� 
1 ­ L 

� 
∆t  

�
 

� 
­L2 1 

 

 

has all its eigenvalues inside the unit circle. 
 

 
 
 

Figure 5-6 allows us to compare both estimation techniques, where it is clear that the 

two of them obey in general the same behavior, however, the estimation given by the Euler 

derivative combined with the Chebyshev filter (dashed blue line) attenuates a little bit the 

signal amplitude and introduces a small undesired delay. This is corrected by using only a 

Luenberger observer instead (solid red line), which proves to be an excellent option for this 

case. 
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5.5   Experimental  Results 
 

 
 

Several experiments were carried out to test the performance of the proposed algorithms 

on indoor and outdoor flight. In the following, some results are illustrated  in Figures 5-7 

to 5-12. The mission consisted for the quadrotor to try to keep a constant distance of 2m 

in front of the face while the followed human walked through the room in a rectangular 

trajectory,  as can be appreciated in Fig. 5-7. After completing  a couple of trajectories, the 

third coordinate for the altitude is tested by descending and rising  a few times. Two main 

results are studied, the performance of the computer vision algorithm for detecting and es- 

timating the relative position between the quadrotor and the face, and the behavior of the 

relative position control while following the moving reference. An OptiTrack motion cap- 

ture system, composed of twelve infrared cameras, is used to know with a precision  within 

millimeters  the exact location of the human and the drone. This information  is used only 

as ground-truth to compare with the proposed algorithms and quantify its precision, but the 

real-time  system does not depend nor makes any use of it. For a better understanding,  a 
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Figure 5-8: Kalman filter tracking. 

 

 
 
 

video is available at https://www.youtube.com/watch?v=p8zW4jNrsFO. 
 

 
 
 

5.5.1   Face Detection and Tracking 
 
 

The performance of the face tracking by means of a Kalman filter is presented in Fig. 5- 
 

8. lt is important to clarify that this is the only graph that does not correspond to the same 

experiment represented in the rest of the figures. This was done for the sake of better exem- 

plifying the Kalman filter action, by imposing harder conditions to the detection algorithm 

to increase the number of false positive detections. From the figure we can observe how the 

tracking algorithm smooths the estimated position and handles the erroneous measurement 

produced by false positives and other faces on the image, like the one at second 13 for the 

x coordinate. 

Let us now take a look at the estimation of the relative position obtained by the computer 

vision algorithm.  For that purpose, it is crucial to have a good estimation of the depth Yw. 
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Figure 5-11: Relative position control performance. 

 
 

 
position estimated by the proposed algorithm and ground truth data is exposed in Fig. 5-9, 

while Fig. 5-10 displays the estimation error, with a Root Mean Square Error (RMSE)  of 

0.1294m in x, 0.2392m in y and 0.1802m in z. Those results are quite satisfactory  for this 

kind of application, taking into account that we are using a low-cost  camera mounted on a 

moving object, and the simplicity of the employed algorithms. 

 
 

5.5.2   Relative Position Control Performance 
 

 

Finally,  we can analyze the good behavior of the PD relative position controller from Fig- 

ures 5-11 and 5-12, which present the face position  against the drone position,  and the 

relative position, respectively.  Remember that the practical objective consists in keeping 

a distance of 2m in front of the targeted face (y coordinate).  Hence, Figures 5-11 and 5- 

12 prove the effectiveness of the overall system, being able to detect, track and follow a 

moving face. 
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Chapter 6 
 

 
 
 

Implementation of a Fast and Safe 

Transportation System using a 

Quadrotor with a Cable-Suspended 

Payload 
 
 
 

This chapter deals with the problem of implementing  a safe and fast transportation sys- 

tem using an Unmanned Aerial Vehicle kind quadrotor with a cable suspended load. The 

objective consists in transporting the load from one place to another in a fast way while 

reducing the swing on the cable. An Interconnection and Damping Assignment-Passivity 

Based Control (IDA-PBC) for the system of interest is successfully implemented and tested 

in real time experiments.  The use of this control  technique avoids the use of an extra sensor 

for the swing angle measurement.  An experimental platform,  composed by a quadrotor 

equipped with a rigid rod with two degrees of freedom in the joint, is developed.  UAV 

autonomous navigation is achieved via monocular vision. 
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Figure 6-1: Experimental platform for a quadrotor  with a cable suspended load. 
 

 
 
 

6.1   Introduction 
 

 
 

The autonomous aerial transportation of a cable-suspended payload  is an interesting  and 

important topic that has attracted the research interest in recent years. It can be applied to 

a wide range of useful tasks, such as deploying  supplies in military operations, or deliver- 

ing first-aid kits for personal assistance to the victims in disasters like floods, earthquakes, 

fires, industrial accidents, among others. It is also a basic technology for other future appli- 

cations, such as, building platforms in hazardous environments [13]. Even more, important 

global companies for delivery services have announced their wide interest in using UAVs 

in the short term for package delivery. 

These applications often require aggressive maneuvers for fast transportation of fragile 

payloads. The pendulum like behavior of the slung load gives a high risk of oscillations 

that can result in dangerous situations [42]. Furthermore, unstable oscillations can occur at 

high speeds due to the different  aerodynamic  shapes of the slung loads. Hence, it is very 
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important to cancel or reduce oscillations of the suspended payload to avoid damage on the 

load, the environment and the people around, such that safe operation is guaranteed. 

The design of controllers that rapidly stabilize the payload swing and the general prob- 

lem of an UAV transporting  a cable-suspended payload, as the one depicted in Figure 6-1, 

has been investigated  in a few recent works. For example, in [23] is designed an adaptive 

controller for a quadrotor  UAV transporting  a point-mass payload connected by a flexible 

cable. The cable is modeled as serially-connected  rigid links and the payload is modeled 

as a point-mass.  Meanwhile,  in [62] is explored the effect of dynamic load disturbances 

introduced by instantaneously  increased payload  mass and how this affects a quadrotor 

under Proportional Integral Derivative flight control. Also, experiments of transportation 

and accurate deployment of payloads with single/multiple  autonomous aerial vehicles are 

presented in [12] and [60]. 

On the other hand, in [34] and [22] is developed a geometric control for position track- 

ing of a quadrotor,  using a coordinate-free  dynamic  model  of the referred system. As 

well, in [79] it is also developed a geometric  control but for multiple quadrotors trans- 

porting a rigid-body  load. A technique  based on dynamic programming which ensures 

swing-free trajectory tracking is proposed in [61] and [31]. Moreover, in [72] and [73] is 

utilized the differentially-flat  property to design trajectories and preliminary  results have 

been demonstrated in simulations and in experiments for a quadrotor  UAV transporting  a 

cable-suspended load along the longitudinal plane. A model based algorithm  in order to 

control the position and attitude of the system of interest is used in [66]. However, in some 

of the above mentioned works, the precise payload positioning with minimal oscillation is 

achieved for slow maneuvers. Also, it is noted that the control laws explicitly depend on the 

swing angle of the cable, and they are subjected to an expensive motion capture system for 

the implementation.  In this article the IDA- PBC methodology is used for precise and fast 

payload positioning with minimum swing in a short time, without  dependence on the angle 

of oscillation,  and without requiring an external motion capture system for implementation. 

In brief, this work introduces the practical implementation  of a transportation  system 

using  a quadrotor  with a cable suspended payload,  using  passibity  based techniques  to 

asymptotically stabilize the swing angle oscillations without a direct  measurement from 
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Fi re 6-2: Quadrotor with a cable suspended payload. 

 
 

 
them, see Figure 6-2.The proposed solution utilize monocular vision teclmiques for precise 

localization and is not constrained to any external motion capture system. 

This chapter is organized as follows: section 6.2 briefty introduces the dynamic mode! 

and the passivity based control strategy of the transportation system. Following. section 6.3 

describes the practical implementation of the proposed configuration. Then, experimental 

results corroborate the validity of the overall proposed system and the good performance 

of the control scheme. A special acknowledgement is finally offered in section 6.5. 
 
 

 

6.2   Control Strategy 
 
 

fnterconnection and Damping Assignment is a Passivity Based Control methodology ap- 

plied to a special class of underactuated mechanical systems, which is based on systems 

described by the Port Controlled Hamiltonian (PCH) mode!. This methodology consists in 

assigning a new PCH mode!in closed loop with the interconnection and damping assign- 



109 

 

 
 
 

ez 
 
 
 
 
 

z t---- 
 

 
 
 
 
 
 
 
 

Zp 
 

ex 
 

X Xp 

Figure 6-3: Quadrotor with a cable suspended payload, on the longitudinal plane. 

ment. 
 

In the present  work,  the IDA-PBC methodology  is used to incorporate  information 

about the underactuated  system structure and to deal with the concept  of energy in the 

control strategy. The main advantage of the IDA-PBC strategy is its inherent robustness 

with respect to unmodeled dynamics and nonparametric uncertainties.  Fmthermore, its 

inherent energy minimization allows to attenuate the undesired swing oscillations on the 

load without any direct measurement for it, hence, no extra sensors are required. 

For simplicity, we consider  only planar motions at a time, for both the longitudinal 

and transversal plane, then, a similar control law was implemented for both cases.  Let us 

considera quadrotor UAV with mass M evolving in the longitudinal plane, with a payload 

of punctual mass rn connected to the drone by a rigid massless rod of length l, as illustrated 

at Figure 6-3.  Consider  as well an inertial coordinate frame 0 = [ex 0 ezV  fixed to the 
 

ground,  and a body fixed frame B = [e1 0 e3 jT.   The  UAV position with respect to the 

inertial frame 0 is described by x and z. 8 stands for the pitch Euler angle and a represents 
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the swing angle. Then, the dynamical model for the studied system along the longitudinal 
 

plane can be obtained by the Euler-Lagrange method as [36] 
 
 
 
 
 
 

­ f sin θ =  (M + m)ẍ + ml(α̈ cos α ­ α̇ 2 sin α ) 
 

(6.1)

f sin θ =  (M + m)z̈ + ml(α̈ sin α ­ α̇ 2 cos α ) + (M + m)g (6.2)

τθ =  Iθ θ̈ (6.3)

0 =  lα̈ + ẍ cos α + z̈ sin α + g sin α (6.4)
 
 

where g is the gravity constant and Iθ  is the mass moment  of inertia of the quadrotor. 

f = f1 + f2 and τθ are the total thrust and the input  torque, and are considered  as the control 

inputs. Observe that the system (6.1)-(6.4) is underactuated, with only two control inputs 

for four state variables.  Note as well that a similar  model can be used for the transversal 

plane. 

 
 

Then, an IDA-PBC methodology can be applied to design a suitable control strategy for 

the longitudinal  plane. In this case the following control law is chosen for implementation 

(further details about the development of the control scheme can be found at [37]). 

 
 
 
 
 

flong =  ­kbẋ ­ kd ż ­ keθ̇ + (M + m)g ­ Kpz(z ­ zD) (6.5) 

τθ  =  ­(ka + kc)ẋ ­ (kb + ke)ż ­ (kc + k f )θ̇ ­ Kpx(x ­ xD) ­ Kpθ (θ ­ θD) (6.6) 
 
 
where flong is the thrust force in the longitudinal  plan, τθ  stands for the input torque on 

the pitch angle. Meanwhile, ka, kb, kc, kd , ke, k f , Kpx, Kpz and Kpθ are constant control 

parameters. 
 
 

An equivalent control law can be found for the transverse plane ( ftrans, τφ ). Note that 

motions are only allowed in one plane at a time due to the coupling between them. 
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6.3   Real-Time Implementation 
 
 
In order to validate the proposed control strategy, an experimental platform was developed. 

It consists in a low-cost  commercial  quadrotor type Parrot AR.Drone,  as the one discussed 

at section 2.2.1, with an extra payload of 0.05Kg weight, connected to its bottom by a 

two-degrees of freedom rigid rod, as showed  in Figure 6-1. The position of the rod was 

displaced to the back of the quadrotor to avoid interference with the optic flow and ultra- 

sonic sensors placed at the bottom of the quadrotor. The quadrotor autonomous navigation 

is achieved using the monocular vision techniques described in chapter 4.3.2. 

Finally, the motion capture system introduced  in section 2.3 is used to estimate the 

swing angle for the payload. It is important to note that the described system does not 

depend on the motion capture system, and it is only used to obtain the graph of the payload’s 

swing angle. 

 
 

 

6.4   Experimental results 
 
 
Real time experiments proved the good performance of the studied control scheme despite 

the absence of a direct measurement of the swing angle. The experiment  consisted in 

rapidly carrying the load through the corners of a square of 2m, at a constant height  of 

0.8m, as depicted in Fig. 6-4. In Figure 6-5, the UAV position is presented for a segment of 

the experiment with reference changes at the seconds 7 and 28. The quadrotor position  error 

is introduced in Fig. 6-6, where is evidenced the ability of the control scheme to regulate 

the UAV position, and its fast response despite the perturbations  induced by the added load. 

Note the black dotted lines indicating  the reference changes. The orientation of the UAV 

can be appreciated in Fig. 6-7. In Figure 6-8, the oscillation  angles are presented, where β 

stands for the swing angle in the transverse plane. We can observe how these swing angles 

are kept bounded in small values (less than 10o if there are not reference changes, until 15o 
 

otherwise) even when there is not any direct measurement available.  Finally, the control 

inputs are shown in Figure 6-9. 

It is worth mentioning that due to interference with the sensors, the rigid rod is not 
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Figure 6-4: 3D view. 
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Figure 6-6: Quadrotor position error. 
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Figure 6-7: Quadrotor attitude. 
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Figure 6-8: Swing angles. 
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Figure 6-9: Control inputs. 
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aligned with the gravity center of the UAV, however, the tested controller showed robustness 

against this drawback and proved good performance in spite of this fact. 

A video of the implemented system in action is available at: 
 

https://www.youtube.com/watch?v=l_ZP9tXLre8. 
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Chapter 7 
 

 
 
 

Conclusions and Future Work 
 

 
 
 
 

A wide range of different interesting topics were covered in this document for UAVs au- 

tonomous navigation, including  modeling, automatic control, data fusion, state estimation, 

computer vision,  electronics and so on. This last chapter contains a discussion about the 

obtained results for each of the different applications investigated along this thesis, from 

both theoretical and practical point of view, and offers some perspectives for future devel- 

opments to continue this work. 

In general we can state that UAVs continue to be an exiting research field with a large 

number of possible civilian and military applications. A lot of research have been carried 

out around the world to try to solve the involved problems, however, in order to accomplish 

outdoor missions under real conditions a lot of work is still required. 

Two main problems were considered and studied through this thesis, localization  in 

GPS-denied environments and robustness against uncertainties and external unknown per- 

turbations.  Different  approaches were studied and interesting  solutions,  according to the 

particular  needs of the application,  were proposed and tested in simulations and real-time 

experiments. 

For the localization problem, data fusion techniques of commonly  available sensors, 

and computer vision for localization with respect to either  a fixed scene or to a prede- 

fined object, showed promising results that allowed successful outdoor navigation even in 

unknown scenarios. 

Meanwhile, for the problem of robustness, two kinds of perturbations were studied, 



Therefore, none of the studied algorithms offers a fully satisfactory performance, but
 

both can be used under certain conditions for a specific mission. This motivates our search
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external  perturbations  such as wind and oscillations  due to a swinging  payload. For the 

former  case a second order sliding mode control  was proposed, while for the oscillation 

attenuation a passivity based control  was selected. 

In the following, more details are presented according to the particular application. 
 

 
 
 

7.1   Experimental Platforms 
 
 

Two different  experimental platforms were conceived and developed for this thesis.  The 

first one was conceived for a fully embedded system on a quadrotor  for autonomous outdoor 

flight. Meanwhile, the second experimental  testbed consists on a non expensive commercial 

quadrotor and a ground computer, and was intended for fast, safe and robust implementing 

and evaluating new developed control strategies and computer vision algorithms. 

As future work, it is intended to develop a new platform  for autonomous navigation in 

outdoor applications, improving the one presented in this document by adding one or more 

video cameras and a micro computer for the vision algorithms, along with other sensors to 

measure optic flow and pressure, among others. Such a platform  will be used to extend the 

proposed algorithms and techniques to a fully embedded system. 

 
 
 

7.2   UAV Data Fusion for Localization 
 
 

Simulations have shown promising results for both proposed data fusion strategies, consid- 

erably reducing the measurement error while handling the GPS signal losses. 

The PF proved to be more adequate in this case than the EKF, since the measurement 

noise of a GPS in a loosely coupled scheme is not Gaussian. However, there is a trade-off 

between the precision of the PF and the computational  cost, according to the number of 

employed particles. The computational cost of the PF with a good precision becomes then 

much higher than that for the EKF, deriving in a slower computation  speed and making it 

unsuitable for embedded real time control of UAVs. 
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for other alternatives for UAVs localization. 
 

Future work includes to implement the proposed strategies on a quadrotor equipped 

with a GPS sensor, for real time outdoor experiments. 

 
 
 
 
 

 

7.3   Collision-Free Navigation and Haptic Teleoperation 
 
 
 
Collision-free navigation and teleoperation for a quadrotor using only a monocular camera 

were presented and experimentally  validated in this thesis. Two main cases were studied: 

autonomous collision-free  trajectory tracking and collision-free  teleoperation. Despite the 

simplicity of the proposed collision  avoidance technique, it satisfactorily accomplished its 

goal for both studied cases. Meanwhile, monocular-vision based navigation  showed to be a 

powerful tool for MAVs in GPS denied environments,  as well as an exciting  research area 

to be explored. 
 

Second order sliding mode control proved to be adequate for accurate trajectory track- 

ing with the presented setup, accomplishing  well the tracking objective while adding ro- 

bustness against external perturbations.   However,  special attention must be payed when 

implementing this kind of controllers  because of their discontinuous nature, in this case, 

the discontinuous terms approximated by a high gain saturation, and the limits were kept 

bounded by choosing small gains. A good solution for future developments could be to use 

the Super Twisting Algorithm instead, in order to avoid the chattering effect. 
 

Haptic assisted teleoperation has been demonstrated to be an interesting alternative for 

safe UAV navigation, preventing the user from crashing the UAV and improving  the flying 

experience. 
 

Future work includes to extend the obtained results for collision avoidance in 3D un- 

structured scenarios and outdoor tests. Also, the design of a new sliding mode control 

is envisioned to avoid the problem of discunituity in the input, using the super twisting 

algorithm. 
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7.4   The Face Follower UAV 
 
 

An innovative application for an UAV capable to interact with humans by following a face 

was conceived and successfully developed in this work. In order to do so, several tools and 

techniques were merged together to offer a full-working solution. 

Relative position from the face to the quadrotor was estimated by a computer  vision 

algorithm.  Face detection was accomplished by means of a Haar cascade classifier,  while 

a Kalman  filter was implemented to keep track of the face of interest, adding robustness 

against false positive detections and other faces on the image. Then a suitable transforma- 

tion was proposed, by using the size of the detected face to compute the depth to the face, 

normally unknown for monocular vision algorithms. 

A PD control strategy was implemented to deal in real-time with the relative position 

regulation to a desired value.  To complete the state feedback for the controller,  a Luen- 

berger observer was employed to estimate the missing altitude speed. The overall system 

performance was extensively  tested in real-time experiments under different conditions, 

and proved to be an excellent first-approach solution for the studied problem, despite the 

use of a low-cost  quadrotor and the simplicity of the algorithms. 

For the sake of security, the used algorithms and gains were chosen to be conservative. 

Hence, we envision to improve  the proposed system by using more precise models, and 

applying more sophisticated algorithms for estimation and automatic control. Also, a wide 

angle lens would help to increase the field of view, allowing faster motions. Furthermore, 

it would be interesting to implement the proposed algorithms in a fully embedded UAV. 

This new application  presents an interesting problem that can be used  as a base for 

future applications and developments, looking to improve the human-robot interaction ex- 

perience. There, imagination is the limit, but we can cite some examples: 

· The detection algorithm can be trained to track almost any other kind of mostly rigid 

object with distinguishing views. Then, the proposed system can be used as it is to 

follow the desired object. 
 

· Detecting face gestures and body movements could be used to give further commands 

to the quadrotor. 
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· The face-follower UAV could be programed to play some popular games like tag or 
 

the hot potato. 
 

· A naive but powerful and interesting application would be to attach the image of a 

face to another quadrotor and use the developed system for formation flight applica- 

tions. 
 
 
 

7.5   Fast and Safe Transportation  System 
 
 

We have implemented an IDA-PBC strategy to minimize the swing of a payload connected 

by a cable to a quadrotor. The employed control law was found to be performing  well for 

the control objective of moving a payload from any initial position to the desired position, 

with minimum swing. The advantage of the implemented control scheme is that it does 

not require an extra measurement for the oscillation  angle, since it does not depend on it. 

The control strategy was successfully implemented and validated in real time experiments, 

showing its good performance.  A monocular vision based algorithm  was employed for 

localization,  avoiding  the dependence on an external motion capture system, or any other 

external reference.  Future developments include to design a controller  for 3D motions 

taking into account the coupling  between planes.  Also, study the problem for non-rigid 

cables is envisioned. 
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