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Modélisation du signal de 'IRM de diffusion par des
techniques analytiques et d’homogénéisation

Résumé : L'imagerie par résonance magnétique de diffusion (IRMD) est une technique d’imagerie
qui teste les propriétés diffusives d’un échantillon en le soumettant aux impulsions d’un gradient de
champ magnétique. Plus précisément, elle détecte le mouvement de ’eau di a la diffusion et s’avére
donc étre un outil puissant pour obtenir des informations sur la microstructure des tissus. Le signal
acquis par le scanner IRM est une mesure moyennée sur un volume physique appelé voxel, dont la
taille, pour des raisons techniques, est bien plus grande que 1’échelle de variations microscopiques
de la structure cellulaire. Ceci implique que les composants microscopiques des tissus ne sont pas
visibles a la résolution spatiale de 'TRM et que les caractéristiques géométriques se trouvent agréger
dans le signal macroscopique provenant du voxel. Une importante quantité mesurée par 'TRMD
dans chaque voxel est le Coefficient de Diffusion Apparent (CDA) dont la dépendance au temps
de diffusion est actée par de nombreuses expériences d’imagerie effectuées in vivo. Il existe dans la
littérature un nombre important de modéles macroscopiques décrivant le C DA allant du plus simple
au plus complexe (modéles phénoménologiques, stochastiques, géométriques, fondés sur des EDP,
etc.), chacun étant valide sous certaines hypothéses techniques bien précises. Le but de cette thése
est de construire des modéles simples, disposant d’une bonne validité applicative, en se fondant
sur une modélisation de la diffusion & I’échelle microscopique & l'aide d’EDP et de techniques
d’homogénéisation.

Dans un article antérieur, le modeéle homogénéisé FPK a été déduit de 'EDP de Bloch-Torrey
sous I'hypothése que la perméabilité de la membrane soit petite et le temps de diffusion long. Nous
effectuons tout d’abord une analyse de ce modéle et établissons sa convergence vers le modéle
classique de Karger lorsque la durée des impulsions magnétiques tend vers 0. Notre analyse montre
que le modéle FPK peut étre vu comme une généralisation de celui de Kérger, permettant la
prise en compte de durées d’impulsions magnétiques arbitraires. Nous donnons aussi une nouvelle
définition, motivée par des raisons mathématiques, du temps de diffusion pour le modéle de Karger
(celle impliquant la plus grande vitesse de convergence).

Le CDA du modéle FPK est indépendant du temps ce qui entre en contradiction avec nom-
breuses observations expérimentales. Par conséquent, notre objectif suivant est de corriger ce modéle
pour de petites valeurs de ce que 'on appelle des b-valeurs afin que le C DA homogénéisé qui en
résulte soit sensible & la fois & la durée des impulsions et & la fois au temps de diffusion. Pour
atteindre cet objectif, nous utilisons une technique d’homogénéisation similaire a celle utilisée pour
le FPK, tout en proposant un redimensionnement adapté de I’échelle de temps et de l'intensité
du gradient pour la gamme de b-valeurs considérées. Nous montrons, a I'aide de simulations numé-
riques, I'excellente qualité de 'approximation du signal IRMD par ce nouveau modéle asymptotique
pour de faibles b-valeurs. Nous établissons aussi (grace a des développements en temps court des
potentiels de surface associés a ’équation de la chaleur ou grace a une décomposition de sa solution
selon les fonctions propres) des résultats analytiques d’approximation du modéle asymptotique qui
fournissent des formules explicites de la dépendance temporelle du CDA. Nos résultats sont en
accord avec les résultats classiques présents dans la littérature et nous améliorons certains d’entre
eux grace & la prise en compte de la durée des impulsions.

Enfin nous étudions le probléme inverse consistant en la détermination d’information qualitative
se rapportant & la fraction volumique des cellules & partir de signaux IRMD mesurés. Si trouver la
distribution de sphéres semble possible a partir de la mesure du signal IRMD complet, il nous est
apparu que la mesure du seul C DA ne serait pas suffisante.

Mots-clés : IRMD, CDA dependant du temps, modéle de Kérger, impulsions finies, modéles
homogénéisés, problémes inverses.







Homogenized and analytical models
for the diffusion MRI signal

Abstract: Diffusion magnetic resonance imaging (dAMRI) is an imaging modality that probes the
diffusion characteristics of a sample via the application of magnetic field gradient pulses. More
specifically, it encodes water displacement due to diffusion and is then a powerful tool to obtain
information on the tissue microstructure. The signal measured by the MRI scanner is a mean-
value measurement in a physical volume, called a voxel, whose size, due to technical reasons, is
much larger than the scale of the microscopic variations of the cellular structure. It follows that the
microscopic components of the tissues are not visible at the spatial resolution of dMRI. Rather, their
geometric features are aggregated into the macroscopic signal coming from the voxels. An important
quantity measured in dMRI in each voxel is the Apparent Diffusion Coefficient (ADC) and it is
well-established from imaging experiments that, in the brain, in-vivo, the ADC is dependent on the
diffusion time. There is a large variety (phenomenological, probabilistic, geometrical, PDE based
model, etc.) of macroscopic models for ADC' in the literature, ranging from simple to complicated.
Indeed, each of these models is valid under a certain set of assumptions. The goal of this thesis is
to derive simple (but sufficiently sound for applications) models starting from fine PDE modelling
of diffusion at microscopic scale using homogenization techniques.

In a previous work, the homogenized FPK model was derived starting from the Bloch-Torrey
PDE equation under the assumption that membrane’s permeability is small and diffusion time is
large. We first analyse this model and establish a convergence result to the well known Kéarger
model as the magnetic pulse duration goes to 0. In that sense, our analysis shows that the FPK
model is a generalisation of the Kéarger one for the case of arbitrary duration of the magnetic pulses.
We also give a mathematically justified new definition of the diffusion time for the Kérger model
(the one that provides the highest rate of convergence).

The ADC' for the FPK model is time-independent which is not compatible with some exper-
imental observations. Our goal next is to correct this model for small so called b-values so that
the resulting homogenised ADC is sensitive to both the pulses duration and the diffusion time.
To achieve this goal, we employed a similar homogenization technique as for FPK, but we include
a suitable time and gradient intensity scalings for the range of considered b-values. Numerical
simulations show that the derived asymptotic new model provides a very accurate approximation
of the dMRI signal at low b-values. We also obtain some analytical approximations (using short
time expansion of surface potentials for the heat equation and eigenvalue decompositions) of the
asymptotic model that yield explicit formulas of the time dependency of ADC. Our results are in
concordance with classical ones in the literature and we improved some of them by accounting for
the pulses duration.

Finally we explored the inverse problem of determining qualitative information on the cells
volume fractions from measured dMRI signals. While finding sphere distributions seems feasible
from measurement of the whole dMRI signal, we show that ADC alone would not be sufficient to
obtain this information.

Keywords: DMRI, time dependent ADC, Kéarger model, finite-pulses, homogenized models, in-
verse problems.
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Introduction (en frangais)

L’imagerie par résonance magnétique de diffusion (IRMD) est un outil puissant et non invasif
qui donne une mesure du déplacement des molécules d’eau. Cette technique a été considérable-
ment utilisée en science des matériaux pour étudier la structure et les propriétés de transport
des milieux poreux tels que les roches sédimentaires, le béton et le ciment. En médecine et
en biologie, elle a été employée pour 'analyse de la structure et des propriétés fonctionnelles
des tissus biologiques de presque tous les organes du corps humain et, plus particuliérement,
de ceux du cerveau (sur ces sujets on pourra consulter les articles de revue et de synthése
[30, 33, 40, 47, 80, 81, 90, 91, 169]).

Pour rendre 'TRM sensible & la diffusion, on applique un gradient encodant la diffusion afin
de mesurer les effets d’atténuation sur le signal IRM provoqués par le mouvement incohérent des
molécules d’eau, de par le déphasage de leur spin. Dans le cerveau, 'TRMD mesure le déplacement
des spins (les protons présents dans ’eau) durant un temps de diffusion de 'ordre de quelques
dizaines de microsecondes. Le signal IRMD représente la magnétisation transversale dans un
volume tissulaire (appelé voxel) dont la taille est de 'ordre de 1 mm. Cependant, les dimensions
caractéristiques des cellules du cerveau sont de ’ordre du micrométre, ce qui implique qu’elles
ne peuvent étre distinguées individuellement a la résolution de 'TRM.

Comme le déplacement de l'eau est condittionné (limité ou empéché) par la présence des
membranes cellulaires, le signal IRMD mesuré pour des temps de diffusion différents, et pour
des directions et des intensités du gradient différentes, dépend fortement de la microstructure des
tissus. Le but de 'IRMD est de déterminer, a I'aide du signal IRM, la structure morphologique
d’un échantillon et de caractériser la dynamique du systéme. Malgré les nombreuses applications
concrétes de 'IRMD et malgré de nombreuses années d’étude théorique intensive, ce probléme
inverse n’a pas encore été complétement résolu et nécessite une analyse mathématique appro-
fondie.

D’un point de vue mathématique, la description microscopique de la magnétisation complexe
transversale est donnée par I’équation de Bloch-Torrey [180] :

;M(x, t) —div (DoVM (x,t)) + vyB(x,t)M (x,t) =0, xeQ—-T (1)
ou B(x,t) représente le gradient magnétique appliqué, Dy est le coefficient de diffusion intrin-
séque, v le rapport gyromagnétique d’un proton de I’eau et ¢ I'unité imaginaire. On note §2 le
volume considéré et I' I'union de toutes les interfaces & l'intérieur de €2 qui sont susceptibles
de géner la diffusion. Cette équation aux dérivées partielles (EDP) doit étre complétée par des
conditions d’interface sur I'. Dans cette thése, nous considérons les conditions suivantes :

[VM(z,t) - v(2)]
)

0, zel (2)
VM(z,t) v(z) =k

[M(z,t)], zeTl (3)

ou v(z) est le vecteur normal unitaire extérieure a Uinterface au point z et [ || est le saut au
travers de l'interface. La premiére équation impose la continuité du flux traversant 'interface.
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La seconde relie proportionnellement le flux au saut de la magnétisation sur 'interface, ou la
constante de proportionnalité k est la perméabilité, qui modélise la facilité qu’a ’eau a traverser
I'. Si k est nulle, I'interface est imperméable. Lorsque k — +00 (une interface complétement
perméable), un flux fini n’est possible que si 'on impose la continuité de la magnétisation au
travers de la frontiére, c’est-a-dire [M(z,t)] = 0.

L’équation de Bloch-Torrey est une équation de réaction-diffusion. Le fait que le rapport
imaginaire tyB(x,t) apparaisse dans le terme réactif modifie de nombreuses propriétés de cette
EDP. En conséquence, on ne peut obtenir des solutions analytiques que pour quelques cas trés
particuliers.

Le signal IRMD est la magnétisation transversale totale dans un voxel, c’est-a-dire

S(TE) = ]\4(X7 TE>dX (4)
voxel

avec T un temps fixé appelé le temps d’écho. L’atténuation du signal est définie par S(Tx)/So,
ou Sy est le signal associé & une expérience dans laquelle on n’applique pas de gradient de
diffusion. Au vue de cette description, il est clair que le signal ne donne pas directement accés
aux variations microscopiques de la magnétisation et que la moyenne faite sur le voxel masque les
données structurelles du milieu. Ainsi le défi mathématique consiste-t-il & trouver une description
macroscopique du signal, témoignant clairement de la dépendance & la microstructure.

Une quantité importante mesurée grace a 'IRMD est le coefficient de diffusion apparent
(CDA) aussi appelé coefficient de diffusion effectif (D). Le premier terme est souvent utilisé
par les chercheurs en médecine et certains physiciens travaillant sur la résonance magnétique.
Le second terme est celui privilégié par les mathématiciens et quelques physiciens. Dans cette
thése, nous utiliserons les deux termes mais associons a chacun une signification différente. (Le
choix que nous avons fait et que nous décrivons ci-dessous, est quelque peu arbitraire et nous
espérons qu'il ne compromettra pas la clarté de cette thése).

Dans cette thése, le terme CD A désignera la quantité qui prend en compte les contributions
de tous les compartiments géométriques présents dans le volume d’intérét, alors que DZH dési-
gnera la méme quantité mais pour un unique compartiment n. (Par exemple, le compartiment
1 comprendrait toutes les cellules sphériques, le compartiment 2 toutes celles cylindriques et le
compartiment 3 comprendrait tout 'espace extra-cellulaire. L’union de ces trois compartiments
donne le volume total). Par conséquent, dans le cas ot nous considérons un seul compartiment,
ona CDA = D alors que si nous considérons N > 1 compartiments, et que les échanges entre
ces compartiments sont négligeables, le CD A est alors :

N
CDA =) v,Df, (5)

n=1

ol v, est la fraction volumique occupée par les éléments du compartiment n, et D%ﬁ est le
coefficient effectif de diffusion associé au compartiment n. Les termes “apparent” et “effectif”
indiquent que, dans les tissus, le processus de diffusion n’est pas indépendant de son milieu
mais qu’il est, en fait, géné et modulé par de nombreux mécanismes (la restriction a des espaces
fermés, tortuosités autour d’obstacles, etc.) et que d’autres sources de déplacement incohérent
de spin, comme dans le fluide cérébro-spinal présent dans les ventricules ou dans le sang de petits
vaisseaux, peuvent contribuer au signal IRMD.



Nous donnons maintenant une définition mathématique précise du CDA dans la direction

du gradient ug. Etant donné 'atténuation du signal %OE) et la direction du gradient encodant

la diffusion ug, on définit le coefficient de diffusion apparent dans cette direction comme :

7 log <S(S:';E)> , (6)

. 1
= lim : - 2 9g2
~ Jo (Jo f(s)ds> dt

avec ¢ l'intensité du gradient encodant la diffusion et f son profil temporel. A partir de main-

tenant nous utiliserons le terme coefficient de diffusion apparent lorsque nous parlerons d’un
volume contenant des géométries différentes et du coefficient de diffusion effectif dans le cas
d’une seule géométrie (ou compartiment). De plus, dans toute la suite, afin de simplifier les
notations, si ug ne joue pas de role dans la discussion, nous écrirons CDA au lieu de CD Ay, et
D% au lieu de ng.

On obtient le CD Ay, a partir du signal expérimental, en faisant un fitting du signal avec
une exponentielle décroissante :

S(TE) _ ~CDAugb

5 7 (™

ol b est une constante, appelée b-valeur, qui contient les caractéristiques du gradient de codage

b 24 LTE <Ltf(s)ds>2dt. 8)

Il est bien établi que le C DAy, est tres sensible aux changements ayant lieu dans la micro-

de diffusion appliqué,

structure des tissus. De plus, les expériences montrent que le CD Ay, tiré de données d’imagerie
du cerveau in-vivo, est souvent dépendant du temps. De nombreux travaux ont été réalisés afin de
trouver une description appropri¢e du C' DAy, dans certains cas particuliers, par exemple pour
des temps de diffusion courts, pour des temps de diffusion longs, sous ’hypothése de configura-
tions géométriques simples, en supposant que les impulsions du gradient encodant la diffusion
sont courtes comparées aux délais exitant entre elles, etc. Cependant, malgré les recherches in-
tensives des physiciens pour trouver une caractérisation générale du C'DAy,, il existe encore un
trés grand nombre de régimes mettant en jeu des combinaisons variées de temps de diffusion, de
perméabilité de la membrane, de configurations géométriques, qui ne dispose pas d’une descrip-
tion adéquate en terme de formules mathématiques (plus ou moins simples). Du point de vue
mathématique, c’est cette question que cette thése se propose d’aborder.

Dans cette thése, 1’équation de Bloch-Torrey dans un domaine hétérogéne (Equations (1-
3)) est approchée grace a des techniques mathématiques d’homogénéisation. Nous cherchons
notamment des développements asymptotiques de la solution de 'EDP, valides pour des b-
valeurs petites. Le principe est de fixer un parameére sans dimension ¢ et d’écrire la solution des
équations (1-3) sous la forme :

M(x,t) = isiMi <x, X t) 9)
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ou M; (x,y, ) dépend de la variable macroscopique x, de la variable microscopique y = x/¢ et
de la variable temporelle redimensionnée 7 = ¢/c®. En remplacant le développement (9) dans
I’équation de Bloch-Torrey (1), en se servant des conditions d’interface (2, 3) et en égalant terme
a terme en fonction de la puissance de &, on obtient un ensemble d’équations qui détermine les
M;, i = 0 de fagon récursive.

Un des principaux résultats de cette thése est que pour le redimensionnement suivant portant
sur le temps (t), la perméabilité biologique de la membrane cellulaire (x), 'intensité du champ
magnétique du gradient encodant la diffusion (g) et la période spatiale suivant la longueur de la
géométrie cellulaire (L),

L=0(), k=0(), g=0(?), t =0(?), (10)

nous avons obtenu un modéle mathématique particuliérement intéressant du signal d’IRMD
aprés avoir égaler les termes du développement jusqu’a l'ordre deux en ¢, i.e. O(e?) (c’est-a-dire
en effectuant la résolution jusqu’a Ms). Le modéle asymptotique qui en découle, contient des
termes du signal IRMD allant jusqua l'ordre deux en g, i.e. O(g3). Autrement dit, ce modéle
donne une description du CDA dépendant du temps. De maniére plus précise, le signal IRMD
associé a cette asymptotique s’écrit :

Sg)E) —1- (i n (foé)n) b, (11)

n=1

ou le coefficient de diffusion effectif ng (indice n a été supprimé) dans un compartiment fermé
2 soumis & un gradient de diffusion dirigé selon ug a pour expression :

e D, e
D = Dy — ) F(t) h(t) dt, (12)
F(t)%dt
0
ol ) )
h(t) = f g - Vo) = — [ w(y. ug - v(y)dsy (13)
1] Jo 1 Jaa

est une quantité dépendant de w, la solution d’une équation de diffusion homogéne aux conditions
aux limites de Neumann dépendant du temps et dont la condition initiale est nulle :

Zw(x,t) — V (DoVw(x,t)) =0, x € Q,
DoVw(x,t) - v(x) = DoF (t)ug - v(x), x€ 09, (14)
w(x,t) =0, x € Q.

Dans les équations précédentes, v(x) est le vecteur normal unitaire extérieur a I'interface au point
x et t € [0,Tg]. On peut remarquer que l'on est capable d’écrire h(t) en fonction uniquement
de quantités définies sur la frontiére 0€2 en appliquant le théoréme de Green a 'EDP (14).
Désormais, nous ferons référence au modéle ci-dessus en tant que “le nouveau modéle homogénéisé
pour le CD A dépendant du temps” ou en tant que le “modéle H-C D A”. On constate que le CDA
du modéle H-CDA est la somme du coefficient de diffusion effectif de chaque compartiment



géométrique, pondéré par sa fraction volumique. Autrement dit, il n’y a aucun effet di aux
échanges entre les compartiments géométriques (i.e. My, M; et My ne dépendent pas de la
perméabilité k).

Afin d’obtenir une relation plus concréte enre le C DAy, et les configurations géométriques,
nous analysons le modéle H-C' D A dans le cas de sous-domaines finis. En particulier, en utilisant
la séquence PGSE (gradient pulsé écho de spin) [172] comme profil temporel, nous obtenons
trois représentations du coefficient de diffusion effectif, correctes pour trois régimes temporels
différents. En temps court (c’est-a-dire tp « % avec L la longueur caractéristique de la cel-
lule, Dy le coefficient de diffusion intrinséque et tp le temps de diffusion), nous proposons une
représentation fondée sur le potentiel de simple couche pour I’équation de diffusion, que nous
dénommons “formule en pulsation courte et en temps court” (PCTC, ou SPST en anglais).
En temps long (c’est-a-dire NDD = 7%“;22170 » 1, ot Tg est le temps d’écho et NDD signi-
fie le déplacement diffusif normalisé) et lorsque les durées des pulsations ne sont pas petites,
nous proposons une représentation fondée sur le développement selon les fonctions propres de
Popérateur de Neumann Laplace, que nous appelons “formule en pulsation finie et temps long”
(PFTL ou FPLT en anglais). En temps long et quand la durée des pulsations est petite, nous
proposons une représentation qui combine ’approche par simple couche durant les pulsations et
I’approche par développement sur les fonctions propres entre les pulsations, que nous nommons
“formule en pulsation courte et en temps long” (PCTL ou SPLT en anglais). Ce travail donne
une explication quant & les facon dont les paramétres de la microstructure tissulaire tels que le
rapport surface sur volume ou tels que les valeurs propres dominantes influencent le coefficient
de diffusion effectif Dﬁg. Nous soulignons, notamment, que la formule PCTC corrige la formule
classique de Mitra valable en temps court ([130]), en tenant compte des durées de pulsations.
Pour un domaine fini €2, notre formule corrigée s’écrit :

16 DY?
D =Dy [ 1- .
ug — 70 ( 35/ 62(3A — 0)

((A +8)72 4 (A—0)T2—2(67% + A7/2)) W)

ou v est le vecteur normal unitaire extérieur & 0€) et sx est la mesure superficielle sur 0€2. En
plus du redimensionnement qui permet ’obtention du modéle H-C DA, nous avons aussi testé
d’autres choix de redimensionnement. Nous en décrivons les étapes de calcul et examinons la
pertinence des modéles qui en découlent.

Le second des résultats principaux de cette thése est en rapport avec le modéle de Kérger [94]
et le modeéle de Kérger a pulsation fini (FPK) [42]. Le modéle de Kérger provient de la physique
et est fondé sur des données empiriques concernant la diffusion dans un milieu comportant
plusieurs compartiments, en faisant ’hypothése des pulsations trés courtes (c’est-a-dire la durée
des pulsations est bien plus faible que le délai entre les deux pulsations). Le modeéle FPK est
un modéle mathématique récent qui étend le modeéle de Kérger au cas des pulsations finies.
A T'aide d’une analyse de ces deux modéles, nous montrons qu’en utilisant la séquence PGSE,
lorsque I’hypothése des pulsations trés courtes n’est pas satisfaite, le choix le plus judicieux, du
point de vue des mathématiques, quant au “temps d’évaluation” a utiliser dans le modéle de
Kirger est A — §/3. Nous montrons que ce choix donne une différence de P'ordre de b3, O(b?),
entre le modéle de Kérger et le modéle FPK, tandis que d’autres choix, comme par exemple A
ou A + 4, donneraient une différence plus grande de I'ordre de b?, O(b?). Nous montrons aussi



6 Introduction (en frangais)

numériquement que, si l’on utilise le modéle de Kérger et qu’on choisit pour profil temporels f(¢)
la séquence PGSE trapézoidale, il est nécessaire de changer non seulement le temps d’évaluation,
mais aussi le coefficient devant §? présent dans les équations du modéle de Kirger. Puis nous
indiquons comment le modéle de Kérger peut étre adapté a des profils temporels plus généraux.

Dans le dernier chapitre de la thése, nous présentons les tous premiers résultats que nous
avons obtenus sur le probléme inverse de 'IRMD pour des géométries élémentaires. Bien que
ce travail est loin d’apporter une réponse compléte au probléme, il nous est déja possible de
présenter quelques résultats intéressants. Nous nous limitons au cas de géométries finies (ce qui
est pertinent dans le cadre de la diffusion a lintérieur des cellules) et au cas de la séquence
PGSE. Nous montrons qu’en utilisant la formule (PCTC) nous sommes capables d’estimer cor-
rectement le rapport surface sur volume et, dans le cas de pulsations finies, nos résultats sont
meilleurs que ceux obtenus grace a la formule de Mitra ([130]). Puis, grace a la formule PCTL,
nous montrons que nous sommes en mesure d’estimer convenablement les valeurs propres domi-
nantes et le moment d’ordre un des fonctions propres associées, mais que le rapport surface sur
volume ne peut étre estimé avec précision. Pour générer les données nous n’avons fait varier que
le paramétre A dans le PGSE mais faire aussi varier le paramétre § pourrait peut-étre permettre
d’aboutir & des résultats différents ; des études supplémentaires sont donc nécessaires. Nous trai-
tons, en suite, le probléme de retrouver la distribution des rayons pour une géométrie constituée
seulement de cercles. Les données simulées utilisées sont soit 1) le signal IRMD obtenu pour
différentes valeurs de A et de g; soit 2) seulement le CDA pour différentes valeurs de A. Nous
montrons qu’en appliquant la régularisation de Tikhonov & un algorithme d’Uzawa et qu’en
utilisant comme données le signal IRMD pour différentes valeurs de A et g, nous parvenons
& estimer, avec une précision suffisante, une distribution quelconque de rayons, méme lorsque
lon ajoute aux données simulées un bruit (multiplicatif) de l'ordre de 5%. Par contre, si I'on
utilise comme données le seul C' DA pour différentes valeurs de A, notre algorithme ne converge
pas; une analyse complémentaire de ce cas est donc nécessaire. Finalement nous faisons une
preuve mathématique démontrant que I’on ne peut étendre la méthode précédente pour trouver
une distribution générale des orientations des fibres, méme en utilisant le signal IRMD pour
différentes valeurs A et g.

La thése se clot avec une discussion sur la pertinence de nos résultats dans le cadre des
applications pratiques de 'TRMD et sur quelques perspectives de travail futur.

Apercu de la thése

La thése est organisée comme suit.

Chapitre 1 : L’imagerie par résonance magnétique de diffusion Ce Chapitre présente
briévement la physique de 'TRMD et 'acquisition d’image ainsi que les applications médicales
les plus connues.

Chapitre 2 : Des modéles mathématiques On donne la description mathématiques du si-
gnal modélisant le probléme et une vue d’ensemble des techniques existantes utilisées pour traiter



ce probléme. Nous passons en revue de nombreux modéles approximés fondés sur diverses hy-
pothéses simplificatrices telles que des géométries élémentaires, I’hypothése de pulsation étroite
et 'approximation gaussienne de la phase.

Chapitre 3 : Le modéle FPK et le modéle de Kéirger Un modéle mathématique récent,
qui est une extension aux pulsations finies du model classique de Kérger (|94]), a été obtenu en
utilisant des techniques mathématiques d’homogénéisation ([42]). La principale différence entre
ces deux modeéles est que le modéle FPK a été déduit mathématiquement en appliquant des
techniques standards d’homogénéisation & I’équation de Bloch-Torrey, tandis que le second a
été obtenu empiriquement. Nous prouvons que le modéle de Kérger est, en fait, d’'un point de
vue mathématique, un cas particulier du modéle FPK si I'on fait 'hypothése des pulsations trés
courtes. Nous présentons toutes les preuves pour le cas de la séquence de gradient pulsé (PGSE)
[172], et nous proposons une correction du temps d’évaluation du modeéle de Kérger qui permet
la prise en compte de pulsations finies. Nous montrons, notamment, que si on utilise le temps
d’évaluation correct égal & A — §/3, Pordre de convergence entre ces deux modéles est de 6% (ou
de b%). Enfin, nous présentons des simulations numériques, en traitant aussi le cas de la séquence
PGSE trapézoidale afin de donner une idée de la fagon dont on pourrait adapter les preuves
dans le cas d’un profil temporels général.

Chapitre 4 : Un nouveau modéle pour le CDA dépendant du temps (le modéle H-
CDA) Ce chapitre est le coeur de la thése. L’idée principale est de relier le redimensionnement
temporel et l'intensité du gradient au redimensionnnement spatial et a la perméabilité de la
membrane en utilisant un petit paramétre sans dimension €. Une fois les termes réunis et égalés en
fonction de I'ordre de € jusqu’a I'ordre deux en &, O(£?), nous obtenons un modéle asymptotique
du signal IRMD. Ce modéle comprend des contributions au signal IRMD allant jusqu’a l'ordre
g%, et, de ce fait, nous le qualifions de modéle dépendant du temps pour le CDA (le modéle
H-CDA). Ce modéle nous permet d’écrire le CDA en fonction de la solution d'une équation
de diffusion homogéne couplée & des conditions aux limites de Neumann dépendantes du temps
et dont la condition initiale est nulle. Nous montrons plusieurs simulations numériques dans
lesquelles nous comparons les résultats donnés par notre nouveau modéle au CDA calculé a
partir de simulations numériques de ’équation de Bloch-Torrey et aux C'DA donnés par deux
formules préexistantes classiques, une en temps court (|130]) et 'autre en temps long ([179]). De
plus, nous montrons que nous pouvons retrouver ce modéle en linéarisant 1’équation de Bloch-
Torrey par rapport & g et nous utilisons le théoréme classique de 1’énergie pour les équations de
diffusions afin de prouver la convergence du signal & l'ordre trois en ¢, O(g?).

Chapitre 5 : A propos d’autres redimensionnements Dans ce Chapitre nous considérons
la famille de modéle introduite au Chapitre 4 et nous analysons quelques choix particuliers de
paramétres de redimensionnement temporel et d’intensité du gradient. Nous imposons notam-
ment des restrictions mathématiques nécessaires a 'obtention d’un modeéle pour des b-valeurs
petites et expliquons quel type de modéle résulte d’un changement dans les paramétres de re-
dimensionnement. Nous observons que, si nous posons a = 1 (c’est-a-dire ¢ = O(e)), pour les
différents choix possibles de redimensionnement de g respectant la contrainte d’induire de petites
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b-valeurs, nous obtenons un modéle dont le CDA est indépendant du temps et coincide avec
Pexpression donnée par le modeéle FPK. De la méme fagon, si nous posons a = 2 (c’est-a-dire
t = O(£?)), quelque soit le redimensionnement choisi sur g (respectant les mémes restrictions
mathématiques que précédemment), nous obtenons un modeéle dont le CDA est dépendant du
temps et coincide avec I'expression donnée par le modéle H-C'D A présenté au chapitre 4. Cela
nous permet d’expliquer d’une autre facon pourquoi le nouveau modéle introduit au chapitre 4
donne une bonne approximation pour une large gamme de déplacements de diffusion.

Chapitre 6 : CDA dépendant du temps a l’intérieur de domaines finis Dans ce Cha-
pitre nous nous limitons au cas de domaines finis et au cas de la séquence PGSE, et nous
analysons le nouveau modéle homogénéisé du C'DA dépendant du temps. Nous considérons la
solution de I’équation de diffusion homogéne couplée & des conditions aux limites de Neumann
dépendantes du temps et dont la condition initiale est nulle. En temps court, nous utilisons
le potentiel de simple couche pour I'équation de diffusion afin d’écrire la solution sur la fron-
tiére. De cette fagon, nous trouvons une nouvelle formule explicite pour le CDA qui dépend
du rapport entre la portion de surface vue dans la direction du gradient et le volume. Cette
formule généralise une formule en temps court existante pour le CDA ([130]) en prenant en
compte la durée des pulsations. Nous ’appelons “approximation en pulsation courte et en temps
court” (PCTC ou SPST en anglais). En temps long et pour des pulsations finies, nous utilisons
le développement selon les fonctions propres de 'opérateur de Neumann Laplace pour écrire la
solution de I’équation de diffusion. Nous appelons I'approximation qui en résulte “approximation
en pulsation finie et en temps long (PFTL ou FPLT en anglais). En temps long et si la durée
des pulsations est courte et que le décalage entre elles est long, nous utilisons le potentiel de
simple couche durant les pulsations et le développement selon les fonctions propres entre elles.
Nous appelons cette derniére approximation “approximation en pulsation courte et en temps
long (PCTL ou SPLT en anglais).

Chapitre 7 : A propos du probléme inverse Dans ce Chapitre nous proposons une étude
preliminaire du probléme inverse qui consiste & retrouver des informations liées & la microstruc-
ture en utilisant le CDA dépendant du temps ou le signal IRMD pour différentes valeurs de
g et de temps diffusion, simulés grace a 1’équation de Bloch-Torrey. Ce travail est loin d’étre
complet et ouvre des voies d’exploration future. Le premier résultat que nous présentons est une
application fructueuse de la formula PCTC pour retrouver le rapport surface sur volume. Nous
montrons qu’avec cette nouvelle formule nous pouvons, méme, ne pas nous limiter au cadre des
pulsations trés courtes et estimer de fagon particuliérement stable le rapport surface sur volume
de géométries fermées. Nous nous intéressons ensuite a l'utilisation de la formule PCTL dans le
cadre de I’évalutation du rapport surface sur volume, des valeurs propres dominantes et du mo-
ment d’ordre un des fonctions propres associées pour des géométries élémentaires. Bien que nous
ne puissions pas estimer correctement le rapport surface sur volume, nous sommes en mesure
d’évaluer, avec une précision convenable, les premiéres valeurs propres et leurs contributions,
qui peuvent étre révélatrices de certaines caractéristiques géométriques. Puis nous étudions le
probléme consistant & déterminer la distribution des rayons d’une géométrie composée exclusive-
ment de cercles. Négligeant le signal provenant du compartiment extracellulaire, nous exposons



une fagon de résoudre le probléme en appliquant 1’algorithme d’Uzawa [183] et la régularisation
de Tikhonov [178] aux différents signaux acquis lorsque l'on fait varier 'intensité du gradient et
le décalage entre les pulsations. Nous montrons aussi la difficulté rencontrée dans le cas d’une
application de cette méthode directement au C'DA, sans utiliser la totalité du signal mesuré,
mais un examen plus approfondi de ce cas particulier doit encore étre mené. Enfin nous ten-
tons d’aborder le probléme qui consiste a trouver les orientations des fibres. Plus précisément,
supposons que la géométrie est composée seulement par des ellipses de mémes tailles, nous aime-
rions déterminer s’il est possible de trouver la distribution des ellipses en effectuant des mesures
lorsque la direction du gradient varie. Nous donnons une preuve mathématique qui assure que
la matrice reliée au probléme 2D n’admet que trois valeurs singuliéres non nulles ce qui ne serait
pas suffisant pour déterminer une distribution quelconques.

Conclusions et Perspectives Ce chapitre contient un bref résumé des résultats obtenus et
donne quelques perspectives de recherche futures dans ce domaine.

Annexe A Dans ce Chapitre, nous décrivons de fagon plus approfondie les phénoménes phy-
sique de base qui permettent de décrire 'TRMD. Cette annexe s’appuie sur les références sui-
vantes [28, 79, 90, 118] et s’applique & mieux faire comprendre au lecteur les restrictions physiques
auxquelles nous devons faire face ansi qu’a préciser le sens physique des quantités introduites.
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Introduction

Diffusion magnetic resonance imaging (dMRI) is a powerful non-invasive imaging modality
that gives a measure of the displacement of water molecules. This technique has been extensively
applied in materials science to investigate structural and transport properties of porous media
such as sedimentary rocks, concrete, and cement. In medical and biological applications it has
been used to study structural and functional properties of biological tissues in almost all organs,
with the most common being the brain (for some review and survey papers, see [30, 33, 40, 47,
80, 81, 90, 91, 169]).

To make a MRI experiment sensitive to diffusion, a diffusion-encoding gradient is applied to
capture the effects that the incoherent motion of water molecules has on the MRI signal through
spin dephasing and signal attenuation. In the brain, dMRI measures the spin (water proton)
displacement during a diffusion time on the order of tens of microseconds. The dMRI signal is
the transverse magnetization in a tissue volume (called a voxel) whose size is on the order of
1 mm. However, the dimensions of cell features in the brain are of the order of micro-meters,
meaning that they cannot be individually distinguished at the MRI resolution.

Because water displacement is affected (restricted or hindered) by the presence of cell mem-
branes, the dMRI signal measured at different diffusion times, and gradient intensities and
directions, is strongly dependent on the tissue microstructure. The aim of dMRI is inferring
the morphological structure of a sample and characterizing the dynamics of the system from
the MRI signal. In spite of numerous practical applications of dAMRI and many years of inten-
sive theoretical work, this inverse problem has not been fully solved. This constitute a strong
motivation for mathematical investigations.

From a mathematical point of view, the microscopic description of the complex transverse
magnetization is provided by the Bloch-Torrey equation [180]:

%M(X, t) —div (DoVM (x,t)) + vyB(x,t)M (x,t) =0, xeQ—-T (15)
where B(x,t) represent the applied magnetic gradient, Dy is the intrinsic diffusion coefficient,
~ is the gyro-magnetic ratio of the water proton and ¢ is the imaginary unit. The volume
under consideration is €2 and we will denote by I' the union of all interfaces inside €2 that may
hinder diffusion. This partial differential equation (PDE) needs to be completed with interface
conditions on I'. In particular for this work we consider the following interface conditions:

[VM(z,1) - v(2)]
)

0, zel (16)
VM(z,t) v(z) =k

[M(z,t)], zeT (17)

where v(z) is the unit outward-pointing normal vector to the interface at the point z and [ |
denotes the jump across the interface. The first equation enforces the continuity of the flux
across any interface. The second equation describes the flux as proportional to the jump in the
magnetization across the interface, where the constant of proportionality « is the permeability
coefficient, which models the ease with which the water can cross I'. If k is zero the interface
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is impermeable. As k — +00 (a fully permeable interface) a finite flux is only possible if one
imposes the continuity of the magnetization across the boundary, i.e. [M(z,t)] = 0.

The Bloch-Torrey equation is a diffusion-reaction equation. The fact that the reactive term
contains the imaginary rate vyB(x,t) changes many properties of this PDE. As a consequence,
analytical solutions have been obtained only for very few special cases.

The dMRI signal is the total transverse magnetization in a voxel, i.e.

S(Tg) := M (x,Tg)dx (18)
voxel

where Tg is a fixed time called the echo time. The signal attenuation is defined as S(Tg)/So,
where Sy is the signal coming from an experiment where no diffusion gradient is applied. From
this description it is clear that the signal does not give direct access to the microscopic variations
of the magnetization and the averaging over the voxel obscures structural information about the
medium. The mathematical challenge, thus, consists in finding a way to describe the macroscopic
signal in a way that makes clearer the dependence on the microstructure.

An important quantity measured in dMRI is the apparent diffusion coefficient (ADC) or
effective diffusion coefficient (D°%), with the former term often used by medical researchers
and some MR physicists. The latter is the preferred term among mathematicians and some
physicists. In this thesis, we will use both ADC and D, but we distinguish them in the
following way. (The choice we made, described below, is somewhat arbitrary and we hope that
it does not detract from the clarity of the thesis.)

In this thesis, the ADC will be used to designate the quantity that includes the contributions
from all the geometrical compartments in a volume of interest, whereas D,elff will be used to
designate the quantity that accounts for the contribution from a particular compartment n,
within the volume of interest. (For example, all the spherical cells could comprise compartment
1, all the cylinder cells could comprise compartment 2, and the extra-cellular space compartment
3. The union of these three compartments make up the total volume.) As a consequence, if we
are considering just one compartment, then ADC = D whereas if we are considering N > 1
compartments, and exchange between the compartments is negligible, the ADC is

N
ADC = ) v, D, (19)

n=1
where v, is its volume fraction and DS is the effective diffusion coefficient of the nth compart-
ment. The terms “apparent” or “effective” indicate that the diffusion process is not free in tissues
but rather hindered and modulated by many mechanisms (restriction in closed spaces, tortuosity
around obstacles, etc.) and that other sources of incoherent spin displacement, such as within
the cerebrospinal fluid in ventricles or due to blood flow in small vessels, may contribute to the

dMRI signal.

Now we give a mathematically precise definition of the ADC in the gradient direction ug.

Given the signal attenuation S(go L ), and diffusion-encoding gradient direction ug, the apparent

diffusion coefficient in this direction is defined as

) 1 0 S(Tg)
ADCug = ;I_I}(l) — To . 3 8792 log ( SO > s (20)
’yzf (J f(s)ds> dt
0 0
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where g is the intensity of the diffusion-encoding gradient and f its time-profile. From now on we
will use apparent diffusion coefficient when we talk about the diffusion coefficient coming from
a volume containing different geometries and effective diffusion coefficient when we talk about a
single geometry (or compartment). Additionally, in what follows, to simplify the notation, if ug
does not play a role in the discussion, we will write ADC' instead of ADCy, and D°f instead of
Dgl.
From the experimental signal, the ADC\, is obtained by fitting the signal as a decaying
exponential:
S(TE) _ e—ADCug b, (21)
So

where b is a constant, called b-value, which contains the quantities from the applied diffusion-

encoding gradient,
Ty t 2
b:= 7292f U f(s)ds> dt. (22)
0 0

It has been well-established that the ADC\, is very sensitive to changes in tissue microstruc-

ture. Moreover, from experiments, it has been shown that the ADCy, from in-vivo brain imaging
data is often time-dependent. Many works were done to find a proper description of the ADC\,,
under different assumptions, such as in the short diffusion time regime, in the long diffusion time
regime, under the assumption of simple geometrical configurations, under the assumption that
the pulses of the diffusion-encoding gradient are short comparing to the delay between them,
etc. However, although physicists have worked intensively to find a general characterization of
the ADC\,, there are still many regimes involving various combinations of the diffusion time,
membrane permeability, geometrical configuration, that still lack a valid description in terms of
a (more or less simple) mathematical formula. This is the challenge this thesis takes up from a
mathematical point of view.

In this thesis the Bloch-Torrey equation in a heterogeneous domain (Equations (15-17)) is
approached using mathematical homogenization techniques. In particular, we search for asymp-
totic models of the solution of the PDE that hold for small b-values. The idea is to fix a
non-dimensional parameter £ and write the solution of Equations (15-17) as

_ = ing X t
M(x,t) = ;Os M,; <x, = EQ) (23)
where M; (x,y,7) depends on the macroscopic variable x, the microscopic variable y = x/e
and the scaled time variable 7 = ¢/c®. Substituting the expansion (23) into the Bloch-Torrey
equation (15), completed by the interface conditions (16,17), and equating the powers of ¢ lead
to a set of equations that recursively determine M;, i > 0.

A major result of this thesis is that for the following scaling relationship between the time
(t), the biological cell membrane permeability (), the diffusion-encoding magnetic field gradient
strength (g), and a periodicity length of the cellular geometry (L),

L=0(), k=0(), g=0(2), t = 0(?), (24)

we found a particularly interesting mathematical model of the dMRI signal after matching terms
up to €2 (i.e. solving until My). The resulting asymptotic model contains terms of the dMRI
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signal up to the g? term. In other words, this model gives a description of the time-dependent
ADC. More precisely, the dMRI signal associated to this asymptotic model is:

S<STOE) —1- (i n (ng)n> b, (25)

n=1

where the effective diffusion coefficient D‘ffé (we removed the compartment index n) in a closed
compartment ) subjected to a diffusion-encoding gradient in a direction ug is obtained in the
following way:

eff DO Te
D = Do = [ P hee (26)
f F(t)dt
0
where ) )
h(t) = f g - Vo) = — [ w(y, ug - v(y)dsy (27)
1] Jo 1 Joq

is a quantity related to a function w that is the solution of the homogeneous diffusion equation
with time-dependent Neumann boundary condition and zero initial condition:

Zw(x,t) — V (DoVuw(x,t)) =0, x € Q,
DoVw(x,t) - v(x) = DoF (t)ug - v(x), x € 09, (28)
w(x,t) =0, x € Q.

In the above, v(x) is the unit outward-pointing normal vector to the interface at the point x
and ¢ € [0, Tg]. We observe that we are able to write h(t) using just quantities on the boundary
02 by applying the Green’s theorem to the PDE (28). From now on we refer to the above
model as “the new homogenized model for the time-dependent ADC” or the “H-ADC model”.
We note that the ADC of the H-ADC model is the sum of the effective diffusion coefficient in
each geometrical compartment, weighed by its volume fraction. In other words, at least in the
ADC term, there is no exchange effects between geometrical compartments (My, My, My do
not depend on the permeability &).

To get a clearer connection between the ADCYy, and the geometrical configurations, we
analyse the H-ADC' model in the case of finite sub-domains. In particular, using the PGSE
(pulsed gradient spin echo ) sequence [172] as the time profile, we obtain three representations
of the effective diffusion coefficient that are appropriate in different time regimes. In the short-
time regime (i.e. tp « % with L the characteristic length of the cell, Dy the intrinsic diffusion
coefficient and ¢p the diffusion time), we propose a representation based on the single layer
potential for diffusion equation and we call it the short pulse short-time formula (SPST). In
the long-time regime (i.e. NDD = 7@5’52% » 1, where T is the echo-time and NDD means
normalized diffusion displacement) and when the pulses duration is not short, we propose a
representation based on the eigenfunction expansion of the Neumann Laplace operator and we
call it the finite pulse long-time formula (FPLT). In the long-time regime and when the pulses
duration is short, we propose a representation that combines the single layer during the pulses
with the eigenfunction expansion between the pulses and we call it the short pulse long-time
formula (SPLT'). This work helps to clarify how parameters of the tissue microstructure such as
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the surface to volume ratio or the dominant eigenvalues affect the effective diffusion coefficient
Dleg. We mention that, in particular, the SPST formula corrects the well known Mitra’s short-
time formula ([130]) by accounting for the pulses durations. For a finite domain € our correct
formula is the following

1/2 ug - v)%ds
Dl = Dy (1 - 351\6/% 52(;0 > (A +8)72 4 (A= 6)72 — 2(5/2 4 A2 Loglg 1) dsx Tl ) ")
where v is the unit outward-pointing normal vector to the boundary 02 and sx is the surface
variable of 0€). In addition to the scaling that gave the H-ADC model, we also tried other
choices of scalings, we describe our calculations in these cases and we discuss the relevance of
the obtained models.

A second main result of the thesis is related to the Kérger model [94] and the Finite-Pulse
Kérger (FPK) model [42]. The Kérger model was proposed by physicists and is based on
empirical evidence of diffusion in a multiple compartments medium, under the narrow pulse
assumption (i.e. the duration of the pulses is much smaller than the delay between them). The
FPK model is a recent mathematical model, which extended the Karger model to the finite pulse
case. By analysing these two models, we show that, using PGSE sequence, when the narrow
pulse assumption is not satisfied, the most mathematically sensible choice of the “evaluation
time” to insert into the Kérger model is A — §/3. We show that this choice gives a difference of
O(b3) between the Kirger model and the FPK model, whereas other choices, such as A or A +6,
would give a larger difference, of O(b%). We also numerically show that, if one uses the Kirger
model with trapezoidal PGSE sequence, not only the evaluation time needs to be changed, but
also a coefficient in the Kérger equations needs to change too. We then indicate how one can
adapt the Kérger model to more general time profiles.

In the last chapter of the thesis we present some very preliminary results concerning the
dMRI inverse problem in some simple geometries. Although this work is far from complete,
some interesting results can be already presented. We restrict ourselves to the case of finite
geometries (which is relevant to diffusion inside cells) and the PGSE sequence. We show that
using the SPST formula we are able to estimate well the surface to volume ratio and, in the
non-narrow pulse case, our results are better than the ones obtained using Mitra’s Formula
([130]). Next, using the SPLT formula we show that we are able to estimate well the dominant
eigenvalues and the first moment of the associated eigenfunctions, but not accurately the surface
to volume ratio. More investigations need to be done because to generate the data we just varied
the parameter A of PGSE but maybe varying also § we can obtain different results. We then
investigated the problem of finding the radii distributions for a geometry composed by only 2D
circles, using as synthetic data either 1) the dMRI signal obtained at multiple values of A and g
; or 2) only the ADC' at multiple values of A. We show that, applying Tikhonov regularization
to the Uzawa algorithm and using as data the dMRI signal at multiple values of A and g,
we are able to estimate sufficiently well a general radii distribution, even when the synthetic
data contain up to 5% of (multiplicative) noise. On the contrary, if we use as data only the
ADC' at multiple values of A, our algorithm does not converge and thus this case requires more
investigations. Finally, we show mathematically that we cannot extend the previous method
to find general orientation distributions of fibers even when using the dMRI signal at multiple
values of A and g.
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The thesis ends with a discussion of the relevance of our results to practical dAMRI applications
and possible directions of future work.

Outline of the thesis

The thesis is organized as follows.

Chapter 1 Diffusion magnetic resonance imaging This Chapter contains a short descrip-
tion of the dMRI physics and image acquisition as well as some of the most popular medical
applications.

Chapter 2: Mathematical models The mathematical description of the signal modeling
problem and an overview of the existing techniques used to treat this problem are given. In par-
ticular, we review numerous approximate models based on various simplifying assumptions such
as simplistic geometries, the narrow pulse assumption and the Gaussian phase approximation.

Chapter 3: FPK and Kéirger models A recent mathematical model that extends the well
known Kérger model (|94]) to finite pulses was obtained using mathematical homogenization
techniques (]|42]). The principal difference between these two is that the FPK was derived
mathematically applying the standard homogenization techniques to the Bloch-Torrey equation,
while the second was obtained empirically. We prove that, mathematically, the Karger model is
indeed a particular case of the FPK when we assume narrow pulses. We present all the proofs for
the case of pulsed gradient sequence (PGSE) [172], and we suggest a correction for the evaluation
time of the Kérger model to account for finite pulses. In particular, we show that if we use the
correct evaluation time A — §/3, the order of convergence between these two models is 6° (or
b%). Finally, we show numerical simulations also for trapezoidal PGSE to give an idea of what
should be done to adapt the proofs to a general time profile.

Chapter 4: New homogenized model of the time-dependent ADC (H-ADC) This
Chapter is the heart of the thesis. The main idea is to link the scaling of the time variable and
the gradient intensity to the scaling of the space variable and the membrane permeability using
a small non-dimensional parameter . After matching terms of ¢ up to O(g?), we obtain an
asymptotic model of the dMRI signal. This model contains contributions to the dMRI signal up
to g2, hence we call it a model for the time-dependent ADC (H-ADC). This model allows us to
write the ADC in terms of the solution of a homogeneous diffusion equation with time-dependent
Neumann boundary condition and zero initial condition. We show several numerical simulations
in which we test the new model against the reference ADC coming from the numerical solution
of the Bloch-Torrey equation and two already existing and well known ADC' formulas, one in
the short-time ([130]) and the other in the long-time regime ([179]). Moreover, we show that we
can obtain this model also making a linearisation in g of the Bloch-Torrey equation and we use
the classical energy theorem for diffusion equation to prove the convergence of order O(g?) in
the signal.
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Chapter 5: On the other choices of scaling In this Chapter we consider the family of
models introduced in Chapter 4 and we analyse some different possible choices of parameters
for the scaling in time and gradient intensity. In particular we impose some mathematical
limitations we need to get a model for small b-values and we explain which type of model we
can achieve changing the scaling parameters. We observe that if we set a = 1 (i.e. ¢ = O(¢))
for possible choices of scaling on g which respects the constraint of giving small b-values, we
obtain a model whose ADC results time-independent and coincides with the FPK expression.
In the same way, if we set a = 2 (i.e. t = O(¢?)) no matter which scaling we choose for g (that
respects the mathematical limitation imposed before), we obtain a model whose ADC' results
time-dependent and coincides with the H-ADC obtained in Chapter 4. This allows us to furnish
another explanation on why the new model introduced in Chapter 4 gives a good approximation
for a wide range of diffusion displacements.

Chapter 6: Time-dependent ADC inside finite domains In this Chapter we restrict
ourselves to the case of finite domains and the PGSE sequence and analyse the new homogenized
model of the time-dependent ADC. We consider the solution of the homogeneous diffusion
equation with time-dependent Neumann boundary condition and zero initial condition. In the
short-time regime, we use the single layer potential for the diffusion equation to write the solution
on the boundary. In this way, we find a new explicit formula for ADC' that depends on the
portion of surface over volume ratio seen in the gradient direction. This formula generalises an
existing short-time ADC formula (|130]) to account for the duration of the pulses and we call it
short pulse short-time approximation (SPST). In the long-time regime and for finite pulses, we
use the eigenfunctions expansion of the Neumann Laplace operator to write the solution of the
diffusion equation and we call it finite pulse long-time approximation (FPLT). In the long-time
regime and if the duration of the pulses is short while the time delay between them is long, we
use the single layer potential during the pulses and the eigenfuctions expansion between them
and we call it short pulse long-time approximation (SPLT).

Chapter 7: On the inverse problem In this Chapter we make a very preliminary study of
the inverse problem of finding some information on the microstructure starting from the time-
dependent ADC or the dMRI signal for multiple values of g and diffusion times simulated using
the Bloch-Torrey equation. This work is far from being complete and opens many different
future directions. The first result we present is the successful use of the SPST formula to
recover the surface over volume ratio. We show that with this new formula we can go beyond
the narrow pulse assumption and find, in a very stable way, the surface over volume ratio for
closed geometries. We then investigate the use of the SPLT formula to find the surface over
volume ratio and the most contributive eigenvalues and first moment of the related eigenfunctions
for simple closed geometries. While we are not able to well estimate the surface over volume
ratio, the first eigenvalues and their contributions are sufficiently well estimated and can be
indicative on some features of the geometry. We then investigate the problem of finding the
radii distribution of a geometry composed by 2D circles. Neglecting the signal coming from the
extracellular compartment, we present a way to solve this problem using the Uzawa algorithm
[183] and Tikhonov regularization [178] applied to signals acquired by varying the intensity of
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the gradient and the delay between the pulses. We also show the difficulties encountered using
the same method directly to ADC and not the whole signal but further investigations still need
to be conducted for this case. Finally we try to approach the problem of finding the fiber
orientations. In particular, supposing the geometry to be composed by 2D ellipses of the same
sizes, our idea is to try to see if it is possible to find the ellipses distribution by taking measures
for different gradient directions. We furnish a mathematical proof according which it should not
be possible to answer to this question because the 2D matrix related to the problem has just
three non zero singular values which are not sufficient.

Conclusions and Perspectives This Chapter contains a short summary of the obtained
results and opens discussions about the future possible directions for this type of research.

Appendix A In this Chapter we describe the basic physical phenomena behind the dMRI
image in more details. It is based on the references [28, 79, 90, 118| and is meant to give the
reader a better understanding of the physical restrictions with which we have to deal, and clarify
the physical meaning of all the quantities we have introduced.
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Diffusion magnetic resonance imaging
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Diffusion magnetic resonance imaging (dMRI) is a non-invasive technique which is exten-
sively applied in material science to investigate structural and transport properties of porous
media (such as sedimentary rocks or concrete), as well as in medical and neuroscience to study
anatomical, physiological and functional properties of biological tissues (for some review and
survey papers, see [30, 33, 40, 47, 80, 81, 90, 91, 169]). The original idea to make the classical
MRI sensitive to diffusion, is to apply a diffusion-weighting (or diffusion-sensitizing) gradient to
encode random trajectories of the water molecules (Brownian motion) in the direction specified
by the applied diffusion gradient.

DMRI gives a measure of spins displacement during a diffusion time which can vary on the
order of tens of microseconds. In particular, the dMRI signal is an average of the magnetization
over a voxel, which, in clinical scanners, is a volume of the order of 1 mm?. Since the dimensions
of cells are of the order of micro-meters, they cannot be individually distinguished with the
dMRI resolution. Measuring the signal at different diffusion times, and gradient intensities and
directions, one aims at inferring the morphological structure of a sample and characterizing the
dynamics of a system.

In this Chapter we present the self-diffusion phenomena and how spins incoherent motion is
measured using diffusion MRI. In particular, after having described the meaning of self-diffusion
we quickly introduce the principal physical phenomena involved to create the MRI signal and we
explain how we can make this experiment sensitive to diffusion. To a more detailed description
we refer to the Appendix A, which contains a summary of the references [28, 79, 90, 118, 158|.
In the last Section we present few biological applications of dMRI.

1.1 Diffusion

On a molecular level self-diffusion results from collisions between atoms or molecules in liquid
or gas state and it occurs even in thermodynamic equilibrium. This translational and random
motion is called Brownian motion and it occurs when temperatures are above the zero degree
Kelvin. It was observed for the first time by Robert Brown, who saw the random motions of
pollen grains while studying them under his microscope [27]. A few years later [52, 53|, Einstein
used a probabilistic framework to describe the motion of an ensemble of particles undergoing
diffusion. In particular, for his description he used the displacement probability and he defined
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the probability as P(xg, X,t) where x — xq is the relative dynamic displacement at time ¢. This
probability is solution of the diffusion equation

0 2
— P =DyV*P, (1.1)
ot
where Dy is the diffusion coefficient that depends on molecular weight of the diffusing particles,
intermolecular interactions (viscosity) and temperature. At ¢ = 0 the probability density is a
delta function on x — Xg.

In absence of obstacles, geometrical constraints or restrictions (free diffusion), the solution
of (1.1) is a Gaussian function whose width is determined by the diffusion coefficient. Using the
displacement distribution concept, Einstein was able to derive an explicit relationship between
the mean-squared displacement of the ensemble in any direction, characterizing its Brownian
motion, and the diffusion coefficient, Dy

(x%) = 2Dyt (1.2)

where (x?) is the mean-squared displacement of particles during a diffusion time ¢. The diffusion
coefficient Dy depends on the temperature, on the nature of the diffusing particles and on the
environment in which the particles are diffusing. In particular, it satisfies the Stokes-Einstein

equation
kT

f

where k is the Boltzmann constant, T is the temperature, and f is the friction coefficient which

Dy (1.3)

is related to the shape of the particles and the viscosity of the fluid (for more details see, for
example, [158]). For free water at T' = 20°C, the diffusion coefficient is about 2.13-10~3mm? /s.

In a more complex media, the self-diffusion is hindered by geometrical obstacles such as
cell membranes and diffusion results hindered. In particular, P is still solution of the diffusion
equation (1.1) but boundary conditions should be added to account for the cell membranes. In
this case, a priori the solution will not be a Gaussian distribution and can be different along
every direction.

For these reasons, we can define a macroscopic diffusion tensor D and we can distinguish
between two cases.

— Isotropic diffusion: the tensor D is isotropic, this means that the molecules are equally
likely to move in any direction (see Figure 1.1a and 1.1b). From the mathematical point of
view, D is represented by a matrix which is a product between the identity and a constant.

— Anisotropic diffusion: the tensor D is anisotropic, this means particles diffuse more
easily in some directions than others, possibly due to obstacles and hindrances (see Figure
1.1c and 1.1d). From the mathematical point of view, D is represented by a general
positive definite symmetric matrix.

The goal of the diffusion MRI is to measure a signal due to the self-diffusion of particles
and recover some information on the microstructure which has generated these values. We now
briefly see how the experiment works and which are some of the physical phenomena involved
(for more details we refer to the Appendix and the references cited there).
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(a) Isotropic diffusion (b) Diffusion tensor for isotropic diffusion
// »/
//
(¢) Anisotropic diffusion (d) Diffusion tensor for anisotropic dif-
fusion

Figure 1.1 — Difference between free and restricted diffusion and their associated tensors.

1.2 Physics of diffusion magnetic resonance imaging (dMRI)

Magnetic resonance imaging (MRI) is a non-invasive technique based on the principle that,
in presence of a constant external magnetic field By, a set of particles that have non-zero spin,
will see their magnetization align along the direction parallel to Bg. For example, if we consider
water protons, they have spin 1/2. Under a constant magnetic field By, these nuclei have two
state of energies, uBg and —uBg, with p being the nuclear magnetic moment. The energy
difference corresponds to a resonant or Larmor frequency

w = vBy, (1.4)

where 7 is called gyro-magnetic ratio, and for water protons is equal to 2.675-108rad T~ 1s~! (see
[63]). At thermal equilibrium, the difference of state populations creates a net magnetization
which is oriented along the direction of the magnetic field and is “precessing” around this direction
at frequency w. Nevertheless, this net magnetization has very low intensity compared to the
intensity of Bg. In order to be able to measure it, the idea is to “flip” this magnetization on a
transverse plane (or simply on a plane which forms an angle « with the direction of the applied
magnetic field, where the amplitude depends on the application). To do so, a periodic magnetic
field B1, rotating in the transverse plane at the Larmor frequency w, is applied for short time.
This magnetic field B is called “RF pulse” because it consists in an electromagnetic radiation
with a precise radiofrequency applied for a short time. Once B is turned off, the spins tend to
come back to their initial condition via a phenomena called “relaxation” and we are then able to
measure a signal which represents the loss in net magnetization. Since the magnetization can be
represented as a vector, we decompose it into two components, parallel and perpendicular to the
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direction parallel to By, and we distinguish between two relaxation phenomena characterized by
two times: 77 which gives information on how fast the longitudinal magnetization comes back to
the initial value and T, which gives information on how fast the transversal magnetization goes
to 0. In general, signals would suffer additional suppression due to dephasing from external field
inhomogeneities. A rephasing can be achieved by an additional RF pulse application, where the
basic idea is to flip the phase of the spins by 180° in the transverse plane (for more details see
for example |28, 90]). Following the 180° flip the dephasing is reversed, and the phases refocus
at what is called echo time Tr. The signal is then acquired at time Tg.

To be able to localize the signal and create an image, also gradient fields are applied. A
gradient field is a magnetic field which varies in space. In particular, three linear gradients are
used: the “slice-selection” gradient (Gg;) to select a region in which we want to excitate the spins,
the “frequency” and “phase-encoding” gradients (G, and G,) to generate the signal in the Fourier
domain. These three gradients are also called “imaging gradients”. The slice-selection gradient
Gy, is applied at the same time as the RF pulse and thanks to it we select a volume of spins that
precess at the Larmor frequency determined by By, while the surrounding spins are precessing
with different frequency. Lets suppose for simplicity that By is directed along the z-direction
and that B flips the spins in the transversal plane xy. After spins are excited (i.e. after the
application of Gg;), new linear gradients are applied along the two in-plane directions (z and y)
defining the excited slice. The resulting linear changes in magnetic field create corresponding
linear changes in precessional frequency (i.e. the frequency w is determined by the sum of By and
the linear gradients). As these frequencies vary over time with gradient duration, the excited
spins accumulate also phases ¢ based on their location (x,y) and the integral in time of the
applied gradients (G, and G)

¢ = 2n(kyx + kyy) (1.5)

where

ky = 'yJGx(t)dt and k, = ’yJGy(t)dt. (1.6)

The net magnetization across an excited slice can be represented as a function S(Tg, z,y). The
signal S(Tg, ks, ky) measured is the integrated signal from all spins expressed as

S(Tp, ka, ky) = f S(T, w,y)e? P h) dady. (1.7)

Thus, the signal is the Fourier transform of the net magnetization across the slice S(Tg,z,y).
If one can measure S (T, ks, ky) for several values of k; and k,, it is possible to mathematically
recover the function S(Tg, z, y) by taking the inverse Fourier transform of S and then S(Tg, z,y)
is displayed as the MR image. Values of S at low values of k represent the low spatial frequencies
which reflect values of the image S, while values of S at higher values of k reflect higher spatial
frequencies which reflect the edges and details in S.

To make MRI sensitive to diffusion and generate dMRI signal we use additional magnetic
gradients. The basics for diffusion weighting were introduced by Stejskal and Tanner in [172].
After excitation, and before signal sampling, a bipolar diffusion-weighting gradient is applied, as
shown in Figure 1.2. This gradient adds to each spin’s precession a positive phase proportional
to its average position (along the direction of the gradient) during the first gradient pulse, and
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a negative phase proportional to its average position during the second pulse. The sum of
these phases is related to the difference between these two positions (i.e. the displacement). In
particular, the bipolar gradient has no net effect on spins which do not move (because the initial
and final positions are the same) and the signal becomes sensitive to movement in the direction
of the magnetic gradient. The change of signal intensity that occurs as a result of diffusion is
dependent on the diffusion coefficient, the diffusion time (how long we let this occurs) and on
the strength of the applied diffusion-encoding magnetic gradient. We thus obtain that the signal
from moving particles will be attenuated based on their displacements.

90° 180° Spin echo 90° 13‘0" Spin echo
|
S U R TS
Gx | JI Gx | | | | | “{_\—
2 8 s [ [Elg
S 1\ S — |
(a) MRI (b) Diffusion MRI

Figure 1.2 — Imaging and diffusion gradients.

1.3 Some biological applications and advanced acquisition

We have seen that the dMRI signal is the transverse magnetization in a volume of tissue
called a voxel. The application of diffusion-encoding gradients causes an attenuation of the
magnetization due to the dephasing of spins (water protons) from the incoherent motion of
water. Since in biological tissues water diffusion is not free, and is instead strongly affected by
the local environment that can contain hinderance to water displacement such as cell membranes
and macromolecules, dMRI can reveal information about the tissue microstructure even though
the signal is collected on a macroscopic level (voxel).

In biological tissues, the image contrast in water proton diffusion magnetic resonance imaging
is given by the difference in the average water displacement due to the difference in diffusion
between imaged tissues at different spatial positions [106]. Since the first diffusion MRI images
of normal and diseased brain in [107], an early major application has been the study of acute
cerebral ischemia in stroke [131, 187]. In the brain, dMRI has been also used to detect a
wide range of physiological and pathological conditions, including tumors [125, 166, 174, 181],
myelination abnormalities [80, 108], connectivity [105], as well as in functional imaging [110, 111].

There are multiple ways to display contrast using dMRI. Although this is not the focus of the
thesis, for completeness, and in order to give the reader some basic references on the applications
of this technique, here I report a short list of some of the most popular and used ways to display
contrast using dMRI.

An early contrast is the simplest one, where the intensity of each pixel of the image represents
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the magnitude of the transverse magnetization for a certain choice of diffusion-encoding gradient
strength and direction. This contrast is the basis of diffusion-weighted imaging (DWI), which
was shown to be more sensitive to early cellular changes after a stroke than more traditional MRI
measurements (see for example [81, 82, 96, 131, 188| and Figure 1.3). DWI is most applicable
when the tissue of interest results in isotropic water diffusion displacement, for example in the
brain grey matter.

(a) MRI (b) Diffusion MRI

Figure 1.3 — Difference between MRI and dMRI in a brains affected by stoke. The zone affected by the stroke is clearly
shown by dMRI. This image was taken at http://www.eastportlandneurology.com/images/.

In tissues where water diffusion is not isotropic, a contrast that takes into account the
anisotropy is more appropriate. Diffusion tensor imaging (DTT) uses multiple diffusion-encoding
gradient directions and fit a diffusion tensor at each voxel. Typical images assign contrast or
colors to pixels based on the diffusion tensor eigenvalues (see for example [10, 16, 18, 109, 92,
154]).

Figure 1.4 — Example of tractography of the white matter using DTI data. Image source: Alessandro Daducci, LTS5
diffusion group, Ecole Polytechnique federale de Lausanne.
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DTTI is then very useful to image tissues that have an internal fibrous structure such as the
axons of brain white matter or muscle fibers in the heart. The fitted diffusion tensor in DTI
has been used to produce tract or fiber images in the brain white matter (for a review see cite
for example [10]), in the heart [35, 36, 97, 163|, as well as other tissues, such as the prostate
[71, 74, 157]. In the brain, the principal direction of the diffusion tensor have been used to infer
the white-matter connectivity of the brain.

Recently, more advanced models of the diffusion process, that go beyond the description
by a diffusion tensor, have been proposed. These include, among others, diffusion spectrum
imaging (DSI) [189], g-space imaging |7, 30|, high angular resolution diffusion imaging (HARDI)
([58, 59]), persistent angular structure MRI (PAS-MRI) [85], generalized diffusion tensor imaging
(GDTI) [119, 145, 148|, g-ball MRI [182], composite hindered and restricted model of diffusion
MRI (CHARMED) [9], diffusion orientation transform (DOT) [147], diffusion kurtosis imaging
(DKI) [88, 121] and multi-tensor MRI [39, 60, 84].

DTI and the derived advanced models are often used in tractography (Figure 1.4), an imag-
ining techniques with which one tries to see which parts of the brain are connected (see for
example [17, 48, 61, 105, 108, 151, 165| and references therein).
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After having made a brief overview of the physical principles behind dMRI we now introduce
in detail the mathematical background which has the key role in this thesis. We start by
introducing the Bloch-Torrey equation that describes the evolution of the complex transverse
magnetization. We then describe various theoretical and phenomenological approaches to relate
the microstructure to the macroscopic signal in order to specify the context for our work. To
write these sections I found particularly useful the following surveys [63, 67, 99, 192].

This Chapter is organized as follows. In Section 2.1 we introduce the Bloch-Torrey equation
and we explain how we can simplify it to add the dependence on the magnetic field By and
the relaxation time T5 after having found the solution. We also introduce all the interface
conditions that we need to add to the Bloch-Torrey equation to consider the hindrance due
to the membranes. Finally we describe few different time profiles for the diffusion-weighted
gradient that we will consider in the following chapters. In Section 2.1.1 we describe how we can
interpret the same phenomena using a probabilistic interpretation. In Section 2.1.2 we underline
how many spatial scales are involved in the problem and that we should always take into account.
We also define the short and long time regimes. In Section 2.1.3 we show the example of free
space for which the analytical solution of the Bloch-Torrey equation is known. We also briefly
describe how researchers are able to solve this equation using numerical techniques. We then
introduce the most popular assumptions, the narrow pulse approximation (Section 2.1.4) and
the Gaussian phase approximation (Section 2.1.6) that help in finding simplified models. Using
the narrow pulse approximation, we give a mathematical definition for the apparent diffusion
coefficient, and using the Gaussian phase approximation and the probabilistic interpretation we
give an equivalent definition. In Section 2.2 we make a description of all the known models to
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approximate the solution of the Bloch-Torrey equation under particular assumptions. We start
introducing the most discussed in this thesis, which are the short and long time models and then
we describe other models specifying under which assumptions they were derived. In Section 2.2.3
we explain how we can describe the problem in complex geometries using multi-compartments
models. Finally in Section 2.2.4 we introduce the most principal models defined for very specific
geometries that are particularly used in neuroscience applications.

2.1 The microscopic Bloch-Torrey model

During the dMRI experiment a magnetic field By = (0,0, B,) is applied along a direction,
conventionally denoted the z axis, and the resulting magnetization is oriented along the same
direction. Then a 90° radio-frequency (RF) magnetic field pulse flips the magnetization into the
transverse plane (xy) (where it starts to precess with the Larmor frequency wy = vB,). The
magnetization M = (M, M,, M) obeys the Bloch-Torrey equation [180]

M,
%Mm = div (DoVM,) + v(M x B), — o in Q—T x [0, %]
2
M
) ;My = div (DyVM,) + 7(M x B), — Ty in Q—T x [0, T;] (2.1)
2
M, — M,
%MZ = div (DoVM.,) + v(M x B), — T‘) in Q—T x [0, T%]
\ 1

where div indicates the divergence operator, V is the gradient operator, x indicates the vector
product, €2 is the domain under consideration and I' denotes the union of all the interfaces inside
) that may hinder the diffusion. On the right hand side of this partial differential equation (PDE)
there are three different mechanisms which affect the magnetization [67]:

(i) the diffusion of the nuclei with the diffusion tensor Dg (in units mm?/s);
(ii) the precession around the magnetic field B;

(iii) the relaxation to the equilibrium magnetization M., = (0,0, M) through the relaxation
times 77 and T5.

Combining M, and M, into the complex-valued transverse magnetization M = M, +1M, (where
1 denotes the imaginary unit) and writing explicitly the components of the vector product M x B,
yield the compact form of the Bloch-Torrey PDE:

%M(x,t) — div (DoV M) — 1yB.(x, £) M(x, t) — IZM(X, ) (2.2)

From the mathematical point of view, this is a standard diffusion-reaction equation, where the

reactive term contains the imaginary rate 1yB,(x,t) which changes many properties of this
partial differential equation.

Inside a voxel there are multiple hindrances to diffusion. Thus, it is usual to complement the

Bloch-Torrey PDE (2.2) by conditions that slow down or stop diffusion at geometrical interfaces

such as cell membranes. This partial differential equation needs, thus, to be completed with
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boundary conditions on I'. In particular, for this work we consider the following boundary
conditions:

[VM(y,t)-v(y)] =0, yel (2.3)
VM(y,t) -v(y) = s[M(y,t)], yeT

where v(y) is the unit outward-pointing normal vector to the interface at the point y and [ ]
denotes the jump across the interface. The first equation enforces the continuity of the flux
across any interface. The second equation describes the flux as proportional to the jump in
the magnetization across the interface, where the constant of proportionality x represents the
permeability coefficient which models the ease with which the water can cross the interface. If
Kk is zero the interface is impermeable. As kK — 400 (a fully permeable interface) a finite flux
is only possible if one imposes the continuity of the magnetization across the boundary, i.e.
[M(y,t)] = 0.
Finally we also set constant initial condition

M(x,0) = M (2.5)

where the values M is often given by the density of the spin in the selected volume.

In this thesis, for simplicity, the transverse relaxation time 75 is assumed space independent
within a voxel. This means that all the nuclei inside the voxel are affected by the transverse
relaxation in the same way, and thus the resulting magnetization attenuation can be factored
out as e~ /™2 independently of diffusion and precession. Making this assumption, the related T
term in (2.2) can be omitted because one can add its contribution directly in the final formula
for the signal.

For simplicity, in this thesis, we also assume the diffusion tensor Dy to be space-independent
within a voxel. Moreover, in order to simplify the calculations, we frequently treat only the case
where Dy is isotropic (i.e. the diffusion tensor becomes a diffusion coefficient Dy), but all the
presented results can be extended to the anisotropic case. We emphasize that this assumption
does not prevent to observe anisotropic diffusion at the macroscopic scale because the anisotropy
can come from the geometrical hindrances to diffusion.

We note that the magnetic field B,(x,t) we are considering in the Bloch-Torrey equation
(2.2) consists only in the diffusion-weighting gradient and does not include the imaging gradients
described in 1. In particular B,(x,t) includes two terms [67]:

— a constant magnetic field By to induce sufficient magnetization (which is always on during
the experiment);

— a small spatially inhomogeneous field to encode the diffusive motion (which does not
contain the imaging gradients).

Since the first field affects all the nuclei in the same way its contribution to the magnetization

can be factored out as e*7Bot

, using the same arguments we used before for the contribution
coming from the term containing the 75 relaxation. The second field, the diffusion-encoding

field, is usually a linear gradient field:

B.(x,t) = By +x - G(t). (2.6)
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There are also other configurations, like parabolic gradients, which will not be discussed in this
thesis (see for example [63] and references therein). The gradient G(t) has a fixed direction ug
and a gradient strength g and, for convenience, we factor out the dimensionless time profile f(¢),
where max | f(t)| = 1:

B.(x,t) = Bo + gf(t)x - ug. (2.7)

The choice of the amplitude g (in units T/m), the direction ug and the time profile f(¢) of the
linear diffusion gradient depends on the experiment. There are several common choices for the
function f(t) and we list the following that we have considered in this thesis (for other types we
refer for example to [63, 100, 142| and references therein).

(i) The Pulsed Gradient Sequence (PGSE) introduced by Stejskal and Tanner in [172, 176]
consists in two ideal rectangular gradient pulses of duration d with a time delay A between
the start of the two pulses. There is also a 180 degree spin reversal between the two pulses
which mathematically can be translated into the negation of the phase. One then ends up
with (see Figure 2.1a)

1 to <t <tg+d,
fA)=< -1 to+A<t<ty+A+9, (2.8)

0 otherwise.

(ii) A more realistic profile is the trapezoidal pulsed-gradient sequence (tPGSE)

% if tg <t <tyg+x,
1 ifto+x<t<to+d—x,
_H;ﬁ iftg+0—x <t<tyg+6,
ft) =4 =8 iff+ A<t <to+A+x, (2.9)
-1 ifto+ A+ x<t<to+A+9—yx,
t*tO*)EA”) fto+ A+6—xy<t<to+A+34,
0 otherwise,

where x = ¢d is the rise time with ¢ being a constant in ]0,0.5] (see Figure 2.1b). It
is important to consider this time profile because, since it is physically impossible to
instantaneously turn on a gradient with strength g, is more realistic than (2.8).

(iii) The oscillating gradient profiles (OGSE) are meant to access short-time scales of diffusive
motion (see for example [50, 141, 191]). It can take the form of either cosine or sine
function during the pulses, i.e. it consists in two oscillating pulses of duration T, each

containing n periods (hence the frequency is w = %T”) and with a time 7 between the
intervals (see Figure 2.1c and 2.1d):
cos(w(t — tp)) ifto<t<to+1T,
f(t) =1 —cos(w(t —tg—7)) ifto+7<t<to+7+T, (2.10)

0 otherwise,
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or

sin(w(t — tp))

f@):
0

—sin(w(t —tg — 7))

iftg <t<tog+T,
ifto+7<t<to+7+1T,

otherwise.

(2.11)

We also remark that OGSE is often described using a frequency variable instead of the
time one (i.e. considering as variable 1/t [141]).
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Figure 2.1 — Sequences time profiles

We emphasize that all these time profiles respect the so called “rephasing condition”

TE

f(t

0

) =0,

.
to+7+T

(2.12)

where Tg is the echo-time. In particular, the above temporal profiles are also anti-symmetric,

i.e. for every t € [0, Tg] they satisfy

f@t) = =f(Te —1).

In practice, the macroscopic signal is the total magnetization over a volume of tissue called
a voxel whose size depends on the spatial resolution of the image acquisition

S(Tg) =

voxel

M (x,TEg) dx,

(2.13)

(2.14)
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where Tg is the echo-time. Obviously this averaging eliminates a lot of structural information
about the medium. The biggest challenge of the dMRI is then to recover some lost geometric
features from studying the macroscopic signal. We also remark that, in the experiments, the
macroscopic signal can only be measured at the echo time Tr and not at each instant.

This thesis will approach the Bloch-Torrey PDE (after the mentioned simplifications) subject
to the constant initial condition My (2.5) and the interface conditions (2.3) and (2.4) for which
one will specify the values of k, i.e. we are interested in studying

raatM(x,t) =div (DoVM) —wrygf(t)x - ugh (x,t), in Q x [0,Tg]
[VM(x,t) - v(x)] =0, on T x [0,Tg] (2.15)
VM(x,t) v(x) = k[M(x,1)], on I' x [0,Tg]

| M(x,0) = M. in Q

If we do not specify the time profile, then this means that the results are valid for all profiles
that respect the rephasing condition (2.12) and not only the above presented four.

2.1.1 Probabilistic interpretation

As it is often done the case with diffusion (see for example [63, 67]), it would be useful
to evoke the probabilistic interpretation of the macroscopic signal. Since the applied magnetic
field B,(x,t) is not homogeneous, from the physics we know that some spins process faster then
others, depending on their position in space. Consequently spins acquire a phase ¢; which is
obtained by integrating the position-dependent Larmor frequency yB,(x,t) along the random
trajectory x(t) of the nucleus:

o = f "B (x(t).¢) dt’ (2.16)
0

Looking at (2.16) we see that this random variable is a functional of the random trajectory x(t).
Since in Section 2.1 we assumed that we can neglect the term containing the relaxation time,
the amplitude of the local magnetization does not change, and thus the macroscopic signal can
be obtained averaging the phase factor e'?* over all spins [63, 67]. Moreover, since the number of
nuclei in a voxel is gigantic, the average can be replaced by the expectation over all the random
trajectories x(¢):

S = SpE{e*t}, (2.17)

where the trajectories starting points are uniformly distributed over the voxel and Sy is the
reference signal obtained without employing the diffusion-weighting gradient. In other words
the macroscopic signal can be interpreted as the characteristic function of the phase ¢; (2.17)
as well as the integral of the magnetization M (x,t) which obeys to the Bloch-Torrey equation
(2.14).

The probabilistic interpretation of the signal is equivalent to the deterministic one obtained
with the Bloch-Torrey equation but, according to the application, it can be more useful to use
one or the other.
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2.1.2 Important length scales

As we have already mentioned the signal measured by the dMRI scanner is a mean-value
measurement in a physical volume, called voxel, whose size is much larger than the scale of the
microscopic variation of the cellular structures. The resolution of dMRI is of the order of 1mm?
for clinical scanners, meaning the dMRI signal combines the diffusion characteristics of a tissue

3. This is very large compared to cell features, which, for example in

volume of about lmm
the brain, vary from sub-pm (diameter of neurites) to tens of pm (diameter of neuronal bodies,
axons and glial cells). In other words, dMRI is used to show the averaged characteristics of the
microscopic structure on a macroscopic scale.

There are four important different lengths that needs to be considered in the dMRI problem

[63]:
— the size of geometrical compartment L;

— the diffusion length Ly = +/Dyt, showing the average distance explored by spins during
time t;

— the gradient length L, = (7975)71, which characterize the overall phase shift during a time
t;

— the permeation length L, = Dy/k which characterize the effective distance travelled by
the spins between the first arrival onto the surface and the full permeation.

As a result we have that different regimes of restricted diffusion depend on how short some
of these lengths are with respect to the others. For example we say that we are in short-time

regime if
2

tp « L (2.18)
D 22)0’ .

where tp is the diffusion time, L is the characteristic length of the cell, Dy its intrinsic diffusion
coefficient. In a similar way we say that we are in in long-time regime if

> 1, (2.19)

where N DD means normal diffusion displacement.

2.1.3 Solutions of Bloch-Torrey equation

In the case of unrestricted diffusion, the exact solution the Bloch-Torrey equation (2.15) is
known [30, 95|, and the macroscopic signal takes the exponential form

S(Tg) = SpeDob (2.20)

where Sy is the reference signal without diffusion-weighting gradient, and the b-value is defined

as [107, 172]
_ e ( t )
b=1%g L Jof(s)ds dt, (2.21)
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where the rephasing condition (2.12) is assumed. We observe that for the previously introduced
time profiles the b-value takes the form

b=~2g (A — g) for PGSE (2.22)
2 22 2 8 3 72 1
b=7%g"0"| (1 —c)*A+ ¢ 8¢ +C_§ 0| for tPGSE (2.23)
2 o T -
b=1v"g"— for OGSE cosine. (2.24)
w
= 72922 for OGSE sine. (2.25)
w

To obtain (2.20) one considers the Bloch-Torrey equation in R? with a constant diffusion
coefficient Dy and initial condition My given by

%M(X, t) + 1ygug - xf ()M (x,t) — divx (DoVxM (x,t)) = 0, in R¥x]0, Tgl,

M(x,0) = My(x), in R?,
The Fourier transform M (&,t) of the solution M (x,t), with respect to the spatial variable, solves

%M(ﬁ, t) — ygf(t)ug - VeM(&,t) — ETDoEM(E,t) = 0, in R?x]0, T,

) . (2.27)
M(&,0) = Mo(¢), in R
This problem can be solved using the method of characteristic, and we obtain
~ ~ t T t t
M(&,t) = Mo (5 + VQUgJ f($)ds> o~ Yo Po(&+vgug § f(u)dp)-(&+vgug § f(u)dp) (2.28)
0

Then, since S(Tg) = §pa M (x, Tg)dx = M (0,Tg) we can get an expression of the signal as
S(Te.g,ug) = j M(x, Tg)dx = M(0,Tx) (2.29)
Rd
that, using the rephase condition (2.12) and that Dy is a coeflicient and ||ug|| = 1, simplifies to

S(Tp, g, ug) = Mp(0)e~7°9" Poviavia 1o (1 S (s)ds) e _ g o~Dob, (2.30)

Even for very simple geometry configurations, it is difficult to obtain explicit solutions for
general profile f(t). Some known solutions for one-dimensional configurations can be found in
[14, 95, 163]. The lack of known analytical solutions underlines the mathematical difficulties in
interpreting the relation between the macroscopical signal and the microstructure.

For this reason, as we will see in the following sections, the majority of researchers tries to
develop techniques to find a good approximation of the solution of the Bloch-Torrey equation
or directly of the signal under some specific assumptions. Nevertheless, in order to test their
approximations, they need to have a reference model and for this purpose several numerical
models are used to numerically solve the Bloch-Torrey equation. Here we report three classes:
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1. Finite differences method (FDM), finite elements method (FEM), boundary
elements method, etc. A domain and/or its boundary are discretized with a regular
or adaptive mesh. The original continuous problem is then replaced by a set of linear
equations to be solved numerically. The solution is obtained at all mesh nodes at successive
time steps. Since the accuracy and efficiency of these deterministic numerical schemes
significantly rely in the discretization, mesh construction turns out to be the key issue and
often a limiting factor, especially in three dimensions. These methods have been frequently
applied for computing dMRI signals (for more details see [25, 38, 57, 68, 83, 134, 190]). In
particular, to test the validity of our work in the simulations of the following chapters we
will employ the FEM to solve the Bloch-Torrey equation.

2. Monte Carlo simulations. A probabilistic interpretation of diffusion equations is em-
ployed to represent the original continuous problem as the expectation of a functional of
an appropriate stochastic process (like we have seen in Section 2.1.1). Many random tra-
jectories of this process are then generated and used to approximate the expectation and
thus the solution. Monte Carlo techniques are flexible and relatively easy to implement
and thus have been often used in dMRI (see for example [12, 43, 62, 117, 126]).

3. Matrix formalism. If one considers the magnetic field B,(x,t) as a perturbation of
the Laplace operator, the magnetization M (x,t) can be decomposed on the complete
basis of Laplacian eigenfunctions to deal with restricted diffusion in bounded domains
(|15, 63, 64, 65]). The projection onto eigenfunctions reduces the Bloch-Torrey PDE to
an infinite system of linear differential equations which can be truncated and then solved
numerically. The solution is then obtained by matrix operations [63]. This technique is
used especially when one is considering long time, whereas for strong gradients could be
too slow.

On the imaginary part of the signal

By definition, M (x,t) solution of the Bloch-Torrey equation (2.15) is a complex-valued func-
tion and so is the signal S(Tg) = {, M (x, Tg)dx (this because the magnetization has a magni-
tude and a phase). The imaginary part of M represents the solution without diffusion, i.e. the
difference in phase, while the real part represent the attenuation due to diffusion [128]. Often
the phase of the measurement is discarded since inhomogeneities in By and movement of the
sample make it unstable. In practice, it is also common to take the modulus of S(Tg) as the
real-valued dMRI signal [1]. However there are few cases in which mathematically we can be
sure that the signal is just real. One of them is if we assume that the gradient time profile
satisfies the rephase condition (2.12) and it is also anti-symmetric (2.13). A standard proof of
this result uses the probabilistic interpretation of the signal (2.17) and can be found in [63].
Since the most used time profile introduced previously satisfies both these conditions, in this
thesis we will concentrate our attention on the real part of the acquired signal. It is important
to observe that for some years researchers believed that just the rephase condition (2.12) was
sufficient to get that the imaginary part of the signal is zero for small values of the product vgd,
but the prove is still an open question. Recent works show that this is not true for high values
of vgé or special tortuous and asymmetric domain, and some of them claim that acquiring sep-
arately the imaginary part could improve the signal to noise ratio in the image (see for example
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[23, 100, 104, 120, 144, 156] and references therein).

2.1.4 Narrow pulse approximation [30, 43, 172, 176]

Since the Bloch-Torrey equation (2.15) does not admit simple solutions for generic temporal
time profile f(¢), the idea of Stejskal and Tanner was that it could be possible to adapt the
function f(t) in order to simplify the mathematics using a change on the physical setup. They
ended up suggesting the use of narrow pulse gradients [172, 176]. Thus, when the pulse duration
is short, 6 « A, we now say that we are under the narrow pulse assumption (NPA). Under NPA,
after the first pulse, the complex phase due to spins that were at position xy before the pulse is
9780 Because the gradient magnetic field is turned off after the first pulse, the phase of the
spins does not change until the application of the radio-frequency (RF) pulse, used to apply the
180 degree spin reversal. After the 180 degree RF pulse, the complex phase becomes e~ ?078%0,
The phase of the spins stays the same until the application of the second pulse, after which the
complex phase due to spins ending up at position x; becomes ¢i078 (xf=%0)  The dMRI signal
S (total water proton magnetization in a physical voxel V) averaged over all the possible initial
spins positions xg is:

S = jj P(x, %0, A)p(xq)ed78 x7%0) dxdx, (2.31)
\%4

where P(x,xq,A) is the diffusion propagator describing the probability for a molecule to move
from point xo to point x in a time A and p(xp) is an initial spin density at xg. The diffusion
propagator P(x,Xg,A) is a solution of the diffusion equation,

;tP = div(DyVP) (2.32)
with specific boundary conditions like (2.3) and (2.4), and with the initial condition P(x,xg,0) =
d(x — xq), where d(x — xq) is the Dirac delta function.

Through the equation (2.31) we can see the signal as a Fourier transform where the wavevec-
tor is given by vdg. In particular, if the water is freely diffusing with the isotropic diffusion
coefficient Dy, then

X—X| 2
A 6_||4DOOAH
P R rpa) 25

where d is the dimension of the problem. In this case P is thus the diffusion (heat) Green’s
function in free space. Moreover, if we assume that the diffusion displacement is small compared
to the side lengths of the voxel (which is true for dMRI), the signal is given by

S = Spe~Dolhdell” (2.34)

Thus, by measuring the macroscopic signal for various values of the wavevector and then in-
verting the Fourier transform, one can access to the averaged propagator that incorporates the
geometric features of the microstructure.

For simple isolated domains (e.g. sphere, cylinder, slab) some analytical formulas for the
signal were derived especially in the long time limit (A very large) [30, 43]. These formulae were
extensively experimentally validated (see for example [31]).
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In spite of the simplicity of the theoretical analysis of the NPA, there are limitations to its
validity and implementation [67]:

(i) the assumption of immobile nuclei during the gradient pulses may not be valid;

(ii) an experimental implementation of very short and at the same time strong gradient pulses
has instrumental limitations.

Thus, even if this assumption is widely used to derive theoretical models to better understand the
relationship between the microstructure and the macroscopic signal, it is not usually realizable
in the experiments. For these reasons, finding a model which goes beyond this assumption would
be desirable.

2.1.5 The apparent diffusion coefficient (ADC)

An important quantity measured in dMRI is the apparent diffusion coefficient (ADC') or
effective diffusion coefficient (D°%), with the former term often used by medical researchers
and some MR physicists. The latter is the preferred term among mathematicians and some
physicists. In this thesis, we will use both ADC and D, but we distinguish them in the
following way. (The choice we made, described below, is somewhat arbitrary and we hope that
it does not detract from the clarity of the thesis.)

In this thesis, the ADC will be used to designate the quantity that includes the contributions
from all the geometrical compartments in a volume of interest, whereas fof will be used to
designate the quantity that accounts for the contribution from a particular compartment n,
within the volume of interest. (For example, all the spherical cells could comprise compartment
1, all the cylinder cells could comprise compartment 2, and the extra-cellular space compartment
3. The union of these three compartments make up the total volume.) As a consequence, if we
are considering just one compartment, then ADC = D whereas if we are considering N > 1
compartments, and exchange between the compartments is negligible, the ADC is

N
ADC = ) v, D, (2.35)
n=1
where v,, is its volume fraction and DS is the effective diffusion coefficient of the nth geometry.
This quantity is based on a measure of the mean diffusion displacement inside an imaging
voxel. The mean squared displacement of spins during a diffusion time ¢p is defined as:

MSD(tp) = W LO L p(x0) ((x — x0) - ug)? P(x0. . tp)dx dxo. (2.36)

where P(xg,X,tp) is the proportion of spins starting at xo when ¢ = 0, ending up at position
x after a time tp, p(xg) is the density of spins at xo. Using the formulas for free diffusion
introduced in Section 1.1, we can define an apparent diffusion coefficient in the direction ug by
the following expression:
L wspi). (2.37)
2tp
Since the mean squared displacement in a heterogeneous medium is not necessarily linear in tp
(as we have pointed out in Section 1.1), the apparent diffusion coefficient typically depends on
tp in a different way and we need to adapt this definition for the general case.
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The MSD can be measured by dMRI using the previously introduced PGSE sequence. In
the ideal case, where the pulse duration is very short compared to the delay between them,
d « A, called the narrow pulse case (Section 2.1.4 above), it is easy to relate the magnetization
of spins to the diffusion propagator P(x,xXg,tp). In particular, the magnetization at position x
and the echo time Tg, results

M(x,Tg) ~ J p(x0) P(x, %0, A) 0799 (x=%0) gy (2.38)
X0
where we used the assumption that 6 « A. We have seen that the dMRI signal S is the total
water proton magnetization in an imaging voxel V| i.e.

S = J M(x,Tg) dx. (2.39)
xeV

Because the diffusion displacement is usually much shorter than the size of the imaging voxel,
we can ignore spins that enter and leave the voxel during the signal acquisition and thus take
domain of integration in Equation (2.39) to be R3. Using properties of the Fourier transform,
we obtain
0=
So
2
a(0vg)

in the case of the narrow pulse PGSE sequence, where Sy is the signal at g = 0 (a derivation of
this statement can be found in [115] and uses the same techniques employed in Section 2.1.4).

~ MSD(A), (2.40)

0vg=0

Without the narrow pulse assumption, Equation (2.38) does not hold exactly. Rather,
M (x,t) is governed by the Bloch-Torrey PDE, (2.15).

We have seen that, in case of unrestricted diffusion in a homogeneous medium with a diffusion
coefficient Dy, the MRI signal takes the exponential form [30, 95]

S = Spe~Pob, (2.41)

where the b-value is defined in (2.21).

To adapt the definition of the apparent diffusion coefficient to the non-narrow pulse case, we
make the following mathematical definition of the apparent diffusion coefficient in the gradient
direction ug:

ADCy, := _%%m (S(TE)> : (2.42)
2 (F 25,09 S0
v F(t)°dt
0

g=0

We emphasize that ADCy, defined in the above formula depends on the gradient direction
ug and the temporal profile f(t), but not on the gradient amplitude. We also emphasize that
the apparent diffusion coefficient results in general to be “time-dependent” (i.e. depends on the
diffusion time). Thus, one often accesses to its behaviour as a function of characteristic time for
the chosen gradient profile (A for PGSE and tPGSE and 7 for OGSFE). We highlight that with
the phrase “diffusion time-dependent” we actually mean dependent on the intra-pulse time and
the pulses duration. Additionally, in what follows, to simplify the notation, if ug does not play
a role in the discussion, we will write ADC instead of ADCy, and D% instead of ng.
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For the relation between the intensity of the gradient g and the b-value, in practice, the

value of ADC' can be also extrapolated from the measured signal by fitting In <%0E)> as an

appropriate polynomial of b over the experimentally available range of b-values and taking the
coefficient in front of the linear term in b. Measuring the macroscopic signal at several b-values
allows one to estimate ADC which is related to the microstructure. Indeed, small ADC' means
that there are a lot of membranes which confine the movement. The ADC' is widely used in the
applications especially in medical imaging. For instance ADC maps of brain are used to identify
tumours (see [108, 182]).

2.1.6 Gaussian phase approximation [63, 67, 99, 107, 133, 162]

Another standard approximation for dMRI signal modelling goes under the name of Gaus-
sian phase approximation (GPA). The intuition behind the employment of this approximation
consists in assuming that diffusion in the medium would remain Gaussian but is slowed down
due to bumping and rebounding of the nuclei on obstacles or walls. The first use of this assump-
tion goes back to the sixties when Robertson used it to recover the signal for diffusion between
two parallel planes along with the Laplacian eigenfunctions [162]. Neumann a bit later extended
this result to cylinders and spheres [133|. Later on the GPA has been extensively used for the
analysis of dMRI signals in a variety of structures (see [63, 67]).

Under this hypothesis one can still apply the exponential form (2.20) in which the intrinsic
diffusion coefficient Dy is replaced by the effective or apparent diffusion coefficient defined in
Section 2.1.5 [107]:

S(Tg) ~ e~ APCY (2.43)

with the b-value defined in equation (2.21).

We can define the ADC' also using the probabilistic interpretation of the signal (2.17). In
particular a Taylor expansion of the exponential function at ¢ = T is done in order to make an
accurate analysis in the case of weak gradients

S L 2 v 3 L 4 5
5 =1+ZE{90TE}—§E{90TE}—EE{sOTE}JrﬂE{wTEHO(wTE) (2.44)

which, using the properties of the exponential function, can also be written as the cumulant
expansion [99]

In (5/50) = Kp1ede — 5Phede — s@hode + gr(Phede + OUgh))  (2.49)

where the cumulant moments {7, ). can be expressed in terms of ordinary moments I { o7 }.
Under the rephasing condition (2.12), and if the temporal profiles are anti-symmetric (2.13), all
odd-order moments vanish and the leading (lowest-order) term is the second moment <302TE>C =
E{ ‘702TE } 163, 67]. The Gaussian phase approximation consists in neglecting higher order terms
which are expected to be small for weak gradients, from which

S ~ Spe ™ “ip/2) (2.46)
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According to the definition of the random phase @7, in (2.16) the second moment can be written
in terms of the position autocorrelation function

TE TE

dt1 f(t1) f dia f(12)E{ (x(t1) - ug) (x(t2) - ug) }, (2.47)

t1

B{h,/2) =% |
where we have used the symmetry of this function to order the variables ¢; and ty [63, 67].

Since the ADC' contains all the available information on the microstructure it is really
important to find a correct interpretation of this quantity in terms of the geometry. Moreover
the final goal is to be able to invert its expression in order to find significant parameters which
characterize the features of the geometry.

When the gradient increases the lowest order E { cp%pE /2 } grows slower than the higher-order
terms and it is necessary to consider more contributions. This happens when the function
In (S(Tg)/So), as a function of b, starts to deviate from a straight line. At this point one can
include the next term of the expansion

S(Ti) ~ Spe™ 2 ¥ * a1y (2.48)

where <<p2TE Ye =E{ QO%E } and <g0ﬁpr>C =E{ 904TE }—3(E{ gpQTE })2 , under the rephase condition
(2.12). The above relation is known as Kurtosis model and it’s equivalent to

S ~ SoefADCb+%KUR(ADCb)2’ (2.49)

where frpre _ E{eh,}
(o) (Bl

is the apparent diffusion kurtosis [88]. This quantity characterize how far the phase distribution

KUR =

~3 (2.50)

is from the Gaussian one for which one can prove that all the higher order terms (@7, ). with
n > 2 vanish [63, 67, 99]. Since diffusion is influenced by obstacles and walls, the Kurtosis term
was suggested as an indicator of tissue heterogeneity (see [86, 88]). As for the ADC in the
experiment the KU R can be obtained by fitting the In (S(Tx)/So) with a polynomial in b and
then taking the coefficient in front of the quadratic term in b.

The inclusion of more terms would not improve the accuracy of the cumulant expansion for
many different reasons among which the fact that at higher b-values the signal could be already
too much attenuated and then strongly affected by noise (for more details see [99]).

2.2 Approximate models

The aim of this Section is to introduce some theoretical models used in literature to ap-
proximate and analyse the solution of the Bloch-Torrey equation or directly the expression of
the signal. We will present them specifying under which approximations (narrow pulse and/or
Gaussian) where derived. Some of the models we are going to introduce will be used in the
following Chapters to validate our work.
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2.2.1 Short-time approximation [103, 129, 130, 138]

Considering a very short time of observation ¢ (short-time defined in Section 2.1.2), one
can estimate the time dependence of the diffusion coefficient in a medium with impermeable
restrictions. Indeed the presence of the impermeable wall affects only the molecules in the
adjacent layer [99]. The thickness of this layer is of the order of the diffusion length +/Dot,
where Dy is the bulk intrinsic diffusion coefficient. The diffusion coefficient of molecules in this
layer is thus significantly reduced, that is it can be estimated by dimensional arguments as
const - Dy, where const < 1. Denoting by S/V the ratio of the total restriction surface area to
the total water volume, molecules with this effectively restricted diffusion coefficient occupy the
volume fraction 4/DytS/V, which is much smaller than unity for short times. Bulk water has the
diffusion coefficient Dy with a volume fraction 1 — 4/DotS/V. Averaging this two contributions
we get the apparent diffusion coefficient

S
ADCgport(t) = Dy <1 — const'V«/D0t> , (2.51)
where const’ is another constant. The exact calculation in [129, 130], using Laplace transforma-
tion of the solution of the diffusion equation and asymptotic series, gives const’ = ﬁ, where

d is the spatial dimension. This result was lately extended to the case of permeable membranes
of permeability coefficient x ([103, 138]) as

)

It was also shown that, in the case of anisotropic media subjected to a linear gradient with

S
AD t):=Dg |1 — — 2.52
Cshort( ) 0 |: av ( ( 5 )

direction ug, one should consider the coefficient W instead of % [11, 63].

The use of short-time asymptotics is limited to relatively large obstacles. For instance, water
molecules diffuse on average few microns during one millisecond, and then the obstacles should
be much larger to estimate the surface-to-volume ratio. One possibility would be to consider
smaller time but for now this is impossible due to hardware limitations. Another possibility is
to use another time profile, i.e. instead of using PGSE one can use oscillating techniques to
obtain an Oscillating Pulse Gradient Sequence (OGSE). In this case a formula for the apparent
diffusion coefficient was found by Novikov and Kiselev in [13§]

S Dy
ADCport(w) = Do (1 - dV\/;> . (2.53)

2.2.2 Long-time approximation [44, 46, 63, 67, 78, 103, 133, 162, 167|

In the long time limit (see definition in Section 2.1.2) the behaviour is very different for
isolate pore and connected pore but, in both cases, it was observed that the diffusion becomes
effectively Gaussian.

Using PGSE, the first case was investigated in details by Robertson and Neumann in [162] and
[133] respectively. From their results one gets that the nuclei explore the whole available space
then their mean square displacement saturates while the ADC decrease as the time between the
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pulses (A) increases. For an isolate cell of a typical size R, in the case of PGSE and assuming
narrow pulse hypothesis, using eigenfunction expansion one gets
R2
ADCiong(A) ~ CK (2.54)
where C'is a geometrical constant (for example C' = 1/4 for reflecting cylinder and C' = 1/12 for
a 1D configuration [30, 63, 67]. Using this approximation one can estimate the size of the pore.
In the case of interconnected pore or tissue formed by cell with permeable membranes the
asymptotic is different. In fact, although the motion is hindered by the membranes, the nuclei
can slowly explore new region without limitation. In particular for open geometries one gets
[46, 78, 103]

N k1Dy | k3/2Do 1
ADClong(t) ~ ADCy + ; + 1372 +0 e (t — +o0) (2.55)

where the coefficient k1, k3, depend on the confining geometry and ADCy, is the limit reached by
ADC if the observation time ¢ tends to infinity. Moreover, if one considers permeable membranes
a new leading term ¢~1/2 should be added [167]. In this regime, the free diffusion coefficient Dy
is reduced to ADCy, by a geometrical factor 7 called tortuosity (i.e. A%?”‘ = % [63, 67]). This
is an important macroscopic characteristic of porous materials and biological tissues. Indeed,
the tortuosity reflects how the microstructure and the surface exchange affect diffusion at long
times. In the same light, some years before Crick proposed a simple relation between ADCy
and the permeability x of equidistant barriers separate by a distance a [44]
1 1 1

ADC, ~ Dy " an (2.56)

This approximation can be useful to estimate intracellular diffusion coefficient and membrane
permeability but has the limitation of being retrieved only for one-dimensional medium (or
d-dimensional geometry which can be reduced to 1-dimensional).

Recently, Novikov et al. proposed an effective medium theory in which spatial variation of
the diffusion coefficient where related to correlation functions of heterogeneities of a medium
[140]. They also studied the effect of spatial configurations of permeable membranes onto the
time-dependent diffusion coefficient [138] and they ended up with a more general formula

ADClong(t) = ADCyy + = (t — +0) (2.57)

o
where 6 is related to a structural exponent p of the disorder as 8 = (p + d)/2 (see [29, 55, 139]
for further details).

In the following sections we will see that the long-time limit ADC, can be obtained using
mathematical homogenization techniques [42] or a long-time periodic approximation [179].

2.2.3 Multi-compartments models [34, 39, 88, 123, 124, 132, 136, 192]

The dMRI is often realized on biological tissues (such as brain, lungs and heart) and from
the practical experiment one can observe a significant deviation from the mono-exponential
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behaviour in (2.43). It was realized that when one varies the diffusion gradient direction ug or
magnitude g the ADC may vary significantly. As we have already observed, ones get different
values of ADC' by varying the time delay between the pulses. In practice, by fixing the latter
parameter along with the direction ug and varying the amplitude g, one can see clearly that
the diffusion-induced MRI signal attenuation has not an exponential decay in b [34, 39, 88, 123,
124, 132, 136]. The reason for this is that in biological tissue the diffusion environment seen by
water molecules during the diffusion time (tens of milliseconds) is not homogeneous due to the
presence of cells, membranes and other heterogeneities. Indeed, a biological tissue consists in
cells which are separated from each other and from the extracellular space by semi-permeable
membranes. If the exchange between different compartments can be neglected, the total signal
is a linear combination of signals from compartments (weighted by their volume fraction) which,
under the GPA (i.e. at weak gradient), results

S(TE) _Dib
_ . fi 2.
S, gj vje (2.58)

where v; are the volume fractions of compartments (representing the relative amount of the
nuclei), and D; are their ADC's. In particular we observe that 2 v; = 1.

J
An application of multi-compartments hypothesis can be found in [192], where the signal

model is an integral of a continuum of Gaussian diffusion groups, each with a different effective
diffusion coefficient.

Bi-exponential model [39, 66, 132, 136, 170]

In general, if all cells or pores composing the microstructure have similar shapes and sizes,
their signals can be combined into an effective intracellular signal, yielding the “popular”’ bi-
exponential form ([67])

TE)
So

where v is the volume fraction of the (joint) intracellular compartment, and D. and D, are

= ve Db 4 (1 —p)ePeP, (2.59)

the apparent diffusion coefficients for both intra- and extra-cellular compartments. The bi-
exponential form (2.59) has been employed in many biomedical applications, in particular, for
brain dMRI [39, 132, 136, 170]. Conventionally, the larger diffusion coefficient D, is associated
with faster hindered diffusion in the extracellular space, while the smaller diffusion coefficient D,
represents slower restricted diffusion in the intracellular compartments [66]. It is mandatory to
observe that, even if the the bi-exponential form (2.59) accurately fits the macroscopic signal in
brain tissue, it could fail in capturing the microstructure. Indeed it is sufficient to observe that
D, and D, are apparent diffusion coefficients and are strongly affected by the microstructure
and the chosen gradient time profile [66]. For instance both vary in with time (according to the
definition of “time-dependent diffusivity” given in Section 2.1.5) in different a way. For example
for closed geometry in the long time limit D, vanish while D, reaches a positive limit. Then
measuring D, and D, on the same microstructure at different diffusion time can yield different
values of the fraction v from the bi-exponential fit. This dependence on time is mainly caused by
the exchange between the compartments and it happens mainly at large b-values [66]. However,
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taking in account this dependence on time for small exchange between the compartments, one
can employ this formulation.

We now introduce two models which take in accounts the exchange between the compart-
ments of the tissue. This exchange is characterized by the permeability « of the cellular mem-
brane which varies significantly among the different tissues, from sub 107%m/s to more than
1073m/s (see for example [49] for more details). To give an indication we can claim that the val-
ues of x below 10~%m /s mean that the membrane can be considered as impermeable while values
between 10~ %m/s and 10~*m/s correspond to semi-permeable membranes and bigger values to
very permeable membrane [49].

Kéarger model [93, 94]

Karger et al. proposed a simple model to account for the exchange between colloids that
they recovered through the experiments [93, 94]. The essence of the Kérger model as it was
presented is the following: there exists two molecular spin-carrying pools, labelled 1 and 2, both
occupying the same volume of a voxel [56]. The exchange between the pools was assumed to be
uncorrelated from diffusion and to follow standard linear kinetics. The concentrations c¢;(x,t)
and ca(x,t) of molecules in the two pools obey the standard diffusion-reaction equations

261(X7t) = D1V2er(x,t) — marci (X, 1) + maca(x, t),
%t (2.60)
aCQ(X, t) = D2V2CQ(X, t) — 771202(X, t) + 1m21C1 (X, t),
where x € R? (with d the dimension of the problem) and the second and third terms in the
right-hand side describe the exchange between the two pools, n12 and 721 being the exchange
rates of moving from the first pool to the second pool and vice-versa. These exchange rates can
be related to the permeability x and the surface to volume ration S/V of the medium:

n21 = :15 and 112 = :25 (2.61)
with v1 and v being the volume fractions of the two pools (v; + vy = 1). Since the pools were
introduced to substitute the microstructure, these equations have no boundary conditions but
they are subjected to the initial condition ¢;j(x,0) = v75(x), j = 1,2, with 6(x) being the Dirac
delta distribution at x = 0. Under the narrow pulse approximation for PGSE sequence, § << A
the compartment magnetization takes the form

M;(t) = J ) e9E X (x ) dx, (2.62)
R
i.e. is a Fourier transformation of the concentrations ¢;, j = 1,2 with respect to the wave vector

vgugd (|30]). Taking the time derivative of M; and using the Green’s identity, the Karger model
can be obtained as system of two ordinary differential equations (ODE)

0

SMI(t) = = (Dillgug *® + nan ) Ma(t) + miaha(2),

(2.63)
0
SM(t) = = (Dallvgugl*6® +ma ) Ma(t) + 1 M (0,
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supplemented by the initial conditions
M;(0) =v;, j=1,2. (2.64)

These equations can then be solved analytically to get the explicit formula for the macroscopic
signal S = M (teval) + M2(teval), Where teya is the evaluation time and sometimes is chosen as
the diffusion time ([56]). We remark that originally Karger proposed A as teyal, but in [115]
was observed that (if the pulses are not narrow) is better to consider tevay = A — /3 in the
simulations. In Chapter 3 we clarify this aspect showing why teva = A — 6/3 is the correct
choice of evaluation.

Fitting the macroscopic signal one can then estimate the coefficients D; and Dy, the volume
fractions v; and v, and the exchange rates 712 and 721 from which the product xS/V can be
deducted (|67]). We observe that the diffusion coefficients D; and Do must be different otherwise
there is no difference between the pools and one ends up with the same signal as unrestricted
diffusion. Furthermore they correspond to the apparent diffusion coefficients of the two pools.
Then, for a closed geometry and in a long-time regime, one can simplify one of the two equations
using the fact that its diffusion coefficient will be 0. An extension to multiple compartments
(and nor only two) is straightforward and is reported in the Chapter 3. It is also easy to recover
the model for anisotropic diffusion, i.e. containing an apparent diffusion tensor rather then a
coefficient. In Chapter 3 is also reported the resulting analytical formula for the Kéarger signal.

Finite pulse Kérger model [42, 115, 135]

An extension of the Kérger model beyond the NPA was proposed by Coatléven et all [42, 115].
Using periodic homogenization techniques, in which the voxel is assumed to be formed by numer-
ous periodic copies of a smaller but representative volume of a tissue [22]. The approximation
of the solution of multi-compartments Bloch-Torrey equation was reduced to a system of cou-
pled differential equations for the relative signals S; from the compartment €2; constituting the
medium. For instance, when there are only two compartments one obtains

0

SML(t) = = (DillyguglF2(0) + 121 ) Ma(t) + maMa(2),
: (2.65)
SM(t) = = (DallvguglPF2(8) + m2) Ma(t) + na Ma (2),

t
where F(t) = J f(s)ds. Roughly speaking, under the narrow pulse approximation one can say
0

that F(t) ~ 0% and retrieves the equations (2.63). For a more precise analysis of convergence
between the two models, we refer to Chapter 3. The presence of F'(¢), which is time dependent,
prevents one to find an analytical solution of (2.65). On the contrary, a numerical solution of
these simple ODEs is simpler and much faster then that of Bloch-Torrey PDE which is space
and time dependent. In [135], it was also shown that when the gradient pulses are not narrow,
this model is more convenient for estimating the parameters than the original Kérger one.
Furthermore in [42, 115] also an analytic formula to compute the effective diffusion coefficient
Dy and Dy was given. Indeed starting from the Bloch-Torrey multi-compartments equation
with the boundary conditions (2.3) and (2.4), and assuming that one can relate the length of
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the periodicity box and the permeability to be linearly dependent to the same non-dimensional
small parameter €, one can use a multiscale expansion for the magnetization (see [22]) and the

effective diffusion tensors ﬁil, for each compartment €2; of the voxel, can be written as

1 , ,
D} = o fﬂ D}, (lej (x)-e +e - e,-) dx (2.66)
J IR

where v; is the volume fraction of €2}, €; is the i-th vector of the standard basis of R? (d space
dimension) and the auxiliary functions w)(x), for [ = 1,....,d, are computed by solving the
following Laplace equation with Neumann boundary condition

—div (D%wa + Déel) =0 in Qj (2 67)

D(J)ng v+ Dg)e,; -v=0 on 0€);.
In addition, the periodic boundary conditions are imposed at the outer boundary of the rep-
resentative volume. We emphasize that the tensor D’ is defined for any microstructure and is
independent of the gradient encoding. Once one has computed this tensor solving numerically
the equations (2.67) for a prescribed configuration, the diffusion coefficient in (2.65) can be
obtained as

. T
Dj =ug D ug.

If the compartment 2; is bounded (e.g. the intracellular space enclosed by a weakly permeable
membrane), each solution w{ of equation (2.67) is constant, and equation (2.66) implies D’ = 0.
In turn, when the compartment €, is connected to its periodic copies (e.g. extracellular space),
the effective diffusion tensor D’ characterizes diffusion in the long time limit (i.e. Dy). Diago-
nalizing this tensor one can probe the macroscopic anisotropy of the voxel. This homogenization
approach yields the first order approximation of the long-time ADC under the assumption of
low permeability x and moderate gradients.

In the next Chapter we will better investigate the relationship between the Kérger and the
Finite Pulse Kéarger models and we will furnish the precise convergence result.

We remark that the derivation of the FPK model was deliberately not detailed in this Section
because our work is based on the derivation of new models using the same homogenization
techniques but with different scalings. Since in Chapter 4 we will go into the details of more
general calculations using homogenization, we preferred to not make the reading repetitive and
just give an idea for now.

An alternative derivation of this long-time limit tensor for the case of highly permeable
boundaries was shown in [37] in the case of periodic media. Considering Y = [],_;. ,4[0, L;] as
periodicity box of the medium, then

- 1 L
(Djoo) = o y DiVul (x) - e dx, (2.68)
K3 7 £

where the functions uf (x), i =1,...,d, are defined piecewise on Y; and satisfy the time inde-
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pendent PDE:

diV('ngug (x)) =0 inY;
D[%Vug(x) v —DEVUF(x)-v =0 on I'j,
DIVl (x) - v = k(u)(x) — uf(x)) on T, (2.69)
uf(x + Lie;) = u‘Z (x) + L; on 0Y,
uf(x + Lie;) = ug(x)7 [ # 1, on 0Y.
In this case then one has ‘
ADCy, = > v; D (2.70)

J

If Y only contains simple geometries such as cubes and spheres, analytic formulae for ﬁﬁo have
been formulated [77, 102, 175, 179].

Anomalous diffusion |21, 20, 24, 26, 75, 122, 123, 127, 149, 152, 196]

In order to extend the concept of apparent diffusion coefficient for a multi-compartments
tissue Bennet and co-workers [21, 20| presented a new method for describing the dMRI signal
using the so called “stretched exponential” function, i.e.

S = Spe= D)7 (2.71)

where « is the stretching parameter which characterizes the deviation of the signal from the
Gaussian (mono-exponential) behaviour. In particular, « is an arbitrary real number between 0
and 1 and an higher heterogeneity of a confining medium typically corresponds to smaller values
[66, 123].

Following this idea the Bloch-Torrey equation where extended to the case of continuous
time random walks (CTRW) using fractional time and space derivatives which incorporate non-
local variations of the transverse magnetization in space and time |26, 127]. As a consequence,
the macroscopic signal may inherit some anomalous features, e.g. the stretched exponential
dependence on the inter-pulse time A and/or the wavevector dvg:

S ~ Spe~Paslorel’Ac (2.72)

where o and 8 are two scaling exponents, and D, g is the generalized diffusion coefficient (in
units m??/s®) [24, 75, 122, 123, 149, 152]. The Gaussian behaviour is obtained for o = 3 = 1.
The stretched exponential form (2.72) offers more degree of freedom to fit the signal and the
fitted parameters (« and ) are suggested as potential biomarkers for the biological tissue [196].
Nevertheless this phenomenological approach needs to be more investigated because the relation
between the parameters and the microscopic geometries remains still not very clear.

There exist also models for which the anomalous diffusion is modelled by just fractional
time dependence. For example, in [143], the authors introduced a method to characterize the
diffusion-time dependence of the AMRI signal in biological tissues using the theory of diffusion in
disordered media and systems exhibiting fractal behaviour. For this type of domains, diffusion
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results to be anomalous in the sense that the mean-square displacement has a diffusion time
dependence characterized by the power law

(x?) o 2/t (2.73)

where d,, is the fractional dimension of the diffusion process. Moreover, the return to the
origin probability (RTOP), which represents the likelihood of molecules to undergo zero net
displacement during the diffusion time considered, satisfies this relation

RTOP ot t~%/2 (2.74)

where d; is the spectral dimension. Using the above two relations, the authors were able to
express the evolution of the average propagator coming from the MR experiments as function
of the fractal dimension d,, and the spectral dimension ds. Fitting these two parameters they
were able to show that water diffusion in human tissues is anomalous and in particular the mean
square displacements vary slower than linearly with diffusion time.

Using this approach, in [146] Ozarslan and co-authors where able to introduce a new type
of contrast based on the temporal scaling (TS) characteristics of diffusion. To do that they
extended the model in [143] to the even m—th order moments of the diffusion displacement
((x™)) allowing the possibility that their temporal scalings can be described by a different
exponents (not necessarily equal to d,, which is the one of the mean square displacement).
By studying the relationship between the TS characteristics and diffusion anisotropy using the
anisotropy of TS, they showed the robustness and reproducibility of this method to marker
tissues microstructure properties.

Effective medium theory [140, 138, 139]

Recently Novikov et Kiselev [140] developed a new model using the effective medium the-
ory (ETM). This theory is usually employed in physics to model the effective (macroscopic)
properties of composite materials starting from local (microscopic) properties of the compo-
nents which are not detectable with the experiments. In general ETM consists in averaging
the multiple characteristics of the microscopic components that directly make up the composite
material. It is thus a way to represent a microscopically heterogeneous medium as an apparently
homogeneous medium whose observable macroscopic properties are modified by the microstruc-
ture. This idea is then similar to the one behind the mathematical homogenization but using a
stochastic interpretation.

In this light Novikov et Kiselev employed the ETM concept in dMRI. In particular, they
treated the microstructural details of a biologic tissue as random “disorder” and, making the
natural statistical average, they found that the geometric complexity of a biological tissue can
be captured through an effective space-dependent parameter such as a diffusion coefficient D(x)
[140]. In this way they somehow removed the boundary conditions of the Bloch-Torrey equa-
tion which implicitly determined the microstructure and presented the main challenge in its
analysis. In the narrow pulse regime they ended up with three diffusion characteristic metrics:
dispersive diffusivity D(w), the retarded velocity correlation function D(¢) and the standard
time-dependent diffusion coefficient D(¢). These three contain the same amount of information
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about the structure and can thus be expressed one as a function of the others and so one can
decide which one is better according to the application. Using them and the cumulant expansion
they where able to approximate the signal coming from any diffusion gradient wave-form gf(t).

As we have already discussed in Section 2.1.4 using this techniques they were able to inves-
tigate the asymptotic behaviour of the time-dependent diffusion coefficient [138, 139].

2.2.4 Geometric models

Since the relation between the microstructure and the macroscopic signal is not yet fully
clear geometric models, based on specific applications, were developed to fit the signal. Without
any pretence to be exhaustive, here we describe some of them which are suitable for brain
applications (for a more complete review we refer, for example, to [150, 54]).

In [19] Behrens et al. proposed a voxel-level model, called “ball and stick”, which assumes
that diffusion within axons is along a single direction and that outside axons is isotropic.

In [2] Alexander investigated the feasibility of using diffusion MRI to measure axon dimen-
sions in white matter in-vivo. To relate axon radius to the diffusion MRI signal he used a
two-compartments model that incorporates a pore radius. To model of the extra-axonal space,
he used a cylindrically symmetric tensor with the principal eigenvector indicating the fibre di-
rection. The model for the intra-axonal space was a cylinder with non-zero pore size, unlike
Behrens’ stick model, which is a cylinder with radius zero. Moreover, for the signal model used
the Gaussian phase approximation ([51]) for cylinders of radius R described in [173, 184].

The model in [2] is a simplification of Assaf’s CHARMED (Composite Hindered and Re-
stricted Model of Diffusion) model in [7]|, which also assumes cylindrical restriction in the intra-
axonal space. There, the authors used Neuman’s expression in [133] for diffusion in cylindri-
cal confinement for a pulse-gradient spin-echo (PGSE) experiment, which satisfies the narrow
pulse approximation ([158]). Unlike Alexander’s model, which assumes a single cylinder radius,
CHARMED model assumes cylinders with gamma-distributed radii. This introduces one extra
parameter to estimate, although in [7] both gamma parameters were fixed rather than estimated.

In [8] Assaf et al. used an extension of CHARMED model to estimate distributions of axon
diameters of bovine optic and sciatic nerve samples. They extended the CHARMED framework
by considering the diameter distribution of cylindrical axons as an unknown to be estimated from
their data. They named this method AxCaliber. To gain sensitivity for estimating the axons
diameters they use a fixed gradient direction perpendicular to the axons with a combination of
different diffusion times and gradient strengths.

There exists also other methods which describe diffusion with three or more compartments
and allow exchange between them. For example, in [13] the authors studied the diameters
distribution of axons in the rat corpus callosum in-vivo using a three-compartments model. The
model resulted an extension of the AxCaliber model in [8] with the addition of an isotropic-
diffusion compartment to account for partial volume contributions from areas of cerebrospinal
fluid (CSF).

Stanisz et al. in [171] constructed a three-pools model with prolate ellipsoidal axons and
spherical glial cells each with partially permeable membranes. Fitting such a complex model
requires very high quality measurements, but experiments suggest that the full complexity of
the model is required to explain the data.
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Recently, Alexander et al. in [3] demonstrate orientationally invariant estimation of axon di-
ameters and density in both fixed monkey brains and in-vivo human brains with their ActiveAx
technique. They use a four-compartments tissue model: a combination of the two-compartments
model used in [2| with a CSF compartment similar to [13], and a fourth compartment which
accounts for water coming from stationary water molecules trapped in glial cells and other sub-
cellular structures similar to [171]. Besides the restricted and hindered compartments previously
considered by [7], this model accounts also for stationary water trapped within small structures
such as glial cells, in a similar way to [171], as well as free water characterized by isotropic
diffusion. Later, it was extended to improve the estimation in brain regions with orientation
dispersion (|194]) and crossing fibers ([193]). To enable the estimation of useful microstructural
information also within clinical scan times it was further improved in [195]. In the resulting tech-
nique, named Neurite Orientation Dispersion and Density Imaging (NODDI), the axon diameter
parameter was dropped from the model and the formulation was rather optimized to describe
the observed dMRI signal as a function of the volume fraction and orientation dispersion of the
axons, as well as the partial volume with cerebrospinal fluid.
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As it was previously introduced a standard way to encode diffusion using MRI is by applying
the PGSE (|172]) sequence which ideally means that the gradient magnetic field G is applied
during two very short pulses of duration § with a time delay A between the start of the two
pulses and an 180 degree spin reversal between the two pulses. Under the so called narrow
pulse assumption (6 « A), and if additionally, the imaging voxel can be spatially divided into
different Gaussian diffusion compartments with inter-compartment exchange governed by linear
kinetics, we have seen that the dMRI signal can be described by the Kérger model [94], which
is a well-known model in NMR that has been also used for biological tissue dMRI [6, 113, 126,
137, 153, 161, 164, 171, 186]. We recall that the Kéarger model describes the evolution of the
transverse magnetization using coupled, constant coefficient, ordinary differential equations (see
Section 2.2.3). The analytical solution of the ODEs system can be obtained by a matrix eigen-
decomposition. Under the assumption that § « A (narrow pulse), the suggested time at which
to evaluate the Kéarger model to obtain the dMRI signal is unambiguously the delay between
the pulses [94].

Since in physically realistic MRI experiments, the condition § « A is rarely satisfied, in
Section 2.2.3 we have seen that recently, a new model of the dMRI signal, the Finite-Pulse
Kérger (FPK) model [42], was derived for arbitrary gradient profiles. The FPK model takes
the form of a coupled ODE system with time-dependent coefficients and the term “finite-pulse”
was used to mean not requiring § < A. In this Chapter, relying on the FPK model, we show
that for finite pulses, the time at which to evaluate the Kérger model should be shortened by
one third of the pulse duration. For this choice, we prove that the convergence of the Kérger
model to the FPK model is of order six in the pulse duration, while for all the other reasonable
choices the order is three. This clarifies an important issue that is often overlooked by those
using the Kérger model to analyse MRI diffusion data, i.e. at which time one should evaluate
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this model when the narrow pulse assumption is not satisfied. We can state that the FPK model
is a more general model (which was derived with rigorous mathematical procedures) and it helps
us to better explain the meaning of the Karger model (which was derived empirically from the
experiments). We present all the results for the standard rectangular PGSE as it was done in
our published paper [72], but we also add two sections to complement the results. We first
derive the Kurtosis term of the FPK model and show that the convergence to the Kérger one is
also of order three in the b-value. We then give a numerical proof of what one should consider
as evaluation time for the case of trapezoidal PGSE, which is a more realistic time profile. In
particular, for this case we show that it is not sufficient to just change the evaluation time, but
we also need to modify the coefficient in front of §2 in the two ODEs describing the Kirger
model.

The Chapter is organized as follows. In Section 3.1 we describe the Kérger and the FPK
models. In Section 3.2 we prove that the signal of the Kérger model, when evaluated at t = A—%,
converges to the FPK signal with order six in the pulse duration. We also show that two other
possible choices of the evaluation point, t = A and ¢ = A + §, result only in third order
convergence. In Section 3.3 we derive the Kurtosis formula for the FPK model and show its
convergence to the Kéarger Kurtosis formula. In Section 3.4 we validate our convergence results
by numerical simulations. We also give an intuition of what happens if we consider a trapezoidal
PGSE and we show some numerical results of convergence. Section 3.5 contains our conclusions
regarding the physical interpretation of the FPK model.

3.1 Description of the models

In order to provide a clear presentation of the Kérger and the FPK models, we begin here
by describing them for the simple case where there are two Gaussian diffusion compartments in
the tissue. For us, the two compartments will be

1. the intra-cellular compartment, comprising the ensemble of all the biological cells in a
voxel;

2. the extra-cellular compartment, comprising the space in the exterior of all the cells in a
voxel.

In the more general case, different types of cells and cell components can be separated into
several different diffusion compartments. Our later results will be valid for the general case of
multiple diffusion compartments.

3.1.1 Finite Pulse Karger model
The FPK model for two Gaussian diffusion compartments of total volume |Y| has been
proposed in [42] and takes the form of two coupled ODEs with time-dependent coefficients:

g () + P FF (0D mET () + nem (1) — nemT () = 0

e

3.1
S mEF(t) + R0 DS mE (1) + memE™ (1) — nemE ™ (1) = 0 (31)

C C €

metE(0) = ve; mETE(0) = v,
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where

FPK
e

partment and of the intra-cellular compartment respectively;

FPK

and m},

—m are the transverse water proton magnetization of the extra-cellular com-
— ¢q is the intensity of the diffusion-encoding magnetic gradient multiplied by the gyro-

magnetic ratio of the water proton (i.e. ¢ = vg)!;

— D and DS are, with an abuse of notation, the effective diffusion coefficients for the
two compartments in the direction of the diffusion-encoding gradient. The definition and
meaning of these coefficients are quite subtle. For a periodic medium these coefficients
can be unambiguously defined as infinite time limits and can be obtained after solving
Laplace equations in the compartments. In particular, when the compartment is closed

(restricted), then the effective diffusion coefficient would be 0. For details, see [116];

— e = ﬂ';:"‘l and 7. = n\lglbl’ with |Y,| and |Y.| being the volume of the extra-cellular and

intra-cellular compartment, respectively, |T',,| the total surface area of the biological cell

membranes, and k the permeability of the membrane;

Y. .
Ve =y and v, = |‘YC“ are the volume fractions of the two compartments;

— ¢ is the pulse duration and A is the time delay between the start of the two pulses of the
classical Pulsed Gradient Spin Echo (PSGE) sequence, for which the time profile is given

by
1 if0<t<d
fF)={-1 fA<t<A+5 ; (3.2)
0 elsewhere
and we define
t ifo<t<d
m() = [ ssas =1 Hosrsa (33)
0 A+d—t fA<t<A+S
0 elsewhere

The dMRI signal is the sum of all the compartment magnetizations at the end of the second
pulse:
ST = m " (A + 8) + mETE (A + 6). (3.4)

When there is only one compartment, with the effective diffusion coefficient D%, it is easy to

show that the analytical signal is:
eff
SFPK =€ bD y (35)

where the b is a commonly used quantity in dMRI called the b-value that in the case of PGSE
is defined as:

b(q, 8, A) := ¢*6> <A - g) . (3.6)

When 0 « A it is easy to interpret A as the measured diffusion time.

1. It is important to note that in this case, and for the rest of the thesis, ¢ does not denote a wave vector, as
it often does in physics
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3.1.2 Karger model

The Kérger model [94] was formulated heuristically, originally for microporous crystallites
and later applied to biological tissue dMRI, on the basis of phenomenological modeling of the
experimentally obtained signal curves. Using the same notation as for the FPK model above,
the Kérger model for two diffusion compartments of total volume |Y| takes the form of two
coupled ODEs with constant coefficients:

d
7mKAR<t> + q252Dgﬁm?AR(t) + nemKAR<t> o nchAR(t) =0,

dt° ¢ ¢
d
SomENN(E) + DI I (1) + S (1) o (6) = 0, 7

merR(0) = ve;  mEAR(0) = ve.

Being a system of constant coefficient ODEs, the Karger model (3.7) can be solved by matrix
eigen-decomposition and we give the explicit solution for two compartments:

AR (8) = mEAR () + mEAR (1) = of (q) e DT @O () e PO (3.8)

e

where

2
s 1 eff eff 1 e e 1 4776775
DY (Q):i (De + Dy +q252(776+776)i\/(DeH_Dcﬁ"_qgag(ne_nc)) + qtot s

1
@ = 5rg—

v*(q) =1—v/(q).

(0 DT + 0D — D*(q))

The Kérger model appears as a special case of FPK model when the time profile of the
diffusion-encoding magnetic field gradient sequence is the PGSE (3.2) and the pulse duration §
is very small compared to the time delay between the start of the two pulses, in other words,
0 « A. One of the purposes of this chapter is to specify in which sense the Kérger model can
be seen as an approximation of the FPK model.

We first observe that

lim %Fg(t) _F(t) =

6—0

1 fo<t<A
0 ift>A

The Kérger model can then be interpreted as a pointwise limit of the FPK model as § — 0.
However, the convergence is not uniform since,

sup ‘lpé(t) _ P —— 1.
te[0,A+5] 10 50
This is why it is not guaranteed that the Kérger model provides an accurate approximation of
FPK as § — 0.
The main purpose of this chapter is to clarify what has been already observed by the nu-
merical simulations [116]: if we compute the total magnetization using the Kérger model

mIEA () s= gt () + me (1),
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it is better to evaluate m**® at time ¢t = A — g instead of t = A (the time delay between the
pulses, as suggested in the original Kéarger paper [94]) or at ¢ = A + 0 (at the end of the second
pulse). In other words, m®*®(A — §/3) is closer to S¥¥ than either m***(A) or m***(A + 9).
Certainly in the homogeneous case where there is only one compartment, it is easy to see that
mrAR (A — g) is exactly S¥P¥ (3.5). In the following we shall prove rigorously that evaluating
mEAR at t = A — g gives a much better approximation to S™¥ than evaluating it at the two
natural alternatives: t = A ort = A + 4.

3.2 Convergence of the Karger model to the FPK model

In this section we analyze the convergence of m**®*(A — §/3), m**®*(A) and m***(A + §),
respectively, to STF¥. For this purpose we introduce a dimensionless parameter

that goes to zero under the narrow pulse assumption (§ « A). Moreover, we shall consider
the general case of N different compartments, with N > 2. In order to do the analysis for
time-dimensioneless coefficients we also make the change of variables

t
t— N q — qA, DgﬁﬁDgﬁA and ne — A, £=1,---N. (3.9)
We rewrite the models for N compartments in matrix notation as

d
— MEAR () + PCDMN (1) + nME () =0 ¢ >0,
at (3.10)

MEAR(0) = My e RY
for the Kérger model and

d
%MFPK(t) + CFZ (DM (t) + nM™™(t) =0 ¢ >0,

MTPX(0) = My e RY,

(3.11)

for FPK model, where

t if0<t<(
¢ if(<t<1 1
1+¢—t ifl<t<1+¢ A
0 elsewhere
iR (1) 0 m
MKAR(t) - ) MFPK (t) - ) MO = ;
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and D and 71 are matrices with dimension N x N. We define the total magnetization at time ¢
by

N N
KAR Z KAR and mFPK 2 FPK (3.12)

To enforce mass conservation, we impose the condition that the sum of the entries of 7 is zero
for each column, i.e.,

N
Dinj=0  Vj=1,...,N. (3.13)
n=1

For the two compartments models (3.1) and (3.7), N = 2, and

1 (Dff 0 L/ —ne
D=—| ¢ d = — .
A ( 0 fof) TR (—ne e
We observe in particular that assumption (3.13) is satisfied in this case.

3.2.1 Asymptotic expansion in (

In order to compare the total magnetizations coming from the solutions of (3.10) and (3.11)
we expand M¥4%(t) and MFF¥(t) using asymptotic expansions with respect to . More precisely
we shall prove that

ee]
MEAR(t) = Y CMEM () ¢ =0 (3.14)
=1
and
]
MFPK ZCzMF t/C) 0<t<(
{ MFPR(¢ Z C'MF (t) (<t<1 (3.15)

MTP(t) = Z CMF(E-1)/C) 1<t<1+¢

i=1

where MR MF~ MF and M are functions independent of ¢ and the series converge with
respect to the C° norm on any bounded interval.

The aim of such expansions is to facilitate the comparison between the magnetizations in
terms of (. To simplify the analysis we make the change of variables

MKAR(t) _ entMKAR(t) and MFPK(t) _ entMFPK(t)
in problems (3.10) and (3.11) to obtain

d - ~
— MEAR(1) 4+ e De MMEAR(t) =0 t >0,
dt (3.16)

NAR(0) = M,
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and
d -
M) + ¢ FE ()" De MM () = 0 >0, 317
MFPR(0) = M. |

For the Kéarger model (3.16) we observe that we can write the solution as
MEAR(t) = el exp (—t (q2C2'D +n))Mo.

One can expand the exponential term using the Taylor series as

o 2
exp( (242’1?—1-77 Z CD+77))

It is then clear that M**® and therefore M¥A®, can be expanded as in (3.14). For the FPK
model, we define

M (7) = M) 7= "Lforte[0,(],
MF(t) := MT™%(t)  for t e [, 1],
MF(7) := M™(t) and 7 = L for t € [1,1+ ).

We then can rewrite (3.17) as

LI (1) + PP De I (1) = 0 re0.1]
MF(0) = Mo
DN (1) + DI (1) = 0 tele1]

M*(¢) = M= (1)
d%gflM”(r) + (1 = 7)2e U DeCO=P N+ (7)) =0 7e0,1]

M*+(0) = M"(1)

\

For 7 € [0, 1], we observe that

MF= (1) = My + CSJ 222 De ™% ME (2)d2
0

which first proves that, for ¢ sufficiently small, M*~(7) = My + O(¢?) uniformly for 7 € [0, 1].
This allows us to prove by induction the first asymptotic expansion in (3.15) by adding and
substracting (at step k of the induction) the truncated asymptotic expansion (at step k — 1 of
the induction) inside the integral and expanding the exponential function in power series with
respect to n¢z.

For t € [¢, 1] it is convenient to extend M™ to a function defined on [0, 1] such that it verifies

d N
@MF( )+ 2" De MM (t) =0 te[0,1]



58 Chapter 3. Finite pulse Kirger and Karger Models

and using the Taylor expansion, replace the initial condition M (¢) = M*~ (1) with

Similarly as for the Kérger model, we have that the analytic solution is given by
M"(t) = e exp (—t (*C*D + n)) M*(0).

The second part of (3.15) then follows from the fact that M" (1) (and therefore M¥(0)) can
be expanded as a convergent power series in terms of ¢. Finally for 7 € [0, 1] we make similar
arguments as for M*~(7), by writing

NP (F) = MT(1) + ¢3 f P — 2202 Pe=nC(1=2) 7+ ()4
0

and using the expansion in terms of ¢ of M¥ (1) to initiate an induction argument (following the
same lines as for M"7).

3.2.2 Error estimates

The goal of this section is to prove that

mKAR (1 _ %) —mFPR(1 4 () = O(CG)'

We remark that this convergence holds only for the sum of the magnetizations m and not for each
of the compartment magnetizations. In fact one only has M*AR (1 — %) — MFPE(1+ () = O(().

For arbitrary D, the convergence result does not hold for a general choice of the initial data M
but only for those such that
nMy = 0. (3.18)

This condition is indeed verified for dMRI applications where the components of My are the
volume fractions of the compartments. We observe that as a direct consequence of (3.13) and
(3.18) we have the following identities.

Lemma 3.2.1. Let 1 satisfy (3.13) and My € RN such that nMy = 0. Then for all o € RV*V,
the following properties are satisfied

N N
Z n"aMo)n = > (an"Mo), =0 for all he N,h > 1; (3.19)
n=1 n=1
N N N
Z ae "TMy), Z (aMp), and Z (ane™"My),, = 0. (3.20)
n=1 n=1 n=1

The proof is staightforward.
We now state and prove the main theorem of this section.
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Theorem 3.2.2. Under the hypothesis of Lemma 3.2.1 there exists two constant Cp 5, > 0
and (p that only depends on D, np and My such that, for all 0 < ¢ < (p,

’mKAR (1 _ %) _ mFPK(l + O‘ < C’D,n,Mo q4(6,

where

N 1
CD77]7M0 N Z

5) 2
’DZMO - — (Dne”(s_l)DM‘)) ds+ <9’De_’7'DM0>
n

1
—DnDM,
36 Jy +<4 " °>

@\l\')

n n

Proof. The proof relies on the expansions (3.14) and(3.15) and the explicit expressions of the
terms of these expansions. In order to compute these terms, we found it easier to follow another
route than the one used for proving the existence of these expansions. More precisely we shall
first identify the set of differential equations satisfied by these terms by inserting the asymptotic
expansions into the differential equations then match the terms in front of the same power of
¢. We then solve (inductively) these equations to obtain the desired explicit expressions of the
expansions in terms of the data. In the case of the Kérger model, inserting expansion (3.14) in
(3.10) we obtain the following problems for i > 0

d
MzKAR 2DMKAR + MiKAR t) =0
M (1) + (1) + M (1) )

MEAR(0) = Mo and MFAR(0) = 0 for i > 1

where we used the convention that the terms with a negative index are 0. Then one easily
verifies that M54 (t) = 0 for all ¢ > 0 and

t
MKAR( ) _ e_"tMg, MKAR( ) _ _qQJ

; (en(s_t)’DM[ﬁ“R(sD ds,

t t
MR () = —qu (e"(s_t)’DMQKAR(sD ds and MEA(t) = —qu (e"(s_t)’DMi{AR(SD ds.

0 0
B N
For a vector V € RY we denote V := Z V.. Using Taylor’s expansion we obtain
n=1
KAR( C) Z CZMKAR (1 ) Z Cz MKAR Z d" W( )|
m _2
~ = h' dth =

Therefore,

3 d—0r .
meon (1 ) = ML) + CHE(1) — S (GIFTW) + ¢ ()
1

_45 (1)) + ¢ (M) + = M) ) + 0(C).
pn 18t
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Using the analytic expression of the solutions and properties (3.13), (3.18) and (3.20) we finally
obtain

mKAR<1 - g) =My — (*¢*DM, + (3 DM
q4 r, .
gt J f en(s—lmenwsmMO) dtds — oL f (DentDDMy) ds
0 3 Jo
t
+ CG [qGJ (61;(5 1) DJ ( (2= S)DJ (en(z_t)DMo) dt) dZ) ds
+ 15 <’D2M ’Dne n(s— 1>DM0) ds)] +0(¢).

To get the analytic expansion of the signal given by the FPK model in terms of ¢ we have already
observed that it is convenient to split the time interval in three different parts in which the F¢
has different expressions and to extend the one in the middle as a function in the time interval
[0,1]. We then rewrite the problem (3.11) as

(LM @) + FEPDM () () =0 re01]
MFi(O) = My,
SN (1) + PCDMI(E) + nME (1) = 0 re0.1]
dt
) i (3.22)
M (0) = Z 1! dtl
wclM“K>+q<< FIDMT(R) +nMT(7) =0 7e[0,1],
M"*(0) = M"(1).

Inserting the expansion (3.15) in (3.22) and equating the same powers of ¢ yields for i > 0

d
— M (1) + AT*DM (1) + nM (1) =0,
dr ’ ! (3.23)

My~ (0) = My and M (0) =0fori=>1

d
SME(E) + DML (t) +nME(E) =0,

_ L1
MG (0) = M7~ (1) — Z ﬁﬁMiF—h(t”t:Oa
h=1 "

(3.24)

d - F4 F+ (=) _
FMEE) + (L= FPDMIG(F) + aM (7) = 0, (3.25)

MF(0) = M (1),

where we again use the convention that the terms with a negative index are 0. We hereafter
shall not detail all the calculations (which are lengthy but not difficult) and restrict ourselves to
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the main steps and results. Since we are interested in the signal
[ w o —
m (L4 Q) = MPT(1) = Y My (3.26)
i=0

we focus on evaluating M *. For i = 0, one straightforwardly gets
MY~ (1) = My, MG (t) = e "My and Mi(F) = e My,
which implies, using (3.20)
MET(1) = .
The solutions of (3.23)-(3.25) for i = 1 are
M{~ (1) = —tqpMy, M7 (t) =0 and M| (F) = —Fne " M.
Using (3.20) one then gets
M7+ (1) =0.
For ¢ = 2 the solutions are
2 ¢
ME~(r) = Mo, M) = ~¢* | (7 IDe Mg s
0

~2
~ T _
Mt (F) = ?(n% MTMo) + M; (1).

Then, using (3.19) and (3.20), one gets
Mt (1) = —¢*D M.

For 7 = 3 one obtains

72 -3 9
My~ (1) = —§TBDMO - E’??’Mo, Ms (t) = nge_”t’DMo7
7 78 2
M3™(7) = g((l —7)? = 1)De "My — 67736_77]\40 + M5 (1) + §q26_’7DM0

Then, using (3.19) and (3.20) one gets

_¢

My (1) = 5 DM

For 7 = 4 one has

q2 q2 7_4
M~ (1) = 7"DnMy + 157" DMy +

4
—n* M,
2477 0

t 2
M (t) = —q2L (e"(s_t)'DMgF(s)) ds — qZ(DnMO — D M),
~2 7
M*(7) = q2% (372 — 87 + 6) Dne "M, — L nME™(s)ds + My (1)
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and using again (3.19) and (3.20),

MF+( f J e"(s DDen(t- S)'DMO) dt ds.

For ¢ = 5 to find the solutions in the last two time intervals it is better to first take the sum of
the equations in order to directly cancel the terms that are right-multiplied by 1. One then gets

2 2 2 5
M= (1) = —TOTSDUQMO 207 nDnM, — 60 *n*DM, —1720775M0,
2 -
ME(t) = —§q4 fo (De=1sDMy) ds,

4
MEF(7) = qg((l—r —-1) f Dens—De=15 My ds + ME(1).

Consequently, using a change of variable and the property (3.20) in order to simplify the first
integral, one ends up with

4 rl 1 1
- 2 . 1 .
ME*H(1) = (]?)J Den(s—1)De=15 My ds — 3q4f De—15DMyds = —3q4j De—15D Myds.
0 0 0

Finally for ¢ = 6 it is again better to first take the sum of the equations in order to directly
cancel the terms that are right—multiplied by 7 in the last two intervals. One then gets

ME=(7) = 6D2M D3 M, Dn?’M, 502 Dn M,
s (T) 18 +36 n +60ﬂ7n 0+ 20777 nMp
q2 3 6
DMy + —n°M,
3607 0+ 720"

t

_ _ D —

ME(t) = —¢ f enls=DDME (s)ds + 5D Mo
0

4
MyT(7) = 177 =37 + 3)°DMy + 157

2 -
— §q4%(%2 — 37 + 3)De~"D M, + M (1)

1
(372 — 87 + 6) J Dens—) DM,
0

and using again (3.19) and (3.20):

—T 5 - - 1
MEY(1) = —8D2M + = Den s=)DMyds — §q4'De "D My — q J ens=DDMF (s)ds.
0
We thus have proved that m™ (1 + () has the same asymptotic expansion as m**%(1 — %) up
to, but not including O(¢%) terms, which yields the claim of our theorem. O

Remark 3.2.3. We remark that, fori =1,...,5, the magnetizations MF™™ are different from
MFAR,

Theorem 3.2.4. Under the hypothesis of Theorem 3.2.2 we have that
AR (1) —m (L4 Q) = O(¢H)

and

ML+ Q) = m™E (1L + () = O(CY),
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Proof. With the previous Theorem we have proved that
ML= (/3) = m (1 +¢) = O(¢Y).

Following a similar approach it can be also easily shown that if we evaluate the Kérger model
at t = 1 or t = 1 + ¢ the order of convergence drops to O(¢?) because the constants of the
expansions in front of (3 become different. O

3.3 Kurtosis formula for FPK model

The dMRI signal can be measured for several values of ¢, §, A and directions ug. We have
already remarked that it is common in the dMRI community not to display the signal as a
function of ¢, but as a function of the so called b-value that for PGSE is defined in (3.6). In [87]
and [88] Jensen, Helpern and their collaborators have shown how to quantify the Non-Gaussian
water diffusion by using Kurtosis analysis. The term of Kurtosis (KUR) for a dMRI signal is
defined as the normalized second order term of the Taylor expansion in b-value of the logarithm
of the signal attenuation, i.e.

S(b) = exp < — ADC'b + %ADC2KUR2b2 - O(b3)> : (3.27)

In [116] was shown that for Kérger and FPK models the ADC term is equal, but the analysis
of the Kurtosis term was not done. The goal of this section is to derive an analytic formula
for the FPK’s Kurtosis term in the case of N = 2 compartments and show that it converges
to the Kérger one which is well known in literature. To recover this formula we proceed in a
similar way to the previous section by making an asymptotic expansion of the magnetization of
the FPK model but this time in term of ¢? as was done in [42]. We have already proved that
there exists a constant Cp 5 ar, > 0 for which [S¥*%(g, uq) — ST7%(q, uq)| < Cp .1,C%, (where

= %). Showing that the FPK kurtosis formula converges the well known Kérger one means
that there exists another constant C' > 0 for which |S¥AR(b) — STF¥(b)| < Cb.

Theorem 3.3.1. We can write the signal attenuation in terms of the b-value as

S0) _ N 1 e > 3
oM exp( ADC'b+ ZADC*KUR® + O(b )) (3.28)

where for the two compartments FPK model in uq direction we have that
ADC = v, D 4 v, D (3.29)
and
2(Dg" — DgM)*nene
50 (A - g)z (ve DT + v DET)2(ne + 1c)®
+120(5(e + ne) + 1) e @410 4 120(5(ne + ne) — 1) e Metn)d
+60(8(e + 1) — 1) et 1NA=0) 4 6062 (5, + 1)

KUR = ( — 120 + 60e~ (netne)Te

—408%(ne + 1) + 156*A(ne + ne)® — 96° (1. + 770)5>- (3.30)
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Proof. As it was done in [42| we extend the definition of the FPK model for any complex number

z as
d ' 2
G0 + D ([ 161 ) melet) + namel) = ez, 0) = 0
0
d ! 2 3.31
{ %mc(z, (t) + 2D <J f(s)ds) me(z,t) + neme(z,t) — neme(z,t) =0 (3:31)
0
me(2,0) = mQ and me(z,0) = m2
where we remind that 7, = ”||§F,"|L|, Ne = ﬂ'i’?' with |Ye| and |Y;| being the volume of the extra-

cellular and intra-cellular compartment, respectively, |I';,| the total surface area of the biological
cell membranes, x the permeability of the membrane and, D and DT are, with an abuse of
notation, the effective diffusion coefficient in the uq direction. The solutions (me(z),mc(2))
belong to C!(0,Tx) and thus to L®(0,Tg). It is quite easy to see that (me(-,t), mc(-,)) can be
differentiated with respect to z for any z € C. Then m.(+,t) and m.(-,t) are holomorphic on all
C and admit an expansion of the form

400 ke
me(z,t) = Z 2" mepn(t) and me(z,t) = Z 2" men(t).
n=0 n=0

Inserting these expansions in (3.31) we find

0 0 0 0
i Ne(me +mg)  nemg — nemy o~ e+t

Ne + Nec Me + MNe

me70 (t) =

1e(mg +mg) _ emg — Nemg o~ (Metne)t
Ne + MNe Ne + Ne

t [ o e(metne)(s—t)
Tlc Tle€ T
Men(t) = Dmen—1(s
) L( D a(s)

_ (Me+7e)(s—t)
e e D (f G df)
Ne + Ne

t [ (Me+ne)(s—t)
Men (t) _ J ( Ne + Nek Dgﬁ‘m&nil (8)
0

mc’o (t) =

778+n0

(Ne+ne)(s—t)
e F e D (s (f G dé)
Ne + Ne

This allows us to obtain an expansion of the measured signal with respect to z as

S (V2 uq) =m —+ZOO fTE D1 (s) + D (s (ff d&) ds

\

~m®— 2 JTE (Dgﬂme,g( )+ De Meo(s <J f& df) ds

0

—szTE (Defme,(s) + Defme, (s (J f(& d€> ds + O(2%)

0
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where Ty = 0 + A is the echo time.

Then, considering the logarithm of the normalized signal glven by log ( SE%““%), where

5(0,uq) = mY, and using the Taylor’s expansion log(1 + z) ~ z — 7 + O(x3) we obtain

S(q,uq) ff ff
1 —— | =~ —b(v.DS D¢
Og(S(O,uq) b(ve DY + v.DE")

b? (%DEHJFTICD‘EH)Q T i 2
% (oot
2[ O G

q4(D§ﬂ — Dgﬂ)znenc
15 (776 + nc)B
+120(8(ne + ne) + 1)e” 108 L 120(5(n + 1) — 1) e e t)A
+ 60 (52(77e +1e)% = 26(ne +ne) + 1)e —(ne+ne)(A—3)

( — 120 + 60e~ e+ E 1 6052 (n, + 1.)?

—400%(ne + 1) + 1564 A (e + 1e)® — 965 (ne + nc)5> +0(q%).

We observe, that from our domain’s assumptions,

(%Dgﬂ + Tchﬁﬁ)Q
(1e + 1e)?

2
- (vepgﬁ" + UCDgﬁ) ~0

and, remembering that b = ¢?6%(A — g), we can rewrite the logarithm of the normalized signal
as

S(q, uq) F T
1 —— | ~ —b(v. DS DS
Og<S(0,uq) b(ve DS + v, DY)

bz(Dgff _ Dgﬁ)znenc
2
1564 (A = §)” (e +ne)"®
+ 120(5<77e + 1) + l)e_(775+77c)5 + 120(5(776 + 1) — 1)6_(776+77c)A
+ 60(52(% +7e)? = 26(ne + 1) + 1)6_(ne+nc)(A—5)

( — 120 + 60e~ e t1)TE 1 606 (1, + 1,)?

- 4053(776 + 77c>3 + 1564A(776 + 77c)5 - 955(776 + 770)5> + O(bg)'

Then using the equations (3.28) and (3.29) we recover that the Kurtosis term is exactly the one
1 (3.30). O

Remark 3.3.2. If we make the substitution

kv, d kve
an = —
T, Ne T,

Te =

where k = = L , and Tey = TeVe 18 the intra-cellular resident time multiplied by the external volume
fraction (see [116]), and we take the limit for § — 0 (narrow pulse hypothesis) we obtain the
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well known kurtosis term for the Kdrger model which is

2
6vcve (DE = D) (1 4 by
(veDsﬁ—i- UCDceﬁ)2 k2 '

We have thus shown that under the narrow pulse hypothesis the Kurtosis term that we
computed analytically for FPK method reduces to the well known Kérger one. Hence we have
proved that there exist a constant C' such that

|SFPE(b) — S¥AM(b)] < Cb*

3.4 Numerical results
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Figure 3.1 — DMRI signals given by FPK model and by the Karger model at three different evaluation times, § = 5ms,
left: A = 5ms, right: A = 20ms, for various b-values.

We provide numerical validation of our results of the previous section using a two compart-
ments example. The parameters of the FPK and Kérger models come from a simple tissue
geometry consisting of cylindrical biological cells, with the diffusion-encoding direction being
transverse to the cylinder axes. The first compartment is the cylindrical cells compartment and
the second compartment is the extra-cellular space. For details on how to obtain FPK and
Kérger model parameters using homogenization, we refer to reader to [42|. Here, we only give
the values of these parameters:

D = 1.7 x 103 mm?/s, DT = 0mm?/s, k =5 x 10™°m/s, ¢ = 5 x 10" °um Tms ™!
ve = 0.72, |T| = 1.8842um?, 1. = 1.3 x 10" ms™ !, 7, = 3.34 x 10" ms L.
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We compute the dMRI signal given by the FPK model and the total magnetization of the
Kérger model evaluated at three different times: ¢ = A, t = A+ 0, and t = A — /3, for several

b-values (defined in (3.6)). In Figure 3.1 we see that for both A = 5ms and A = 20ms the

Kérger signal evaluated at t = A — g is much closer to STF¥ over the entire range of the b-values

considered than the other two choices.

R ,\
| Q ................. (} 7
............. Q |
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J T Ologo [mPPE(C + 1) — mEAR(1 — ¢/3)] i
&m s —y = 5.75z — 2.01 |
: Ologyy [m™PE (¢ + 1) — mF4R(1)] 1
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L L L ‘ | | | E
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Figure 3.2 — The convergence of mXAR(A — §/3), mX¥AR(A + §) and m¥AR(A) to STPX as ¢ = §/A goes to 0. ¢ =
1 x 107 %um~ ms™!, A = 20ms, for various ¢ € [1.5, 5]ms.

Next we verify numerically the order of convergence with respect to the dimensionless pa-
rameter ¢ = §/A. We fix A = 20ms and vary ¢ in the interval [2,5]ms. In Figure 3.2 we see that
mA AR (A — §/3) converges to STP¥ with order 6, whereas m**®(A + §) and m**®(A) converge
to SFPX with order 3.

3.4.1 Trapezoidal PGSE

In this section we want to give an intuition of what happens if we consider as time profile a
trapezoidal PGSE instead of the standard rectangular PGSE, i.e. if we have that the rise time of
the pulse is not instantaneous (which is the case in the experimental situations). To support this
argument we will provide some numerical results. We remind that the profile of the trapezoidal

PGSE is

t_TtO ifto<t<to+T

1 ifto+T <t<ty+0—-T

_W it tg 46— T<t<ty+o
f(t):=<7# iftg+ A<t<to+A+T ,

-1 fto+ A+T <t<tg+A+6-—-T

t_tO_T(AJ”S) ifto+ A+06—T<t<tog+A+6

k0 otherwise

where T' = ¢§ (with ¢ €]0,0.5]) is the rise time. See Figure 3.3.
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Figure 3.3 — Trapezoidal time profile

First of all we observe that, using this time profile, the b-value becomes

8 7 1

b(g,c,0,A) = @32 (1—e)’A+ [ = — =P +c—2 ). (3.32)
15 6 3

Furthermore as the rectangular PGSE is a particular case of trapezoidal profile when ¢ — 0, we
observe that if we take this limit we obtain the b-value defined in (3.6).

As for the previous case, the first idea was to evaluate the solution of the Kérger model in

1
AR = (1 —¢)?A + (18503 — 202 +c— 3>5 (3.33)

which is the term that we need to get the b-value in the exponent of (3.8). As we can see in
Figure 3.4 if we use this time for the evaluation we obtain an order of convergence equal to 4
in the dimensionless parameter ( = % instead of the expected order 6 that we have obtained
before.

Furthermore, analysing the new time-profile we notice that

1-¢ 0<t<A

§—0 0 t>A

N
lim fo f(s)ds:Fc(t):{

which is different than the limit that we have found for the rectangular PGSE. Indeed for
t € [0, A], instead of 1 the limit is equal to 1 — ¢. Besides, if we look carefully at the expression
(3.32), we find that the square of this term is a constant in front of A which was not the case
in (3.6). Indeed, in (3.6) A has 1 as factor. The idea is then to incorporate this quantity with
§ and consider 62(1 — ¢)? as an unique term and thus change also the expression of the Kirger
model using 62(1 — ¢)? instead of §2 in the equations. With this choice the Kirger model for
two compartments becomes

imKAR(t) +¢*6%(1 — )2 DT mEN (t) + nem M () — emE T (t) = 0

dt e e C
d
ﬁm?AR(t) + q252(1 . C)QDgffmIC(AR<t) n ncm?AR(t) . nemgAR(t) -0 - (3.34)

mEAR(0) = ve; mEAR(0) = v,
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As an obvious consequence we also have that the analytic expression of the solution is different.
In particular in the exponent of (3.8) we already have 62(1 — ¢)? no matter which point of eval-
uation we consider. So, following the same idea of the previous sections, the time of evaluation
to obtain the maximum order of convergence between the two models, should be

8 7 1 )
tKARV = A + (703 — 702 +c— *) P u——— 335
15 6 3/ (1—c¢)? ( )
m
- —H”
—’—’E“ s
-2 _,-f"E ........ 0 =
T e 2 T k-
o ——E’-’ ............. ! - ' ) )
] 9 _’_,-*"' ] __ - -  [Ology |mFPIx (A+0)— mAAH(t{\AH)‘
S _,—‘Q’ - —y =4z —2.35
] - ¥e logy [mITE(A + 6) — mEAR(A — §/3)]
. T3F 1=~y =187z -0.89
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£-35¢ 1 ey = 2,122 — 0.57
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Figure 3.4 — Different orders of convergence of FPK signal to Kérger signal depending on the choice of echo-time for
Kéarger model in the case of trapezoidal time profile
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In Figure 3.4 are shown the results of our simulations for the same geometry and physical
parameters as before but with the new time profile. As we can see in Figure 3.4a, if we consider
the standard Kérger model and FPK, we obtain an order of convergence 2 in (, if we evaluate
the Kérger model in A, A +§ or A — /3, and an order 4 if we evaluate in ¢{*". In contrast,
Figure 3.4b shows that if we modify the Kérger model using the form (3.34), we obtain an order
3 if we evaluate in A, A+ 9§ or A —¢§/3, and the expected order 6 if we evaluate at the suggested
time t**®, These results are the analogous, in the case of trapezoidal time profile, of the ones in
Theorem 3.3.1. The analytical proof of these results should be done in the same way as Theorem
3.2.2 with the only difference that one should expand the magnetizations in six time intervals
and not three as before, because the trapezoidal time profile changes its expression six time in
the interval [0, A + 4].

3.5 Conclusions

By expanding the solutions of the Karger and the FPK models we showed that in the case
of finite pulses (when the duration of the gradient pulses is not short compared to the delay
between the start of the pulses) the time at which to evaluate the Karger model should be the
time delay between the start of the pulses, shortened by one third of the pulse duration. We
showed that with this choice, the convergence of the Kéarger model to the FPK model is of order
six in the pulse duration. This result helps to clarify the long standing question of how to adapt
the Kérger model to account for finite diffusion-encoding pulse sequences.

To strengthen this result we also derived an analytic Kurtoris formula for the FPK model and
we showed its convergence to the Kérger one which was already known in literature. Moreover
we gave an idea of what should be done in the case of trapezoidal PGSE which is a more realistic
time profile for the experiments and we provided a numerical proof for this result.
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In Section 2.1.5 we have seen that an important quantity in dMRI is the apparent diffusion
coefficient (ADC) or effective diffusion coefficient (D%) and it is usually obtained by measuring
S for a given gradient direction ug at several b-values and fitting the following formula:

log S(Tk) = log So — (ADC)b, (4.1)

where Sy is the dMRI signal when b = 0. We remark again that, ADC = Dy in the case of free
diffusion (i.e. the effective diffusion coefficient is equal to the intrinsic diffusion coefficient).

In the context of dMRI brain tissue diffusion is not free, and this is evidenced by the fact
that the fitted ADC depends on the applied gradient strength g, its direction ug, the diffusion
time and the duration of the pulses. Thus, it is hoped that a signal model more accurate and
complicated than (4.1) would provide additional information on the tissue microstructure. As
a consequence, there have been many proposed extensions to (4.1), formulated heuristically, by
dMRI researchers. For example, the dMRI signal as a sum of multiple exponentials was proposed
in [39, 124, 132, 136], a term that is O(y%g*5*(A — §/3)?) was added to (4.1) in [34, 88], and
fractional order diffusion was used in [24, 122, 123|. In [192], the signal model is an integral of
a continuum of Gaussian diffusion groups, each with a different effective diffusion coefficient. In
[140] the signal model is an expansion in a perturbation of the mean diffusivity. The models of
[8, 89, 168] separate the cylindrical-shaped axons and dendrites from the space outside them to
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make two diffusion compartments and assume there is no water exchange between them. The
Kérger model [94] supposes multiple Gaussian diffusion compartments, where the water exchange
between the compartments is described by simple constant rate terms that can be added to the
diffusion terms, and these assumptions enable the formulation of a system of coupled ordinary
differential equations (ODEs) that describes the time evolution of the total magnetization in the
different compartments.

The previously mentioned models can be characterized as phenomenological models that
incorporate certain physical assumptions and insights about the spatial and time scales of water
diffusion in a complex geometrical environment. On the other hand, one can also proceed math-
ematically starting from a detailed and accurate description using partial differential equations
(PDEs). The Bloch-Torrey PDE [180], introduced in Chapter 2, can be used to describe the
water proton magnetization at all spatial positions in a voxel once the positions and shapes of
the biological cells and the permeability of the cell membranes are prescribed. Obviously, this
very accurate microscopic description cannot be used as a practical model of the dMRI signal
because its inputs - the complete geometrical description of the biological cells in a voxel and its
immediate neighbours - are too complicated compared to the physically obtainable data. This
is the motivation for formulating asymptotic models from the Bloch-Torrey PDE.

In Chapter 2 we have seen that two simple asymptotic models for PGSE and narrow pulse
approximation are the following. In the short-time limit (defined in Section 2.1.2), where only
a small fraction of random walkers have encountered the membrane, the signal model given in
[138], which is a general case of the formula in [130], is

log Sshort(TE) 1= log So + ADCShOTt(A)q252(A), (4.2)

where ¢ = ||yg||! and the diffusion time dependent effective diffusion coefficient ADCpop(A)
in the presence of multiple geometrical sub-domains Yj, each with boundary I'j; and intrinsic
diffusion coefficient D}, is

ADCpors(A) 1= >0 D%, (D), (4.3)
J
where v; is the volume fraction of sub-domain Y; and
Dl (A):=D]|1- Il [ D{)A—m (4.4)
short : 0 d‘Y;‘ 3ﬁ ; .

d being the space dimension, and & is the membrane permeability.
In the long time limit (defined in Section 2.1.2), when the diffusion becomes effectively
Gaussian, the signal model is exponential:

10g Siong := log So — (ug? ADCorug)g?6* (A — §/3), (4.5)

where ADC», € R? x R? is the long time apparent diffusion tensor. It was shown in [37] that in
the case of periodic media, where Y = [[,_;. ,[0, L;] is a periodicity box of the medium, then

(ADCy),, = |11/|2 L' D (x)Vu! (x) - e dx, (4.6)

1. It is important to note again that for us ¢ does not denote a wave vector, as it often does in physics.
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where the functions uf (x), i =1,...,d, are defined piecewise on Y; and satisfy the time inde-

pendent PDE:

div(D)(x)Vul (x)) = 0 in Y;,

D%(X)Vug (x)-v—DEx)VuF(x)-v =0 on I'j,
DY)Vl (x) - v = ki(ud (x) — uf (x)) on Ty, (4.7)

uf (x+ Lie;) = u{ (x) + L; on 0Y,

ug(x + Lig)) = u{(x), [ #1, on 0Y,

If Y only contains simple geometries such as cubes and spheres, analytic formulae for ADC
have been formulated in [77, 102, 175, 179].

As we have already mentioned in the previous chapters in [42] Coatléven et al. derived an
asymptotic model from the Bloch-Torrey equation using periodic homogenization techniques by
choosing a particular scaling of time, the membrane permeability, the diffusion-encoding gradient
amplitude, and a periodicity length of the medium. The resulting model is valid for long diffusion
times when the signal may nevertheless exhibit a non-Gaussian behavior due to water exchange
between the sub-domains. The assumption of low membrane permeability means the exchange is
governed by linear kinetics and gives the signal model a particularly simple form as the solution
of a system of coupled ordinary differential equations. Indeed, in Chapter 3 we showed that this
model generalizes the Karger model, which was a dMRI signal model formulated heuristically
by physicists for long diffusion times, but which is subject to the restriction that the duration of
the pulses of a diffusion-encoding sequence is much shorter than the delay between the pulses.
In contrast to the Kérger model, the model in [42] is not restricted to the case where the pulse
duration is small. For this reason it was named Finite-Pulse Kérger (FPK) model.

A deficiency of the Kéarger and the FPK signal models is that they do not reproduce the
experimentally observed (see for example [160] and the references contained therein) dependence
of the ADC on A (and ¢ in the non-narrow pulse case).

For this reason, in this Chapter, we chose a different scaling than that used to derive the
FPK model and we derived a new asymptotic dMRI signal model whose ADC' depends on the
duration of the pulses and the time delay between them, again using periodic homogenization.
We numerically validate, in some two-dimensional geometries and using PGSE sequence, that
the ADC of the new asymptotic model is a good approximation of the ADC' of the Bloch-Torrey
PDE description over a wide range of A and . We note that even though our new asymptotic
model is derived using periodic homogenization, the use of the model is not limited to periodic
domains. We cite the non-periodic homogenization approach in porous media [4, 5], where the
difference between the periodic and the non-periodic cases is in the definition and interpretation
of the macroscopic model coefficients.

Our new asymptotic model requires the solution of several homogeneous diffusion equations
with source terms defined on the biological cell membranes. Unlike in [42], we could not put
this model in the form of a system of coupled ODEs. However, as we will see in Chapter
6 this model can be further simplified since homogeneous diffusion equations with boundary
sources terms has some different expansions. We believe that a mathematical homogenization
approach is a useful complement to the phenomenological approach used by physicists, as seen
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by the FPK model of [42], formulated by homogenization, that elucidates and generalizes the
phenomenological Kérger model. The novel result of this work is a time-dependent ADC model
that can lend itself to systematic mathematical analysis. In Chapter 6 we will see that it is
possible to obtain a characterization of the time-dependent ADC' in terms of tissue-related
quantities such as the average surface to volume ratio and the dominant Neumann Laplace
eigenfunctions of the biological cells that are contained in an imaging voxel. The ultimate goal
is of course the estimation of these tissue-related quantities from the measured dMRI signal.

This Chapter contains the results showed in our published paper [73] but we also add a
derivation of the same model through linearization and a mathematical proof of convergence
between the signal of new model and the signal obtained solving the Bloch-Torrey equation.
The Chapter is organized as follows. In Section 4.1 we introduce the Bloch-Torrey PDE that
describes the complex transverse water proton magnetization due to diffusion-encoding magnetic
field gradient pulses and pose the problem on the microscopic scale in a heterogeneous domain.
For simplicity, we make the hypothesis that the domain to be modelled is periodic, which allows
us to apply periodic homogenization theory. In Section 4.2 we make the formal homogenization
of our model problem in the periodic context, using a particular choice of scaling in the non-
dimensional parameter € for the time, the biological cell membrane permeability, the diffusion-
encoding magnetic field gradient strength, and the periodicity length of the cellular geometry.
We give the description of our asymptotic dMRI signal model and its ADC. In Section 4.3 we
numerically validate the asymptotic model for some two dimensional geometrical configurations.
We show the convergence for both the signal and the ADC. We then show that the ADC of
our new model is a good approximation of the ADC' of the reference model (the microscopic
description using the Bloch-Torrey PDE) over a wide range of times. In Section 4.4 we show how
to derive the new model using a different technique (linearization using the product between the
gradient strength and the integral of the time profile small, along with a small permeability)
and we prove that the convergence between the solution of the Bloch-Torrey PDE and this new
approximation is of order O(£3). Section 4.5 contains our conclusions.

4.1 Problem setting

For a volume < R? of biological tissue, we denote by I'; © R?~! the union of the boundaries
of biological cells, in other words, the cell membranes, in €2. In this paper, we assume the cell
membranes are represented as (d — 1)-dimensional objects. The cell membranes I'; thus delimits
two subdomains: the extra-cellular domain €2, (e for extra-cellular) and the intra-cellular domain
Q¢ (c for cellular). The domain Q.4 then represents the union of the extra-cellular and intra-
cellular open domains:

Qezt = N7 = QU Q.
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4.1.1 Bloch-Torrey equation

The complex transverse water proton magnetization M can be described by the following
Bloch-Torrey PDE[180] with jump on T';:

-

ﬁM(X,t) +qug - xf(t) M (x,t) — div(Do(x)VM (x,t)) =0 in Qepe x]0, 17,

ot
DoVM -vlr, = k[M]r, on T';x]0,T7,

1 [DoVM - v]p, =0 on T7x]0, T, (4.8)
M(-,O) = Min; in Qe:}cty

and appropriate boundary conditions on 0¢.,

where v is the exterior normal to Q, [-Jr, is the jump (extra-cellular minus intra-cellular)
on I'7, k is the membrane permeability coefficient, ¢ is the imaginary unit, M, is the initial
magnetization. The physical meaning of the parameter ¢ is ¢ = |yg|, where ~ is the gyro-
magnetic ratio of the water proton, g gives the amplitude and direction of the diffusion-encoding
gradient, and ug = g/|g| € R? is the unit vector in the direction of g.

For simplicity of notation, the microscopic scale diffusion is assumed to be isotropic, and
hence it is described by an intrinsic diffusion coefficient Dy(x) € R, rather than a tensor. The
case of the tensor can be treated in a similar way but with more cumbersome notation. The
function f(t) gives the time profile of the diffusion-encoding magnetic field gradient pulses. For
the classic Pulsed Gradient Spin Echo (PGSE) sequence [172], simplified to include only the
parameters relevant to diffusion (the imaging gradients are ignored),

1 ts <t <ts+6,
ft)=<X=1 ts+A<t<ts+A+0,
0 elsewhere,

where t, is the start of the first pulse and we made f(t) negative in the second pulse to include
the effect of the 180 degree spin reversal between the pulses. The time at which the signal is
measured is called the echo time T > 6 + A. For simplicity, since t5 does not play a role in the
results of this paper, we set t; = 0. For the same reason, we set Tp = § + A in this Chapter.
The dMRI signal is then the total magnetization at t = § + A:

S(Tg) = fv M(x,6 + A)dx, (4.9)

where M is the solution of Eq. (4.8), and V is the voxel. We observe that, because the
diffusion displacement in dMRI (O(10um)) is usually very small compared to the size of the
voxel (O(1mm)), the boundary conditions on 0§, in 4.8 can be any appropriate artificial
boundary conditions because the support of the solution will be away from 0€).,; during the
simulation time. The logarithm of the signal is usually plotted against a quantity called the

b:=¢? LA+6 (E f(s) ds>2 dt = ¢*6* (A — g) , (4.10)

because in a homogeneous medium:

b-value

log S(Tr) = log So — Dy b. (4.11)
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The b-value is a very important quantity in dMRI because the b-values are usually kept constant
across different experiments. For different choices of the duration of the pulses and the time
delay between them, the values of ¢ are adjusted according to 4.10 so that the same set of b-
values is used to compute the dMRI signal. The range of b-values are usually chosen so that the
signal attenuation, S(Tg)/So, varies in a physically detectable range. This range will depend on
the application and tissue type (brain, heart, etc.).

In the case of PGSE to obtain the ADC from a dMRI experiment, one fixes the choice of A
and 0, computes the necessary ¢’s to obtain several b-values that give an attenuation S(Tx)/So
that is not too small (closer to 1 than to 0), and computes the slope of log S versus the b-values.
To make the concept of the ADC mathematically rigorous, in Chapter 1 we choose the following
definition:

1 log S(Tp))

ADC := — ,
(A =0/3) ) e

(4.12)

where the analytical derivative of log S is taken at ¢> = 0 (while A and § are fixed). We can
write the derivative with respect to ¢? because, due to the symmetry of diffusion, only even
powers of g appear in S. With this definition, we note that ADC may depend on ug and time
(A and ¢). In the narrow pulse limit, in a heterogeneous medium, the physical meaning of ADC
is that it is the mean squared distance travelled by water molecules (averaged over all starting
positions) divided by 2A.

4.1.2 Periodicity length

We will use the techniques of periodic homogenization. This means we will assume that the
volume to be modelled, €2, can be described as a periodic domain: there exists a period Ly,
which represents the average size of a representative volume of €2, and which is small compared
to the size of €. For simplicity, we will assume the periodicity box is a cube. We define the
normalized periodicity box to be Y = [0, Lo]? and let Y = Y, U Y,, where Y, is the extra-
cellular domain, Y, is the intra-cellular domain. Y, is an open set that may be made of several
disconnected parts. We denote the boundary of Y, by 0Y, = I';,,. We thus have

O = | e(Ve+2zLo), 9= ] e(Yet2Lo), Q=900
zeZ4d zeZ4
and T3, = 00\00Q = | J e(T + 2Lo).

zeZ4
Of course, the diffusion coefficient will be assumed to be periodic as well, i.e., there exists
Dy € L*(Y') such that Dy(x) = Do(%), with
By — D5 inY, .
D inY,

The most common and practical choice for Df and D is to consider them both as constant so
that Dy is piecewise constant. With this more precise description of the domain, our reference
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model can be rewritten as

2 M. (x,t) +1qug - xf(t) Mo(x,t) — div(Do. VM. (x,1)) = 0 in Q,,x]0, T,

ot

Do. VM. - vlrs = w5[M]r: on I',,, x]0, T, (4.13)
[Do. VM, - V]rs =0, on 'y, x]0, T'[ '
M.(-,0) = Mip; in QF,,,

where Dy, = Yﬁo(f). Finally, we will assume that the time profile f belongs to L*(]0,T7)
and that the initial data Mjy; is defined on €2 independently of £ and it is constant in each
compartment.
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Figure 4.1 — Illustration of a periodic domain and the periodicity box Y.

4.2 An asymptotic model

In this section, we derive the new asymptotic model.

4.2.1 Transformed Bloch-Torrey equation

€

As was already observed in [42]|, M. does not satisfy the Bloch-Torrey equation in all QZ_,,
but only in QF and €2 separately with jump conditions on the interfaces. We transform the
Bloch-Torrey equation by defining a new unknown M. almost everywhere on R?x]0, T[ by

M.(x,t) = M.(x,t)e"s*F 1)
where

t
F(t):= jo f(s)ds.

Multiplying the equations of the system (4.13) by e'due*F (1) and using the definition of ]\75, we
obtain the following transformed PDE:

( ;M (%, ) — div (Do VM. (x, £) — 1qug F(t)Do. M. (x, 1))
+ 1qug F(£)Do. V M.(x, 1) + ¢*F(t)*Do. M. (x,t) = 0 in Q,,x]0,T],
{ DoeVM. - v — 1qug F(t)Do M. - v = 5[ M.]rs, onT¢ x]0,T[,  (4.14)
[Do.VM. - v — 1qug F(t) Do M. - v]p-. = 0 on T, x]0, 7],
\ M.(-,0) = My in Q.
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4.2.2 Choice of scaling

As explained previously, we have chosen the scaling of the periodicity length to be:
L =c¢Ly, (4.15)

where Lg has the unit of length. We note that ¢ is without dimension.
We keep the same scaling of the membrane permeability as was used in [42]:

K = €K, (4.16)

where k¢ has the unit of length/time. Other scalings of permeability may be chosen (and lead
to other asymptotic models), but because biological cell membranes impede the movement of
water, the permeability should be “small”. For a mathematical description of other possible
choices for the permeability’s scaling we refer to [41].

Now we come to the choice of the scaling of b, which depends on both ¢ and time (through
the values of the duration of the pulses and the delay between them). We set the scaling of time
to be:

t=¢e%, (4.17)
which in the case of PGSE implies

0 =% and A =e%Ag,

and F' becomes
t
F.(t)=¢c"Fy <€a> =e%Fy(7).

We note that 7 has the unit of time. We set the scaling of the gradient strength to be

_®
- 577 (418)
and ¢o has the unit of m 2. In consequence, the scaling on b is
A+0 2 ag
b= qQJ F2(t)dt = %63 <6O‘A0 . . °> = 3027 | (4.19)
0 9

Before we choose the values of o and « definitively, we use the periodic homogenization
techniques [22], to develop M. using two-scale asymptotic expansions for ¢ and QZ, along with
the new time scaling, for general o and ~. We write

~

ME(x,t) =

57;]\/\4/1;6 (X, Y, T) in Ye
0 (4.20)

L~

e Mic(x,y, T) in Y,

18

~

M (x,t) =

<.
|

~

Msc(xv t) =

s

=0

2. Here « is a positive exponent used to introduce a scaling on ¢ and it should not be confused with the
gyro-magnetic ratio introduced before.
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where

and T=—

X t
€ ex

y =
and the functions ]\Ze(x, y,T) and ]\ZC(X, y, 7) are defined on Qx Y, x]0,T/e“[ and Qx Y, x]0,T /%[
respectively, and the M;; are assumed Y-periodic in y. The aim of this ansatz is to obtain a
new problem in which the different scales are linked.

To get the PDEs for each of the M. and the M;., we start by noticing that for j € {¢c,e},

0 ~ ~

aMZJ (X) Yy, T) = ‘Siaa?Mij (X, Y, T) )

~

VM] (X7 Y, T) = vX]\4Z] (X7 Y, 7-) + 5_1Vy]%j (X7 Y, 7-)7

and therefore

div (D) (y) VM (x,y,7) — 1qugF (1) DY(y) My (x,y, 7)) =
+ divy (DY (y) Vi Mij(x,y,7)) + & 2divy (D) (y)Vy My (x,y,7))
+ 7! (divy (DY) Vb (x,y,7)) + dive (DY (3) ¥y T (x,3,7)))
— e Tdivy (MIOugFo(T)Dé(Y)]\Zj (x,y,7))
— "7 Hdivy (ZQOUgFo(T)Dé(Y)]\Zj (x,y,7)) -

Substituting these relations into the transformed Bloch-Torrey PDE 4.14 and using the ansatz
in 4.20 we obtain the following PDE for j € {¢,e}:

iai_aai—]vfij + P gtug - ugFO(T)ZDéAZj
i=

+ £ igoug Fy (7)D) (Vi Mij + €' Vy Mij) — €' divye (D Vi M)

— T v (DY Vg M) — & divy (DY V) — &'y (D V3,

+ €70 divy (1g0 g Fo (1) DY M5) + €707 divy (1goug Fo(T) DY) = 0. (4.21)
To obtain the analogous conditions for the traces, for x € I',, we write the ansatz for the

jumps of ]\75 and its fluxes,

o0

10, = 53 (e b e
i=0
and
[[ﬁOEVME V= zqugFﬁOEJWE Vre, =
i (DSVJ\Z’e(x,y, )V — ZQOugFo(T)DSZ\Ze(X,y,T) -
i=0

— DEVie(x,y,7) v — rgougFo (1) D ie(x,y,7) - v) . (4.23)
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The conditions for the traces, j € {e,c}, are then
> & ko (Mo — My ) =" DyVy Mo, - v + £ (DyVy M + DyVMo; — 1a0ug Fo Dy ) - v
i=0
+ Z e (D%VyMﬂ_lj + D%VXMW - zqougFng)MiJ) V. (424)
1=1

The initial conditions, for j € {e,c}, are

MOj('? y 0) = Mini
Mi(-,,0)=0  Vi>1.
As our purpose was to find an accurate approximation of the (time-dependent) ADC for low
b-values, whose scaling is

b= e’y (4.25)

where 6 = 3a— 2+, we require 6 > 0. We also need the time to be small since, if not, the effective
diffusion would become Gaussian and therefore the ADC would not be time dependent. Hence
we require that o > 0.

Analyzing (4.21) we are led to choose a and v so that the term e 72=2g2u, - ugF(J?DOJ\Zj
appears in the early values of ¢, since this is the term that contains quantities related to the
b-value. The choice @ = v = 0, which implies b = O(1), was made in our previous work [42]
which resulted in an ADC that is time independent. We then tried o = v = 1, which implies
b = O(e), but this choice also led to an ADC that is time independent. This means that the
scaling in b is not sufficiently small. We thus proceeded to the scaling b = O(£?), which resulted
from the choice:

a=v=2. (4.26)

For this choice, the interesting term appears in the PDE for ]\72]-, j € {e,c}. In what follows, we
thus fix the choice of o and « to be that in Eq. (4.26) and derive the corresponding asymptotic
model. Other scalings will be discussed in the next Chapter.

4.2.3 Asymptotic model corresponding to a =y = 2

We recall that the functions ]V[Jie(x,y,T) and ]\Ec(x,y, 7) are defined on Q x Y. x]0,7T /e[
and  x Y.x]0,T /e[ respectively, and the Mj are assumed Y -periodic in y. To produce our
new asymptotic model up to O(g?), we substitute o = v = 2 and match the terms in front of
the same power of € of 4.21. We then get the following periodicity box problems for the first
three orders: ¢ = 0,1, 2.

The problem for Moj is then given by

: o % 0 ~ .

—divy (DéVyMoj) + EMOJ' =0 inY;x]0,T/e?],
DIV, My;-v =0 on T, x]0,T /%],
Moj(', 0) = Mini in }/ja

]\7()]- is Y-periodic.

(4.27)
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Since the initial conditions is constant, we deduce that
Mo; = Mini, je{ec}. (4.28)
The periodic box problem for Mlj is
e ] . —~ . ~ S~ 0 ~
—ley (D%VyMlj + ,Dg)vaOj — zqougngéMOj) = —EMU
— zqougFngvyMOj + divy (D%Vyﬁgj) in Y;x]0,7T /%],
{ ngyﬁlj U+ ngxﬁ(]j ‘v — zqougFngMOj v=0 on I'y, x]0, T/,
M;(-,0) =0 in'Y;,
]\71]- is Y-periodic,
which, recalling that ]\70]- is a constant 4.28, simplifies to:
o 4 0 ~
—divy (D} Vy M — 1qoug FoD} Mini) = —=- M, in Y;x]0,T/e]
ngyz%j SV — zqougFngMim v=0 on I'y, x]0, T /| (4.20)
4 - .
My;(-,0) =0 in Yj
]\71]- is Y-periodic.

It can be easily verified that ]\71]- is purely imaginary and the imaginary part of Mlj, for each
j € {c, e}, can be decomposed into the sum of d functions, wlj7 l=1,---,d, where d is the spatial

dimension,

d
(Mlj (x,y,7 ) Z (qoMin)) ! (y,7) (ug -€)  inYj, (4.30)

where the wlj ’s do not depend on the gradient direction ug or gp and are solutions of

—divy (D}Vyw] — FyDjes) = _5*“’1] in Y;x]0,T /%],
. . T
Dévywzj V= FODOGZ -v=0 on I, x]0,T /e,

Wl (-,0)=0 in Y;,

wj is Y-periodic.

Now we consider the periodicity box problem satisfied by ]\72]-

( o o - 0 ~
—diVy (D(J)VyMQj + DJV Mlj - ZqougFOD%Mlj) = 5 MQJ in Y}X]O,T/Ea[,

—2F2D) Moy; — 1qoug FyDIVy My; — 1qoug FoD) Vs My,
+lex( OVyMlj + Dévxﬂoj — quugnggj\\joj)

Ma;(-,0) =0 in'Yj,
ng is Y-periodic.

ngyﬂgj -V + ’ngxj\\jlj UV — ZQngFQDSMU V= Ko (M()e — MOC) on FmX]O,T/Ea[,

(4.31)
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Recalling again that Moj = M;y; is constant in the whole domain, Dg is piecewise constant and

]\713- is purely imaginary, we have that < <J\72j> = 0 and using the the divergence theorem on

the real part of Eq. (4.31) we obtain the compatibility condition for $ (M2j> (je{ec}):

o — .y , ~
—J (I, —f GG F3D) My, +f aug FoD{Vy S (M) = 0.
v, 0T Y, v,

Integrating in time we obtain

J %(MQJ-) = _qgf F@J Dg]MinH—qougEJ FOJ D) (qoMini) Vywiug - ;. (4.32)
Y o Jy; =170 Y

We immediately remark that with the identical constant initial conditions for both compartments
we lose the boundary term KZ()(M(]G — Moc), which is the only information that we have on the
membrane’s permeability. This means that our model would not be applicable for situations
where water exchange between the geometrical compartments is significant enough to affect the
ADC, which is the first order moment with respect to ¢2.

4.2.4 Asymptotic dMRI signal model and its ADC

In practice, in the case of PGSE, the dMRI signal is measured at t = Tp = A + §, so our
reference signal is

Srer(aug) = f M.(x, Tp) dx.,

where M, is the solution of the Bloch-Torrey PDE (4.13). The volume of integration above is
assumed large enough to contain the support of the solution (again, we remind that the voxel is
large compared to diffusion displacement in dMRI). Then, remembering our ansatz (4.20) and
the fact that we found the first three terms, the signal of our new asymptotic model inside the
periodic box |Y] is

2 ~— ~
Snew<qa Ug) = 2 gi <f Mie('7 TE/EQ) + fy MiC('? TE/52)>
i=0 e e

(Mini + 52%J\72c(',TE/€2)> (4.33)
Y.

JY (Mini + £2§FE]\726(‘,TE/52)) +J

M~ni<|ny+m|)+f EQ%MQG(-,TE/EQHJ 2R e+, T J22).

e c

We recall that Moj(x, T) = Mini in Yj for all 7 and the real part of Mlj is equal to zero, j € {e,c}.
Thus, our new model approximates the reference model up to fourth order in € (because the odd
powers of € are zero):

Sref(‘]a ug) = Snew(‘]a ug) + 0(54)-

Recalling Eq. (4.32), we define effective diffusion tensors in the geometrical compartments,
j € {c, e}, in the following way:

2 (T a7
—off 1 ; qOSOFOTwi .
D') T :=J D/0le-eg— ——A 2| qil=1,...,d,
( i )a ™) Y5l Jy, O<Z bo
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so that in more compact form,

T . d T . .
J s (ng) —qgf FOQJ 'D[J) Mini + qoug Z J FOJ ,Dg)qoMini Vywl] (ug . el)
Y; j Y;

— Minibo (J DJ—ugZ f Fof DiVyw! (ug~el)>
J

= —Mini |Y;] by D' (7)ug - ug.
Now we simplify the signal after the normalization

1

Mipi 1= —
(el + [Yel)

=2bo (|¥el DX (A0 + do) + [¥e] DL (Ao + o)) g - g
GARIIA) |

Snew(qa ug) =1-
and put back the original variables,

(1 DA +8) + Y] D (A +0)) ug - ug
(VeI +1ve) |

Snew(‘]; ug) =1-b (434)

where the effective diffusion tensors in compartment j € {c, e} are

(b;ff)il(t): |Y|f Dl e e — gA+5F2f< \ij Danl > i,l=1,...,d, (4.35)

and the periodicity box problems to be solved are

-

d w! — dlvy(DOVywl FDle;) =0 in Y;x]0,T][

ot
DJVw — FDle,-v=0 on Iy, x]0, T,

X v 0%t m>x]0. Tl (4.36)
Wl (-,0)=0 in Yj,

j . .
wy is Y-periodic.

From this simplified expression we can identify the ADC),,, for this new model as

Yel
]

ADC)eyy := veD (A + 6)ug - ug + v.D. (A +0)ug - ug, Ve 1= =1-— v, (4.37)
where v, and v, are the extra-cellular and intra-cellular volume fractions respectively.
From (4.35) we immediately see that the definition of the effective diffusion tensor Ejﬁ,

je{e,c}, is dependent on A and 4. In particular, ﬁ‘;ﬁ is defined as the sum of two terms: the
first is the intrinsic diffusion coefficient, and the second depends on the magnetic field gradient
time profile f(¢) (in addition to depending on the geometry) and is bounded between 0 and Dé.

Our new asymptotic model matched terms up to and including O(¢?), and since by the choice
of the scaling our b-value is also O(g?), this means that our model explains first order effects of
the b-value; it does not account for higher order effects of b.
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4.3 Numerical results

In this section, we first validate the fourth order convergence of our model (see Equations
(4.34), (4.35), (4.36)) in the signal and the second order convergence in the ADC' (see Equation
(4.37)) to the reference Bloch-Torrey model of Equation (4.13). Then we compare the ADC' of
our new model with the reference ADC' as well as with two existing asymptotic models of the
effective diffusion coefficient: the short time and long time models of (4.4) and (4.6).

In summary, the following quantities will be compared:

1. Syer and ADC..¢ from the reference Bloch-Torrey model.
2. Spew and ADC}ey, from our new asymptotic model.
3. ADCgpop: the short time model of the effective diffusivity (4.4).

4. Dyyug - ug: the long time limit of the effective diffusivity (4.6).

The reference signal is the integral of the solution of (4.13) in a periodic geometry, where the
domain is made up of copies of the periodicity box Y = [0, L]?. As was already observed in
[134], equivalently, one can obtain the reference signal by solving (4.14) subject to periodic
boundary conditions on ¢Y. This was also our approach here. The initial condition Miy; is set
to Mini =1/ L? to normalize the signal to S = 1 at b = 0. The ADC of the reference signal was
then obtained using a polynomial fit of the logarithm of the simulated signal at several b-values
according to (4.12).

To obtain the signal due to our new asymptotic model (4.34) we solved the periodicity box
problems (4.36) on Y. Then the ADC' of our new model is computed according to (4.37).

To compute the long time model for the effective diffusivity according to (4.6), we solved the
periodicity box problems (4.7).

The simulation of the reference model and the solution of the periodicity box problems were
performed using FreeFem+ -+ [155].

Figure 4.2 — Illustration of a periodic domain where there is a disk of radius R in the center of each periodicity box Y.
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4.3.1 Convergence

We validate the convergence of the new model in a simple two-dimensional geometry. The
periodicity box is Y = [0, L]?, and we place in the center of Y a single disk of radius R (see
4.2). We fix Ly, ko, Ao, 6o, and by and vary € while respecting the scalings:

L= ELo, KR = €Ky, A = EQA(), = 6250 q = 6_2(]0.
We recall that the above choice implies the scaling of b = O(¢?) and A = O(L?). We have
chosen the gradient direction to be ug = e,. Furthermore, our choices of Lo, ko, Ao, do, and by
are made in order to obtain physically reasonable parameters L, k, A, §, and b at ¢ = 0.25.

We obtained S,y and Sy, using a very fine finite element mesh for two disk radii: R = 0.49 L
and R = 0.4 L. The values of the intrinsic diffusivities, D§ = 3 x 1073mm?/s, D = 1.6 x
10~3mm?/s, were chosen close to the values often used in the literature for dMRI numerical

simulations |76, 190].
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Figure 4.3 — Signal convergence for a single disk in a periodicity box with D§ = 3 x 10~3mm?2/s, DG =1.6 x 10~3mm? /s,
for two disk radii: R =049L and R =0.4L. Lo = 20um, o = 8ms, Ag = 8ms, by = SOOS/mm2 and kg = 4 X 10_5m/s.

In Fig. (4.3) we show the convergence of the signals [Spcf(b) — Spew(b)| with the non-
dimensional parameter € for two different choices of R. We see that the convergence rate is

about 4 (fitted to 3.6).
In Fig. (4.4) we show the convergence of the ADC with the non-dimensional parameter ¢,
where to compute the reference ADC, we use the linear fit:

1-— Sref(b)

ADC,er ~ b

We see that the convergence rate is fitted to 1.6.

4.3.2 Time-dependent ADC

In this section we show some preliminary results on the ADC approximation of our new
model (4.37) and compare with some other existing models.
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Figure 4.4 — ADC convergence for a single disk in a periodicity box with D§ = 3 x 107 3mm?2/s, D§ = 1.6 x 10~ 3mm?2/s,
for two disk radii: R = 0.49L and R = 0.4 L. Lo = 20um, 6o = 8ms, Ay = 8ms, ko = 4 x 107 %m/s and fitted until
bo = 800s/mm?2.

To compare the ADC's, we fixed L = 5um,DE = 3 x 1073mm?/s, D§ = 1.6 x 1073mm?/s and
k = 1x107°m/s and we varied § and A over a wide range. The simulated (d, A), expressed in ms,
are (le™3,5e73), (1e73,10e73), (1e73,15e¢73), (0.3,0.3), (0.5,0.5), (1.0,1.0), (1.5, 1.5), (2.5,2.5),
(2.5,5.0), (2.5,7.5), (2.5,10.0), (2.5,15.0), (2.5,20.0), (2.5,40.0), and (2.5,80.0). The geometry
is again a single disk of different radii placed at the center of the periodicity box Y = [0, L]?, and
the gradient direction is e,. Two radii, R = 0.49 L and R = 0.4 L, were simulated, in order to
vary the volume fraction of the intra-cellular and extra-cellular compartment. The ADC.. of the
signal was obtained by a cubic fit using the logarithm of the signal at b = 0, 10, 20, 40, 5Os/mm2.

In Fig 4.5 is displayed a comparison of the ADC's of the four different models as a function
of the normalized diffusion displacement defined as

V/2(A + 8)ADCe;

NDD :=
L/2

(4.38)

We immediately observe that the ADC),, of the new asymptotic model follows very well the
the reference model (4.13) in the whole range of NDD. On the other hand, as we expected, the
long time model works well only when NDD >» 1 and the short-time model only for NDD « 1.

To validate our new asymptotic model in a more realistic geometry we simulated a large
periodic box, with L = 50um, that contains many cells of different shapes and sizes. There
are 32 spheres of various radii in the range of [2.5,5]um and 5 cylinders of various radii in the
range of [0.7,2]um (4.6a). The resulting external volume fraction is then v, = 0.4. We fixed
DE = 3x 103 mm?/s, D§ = 2 x 1073 mm?/s, and k = 1 x 1075 m/s, and we varied § and A over
a wide range of times. The simulated (J, A), expressed in ms, are (0.1,0.1), (0.2,0.2), (0.3,0.3),
(0.5,0.5), (1.0,1.0), (1.5,1.5), (2.5,2.5), (2.5,5.0), (2.5,7.5), (2.5,10.0), (2.5,15.0), (2.5,20.0),
(2.5,40.0), (2.5,80.0), (2.5,120.0) and (2.5,160.0). The gradient direction is ug = [1/+/2,1/+/2].
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Figure 4.5 — ADC approximation for a single disk in a periodicity box with k = 1 x 107°m/s, D§ = 3 x 10™3mm?2/s,
D§ = 1.6 x 1073mm?/s, for two disk radii: R = 0.49L and R = 0.4 L.

In Fig 4.6b is displayed a comparison of the ADC's of the four different models as a function
of the diffusion displacement. In this example, we did not normalize the diffusion displacement
by L/2 because the characteristic length of this domain is not obvious, given the presence of
several cell shapes and sizes. The ADC,.y of the signal was obtained by a cubic fit using the
logarithm of the signal at b = 0, 20, 40, 60, 80, 1OOS/mm2. We observe that the ADC),,, of our
new asymptotic model follows very well the reference model (4.13) in the whole range of diffusion
displacement. On the contrary, as we expected, the short-time model works well only for small
diffusion displacement and the long-time model only for large diffusion displacement. We see
also that ADC,.; attains the long time limit at the diffusion displacement of around 10um,
much smaller than L/2. This means the characteristic length of this medium is smaller than
L/2, which is another reason we claim that the generality of our model is not limited by the
original periodicity assumption on the domain when we performed the homogenization.
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Figure 4.6 — ADC approximation for a periodic domain where the periodicity box Y = [0,50um]? is shown above.
The extra-cellular volume fraction is ve = 0.4, with the membrane permeability x = 1 x 1075 m/s, and intrinsic diffusion
coefficients: D§ = 3 x 1073mm?/s and D§ = 2 x 10~ 3mm?2/s.

4.4 Comparison between the new asymptotic model and the lin-
earized model

In Section 4.2 we derived a new asymptotic model using homogenization techniques along
with a new time, gradient’s intensity and permeability scalings. Now we want to show that,
under some assumption on the initial magnetization and up to the first order in b, we could have
achieved the same model using a linearization of the solution of the problem (4.14) considering
the product of the gradient intensity and the integral of the time profile small along with the
assumption that the permeability « is also small.

More precisely, considering a periodic domain © = Q.(J$. (i.e. the union between an
extracellular domain €2, and an intracellular domain €. as in Figure ) we suppose that there
exists a non-dimensional parameter € > 0 such that

qF(t) = eGF(t) and &k = €k. (4.39)
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We can thus rewrite the problem (4.14) as

%Me(x, t) — div(DoV M, (x, t) — 1equg F (t)Do M, (x, 1))

+ 1€equg F (1) DoV M. (x,t) + €2 F (t)*Do Mc(x,t) = 0, in 2x]0,T],
DOV]\:Z\E/~ v— ze(jugFN(t)Doj\,Zi' v = 61%[[]\76]]1“5”, on I';, x]0, T, (4.40)
[DoV M, - v — 1equg F(t)DoM, - V]r,, = 0, on I';, x]0, 77,
M,(-,0) = My, in Q,
]\Af6 periodic on 02,

\

where Dy is the intrinsic diffusion coefficient (which is assumed to be piecewise constant and can
assume different values in Q. and Q. like discussed in Section 4.1.2) and I';,, = 0€Q.. We remark
that with M, periodic on 02 we mean that

M|aq, = Mc|og, and  M|aa, = Mc|aq,, (4.41)

4
where U 0Q); = 01 as defined in Figure 4.7.
i=1

20,
C_a D a,

¥
aﬂz " 694

(=)

Figure 4.7 — Considered periodic domain.

As we did in Section 4.2.2, we also suppose that the solution Me(x,t) of (4.40) admits a
series expansion in terms of the power of € like

o0
D€ M in Q.x]0,TT,

o0
M(x,t) = Y e M; = {50 (4.42)
i=0 D €M in Qex]0,T].
=0

Substituting the expansion (4.42) in (4.40) and matching the terms in front the same power of
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€ we obtain the following problems for the first three orders

;MO — div(DoV M) =0, in Q2x]0, T,
DyV M- v =0, on I'y, x]0, 71,

) (4.43)
My(x,0) = Mipi, in Q,

My periodic on 052

\

( O - -
%Ml — div(DoV M1 — 1qug FDyMy) + 1qug FDyV My = 0, in Qx]0, T,
DoV M, - v —1gugFDyMy - v = R[Mo]r,,, on I, x]0, T7, (4.44)
] .
M;(x,0) =0, in Q,

M periodic on 0f2
\

and
(O - - -
aM2 — div(DoyV M — 1qug FDyM,) + 1qug FDyV M, + G2 F(t)*DoMy = 0, in Qx]0, T,
DoV My - v —1gug FDoM, - v = R[Mi]r,,, on I, x]0, T,
<
MQ(Xv 0) = 07 n Q,

My periodic on 0.

(4.45)
We immediately observe that the problem (4.43) is the same as the problem (4.27) and then,
since . is a closed domain and €2 is assumed to be periodic, My(x,t) = Mi,; in Q2x]0,T7.
Regarding the problem (4.44) we observe that it has the same PDE and initial condition as the
problem (4.29), but a different Neumann boundary condition on the interface. However, in the
case of My, piecewise constant (standard assumption as we have discussed in Chapter 1) we
have that [Mo]r,, = 0. So we obtain the same problem as (4.29) and then the solution is the
same. For (4.45) we have again that the PDE and initial conditions coincide with the ones in
(4.31) but not the Neumann boundary conditions. Nevertheless, as we are only interested in the
real part of Ms, we use the fact that the real part of M; is equal to zero and then the Neumann
boundary conditions for the real part of My is [Mi]r,, = 0, i.e. we have the same problem as
(4.31). Finally defining the dMRI signal as

a0
S(Xv Q) = J;) Z EiMi(Xv TE) dx
=0

and truncating it at i = 2, we obtain the same expression as the one in (4.33).

We derived the new model also in this way for two reasons: the physical meaning of the
chosen scalings can be better understood and it is easier to furnish the analytical convergence
analysis between the solution of the derived model and the Bloch-Torrey one. Regarding the
choice of scalings, indeed, say that the product ¢F'(t) and the permeability x must be small,
immediately tells us in which physical regime our model holds. Indeed, it is more clear than
before where we related space, time, gradient strength and permeability to the same parameter.
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4.4.1 Convergence

The convergence analysis is based on classical energy identities for the heat equation. Let
us first specify the natural solution space for (4.40). Using standard theory for the parabolic
problems one can easily show that, for Mi,; € L%(Q), the problem (4.40) has a unique solution

M, e C° ([0, 7], LA(9 ﬂLQ(Ot Q)) (4.46)

where
ﬁl(Q) = {ueH(Q U Q) : u is periodic in 09 } .

We observe that also the solutions of (4.43), (4.44) and (4.45) lies in the same space of M. To
prove the convergence, we define a new function

ee(x,t) = |Mc(x,t) — Mc(x,t)], xeQ,te[0,T] (4.47)

where M (x,t) := 222:1 €'M;. e.(x,t) represents the error between the solution M, of the
linearized Bloch-Torrey system (4.40) and the solution M(x,t) obtained with the two-scales
expansion (4.42) truncated at i = 2 (i.e. expressed by the sum of the solutions of (4.43), (4.44)
and (4.45) weighted by the correct power of €). This function solves

;tee(x, t) — div (DOVeE(x t) — 1equg F(t)Doec(x, t))
+1€GF (t)Doug - Ve (x,t) + 22 F(t)Doec(x, t)
= —e4GE(t)Doug - VMa(x,t) — e11GF (1) Dodiv (ug My (x, 1))
SGFF2(t)DoMy (x,t) — e* G F?(t)DoMo(x, 1), in 2x]0, 77,
1 DoVee(x,t) - v — 1eGF (t)Doec(x, t)ug - v — eife]r,,

= —GF (1) DoMa(x, t)ug - v — e*F[Ma]r,,, on I, x]0, T7,
[DoVee(x,t) - v — 1€GF (t)Doec(x, t)ug - v]r,, =0, on I';, x]0,T7,
ec(x,0) =0, in £,
e. periodic on 0f2.

(4.48)
The idea is to use the energy estimate to prove that the solution e. depends continuously on the
source terms and the boundary condition and that the rate of convergence is of O(e?).
To lighter the notation, we write [] instead of []r,,. Multiplying (4.48) by e and using the
Green theorem, we have that for all ¢ € [0,T]

1 0 9 = -
3 | gl | Dolvel+ e | PEDle+ ek | ledf -
t Q Q T

+é J <_quD0ug -V My — 1GFDodiv (ugMs) — G F*DyM; — 6§2F2D0M0) .
Q

+ egf (—zdﬁDoMgug V= e/?:[[Mﬂ]) e (4.49)
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which integrating in time from 0 to ¢ becomes

1 ¢ ¢ ~ ¢ ~
3 [Jed?+ [ [ polvese [ [ @Epiese| [ Hled? -
Q 0JQ 0JQ 0 JI'

t
+ GSJ J (—Zdeoug -V My — 1GEDodiv (ugMs) — G2 F*DoM; — 6§2F2D0M0) o
0 Ja

t ~
+ 63J J (—qu’DgMgug V= ek[[Mﬂ]) ec. (4.50)
0 Jlm
Using the fact that e.(t) € L*(Q) and the Cauchy-Schwarz inequality we obtain that for all

te[0,T]

1 t b t
Slellfzy + | DollVellfoq) + € | @F*Dollecllfziq) + € | kllled Iz, <
2 (R @) o @) o (T'm)
T
e3f0 |=1GFDoug - V. My —1GFDodiv (ugMa) — ¢*F*Do M — € F*DoMo||;2 (g lleel L2

t
+ 63 fo H—ZQFD()Mgug UV — Ek[[MQ]]HLZ(Fm)HQEHLQ(Fm). (451)

We observe that
leellvzqr,y < (lleclliz@) + 1 Veeliz ) - (452)
Using this property and completing the squares we obtain that for all ¢ € [0, T]

1 t e = ~ 2
§||ee\|i2(9) + JO Do <||ve€HL2(Q) = 5 l-gF Maug - v — Ek[[M2ﬂ||L2(Fm)>

t t 6 ,t
9 7 z € = -
+€2J0 ¢ F*Dollecf2(q +6L Elled Iz, < +4J0|—zqFD0M2ug-u—ek:[[Mg]]Hiz(Fm)

t
e f [||—zchD0ug - VM —1§FDodiv (ugMa) — G2 F*Do My — eq” F*DoMo||2 (0
0

+|~1gFDoMyug - v — kM)l r, ) | lecliogy (4.53)

If we call

5 [t . .
=G f |—2GFDoMpug - v — ek[Mo]|[f2p (4.54)
0

b(s) := [e3yy—zqﬁpoug - V My —1§FDodiv (ugMs) — G2 F*Do M |20
+64H—62F2D0M0HL2(Q) + 63||—1QFD0M2ug -V — elziﬂMg]] HL2(Fm)] (455)

and
2

1 t e = ~
2 (t) = §HeeHi2(Q) + JO Do (HVeeHL2(Q) = 5 I-aFMaug - v — fk[[M2ﬂHL2(rm))

t .
+ 62L d2F2D0H€eHiz(Q) + GL kH[[eE]}HiQ(Fm)7 (4.56)

since all the quantities are positive, we have that |lec[|;2q) < z(¢) for all ¢ € [0,T].
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Remark 4.4.1. We observe that if

t
2(t) <a+ f b(s)z(s)ds. (4.57)
0
and, if we call
t
5t) = a+ J b(s)=(s)ds (4.58)
0
we have that p
aé(t) = b(t)z(t) < b(t)\/Z(t) (4.59)
and thus integrating in time
1 t
Z(t) < 2J b(s)ds + +/a, (4.60)
0
because a = Z(0). As a consequence we obtain that
1 t
z(t) < V/Z(t) < QJ b(s)ds + +/a. (4.61)
0

Now, remembering the definition of z, @ and b and applying (4.61) of the above Remark, we
obtain

1 ¢ e s ~ 2
§||eeHiQ(Q) + L Do (HVeeHL?(Q) = 5 l-aFMaug - v — ﬁk[[M2]]HL2(rm)>

t t
+& [ PPl +c | Flledlag, <

63 t . . ) s s
5 f [H—zqFDoug - VM —1§FDodiv (ug Ma) — ¢2F*Do My — q” F*DoMo|l2 (0
0

= 5 EN ~
+||—1gFDoMaug - v — ek[Ma] HLZ(Fm)] +3 f | —1GFDoMaug - v — ek[Ms] H?P(Fm)' (4.62)
0

From this inequality we then have that

t
\|e€|yiQ(Q) <é J [||—ZQFD0ug - VM —1GFDodiv (ugMa) — G2 F*Do My — eq” F*DoMo||2 (0
0

~ t ~ ~
+||—1gFDyMoug - v — ek[[MQ]]HLz(Fm)] + 63\/L | —1gFDyMoug - v — Ek[[MﬂHi?(rm)- (4.63)

i.e.
2 3
HeeHL2(Q) < eC(t), (4.64)
where C(t) is a quantity that does not depend on e. This proves that the error between the

Bloch-Torrey solution and our model is of O(e?), which confirms what we claimed before (since
we stopped the asymptotic expansion at Ms) and what we got in the simulation in Section 4.3.
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4.5 Conclusions

We have formulated a new asymptotic model of the dMRI signal from the Bloch-Torrey PDE
using homogenization with a particular choice of scaling for the time, the biological cell mem-
brane permeability, the diffusion-encoding magnetic field gradient strength, and a periodicity
length of the cellular geometry. The apparent diffusion coefficient (ADC') of the resulting model
is diffusion time-dependent, a property observed in in-vivo imaging experiments of the brain.
We numerically validated the new asymptotic model in two dimensional geometrical configura-
tions and showed that its ADC' is close to the ADC' of the reference Bloch-Torrey PDE model
over a wide range of diffusion times. The derived model is valid for all dimensions. Numerical
implementation in three dimensions, though most likely time-consuming, should be straight-
forward. We also derived the model using linearization instead of homogenization techniques
and we proved the convergence between the Bloch-Torrey solution and the new approximation.
Deeper analysis of this new model and adapting it to estimate model parameters from the dMRI
signal data will be the subject of the Chapter 6.
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In the previous Chapter, using homogenization techniques along with particular scalings for
the membrane permeability, the time of the experiment and the gradient intensity, we derived
a family of models from the Bloch-Torrey PDE problem [180]. A priori all these models can
be used to approximate the solution of the Bloch-Torrey PDE under the regime specified by
the choice of parameters. Our purpose is to approximate the apparent diffusion coefficient for
relatively small values of the membrane permeability so, according to the definition (2.42) in
Chapter 1, we mostly investigate the choice of parameters which gives us a small b-value, (i.e.
O(g?)). If one is interested in other quantities, like the Kurtosis terms or terms of higher order
in g, or different regime of permeability, other choices of scalings may be more appropriate but
this goes beyond the scope of this Thesis and could be part of future investigations. We just
remark that an analysis of other possible choices for x and standard homogenization can be
found in [41].

In this Chapter we recall how we derive a general family of models imposing particular
scalings on L, k, t and g. We then explain why we decided that the choice L = ¢Lg, kK = ek,
t = 27 and g = e 2gy was appropriate to give a good estimates for ADC'. To do so, we describe
other choices of parameters and we identify in which physical regime they hold. In particular,
we use the definition of b-value in terms of ¢ and g and we find mathematical limitations for
the time and the gradient intensity parameters which yield to small b-values. We show that, if
t = (&) for possible choices of scaling on g which respects the constraint of giving small b-values,
we obtain an expression of ADC that coincides with the FPK model. In the same vein, we show
that if t = O(g?), for every possible choice of scaling on g (which respects the constraint of giving
small b-values), we obtain an expression of ADC that coincides with the H-ADC model derived
in Chapter 4. This help us in better understanding the regime of physical parameters for which
the homogenised models hold. Finally we investigate what changes mathematically if the initial
value of the magnetization is not constant but is piecewise constant in the two compartments
(intra and extra-cellular). We show that, while the PDEs to be solved to get the asymptotic
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functions M; are different, the expression of the signal remains the same. We remark that all
the presented models hold also if Dy depends on the space variable y.

The Chapter is organized as follows. In Section 5.1, we recall how we derived the family
of models in Chapter 4 after having imposed some specific scalings for the periodic cell, the
permeability coefficient, the time and the gradient’s intensity. In Section 5.2 we impose some
mathematical constraints on the scaling’s parameters in order to obtain models for small b-
values. In Section 5.3 we show the results obtained for ¢ = O(e!). In Section 5.4 we show the
results obtained for t = O(¢?) and various intensity gradient scalings. In Section 5.5 we show
the results for the space dependent initial condition.

5.1 General equations

We recall that in Section 4.2, after having applied the change of variable
M.(x,t) = M.(x,t)e"ds*F®) (5.1)

to the standard Bloch-Torrey equation for M. (x,t) (where ¢ = ~g), we obtained the new PDE
system

-

0 ~ o~ .~
aMg(x, t) — div(Do. VM. (x,t) — 1qug F(t)Do. M. (x, t))
+ 1qug F(£)Do. VM. (x, 1) + ¢*F(t)*Do. M.(x,t) = 0 in Q,,x]0, ],

Do VM., v — zqugF(t)ﬁoEJ\fZE V= mg[[ﬁg]]pgn on I x]0,T7, (5.2)
[Do. VM, - v — zqugF(t)Yﬁogj\f\f8 Ve =0 on I'Y, x]0, 77,
Ma('u 0) = Mini in ng“

for which we want to apply the homogenization theory.
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Figure 5.1 — Illustration of a periodic domain and the periodicity box Y.

As explained in Section 4.2.2, we have chosen the scaling of the periodicity length to be:
L= EL(),

where Lg has the unit of length and ¢ is without dimension.
We keep the same scaling of the membrane permeability as was used in [42]:

KR = €Ry,
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where kg has the unit of length/time. We observe that other scalings of permeability may be
chosen (and lead to other asymptotic models), but because biological cell membranes impede the
movement of water, the permeability should be “small”. In [41] detailed mathematical derivations
with the other possible choices of scaling for x can be found. Here we were not interested in this
particular aspect and then we fixed one reasonable value.

We set the scaling of time to be:

t=¢e"T,

which implies that F' becomes

F.(t) = fo f(s)ds = e fo " H()de = < Fy(r),

where we made the change of variable £ = s/e* and 7 = t/e®*. We note that 7 and £ have the
unit of time. In particular, for PGSE, this choice implies

d=¢e%p, and A =e“Ay. (5.3)

We set the scaling of the gradient strength to be

_d
eV’

1

1 . .
Tength<iime - In consequence, the scaling on b is

and ¢o has the unit of

Tg 2 Tx
b= q2j F2(t)dt = f;g3af F2 (1) dr = &3 2p, . (5.4)
0 0

We use the periodic homogenization techniques [22], to develop JTI; using two-scale asymp-
totic expansions for ¢ and Z, along with the new time scaling, for general o and ~:

o0
ME(x,t) = Z e Mio(x,y,7) in Y, x [0,Tg]
M.(x,t) = i (5.5)
ME(x,t) = Z e Mie(x,y,7) inY, x [0,Tg]
i=0
where
X t
== d -
Y= an =2

and the functions ]\Ze(x, y,7) and ]\,\fic(x, y,7) are defined on  x Y, x +00[ and Q x Y. x]0, +o0[

~

respectively, and the M;; are assumed Y-periodic in y. The aim of this ansatz is to obtain a
new problem in which the different scales are linked.

1. Again, here 7 is a positive exponent used to introduce a scaling on ¢ and it should not be confuse with the
gyro-magnetic ratio introduced before.
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Finally, for j € {c, e}, we obtained the following PDE:
0= i Ei*ai]f\\jij + gi+2a*27q8ug . ugFo(T)zpéj\\iij
= or
+ e Ngoug Fy (1)DY(VacMij + e Vy M;;) — £'divee(D) Vo Mij)
. {_:ifldivx(fpgvyj\\jij) _ Eifldivy(pgvxj\\jij) — 5i72diVy ('Dévyj\\jzj)
+ e I divy (1goug Fo (1) Dy Miz) + €777 divy (1goug Fo (1) DyM5)  in Y;x]0, +o0]
(5.6)

with boundary conditions given by
w . ~ ~ . ~
> e g (M = My ) = ™' Djvy Mo, - v
i=0

+ €9 (Dévy]f\\ju + ngxﬂ()j - 5a_’quougFUD6M0j) v

8

+y e (ngyz\ZHj + DIV M;; — eawqougFODgz\Zj) v onT;x]0, 4+, (5.7)
i=1

and

~

0
> [[Dg) <5ivaij + 7V, M — 5"+a77Z(J0Fo(T)Mijug> ’ Vﬂ =0 onTmx]0,+f, (5.8)
=0

and initial conditions
Mo;(-,-,0) = Mini, and  M(-,-,0)=0  Vi>0 (5.9)

where we recall that Miy; is a real constant (see Chapter 1).
Using the asymptotic expansion of ]\f\fE in (5.5), the signal attenuation for the periodicity box
can be written as
o0
Z gl (J J\Ze(x,ﬁé)dx + f ]\Zc(x,ﬁg)dx)
< S(Te,q,ug)  izo e e

S(Tk,q,ug) := 500, ¢, ug) = 5o , (5.10)

where Sy = f Min; + f M.

5.2 Parameters limitations

As our purpose is to find an accurate approximation of the (time-dependent) ADC for low
b-values, whose scaling is
b=e>"Mpy, (5.11)

where by is independent from &, we require

30— 2y > 0. (5.12)
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We also want the time to be small since for long-time a sufficiently good model was already
retrieved using the same techniques (the FPK model [42]). Hence we require that

a>0. (5.13)

We recall that the choice that corresponds to the FPK model in [42], is @ = v = 0 and it gives
a constant ADC.

Since if b is too small it is possible to end up again with the microscopic model given by
the Bloch-Torrey PDE (5.2) (see Section 5.4.3), we impose the intensity of the gradient to be
strong, i.e.

v = 0. (5.14)

Looking at (5.6) and (5.7) we observe that, in order to have a well defined system of PDE
we also need
a<2. (5.15)

Indeed, if o > 2, the term DyVy My, - v in the boundary condition (5.7) will appear in a different
problem with respect to the corresponding term divy (DyVyMy;) in the PDE (5.6). Thus, for
the problem containing the term divy (DyVy M;) we would not have the appropriate boundary
conditions and the system would not make sense mathematically.

Using (5.12), (5.14) and (5.15) we obtain that

(5.16)

We observe that a priori o,y € Q ([0, +0[ plus the constraints (5.13-5.16). Thus, also
i € Q()[0,+00[. In particular, the numerator of i varies always in N and the denominator is
chosen according to the values of @ and «y to be able to match all the combinations of these two
parameters present in (5.6-5.7).

5.3 Diffusion time scale comparable with the cell size a = 1

The first idea is to consider « = 1 and find 7 that respects (5.16) and lead to a time
dependent ADC. A reasonable choice appears to be v = 1. In this way b = eby. Repeating the
same computations in Section 4.2.3, one finds that My, solves

—diVy (DovyM()j) =0 in ij

Dovyng cv=20 on Fm (5.17)

My, is Y — periodic.

This implies that My;, j € {e,c} does not depend on y. Going on, M;; solves
—diVy (DOVyMU + Dovaoj — ZqOF()DngMOj) =
—divg (D(]VyMoj) + %Moj + ZQOFODOUg . VyMOj =0 in YJ

DovyMlj 2 Dova(]j -V — ZqOFopongug -v=20 on I'),
M. is Y — periodic.

(5.18)
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Since My;, j € {e,c} does not depend on y, the above problem simplifies to

*diVy (DovyMlj + Dovaoj — quFOD[)ugMOj) = *%MO]' n }/j
DOVyMU -V + DOVXM(]j ‘U — ZquoDougng =0 on Iy, (5.19)
M. is Y — periodic.

Applying the Green’s theorem we get that there exists a unique solution only if
f % My; =0 (5.20)
Yj 87' 0= '

which, since Mo;, j € {e,c}, does not depend on y, implies that Mq; does not depend on time.
Thus, using (5.9),
Moj(x,y,7) = Mini. (5.21)

Using the cell problem introduced in [42], we can also write, for j € {e,c},

Mlj (X7 Yy, T) = (vXMUj (X7 Y, T) - quFOMOj (X7 Yy, T)U_g) : pj(y)v (5'22)

where for k = 1,...,d (with d the dimension of the problem)

~div (D{Vp} + Doey) =0 i Y] 5.23)
D%Vpi -v+Doep-v=20 on I'y,, '

and is such that

f pr(y)dy = 0. (5.24)
1/],

Moreover, if we assume that Miy; is constant as we discussed in Chapter 1, we also have that
My; is independent from x. Going on, My, is solution of

[ —divy (DoVy My; + DoV Mij — 1q0FoDougMy;) =
—divx (DoVyMi; + DoV« Mo; — 1q0FoDoug Mo;)
+Z My +1q0FyDoug - (VyMyj + VxMoj) + 3F3Doug - ugMp; =0 inY;  (5.25)
DoVyMsj - v+ DoV Mij - v —1qg0FoDoMijug - v = ko[ Moj;] on I'y,
My, is Y — periodic.

Applying again the Green’s theorem and remembering that Mo;(x,y,T) = Mini, thus [My;] = 0,
we obtain

0
f (aTMlj +1q0FyDoug - Vy My + ¢§ Fi Doug - ugM0j> =0. (5.26)
Y;

Using the above expression and (5.22) we get

1 . u
IYIJ My(x,y,7) = —¢3D’ug - ugMiniJ F(&)d¢ (5.27)
il Jy, 0
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where

J J

with e; the i-th vector of the canonical basis of R?. The resulting signal attenuation is then

g(TE,q,ug) = ;0 Z (JY Moy;(x,y,7) + ajy Mlj(x,y,7)> + 0(52)

j=e,c

Tr A
-2 (1—eq3 L Fé(é)d&DJug-ug> +0(?)
j=e,c

= Z v} (1 - bﬁjug . ug) + 0(e?).

j=e,c

where v, and v, are the volume fractions of the compartments Y, and Y, respectively. We observe
that the resulting apparent diffusion coefficient,

ADC = v,Dug - ug + v.D ug - ug, (5.29)

is the same as the one in the FPK model ([42|) described in Section 2.2.3. In particular, it is
time-independent.

Keeping a = 1, we also tried other values of v which respected the conditions in Section
5.2. We do not report the result here because we always obtained a time-independent effective
diffusion coefficient. Inspired by the classical definition of short-time regime (see Section 2.1.2),
my conjecture was then that, if we consider a scaling in time which is comparable with the length
scaling, all the obtained models describe the phenomenon when diffusion is already Gaussian
and the apparent diffusion coefficient is constant. The obvious consequence was then to increase
the value of a.

5.4 Diffusion time scale shorter than the cell size o = 2

Among the values of & > 1 that satisfy the conditions (5.15) and (5.16), the most convenient
choice to render the equation for Mp; time dependent is o = 2 as we had for the model in
Chapter 4. Mathematically, this choice of a guarantees the coupling between the derivation in
time and the divergence operator in y in equation (5.6). Indeed, we can rewrite (5.6) as

0
0~ ‘ j~
0=> 52_2§Mij + e ggug - ugFo(r)* Dy My,
i=0
+ 2 igoug Fo (1) DY (Vi Mij + €' Vy Mij) — €'divse (D Ve M)
— e i (D)Vy Mi;) — €™ Ldivy (Dy Vi Mi;) — € 2divy (D} Vy M)
+ 5i+2_7divx(ZQOUgFo(T)Dé]\Zj) + EHI_WdiVy(lQOugFO(T)D%]\ZJ) in ¥;x]0, T /e°
(5.30)
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and (5.7) as
w . ~ ~ . ~
Z 82+II{0 (Mie — Mzc) = 5_1DévyM0j vV
i=0
+ ¢ (’ngyﬁlj + 'ngxﬂoj — 827’yquugF0D6M0j> ‘v
0
+ye (D{)vmej + D)V M;j — 62_72q0ugF0Df)Mij) v on T;x]0,Te/e[, (5.31)
i=1

Now for v = 2 we obtain the same model as Chapter 4 but, for our assumptions in Section
5.2, v € [0, 3], so it is interesting to see what happens in the limit cases v =0,y =1 and v = 3
which identifies three regimes of strength for the applied magnetic field: moderate intensity,
relatively strong intensity and very strong intensity.

5.4.1 Moderate intensity: v =0
With this choice of parameters the scaling on b-value is
b =% (5.32)

and the asymptotic PDE problem takes the form

S0~ ~ o
> &' =My + et0qiug - ug Fy(7)* D) M;j — ' 2 divy (D) Vi M)
i=0

—e" 1 div(DVy Myj) — € divy (D) Vi) — €'divy (D) Vy Myj)
+€i+4divx(zq0ugF0(T)DéMij) + €i+3divy(zqougFo(T)DéMij)

+5i+4zq0ugFo(T)Dg(VxMj + 5_1Vy]%j) =0 in Y;x]0, Tr/e?[,
o0
) Z Ei (D{]VyMij + €i+1'Dévaij — 5i+3zq0ugF0DéM,~j> V=
=0 © N N
3 etk (M - M) on T';x]0, T /2],
- =0
Z [[Dé (Ei+1vaj + &'V, M, — €i+3quF0(T)Mjug) : VJ] =0 on I'y, x]0, Tg/e?,
=0
M()j(-, ',0) = Mini, and Mij(', ',0) =0 Vi >0 in YJ

| Mie is Y — periodic Vi.
(5.33)
Matching the powers of ¢, for j = e, ¢, we obtain
MOj (X7 Y, 7_) = Minh
Mlj(xa ) T) = M2j(xa Y, T) =0

d
Ms;(x,y,7) =1 ) goMini w] (y)(e; - ug)
=1

M4j (X7 Yy, T) = 07
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and Ms;(x,y,T) solves
0 : . 2
aT]\/[5] divy (DyVyMs;) =0 inY; x [0,Tg/<?]
DovyM5j V= Ii[)[[ng]] om Fm X [O,TE/E2]

with SYj Ms; = 0. For Mg;(x,y, ) we obtain the following compatibility condition
0 .
J <67’M6j (x,y,7) +190FoDoVy Ms;(x,y,7) + qgug . ugFo(T)zDéMmi . ug> dy =0,
Y;

where e; is the I-th element of the R? canonical basis and wlj (y,7), forl =1,...,d is solution of

0
S — divy (DoVyef ~ FoDoer) =0 in ¥ x [0, Tp/e?)

(5.34)
Dovywl v —FyDoe;-v =0 on 'y, x [0,Tg/<?].

We can thus write the signal attenuation as

S(Tp.q.ug) = o Y Y. jway, )+ 0(")

j=e,ci=1
T o
= Z : (1 —sqgfo Fg(g)ng”(TE)ug-ug> + 0"

2 v; (1= 0D (Th)ug - ug) + O(T),

_]:676

where v, and v, are the volume fractions of the compartments Y, and Y, respectively and

1 (T
DT D} _— F, Dl ki=1,....,d (535
(T \Y|j e STEF2J < 0|Y|J anl ) (5.85)

is the apparent diffusion tensor. We observe that this model corresponds to the one with
a = v = 2 derived in Chapter 4 but its regime of validity is for smaller b-values because
the scaling in the gradient intensity is smaller.

5.4.2 Relatively strong intensity: v =1

With this choice of parameters the scaling on b-value is

b= elby (5.36)
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and the asymptotic PDE problem takes the form
Z e’ Mw + e @2ug - ug Fo(1)2D) My — e 2 divy (DIV M)

—<*Ldivx (D) Vy Mij) — £ divy (D) VM) — ldivy (D) Vy M)
+e"3divy (1goug Fo (1) DY M,;;) + e 2divy (1goug Fo (1) D) M;;)
+e ”3zq0ugFo( ) 6(VxMij + 5*1VyMij) =0 in Y]‘X]O, TE/€2[,

0
Z €i (D{]VyMU + €i+1Dévaij — 5i+22qougF0D{]Mij) V=
=0

o0

2 2k (Mie - Mic> on T;x]0, Tg/e?|,
Z [[D{] (€Z+1V$Mij + &'V, M — €Z+22qOF0(’7')Mijug) . y:|:| =0 on FmX]O,TE/zEZ[a
=0
MOj(’a -,0) = Mipi, and Mij('? '70) =0 Vi>0 in ¥;

M;. is Y — periodic Vi.
(5.37)
Matching the powers of ¢, for j = e, ¢, we obtain
Moj(x,y,7) = Mini,
Mlj(Xv Yy, 7—) =0

Msj(x,y,7) = ZZ qo Mini wlj(Y)(ez ‘Ug)
=1

M3j (Xa Yy, T) =0

and the compatibility condition

P .
J <57_M4j (x,¥,7) +190FoDoVy Ma;(X,y,T) + qaug - Ug Fo(7)*D) Miy; - ug> dy =0,
Yj

where €; is the [-th element of the R? canonical basis and wlj(y, T),forl =1,...,dand j = e,c,
is solution of the cell problem in (5.34). For the signal attenuation we thus obtain

S(Tg,q,ug) = — Z 2 J i(%,y,7) + O(e%)

] =e,ci=1
Tr i
= N (1-ed | ROED Thug ug ) + O)
j=e,c 0
= > v (1= 0D/ (Tp)ug - ug) + O(),
Jj=e,c

where v, and v, are the volume fractions of the compartments Y, and Y, respectively and ﬁj (ﬁé)
is defined in (5.35). This model corresponds again to the one derived for o = 4 = 2 in Chapter
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4 but is valid for smaller b-values because the scaling in the gradient intensity is smaller. It is
then interesting to see what happens in the limit case of very strong gradient v = 3.

5.4.3 Very strong intensity: v =3
With this choice of parameters the scaling on b-value is

b = £%; (5.38)

and the asymptotic PDE problem takes the form

o0
0~ . .y , L
el M; + £'qiug - ug Fo(1)?* DI My — " 2dive (DI VM)

~
o

—e L divy (DIVy M;;) — e divy (DI Vi M;;) — eidivy (D) Vy M;;)
+€i+1divx(zq0ugF0(T)D6]\Zj) + 5idivy(zq0ugF0(T)Dg]\Zj)

+5H1zqougFo(T)Dg(VxMj + gflvy]\f\[ij) =0 in Y;x]0,Tg/?],
DG (D§Vy M + =" DIV — e'rgoug FyDIM ;) - v =
= © . ~ ~
M etk (M - M) on T;x]0, T/,
. i=0
Z [[D% (5”1VIJ\7U + eiVy]\Zj - 5izq0F0(7-)J\~4ijug> . uﬂ =0 on I, x]0, T /e,
i=0
M()j(-, -,0) = My, and Mij(~, -,O) =0 Vi >0 in YJ

| Mie is Y — periodic Vi.

Now if we write the problem for ]\7()]- we find exactly the one in (5.2) with x = 0. This means that
this scaling corresponds exactly to the microscopic model, i.e. with this choice of parameters
the homogenization does not help in simplifying the problem.

Our conjecture is then that, after having fixed the scaling of time a = 2, for all choice of ~
which gives us a small scaling in b-value (i.e. v < 3) we retrieve the same model as in Chapter
4. Physically, this means that, for a scaling on time which is twice smaller than the scaling on
space, we find the same models for every choice of the strength of the gradient which maintain
us in a small regime of b-value (that is the regime under which we defined the ADC' in Section
2.15).

Furthermore, we observe that this new model is also valid for relatively long time. Indeed, if
f};ﬂ is sufficiently long, the problem in (5.34) can be approximated with the steady state problem
(5.23) and thus we find the same diffusion tensor as in the FPK model (5.28) which is time-
independent ([42]). This consists in a mathematical reason of why the H-ADC' is valid also for
relatively long time. Moreover, we observe that, all the model described in Section 5.4 that give
and expression of ADC' which coincides with the H-ADC, verify also the property gF(t) = O(¢)
that was used in Section 4.4 to recover the H-ADC' trough linearization. Thus, all these models
are equivalent to describe the ADC but they better identify in which regime the H-ADC is
valid.
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As discussed in Chapter 4, the models obtained with @ = 2 are independent from the
membrane permeability. This happens because, considering M;j,; a constant independent from
space, in the asymptotic model, we loose the information on the surface, since [Mini]r,, = 0.
Hereafter, we report the results in which M;y; is piecewise constant and assumes two different
values in the intra-cellurar and extra-cellular space. We shall see that even if the asymptotic
model depend on kg, the signal model remains independent from «yg.

5.5 M, space dependent for o = 2

We consider o = 2 because it is the choice for which we have a coupling between the derivative
in time and the divergence with respect to the y variable in (5.6). This is a case for which we
are sure that we can obtain a time dependent ADC. Nevertheless, if one is interested, a similar
analysis could be done also for the other choices of a.

We define Mjy,; piecewise constant, i.e.

~ {ce ifyeY.

Mini(x) = Mini(x,y) =

(5.39)
cc fyeY,

where ¢, and ¢, are two different positive constants. We then consider the asymptotic equation
given in (5.30) along with the boundary conditions in (5.31) and the new initial conditions

Mo;(x,y,0) =¢; and M;(x,y,0) =0 Vi>D0. (5.40)

If we impose v =2 , then we have

Mo;(x,y,7) = ¢j
d

Mlj(X, Y, 7_) =1 Z qoCj wl] (Y> T)(el : ug)
=1

and ]\723- (x,y,7) solves,

(—divy (ngyj%j — zqgugF(ﬂDéMlj) = —%ng
—q%F&D&MOj — zqougFgDSVyMIj in Y;x]0,T /%,
ngyl\z% V- zqougFODSJ\zle ‘v =Ko (Ce — Cc) on I, x]0,T/€?[, (5.41)
DyVyMs. - v —1goug FoDgMi - v = Ko (¢c — ce) on I, x]0,T/€?[,
Ma;(-,0) = 0 in Yj,

Z\72j is Y-periodic.

\
Thus, the imaginary part of ng remains equal to 0, but for the real part, applying the Green’s
theorem we obtain
0 ~ ~ ~
f (aTMge + @ F3 DG Moe + zqougFODSVyM16> = f Ko (ce — )
Ye

m

0 ~ ~ ~
j (aTMgc + ngngMoc + zqougFoDSVyMlc) = J Ko (Ce — ce) -

m
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Integrating in time, and remembering the expression of M, 1;(x,y,7), the above equations become

t
M, = J J (—nggDSCC — qugFQDSVY(Ue(y, T) - ugce) + tf Ko (ce — ¢e)
Y. 0 e

m

¢
My, = J J (—q(Q)F(?DScC — qgugFODSVywc(y, T) - ugcc) — tJ Ko (ce — ce) -
YC 0 (&

m

Since the two boundary conditions have opposite signs, writing the signal attenuation we obtain
again

cj|Yjl

S(Tp, q,ug) = Z 0; (1 — bD’(Tg)ug - ug) +0(), 0= Ce|Ye| + co|Ye|

j=e,c
where D’ (Tg) is defined in (5.35). We therefore obtain the same expression as in the case

Mini = M.

If we impose v =1 | then we obtain
MOj (X7 Y, T) = Gy,
Myj(x,y,7) =0
d .
M, 7) =0 2 e 3.7 ) + .7
M3j (X7 Yy, T) =0
where 7 (x,y) solves
o i ; . 9
EW —divy (DoVy¢?) =0  in Y;x]0,T/e?|
DoVytp© - v = ko (Moe — Moe) on Ty, x]0,T/€?[

DyVyy© - v = ko (Moc — Moe) on Ty, x]0,T/e%[
¥ (y,0)=0 in Y;

and for My;(x,y,T) we obtain

(5.42)

t
My, = j J —qp F5 Dice — 1q0ug FoDGVy Mo - ug) + J f Ko (Moe — Moy
Ye e 0 JI'n

t
f M. = f f (—a@ F3D§ee — 1qoug FyD§Vy Mo, - ug) — f J Ko (Mo — Mo, .
Y. 0 JY. m

However, since the boundary conditions containing the jumps have opposite signs, w’ has zero
Yj-mean, SYe P = tSFm ko (Moe — M) and SYC Y& = —1t SI‘m ko (Moe — My.) we end up with the
same signal attenuation

¢;|Yj|

S(Tp,q,ug) = Z 0; (1 — bﬁJ(TE)ug . ug> + 0(55), 0; = m,

j=e,c

where D’ (Tg) is defined in (5.35).
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If we impose v =0

, then we obtain

M(]j (Xa Y, 7-) = Gy,

Mlj(xa Y, T) =0

d

M2j (Xa Y, T) =1 Z qoCj wlj (y7 T)(el : ug) + 1/)] (X7 Yy, T)

Ms;(x,y,7) =0

=1

M4j (Xa Y, 7-) = ¢] (Xa Yy, T)

where 17 is defined in (5.42), ¢/ (x,y,T) solves

o :
a?‘b] — divy (DoVy¢’) =0
Dovy¢e sV = Ko (Mge — MQC)

in Y;x]0,T/e%]
on Iy, x]0, T/2[

(5.43)
DoVy¢© - v = ko (Mae — Mae) on I'yy,x]0,T/?[
Ms;(x,y, ) solves
0 . _
§M5j — divy (DoVyMs; — 1goFoDoMajug) =0 in Y, x [0, T /e?] (5.44)

D()VyM5j UV — 1q0F0D0M2jug V= Kio[[ng]]

on I'y, x [0,Tg/e?]

and for Mgj(x,y,7) we obtain the following conditions

t t
Woo = [ | (-RDGe. — g FoEy Ma g + [ [ o (1 = 211,
Ye 0 JY, 0 Jl'm

t t
Mee = J f (@ F3D§ee — 1qoug FyD§Vy My, - ug) — f f Ko (Mye — My.) .
Y. 0 - 0 m

However applying the Green’s theorem to their systems of definition we obtain

J YPe = tf ko (Moe — Mo.)
)/Ve F77L

Y.
).

Yo = —tJ ko (Moe — Mo.)
. r

t
= J j Ko (M2e - M2c)
0 m

v ¢° = —Ltfm Ko (Mae — Ma)

Ye

Ye

t
Ms. = f f ko (Mse — Ms.)
0 m

t
M5c = —f j KO (Mge — Mgc)
0 JI'm
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and thus we get again
S(Te.q.ug) = Y 0, (1-0D' (Te)ug -ug) +0(T), 6, = — L
4y Yg J g g ) J Ce‘yve| + Cc|}/c‘

J=e,c

where D’ (Tg) is defined in (5.35).

This tells us that even if we take a piecewise constant initial condition with two different
values in the intracellular and extracellular space, and even if the single functions which compose
the signal have a different expression we end up with the same model for the signal attenuation.
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In Chapter 2, we have seen that we can define the apparent diffusion coefficient (ADC), or
effective diffusion coefficient D, in terms of the mean square displacement (MSD). In particular,
to adapt the definition of the apparent diffusion coefficient to the non-narrow pulse case, in
Section 2.1.5, we made the following mathematical definition:

ADCy = —— b Oy, (S(TE)> . (6.1)
V2§, " F(t)2dt 99 S0 40

We have also seen that, in the dMRI community, the above quantity is fitted using the experi-
mental MRI signal at several b (see Section 2.1.5). We remark again that the ADCy, defined in
the above formula depends on the gradient direction ug and the temporal profile f(¢) but not
on the gradient amplitude. In this Chapter we restrict ourselves to PGSE time profile defined
in Section 2.1 and, with the phrase “diffusion time-dependent”, we actually mean dependent on
both the PGSE parameters A and 6.

The motivation of our work is the experimentally observed phenomenon (see [160] and the
references contained there) that the ADC depends on A (and ¢ in the non-narrow pulse case),
leading to the need to characterize the time-dependent ADC' in terms of tissue-related quantities
over a wide range of diffusion time regimes. The ultimate goal is of course the estimation of
these tissue-related quantities from the measured dMRI signal.

In this Chapter, we focus on the case of finite domains, where the membrane permeability
is small enough to have negligible effect on the effective diffusion coeflicient, which is related to
the first order moment of the dMRI signal in the b-value. We note that this does not exclude
the permeability from having an effect on the higher order moments of the signal. For the case
where the permeability does affect the ADC, the analysis is more difficult and we refer the
reader to [37, 77, 102, 175, 179] for results on periodic media and to [29, 55, 138, 139, 140| on
more general heterogeneous media, not necessarily periodic.
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As we have seen in Chapter 1, there exist several results concerning the apparent diffusion
coefficient for finite domains where the membrane permeability is negligible. In the short time
regime, the effective diffusion coefficient for a single domain is reduced from the free diffusion
coefficient Dy by the presence of the cell membranes that affects only the molecules in the
adjacent layer. The thickness of this layer is of the order of the diffusion length /Dot [99],
where Dy is the bulk diffusion coefficient. Calculations in [129, 130] show

DY, (t) = Dy (1 e Dot) | (6.2
where d is the spatial dimension and S/V' is the surface to volume ratio. This result was extended
to include higher order terms accounting for permeable membranes, surface relaxation and mean
curvature [103, 138|. It was also shown that, in the case of anisotropic media subjected to a
linear gradient with direction ug, one should replace % above by W [11, 63]. In the long
time limit, the spins explore the whole available space of the finite domain and then their mean
square displacement saturates while the effective diffusion coefficient decreases as A increases.
For an isolated cell of a typical size R the diffusion becomes Gaussian as was shown in [133, 162].
In the case of the PGSE sequence in the narrow pulse limit one gets

R2
K7
where C' is a geometrical constant (for example, C' = 1/4 for the reflecting cylinder and C' = 1/12

for a 1D configuration [30, 63]).
Finally, an approach that is closely related to the work of this Chapter is the “matrix formal-

Dt (A~ C

long (63)

ism” approach used to describe restricted diffusion in bounded domains [15, 63, 64, 65]. There
one considers the applied diffusion-encoding magnetic field as a perturbation of the Laplace
operator and the magnetization is decomposed on the basis of Laplacian eigenfunctions. In con-
trast, our model in Chapter 4 was derived using a certain scaling of the membrane permeability
with respect to other physical parameters and thus is not limited to impermeable domains . Our
derivation justifies neglecting the membrane permeability for the choice of scaling that we have
made. In addition, since we have formulated the time-dependent effective diffusion coefficient as
the solution of a diffusion equation rather than directly in the eigenfunction basis, we have the
freedom to analyze the solution of the resulting diffusion equation using both the eigenfunction
representation as well as the layer potential representation according the relevant time regime
under consideration.

The major result of this Chapter is the derivation of the new short time short pulse formula
(SPST) that account for the duration of the pulses. This formula is derived using the single
layer potential to rewrite the solution of the homogeneous diffusion equation in the H-ADC
model. In particular, using an approximation of the single layer potential that is valid at short
time, we find a formula which depends on both the duration of the pulses and the delay between
them. This formula extend then the well known short-time formula in [130] to the case of not
narrow pulses. Using the eigenfunctions expansion to represent the solution of the homogeneous
diffusion equation in the H-ADC model, we recover instead the same expression of the “matrix
formalism”. We call it finite pulse long time (FPLT) formula because form the simulations we
see that it approximates very well the solution with a limited number of eigenvalues when the
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pulses and the delay between them are both long. Finally, supposing the pulses sufficiently short
and the time delay between them long, we mix the two approximations using the single layer
potential during the pulses and the eigenfunctions approximations between them and we call
it short pulse long-time formula (SPLT). This last formula is particularly interesting because
it contains a term that depends on the surface over volume ratio and terms that depend on
the eigenvalues and first moment of the eigenfunctions. It gives then more information on the
geometry than the SPST which contains only the surface over volume ration or the FPLT which
contains only the eigenvalues and the first moment of the eigenfunctions.

This Chapter is organized as follows. In Section 6.1 we summarize the model of the effective
diffusion coefficient derived in Chapter 4. In Section 6.2 we represent the solution of the resulting
diffusion equation using the eigenfunction basis (FPLT), the single layer potential (SPST), or
a mix of single layer potential and eigenfunctions (SPLT'), and discuss the regime where each
representation is advantageous. In Section 6.3 we provide the formulas for the average of the
effective diffusion coefficient when the dMRI signal is measured along multiple diffusion-encoding
gradient directions. In Section 6.4 we validate our analytical results with numerical simulations
on two-dimensional geometries. Section 6.5 contains our conclusions.

6.1 Effective diffusion coefficient in finite domains

In Chapter 4, we obtained an homogenized model by starting from the Bloch-Torrey equation
using the following scaling relationship between the time (A and §), the biological cell membrane
permeability (k), the diffusion-encoding magnetic field gradient strength (g), and a periodicity
length of the cellular geometry (L):

L=0(e), k=0(e), g = 0(672), {A, 0} = 0(62)7

where ¢ is a non-dimensional parameter. It was shown that with this choice, there is no coupling
between the different geometrical compartments in the g term which gives rise to the effective
diffusion coefficient. The total effective diffusion coefficient is the sum of the effective diffusion
coeffcient in each geometrical compartment weighted by its volume fraction. Thus, in this
Chapter we are justified in considering each compartment separately.

According to our model, the effective diffusion coefficient in the compartment  can be
obtained in the following way:

eff _ DO Te
DY = Do~ JO Ft) ht) dt, (6.4)
where
ht) = Klz‘ L ug - Var(x, 1) (6.5)

is a quantity related to the directional gradient of a function w that is the solution of the
homogeneous diffusion equation with Neumann boundary condition and zero initial condition:

%w(x, t) — V (DoVw(x,t)) = 0, x €, (6.6)

DoVw(x,t) - v(x) = DoF (t)ug - v(x), x € 09, (6.7)
w(x,t) =0, x € (),
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v is the outward normal and ¢ € [0,Tg]. We can see that if h(t) is close to F(t), then Dleg is
close to 0.

In Chapter 4, we imposed periodic boundary conditions on the boundary of the voxel. In this
Chapter, we are interested in analyzing (6.6) for spatially finite compartments, which is relevant
to diffusion inside biological cells. It is not necessary to impose periodic boundary conditions on
the sides of the imaging voxel if we consider only cells that do not touch the sides. In addition,
in this Chapter, we will focus on the PGSE time profile.

6.2 Solution of the model
Defining the right hand side of the Neumann boundary condition as

Bly,t) := DoF(t) ug - v(y), (6.9)

we will use the following two equivalent expressions for h(t):

h(t) — |19| L ug - Veo(x, £)dx = |512| Lw(y,t) (ug - v(y)) dsy, (6.10)

where the second expression can be obtained by applying the divergence theorem to (6.5). We
observe that the first expression uses values of the gradient of w inside the domain while the
second uses the values of w on the boundary. Each expression will have advantages depending
on whether we use the eigenfunctions of the Laplace operator or layer potentials to represent w.

6.2.1 Eigenfunctions representation (finite pulse long-time formula, FPLT)

Writing w as the sum

w(x,t) = @(x,t) + F(t) x - ug, (6.11)
where @(x,t) satisfied the diffusion equation with a forcing term and homogeneous boundary
condition:

0
&C)(x,t) -V (DoVa(x,t)) = —f(t)x - ug, x € €, (6.12)

DyVa(x,t) - v(x) =0, xel, (6.13)

w(x,t) =0, x € {2, (6.14)
it is well-known that &(x,t) can be expanded in the basis of Laplace eigenfunctions. Let ¢, (x)
and A, be the eigenfunctions and eigenvalues associated to the Laplace operator with homoge-
neous Neumann boundary conditions:

—VDy (v¢n(x)) = )\n¢n(x)’ x €92,
DoV on(x) - v(x) =0, x el

We can write @W(x,t) in the basis of the eigenfunctions as

0

D(x,t) = —aoF(t) + (—an)(ﬁn(x)f e~ PoAn(t=9) £(5)ds, (6.15)

n=1 0
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where the coefficients are
ag = f X - UgdXx, ap= f X - Ugp(x)dx,
Q Q

which coincide with the first moments of the eigenfunctions in the ug direction.
Finally, the solution to the diffusion equation is

wx,t) = (x - ug — ag) F(t) + 3 (—an)gbn(x)fo =DM (=3) £(5) s (6.16)

n=1

and using properties of the eigenfunctions:
], n=0
6.17
f Pn(x { 0, n =1, ( )

J An@n (g - X) dx = f Von(x)-ug dx—f DoV (%) -vug-vdsy = j Von(x)-ug dx, (6.18)
Q Q r Q

and the divergence theorem:

we obtain - \
) + Z ]Q| fo e~ PoA(t=5) £(5)ds. (6.19)
n=1
This leads to the final formula:
0 2D )\ TE t
pe = ¥ \QTST)Engt f F(t) < L ¢~ DoAn(t=3) f(s)ds) dt. (6.20)
n=1

We remark that this formula is the same as the one obtained with the matrix formalism in [63].
In particular, if we consider PGSE sequence, we can rewrite (6.4) using the contribution of each
of the three intervals as

& DO d DO A A+
Dy =Dy — fth(t)dt—l—f d h(t) dt—i—f (A+6—1t)h(t)dt|, (6.21)
g A Jy A Js
I II III
where
TE 6
A= F2(t)dt = 6* <A — 3> : (6.22)
0
and in the first pulse
Dod3 1 & 9 02 e Pornd  o=Dornd _ 1
I= — n - — - , 2
34 ]0A n; (@) (=5~ on, (Do) (6:23)

between the pulses

Dy6%(A — 6 1 & —d(an)?
7= Do (A ) n i Z (an) (efDox\nA — e~ Porn(A=8) _ =Dornd 1) ,  (6.24)
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and in the second pulse

Dod® v —(an)’ 0*DoX “DoAnA | 5,~DoAn(A—
11T = n 5 — m e PoAnd e Porn(A0)
+ ,;1 Dohn e + oe

34 AlQ)] 2
96~DoAnA _ | 4 ¢=DoAnd _ o~Dorn(A+8) _ ,~DoAn(A—0)
+2° re ¢ ¢ (6.25)
DO)\n
In the end, we obtain

o0 2
o _ ) —(an) [G—Do)\n(A+6) 4 ¢=DoAn(A—0)
Yo A D2N252 (A - 3) |0

2 (Do)\né +e~DoAnd | o=Dodn _ 1)] (6.26)

and from now on we refer to it as finite pulse long-time formula (FPLT). We observe that in the
narrow pulse case (§ <« A), we obtain

0

eff
Dug ~ Z
n=1

which confirms that Dleg approach its long time limit as 1/A inside finite domains. In particular,

for a 1D configuration of length L, a; = % and for a reflecting cylinder of radius R, a; = RTQ,

which confirm the results in 30, 63].

(GZ)Q (1 _ e—DoAnA> 7 (6.27)

6.2.2 Layer potential representation (short pulse short-time formula, SPST)

The solution of the diffusion equation can be also represented using layer potentials [70].
This representation is more efficient than the eigenfunction representation at short diffusion
times. Since the PDE has a Neumann boundary condition, we choose to represent the solution
w(x,t) = S[p](x,t) as a single layer potential with a density u defined on T,

x,t,7)dT (6.28)

t
1
S[l(x, 1) = f L 5
e ) = | e Bl
where we separated out the part of the integrand,

Bs[u](x,t,7) = L Dy G(x —y,t —71)u(y, 7)dsy, (6.29)

that is analytic in (¢ — 7). The G(x,t) in the above equation is the fundamental solution of the
heat equation in free space given by

2
G(x,t) = (4rDot) % exp () , xeQ,tel0,Tk], (6.30)

where d is the dimension of the problem. Automatically, the single layer potential satisfies
0
%S[M](Xat) - V(DOVS[/'L](th)) = 05 X € Qvt € [OaTE]’ (631)
0

S{u, 0](x) =0, x € Q. (6.32)
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The density g will be chosen to satisfy the Neumann boundary condition:

lim DeVS[u](x,t)-v(x) = B(x°,t), x"el,te|0,Tx],
x—x0el’
where 3(x?,t) is defined in (6.9).
Given the jump discontinuity of the normal derivative of the single layer potential, the
integral equation to be solved for p is the following:

%u( 0 ) 1 DoK*[u](x, ) — B0, 1), xe Tt e [0,Tx], (6.33)
where
* 0 _ ! 1 X0 Vdr
K600 = || e Bl 60t ) (6:39)
with

—o(x0 —v) .y
Bl ) = [ ZO Y pGe0 -y s, (63)

being analytic in (t — 7).
To compute h(t) from (6.10) we only need to evaluate w(x?,t) = S[u](x°,t) on the boundary
I'. We write the density p as the solution of (6.33):

2

> (14 2K%718x%1), x"el,tel0,Tx] (6.36)
0

,u(XO,t) =

and expand the operator (1 + 2K*)_1:

2
w(x’,t) = N (1—2K* +4(K*)* +...) B(x°, 1), (6.37)
0
to obtain ) A
p(xY 1) = = B(x%t) — — K*[B](x",t) + higher order terms, (6.38)
Dy Dy
which means
0 2 0 4 * 0 .
Slpl(x",t) =S D—ﬂ (x°,t)+ S —D—K [5]| (x7,t) + higher order terms. (6.39)
0 0

We will now compute the first term on the right hand side of the above equation to get an
approximate expression for w(x?,t) = S[u](x%,t) and we will compute the second term to get
an expression for the error. To do this we will use the following results concerning S[u] and
K*[p] for small values of (¢t — 7) obtained (in 2 dimensions) in [69, 114] for the operator S :

k(x0)2
4

O, 0) + ,0) = 62,1)) (£ =) + O (= 77)
(6.40)

Bﬂmwiuﬂ:u@%w+(
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and for the operator K* :

k(xY 1

BK [/L] (X07 tv 7-) = (2 )/'L(Xoa t) + g |:167588(X0):u8 (Xoa t) + 12788(X0)NSS(X07 t)
0 0 0 03 0 (6.41)

F4k(x") e (x°, 1) + (69555(x") — 15k(x°)%) pu(x°,t) [(t — T)

+0 ((t - 7)2) ,

where I' is parametrised around x" in the arc length parameter s,
1 2 1 3, 1 4

y(s) = =v208° + =Y308° + —Ya08" + ... (6.42)

2 6 24

In the above, we have translated and rotated the 2 and y-axes so that the origin is at x° and
the tangent of I' at x° is parallel to the z-axis. Specifically k(x°) = 7,5 is the curvature of T" at
the point xV.
For the PGSE sequence, 3(x",t) assumes the following three expressions in the three time
intervals:
t 0<t<é,

<
B(x%t) = Doug - v(x°) { 6 0 <t<A, (6.43)
A+d—t A<t<A+

First, using the definition (6.40) and the result (6.28) we obtain
t3/2

ug - v(x") {132 — (t — §)3/2
$3/2 _ (t _ 5)3/2 _ (t _ A)3/2

i [Qﬂ} (x%,t) = 4(31))0\/)7:/2

45/2 if0<t<é
+O_2 (4 5)5/2 ifd<t<A . (6.44)
52 (=8Pt —A)P®? fA<t<A+6

Similarly, using the definition (6.34) and the result (6.41) we obtain

43/2
3/21.(0
_ iK*[B](xo,t) = _iM (ug . V(X0>) £3/2 _ (t — §)3/2
Do Dy 3ﬁ

t3/2 _ (t _ 5)3/2 _ (t _ A)3/2

#5/2 ifo<t<é

+O3 52— (t— )% ifs<t<A . (6.45)
52 (-6 —(t—A)®? fA<t<A+§

To compute S[K*[B]](x°,t) we cannot use the result (6.28) because K*[3](x’,t) does not admit
a Taylor expansion in ¢. Instead, we use the definition of the single layer (6.29) applied to the
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density (6.45) and directly integrate to obtain

t2
4 * 0 4 D(% 0 0 2 2
S| ——=K*[f]| (x",t) = ———k(x")(ug - v(x")) S t? — (t — J)
Dy Do 16
2 —(t—06)% - (t— A%
t3 if 0 <t <9,
+ 033~ (t—6)3 if § <t <A, (6.46)
B —t—6)>2—(t—A)P fA<t<A+S.

Replacing the various expressions in (6.39) with the calculations we did above, we obtain the
approximation with the error bound:

t3/2
4(D, 1/2
STl 0) = g o) § 92 — (1 - 52
$3/2 _ (t _ 5)3/2 _ (t _ A)3/2
- t2 if0<t<$§
- Tgk(xo)(ug v(x") {2 — (t —0)? ifo <t<A + higher order terms.
- (t—=0)—(t—A)? HA<t<A+6

(6.47)

Now using (6.47) we compute the approximate expressions of h(t) in each time-interval with
the corresponding errors in time. In the first interval we obtain

h(t) = ysln L“(Xat) (ug - v(x)) dsx = P t3/% + O (Prst?) (6.48)

where

_ LA w ()2 ) ds
P i | (572 VPotug - v(0)?) s (6.49)
Py = _4%| Fk(x)(ug -v(x))*dsx (6.50)
and
Dy 9 _ 2DyP  p 52

e fo R it = T 0 <D0Perr4 e §)> . (651)

Between the pulses, we obtain
h(t) = |51)| L w(x,t) (ug - v(x)) dsx = P (92 = (t = 0)%) + O (P (£ = (t = 6)%))  (6.52)
and
11— (p(i)(:g)jjéh(t) dt

5 DoP (57/2 — A¥2§ 4 (A — )7 5)

= 0 DPerr_
5 7@a) ' (

(6.53)

S(A —8) + A2 — 82
A —

Wl
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with P and Py defined in (6.49) and (6.50) respectively. During the second pulse, we find

h(t) — @Lw(x,t) (ug - v(x)) dsx

_p (t3/2 (=) (t— A)3/2) + 0 (Pan(2 = (= 6)% — (t — A)?)) (6.54)
and
A+
117 - D‘)éf (A+6—1t) h(t) dt
02 (A—=3) Ja
_2_DoP ((2A3 +A25 — 8A8% +56°) VA =6 +2(A +6)"?
3562 (A —29)
A5 — 152
—4AT2 —7A%25 — 2572} + O | Do Porr——2— | . (6.55)
(A-3)

with P and P, defined in (6.49) and (6.50) respectively. Finally, adding up the above expres-
sions, we obtain that using the layer potentials representation,

off _ 4 1 o (572 L AT/2
D =y |1 35P52(A_g)< 2(5 +A )

AQ
(A= 1(A+ 5)7/2>] +0 (DOPQHA_(S> , (6.56)
3

where Py, is defined in (6.50). From now on we will refer to this formula as short pulse short-time
formula (SPST).

We observe that, in the narrow pulse limit, 6 « A, the expression (6.56) reduces to the
formula given in [11, 63]:

Diff = Dy (1= PVA) + O(DoPen)

_ 4 SF(ug v)2dsy
- P (1 sy VPR

and if 2 is an isotropic domain, we have

> + O(DQPerrA),

Sr(ugi v)2dsy _ T
12 ||’

(6.57)

which is the surface over volume divided by the space dimension d, exactly the quantity obtained
in [130]. Hence our new formula in (6.56) is a correction of the results in [11, 63, 130] because it
takes into account the contribution of §. This makes the new formula applicable for cases where
the narrow pulse assumption § € A does not hold. Of course, this description still hold only for
short times due to the nature of the asympotic expansions for layer potentials.
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6.2.3 Mixed approximation (short pulse long-time formula, SPLT)

When the pulses are short but the delay between the pulses is not short (with respect to
diffusion in the finite domain), we use potential representation in the first and third intervals
and eigenfunction representation between the pulses.

In the first pulse, t € [0, 6], we have the same results as in the previous section, i.e. w(x,t) =

S [Dloﬁ] (x,) + O(t2) = S [2tug - v] (x,) + O(t2), and thus

8 3/2 7/2J 2 5
I=—° D : N . — .
TN J F(ug v)“dsx + O (a- %) (6.58)

Between the pulses, t € [§, A], the Neumann boundary condition in (6.9) is
DoVw(x,t) - v =Dydug - v, onI x[§,A] (6.59)
and the initial condition is
w(x,0) = S[20ug - V] (x,t) + O(6?), xin Q. (6.60)

The function &(x,t) = w(x,t) — 0x - ug satisfies homogeneous Neumann boundary condition and
the initial condition

w(x,0) = S[(20ug - V)] (x,0) — 6x - ug. (6.61)
This means
0
W(x,t) =co+ Z cpe MPolt=0) g (%) (6.62)
n=1
where
co = —dag + by = —(5J X - UgdX + J w(x, d)dx, (6.63)
Q Q
cn = —day, + by, = —5J X - Ugdp (x)dx —i—J w(x,0)dn(x)dx (6.64)
Q Q

with again ¢, and A, the Neumann eigenfunctions and eigenvalues associated to the Laplace
operator (n =1,2,...). Thus, for t € [§, A],

e 0]
w(x,t) =co + Z cne AP0l g (%) + % - ug + O(82), (6.65)
n=1
and
0
i)=Y ° |Q|a e MPolt=0) 4 54 0 <A) : (6.66)
n=1
and

0 2 _ —_
7=yt (1-emoad) 4 Do (2 —9) (j o (5(A 5)) . (6.67)
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During the second pulse, t € [A, A+ 0], we keep the solution from the previous interval in Eq.
(6.65) which satisfies homogeneous boundary conditions and just add a single layer potential to
match the Neumann boundary condition. We obtain

o0
w(x,t) =co+ Z cne M Pot=0) g (x) + 6x - ug

n=1

+ S[(—21ug - V)] (x,t — A) + O((t — A)?), (6.68)

where t € [A, A + §], while 7 € [0, ] because we operate a shift in time ¢ — ¢t — A to be able to
keep the definition of the single layer potential in (6.29) (for which the interval of integration is
t — A). Using the definition of the single layer potential (6.29) we obtain

VDo (t — A2 f (ug - 1) + O((t — A)2),

T

S[(~2rug - )] (x,t — A) = _3\/%9’

which leads to

Cn —/\ nDo(t— 5))\ A —
E\Q!

VDot = 8)" [ (g - 1)Pds

T

4
3/

and

Cnln

I = =2 3 —)\n'Do(A—5) D -1 —AnDoA
5+ZD0)\A|Q\( (DoAnd — 1) + e >

16 / 52
- mb{} 2 <L(ug : y)2d5X> 5%+ 0 ((A—fﬁ)) . (6.70)

The effective diffusion coefficient for the compartment ) assumes thus the form

Dy D253/

Dﬁz - : 5y = 5 J(ug )2 dsx+
6(A—3) 35f|9\( - *) r

_ Z —8(an)? + anby, (5 e PoA( - exnpoa))
Q]6%(A - %) Do

32 §(A—4)
O | max , 6.71
: ( {m—g) <A—§>}) (&7

and from now on we will refer to it as short pulse long-time formula (SPLT).

n=1

In the narrow pulse limit, we get

Deff _ i (—(5an + bn)an <1 - 6—)\n’DOA) + 0(51/2) (672)
A ena-g) 7

which again tells us that Defé approaches its long time limit as 1/A, because b, = O(6%?) for
all n > 1 due to the maximum principle for heat equation applied to w(x,t) in the first pulse:

lw(x, )] < [Jw(x’, )] ~ OF*?) vxe,x"el, te|0,d]. (6.73)
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6.3 Averaging D°f over multiple diffusion directions

If we average the effective diffusion coefficient Df‘g over all the possible gradient directions
ug, we can obtain a new formula that is independent of the orientation of the biological cells.
We define the orientionally averaged effective diffusion coefficient as

Deft . Sea1 D,egdu

= . 6.74
Dy Dy SSdfl du ( )
We recall that
off 1)0 TE
Dug = DO — m o F(t) J‘Q Ug * kug (X, t)dx dt (675)
where wy, (x,t) solves the problem (6.6). Because of the linearity of the Neumann problem, for
every direction ug = [u1,...,uq] we have that
Wug (X, 1) Z U;iWe, (X, 1), (6.76)

where €; is the i-th vector of the canonical basis of R%. As a consequence

D TE
Dteg =Do — A|;2] f uiey + -+ +ugeq) - (u1Vwe, + -+ + ugVwe,) dx dt
Z)O TY?
=Dy — 7~ Z Jel VwederZuqujel Vwe,dx |dt
A Jy 2
i,j=1

and thus, if we want to average over all the possible directions, we are interested in the integrals

L uld 1 uuid
M,izl,...,d and W,i,j:L...,d,i;éj (6.77)
Sd—1 Sd—1
We observe that, for all 4,7 =1,...,d and i # j,
Ldl ujujdu = 0. (6.78)

Indeed to prove this results it is sufficient to pass into spherical coordinates and every time we
have the product w;u; with i # j we have also an integral of the type {j sin(6) cos()dd = 0 or
SSW sin(6) cos(0)df = 0 or So cos(0)df = 0 or SO sin(f)df = 0. Therefore, what remains in the
average are just the terms

2d
Z Jga uf e; - Ve, dx (6.79)
SSd 1 du QO ‘

i.e. simply the average over d perpendicular directions and then

l)eﬁ d 1 TE ]
F(t f ug' - Vw, i(x,t)dx dt 6.80
I L) RUSAERY (6.80)
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where ugi,i =1,...,d are d orthogonal directions. Then averaging over all the possible direc-
tions is equivalent to average only over d orthogonal normalized directions.
We use the fact that

d Fugi~y2dsx T
ZS( ) T

and we define ., ., A )
—(a})? — (Jox - ug'dn(x)dx)" dug
ky = = , .82
2 ~ X 9] (6582

i.e. the mean over d orthogonal directions of the square of the first moment along these directions,
and

d pi g d (SQ Wyt (X, 5)¢n(x)dx) (S x - ug'dn(x)dx)

o= 3 2l (6.83)
,-; d|Q| ,; d||
The finite pulse long-time formula in (6.26) gives
Heff 0
DT Z kn [e—po,\n(mrcs) + o~ PoAn(A-5)
DO n=1 Dg)\” 202 (A - %)

2 (Do)\né +e~DoAnd | o=DodnA _ 1)] (6.84)

The short pulse short-time formula in (6.56) gives

Deft 16 DY?

- —1-= 0 -9 67/2 A7/2

Do 3552(3A—5)ﬁ[ ( +aT?)

T
FA—§T2 (A 5)7/2] d||Q|| +O(A). (6.85)

The short pulse long-time formula in (6.71) gives

Deft B S - 81)(1]/253/2 | - i Sk, + in < - 6_>\7LDOA<1 _e>\nD05)>

Dy 6(A—13) 35ym(A—9)dQ “ Dys2(A-29) AnDo

52 0(A —0)
O | max , 6.86
’ ( {(A—g) (A—g)}> .

6.4 Numerical results

In this Section we numerically validate the accuracy of the approximate formulas we derived
in the diffusion regimes claimed. To compute the reference ADC we solved the homogenized
model using the Matlab PDEToolbox. The eigenvalues and eigenfunctions of the Laplace equa-
tion with Neumann boundary conditions were also computed with the same software.

First we show the goodness of the three approximations of h(t) for a simple impermeable
domain. We consider a 2D geometry of one vertically orientated ellipse with semi-axes of 19um
and 9um. The intrinsic diffusion coefficient is set to Dy = le 3mm?/s and we vary the values of
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9, A and ug. To compute the reference solution h(t) we solved the problem (6.6) on the finite
element mesh shown in Fig. 6.1. The eigenvalues and eigenfunctions are also computed on the
same finite element mesh. The projections a, and b, are computed according the the formulas
(6.64). For this particular geometry the first four non-zero eigenvalues are

FE mesh

pm

-20 20

pm

Figure 6.1 — Finite elements mesh of an ellipse with semiaxes of 19um and 9um, orientated vertically along the y-axis.

A1 =0.0097, A2 =0.0325, A3 =0.0383, X4 =0.0644,

and their projections a; are reported in the table below.

Ug ay a2 as a4
[1,0] 389  —25.7 —4.62" —0.97
[0,1] 1.07e*®  1.75 —4.49  —5.58

Table 6.1 — Eigenfunction first moments obtained for the first four non-zero eigenvalues in the two directions ug = [1,0]
and ug = [0, 1].

It is important to observe that in the direction ug = [1, 0] the first two non-zero eigenvalues
have a contribution a,, which is negligible compared to a3. Thus, in the eigen-expansion formula,
in the direction ug = [1,0], the dominant eigenvalue we consider is A3. On the other hand, in
the direction ug = [0, 1], the most significant contribution comes from the first eigenvalue and
thus we only consider dominant eigenvalue A; in the eigen-expansion.

To characterize the short-time regime, we use the well-known formula defined in Section 2.1.2

. L?
l
t < t;ﬁth i Eiiia,

where L is the characteristic length of the geometry along the direction perpendicular to ug (see
for example [138]). To characterize the long-time limit we use the normal diffusion displacement
defined in Section 2.1.2 as

Q(A + (S)DQ

L)2) =NDD » 1.
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For the chosen geometry and effective diffusion coefficient Dy, the short-time limit is

short — ? = 162ms,

in the direction [0,1]. In the direction [1,0], we have

2
li (19 x 2)
tSZ]?;Tt = ? = 722ms.
In the following plots we always indicate the reference solution with a line, the potential approxi-
mation with squares, the eigenfunction approximation with circles and the mixed approximation

with asterisks.

—h(t)
[ potential approx

(Oeigenfunc approx with 1 eigenvalues
* mixed approx with 1 eigenvalues

time (ms)

Figure 6.2 — h(t) and its approximation (using the three different formulas found) with respect to the gradient directions
ug = [1,0] for an ellipse of semi-axes 19um and 9pm. Intrinsic diffusion coefficients Dy = 1 x 10~3mm?2/s, pulses duration
6 = bms and time-delay between pulses A = 10ms.

—h(t)
[ potential approx

(O eigenfunc approx with 1 eigenvalues
* mixed approx with 1 eigenvalues

3 \ \ \
0 10 20 30 40 50
time (ms)

Figure 6.3 — h(t) and its approximation (using the three different formulas found) with respect to the gradient directions
ug = [1,0] for an ellipse of semiaxes 19um and 9um. Intrinsic diffusion coefficients Dy = 1 x 10~3mm? /s, pulses duration
6 = bms and time-delay between pulses A = 50ms.

In Figure 6.2 we considered § = 5ms, A = 10ms and ug = [1,0]. This means that we are
considering short pulses and short delay between them but we are not in narrow pulse hypothesis.
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As we can see the potential approximation (square) fits very well the reference (continuous line)
in all the three time interval. We also notice that the mixed approximation (asterisks) works
sufficiently well during the two pulses but not between them. Since the time is too short for
considering just one eigenvalue contribution for the eigenfunctions approximation, the fit using
this formula is far from the true solution.

In Figure 6.3 we considered 6 = 5ms, A = 50ms and ug = [1,0]. This means that we
are considering short pulses and long delay between them. As we can see the layer potential
approximation fits well the reference only during the first pulse and until ¢ ~ 25ms but then
it goes far away. The eigenfunction approximation appears not good during the pulses but it
becomes very good at the end of the interval between them. The mixed approximation instead
fits well during the pulses and it is a bit off just at the beginning of the second interval.

10 ug=[1,0]
‘ — DT ‘
[ Potential approx
61 (O Eigenfunction approx with 1 eigenvalues
0 @ * Mixed approx with 1 eigenvalues b
=
g 4+
Q
2L
Upo
Uog
ol ‘ ‘ ‘ ‘ ‘ ‘ ‘ .~ Om
10 20 30 40 50 60 70 80 90 100
A (ms)
(a) Gradient direction ug = [1,0]
%10~ u, =[0,1]
T i T
DT
[0 Potential approx
9 O Eigenfunction approx with 1 eigenvalues|
* Mixed approx with 1 eigenvalues
]
s
3
Q
7L
6l

ot

I
10 20 30 40 50 60 70 80 90 100

(b) Gradient direction ug = [0,1]

Figure 6.4 — D°f and its approximation (using the three different formulas found) with respect to two different gradient
directions for an ellipse of semiaxes 19um and 9um. Intrinsic diffusion coefficients Dy = 1 x 10_3mm2/s, pulses duration
6 = 5ms and thirty different values of the time-delay between pulses in the interval [8, 80]ms.

In Figures 6.4a and 6.4b we show the behaviour of D*ff computed for two different directions
of the gradient (ug = [1,0] and ug = [0,1]) but the same parameters (§ = 5ms and thirty
different values of A equally distributed in the interval [8,80]ms). The potential formula works
well for short A + §, the eigenfunctions formula for long A + 0. Looking at these plots we
can also say that the short time limits in which one should use the potential approximation is
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A+ 0 < 25ms for the ug = [1,0] direction and A+ ¢ < 10ms for the ug = [0, 1] direction. On
the contrary the long time limits in which one should use the eigenfunctions approximation is
A +§ > 55ms for the ug = [1,0] direction and A + ¢ > 70ms for the ug = [0, 1] direction.

In Figure 6.5 we show the approximations we found for the average of D*/Dy along two
perpendicular directions. Here we considered § = 5ms and again thirty values of A in the
interval [8,80]ms. We observe that the potential approximation works well for small A + §, the
eigenfunction approximations for long A + 4.

x107*
.

—average DT
O Potential approx
QOEigenfunction approx with 1 eigenvalues
é % Mixed approx with 1 eigenvalues
0]

average D°/f
o -
:

ot
T

'
T

Figure 6.5 — D°T/Dj and its approximation (using the three different formulas found) for an ellipse of semiaxes 19um
and 9um. Intrinsic diffusion coefficients Do = 1 x 10~3mm?/s, pulses duration § = 5ms and thirty different values of the
time-delay between pulses in the interval [8,80]ms.

To conclude in Figure 6.6 we report the absolute error

|Deff . Dapproz‘

for the same parameters as before and the two orthogonal directions. As we can see from the
plots, as A + § grows, the error for the eigenfunctions and mixed approximations goes to zero
while the error of the potential approximation grows.

6.5 Conclusions

Diffusion magnetic resonance imaging (dAMRI) can be used to measure a time and direction
dependent effective diffusion coefficient which can in turn reveal information about the tissue
structure. In Chapter 4, a new mathematical model for the effective diffusion coefficient was
obtained using homogenization techniques after imposing a certain scaling relationship between
the physical parameters. An analytical formula for this coefficient was found that depends on
the solution of a diffusion equation subject to time-dependent Neumann boundary conditions.

In this Chapter, we analysed the formula in the case of finite sub-domains. In particular,
we obtained three representations of the effective diffusion coefficient that are appropriate in
different time regimes. In the short time regime, we proposed using a representation based on
the single layer potential and we call it SPST formula. In the long time regime when the pulse
duration is not short, we proposed using a representation based on the eigenfunctions expansion
of the Neumann Laplace operator and we call it FPLT formula. In the long time regime when
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the pulse duration is short, we proposed a representation that combines the single layer during

the pulses with the eigenfunctions expansion between the pulses and we call it SPLT formula.

In particular, the SPST formula corrects the existing Mitra formula [130] by correctly ac-

counting for the pulse duration. This work helped to clarify how parameters of the tissue mi-

crostructure such as the surface to volume ratio or the dominant eigenvalues affect the effective

diffusion coeflicient.
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Figure 6.6 — Absolute error |Deff — DaPPTo%| ysing the three different formulas found with respect to two different gradient
directions for an ellipse of semi-axes 19um and 9um. Intrinsic diffusion coefficients Dy = 1 x 10’3mm2/s, pulses duration
¢ = 5ms and thirty different values of the time-delay between pulses in the interval [8, 80]ms.
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In this final Chapter we want to give some indications about the final goal of the signal
modelling, i.e. the inverse problem. Indeed, as we have observed many times in Chapter 2, the
ambition of this field of research is to use the dMRI signal to recover as much information as
possible on the microstructure. Possible questions are for example:

— find the surface over volume ratio,
— find distribution of cell sizes,
— find fiber orientations.

Many works in these directions are present in the literature (see for example [8, 13, 45, 101, 177,
185, 193, 195| and references therein) and here we do very preliminary work to investigate these
tasks using the short pulse short-time (SPST), and the short pulse long-time (SPLT) formulas
found from the H-ADC model as well as from the dMRI signal obtained solving the Bloch-
Torrey equation at multiple g-values. Unfortunately we did not have sufficient time to properly
investigate all the tasks so here we report our first investigations and we leave a deeper analysis
(especially including the extra-cellular space) as a future direction of research. In particular, we
give some mathematical hints regarding the use of the ADC or the dMRI signal to answer to
these questions. We set up three simple problems:

— after having defined simple geometries we compute the reference ADC coming from the
interior domain using the signal obtained from the solution of the Bloch-Torrey PDE at
b =0,20s/ mmg, and we try to fit geometrical parameters like the surface over volume
ratio, the eigenvalues and the mean first moments of the eigenfunctions, using the SPST
or the SPLT formulas derived in Chapter 6;

— supposing the domain composed by only circles, we develop an algorithm to estimate the
radii distribution from the signal obtained solving the Bloch-Torrey PDE at multiple A
and g;

— supposing the domain composed by only ellipses of the same size, we try to estimate the
distribution of the ellipses orientations from the ADC obtained from the solution of the
Bloch-Torrey PDE at b = 0,20s/ mm? for several gradient directions.
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To solve these tasks we always set up the least square problem between the reference data and
our formulas and we try to determine a solution using different algorithms according to the
application.

The Chapter is organized as follows. In Section 7.1.1 we show how we can estimate the
surface over volume ratio, using the short pulse short-time formula obtained in Chapter 6. In
particular, we show that with this formula we are not limited to the narrow pulse approximation
and we compare the results with the well known Mitra model [130]. In Section 7.1.2 we report
the results obtained using the short pulse long-time formula found in Chapter 6 and we show
that the estimates on the eigenvalues and their contributions are sufficiently good while the
surface over volume ratio cannot be well estimated. In Section 7.2 we investigate the use of the
“Uzawa” algorithm ([183]) to solve the detection of radii distribution using the dMRI signal at
multiple b-values or just the ADC. With this approach one does not need to define, a priori,
a type of distribution (Gaussian, Gamma, Watson, etc.), but just be able to overestimate the
total number of circles that are contributing to the measure inside the fix volume. Employing
this algorithm we find that the problem is severely ill posed if we use only the values of ADC
as data as it is extremely sensitive to noise. On the contrary, if we use the dMRI signal at
multiple values of g and A, we obtain good results for a noise up to 5% (multiplicative random
Gaussian noise). Finally, in Section 7.3, we investigate the detection of the fiber orientations
using data coming from ADC' or the entire AMRI signal. We suppose that we can decompose
the measurements as sum of measurements coming from many 2D ellipses of the same size but
different orientations. We prove that, contrary to the case of size distributions, it is not possible
to determine a general distribution of orientations from given data. We in fact prove that the
data can determine at most three significant parameters.

7.1 Analysis based on the SPST and SPLT formulas for ADC

In Chapter 6 we used the new model for time-dependent ADC' derived in Chapter 4 and we
approximated its expression using the eigenfunctions expansion and the single layer potential for
the diffusion equation. We found three different formulas according to the duration of the pulses
and the delay between them. In the case of both the duration of the pulses, and the time-delay
between them long, we have already observed that the obtained formula coincides with the well
known matrix formalism (see for example [15, 63, 64, 65]). For this reason we do not investigate
this case but we concentrate ourselves in recovering the surface over volume ratio and/or the
first non-zero and most contributive eigenvalues and their contributions using the potential or
mixed approximations.

7.1.1 Finding the surface over volume ratio in the short-time limit using
SPST

As we have already seen, for a closed domain 2 with a small permeability coefficient that
negligible influence on the ADC', the short-time limit is achieved if the diffusion time is much

shorter than % where L? is the characteristic length of the domain. Considering the PGSE
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sequence and narrow pulse approximation a well known formula ([11, 130]) is

N2
4 /Do L(ug v)*dsx
3/ 1]

Dggort(A) =Dy |1 (71)

In Chapter 6, using the single layer potential (|70]) we have generalized this formula for the case
of non narrow pulses but still short-time and we have found that we can write

Dty 16 Dg/2 [_2 (57/2 " A7/2)
SPST 3502 (3A —0) /7

(ug - v)?dsx

+(A=0) 4 (a+06)] L |Q|

(7.2)

In particular, if we take the mean over d perpendicular dimensions (with d the dimension of the
problem), the above formulas reduce to

(7.3)

~ 44/ Do A T
D:}flfort(A) = Dy (1 - 0 H)

3v/m  d|9Q|
and

3/2
N
3562 (3A — 0) /T

r
572 + N/?) F(A=8)7+(A+ 5)7/2] il (7.4)

Eeff = Dp — .
SPST 0 d|Q‘

Thanks to these formulas, by acquiring measurements in just d orthogonal directions and over
several values of A, we can try to access the surface to volume fraction % Indeed, for simplicity,

we consider the intrinsic diffusion coefficient Dy as known, and, in order to find %, we can vary
the delay between the pulses A for the Mitra’s formula and varying both A and § for the SPST
formula. These formulas are especially convenient for sufficiently big geometries configurations
for which the short-time limit can be achieved on the current dMRI scanners, for example for
the neurons of the Alypsia (see [32, 112]).

We consider as examples a 2D geometry composed by two ellipses of semi-axes 75um and
50pm, and 80pm and 55um rotated respectively by 90° and 40° with respect to the z-axis, as
illustrated in Figure 7.1. For this geometry, we have that the correct surface to volume ratio,
computed using the finite element mesh in Figure 7.1, is equal to 0.0322um~!. We suppose that
the intrinsic diffusion coefficient is Dy = 1.5 >mm? /s for both ellipses. Thus, the short-time
limit is achieved for A + ¢ << 833ms (where to compute this limit we used the shortest axis of
the ellipses, i.e. 100um, as a characteristic length).

To compute the reference solution, we use the matlab pdetool to solve the Bloch-Torrey
equation, and we obtain the ADC' using a linear fit of the logarithm of the dMRI signal at two

small b-values (b = 0,10s/mm?). We run the simulations for two different cases:
— under NPA| i.e. we consider 6 = 2ms and ten values of A in [8,60]ms,

— non-NPA| i.e. we consider 6 = 8ms and ten values of A in [8,60]ms.
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FE mesh

-100 0 100
pm

Figure 7.1 — Considered finite element mesh: two ellipses rotated by 90° and 40° with respect to the z-axis, and of
semi-axis 75pum and 55um, and 80pum and 55um respectively.

In both cases, we consider the two orthogonal directions ug! = [1,0] and ug? = [0,1] and
we average the resulting ADCs. We test the SPST formula (7.4) and the well known Mitra’s
one (7.3). Moreover, since in Chapter 3 we found that the evaluation time to consider for the
Kérger model is A — /3 and not A, we also test (7.3) in which we replace A with A — §/3,
ie. ﬁslﬁfort (A —6/3) . In Figure 7.2a and 7.2c we show how these three formulas approach the
reference. We can see that in 7.2a all the formulas are superposed: this is because, since the
pulses are narrow and A is sufficiently large, the value of § does not influence the ADC' too
much. On the contrary, in 7.2c only the SPST formula (red crosses) approaches the reference in
the whole time interval considered. Indeed, we see that the SPST formula fits better the data
than the usual Mitra’s formula (7.3) (purple stars). We also notice that the ﬁslflfort(A —0/3)
formula (black squares) give bad results so it should never been used.

% Estimated value Relative Error
(=) () %
NPA 0.0322
Old Formula 1 0.0341 5.9%
Old Formula 2 0.0345 7.1%
New Formula 0.0336 4.3%
not NPA 0.0322
Old Formula 1 0.0356 10.6%
Old Formula 2 0.0371 15.2%
New Formula 0.0336 4%

Table 7.1 — Estimated surface over volume ratio using the short time formula two ellipses of semi-axes 75pum and 50pm, and
80pm and 55um rotated respectively by 90° and 40° with respect to the x-axis. Physical parameters Dy = 1.5¢ — 3mm? /s
and several values of A below 60ms.

To fit the surface over volume ratio, Fﬁ\’ we use the Matlab routine “Isqnonlin”. This routine
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employs the Levenberg-Marquardt algorithm to solve the minimization problem

min|| DT(5,A) — D5, A)]

|

12

where DBT(5,A) is the reference ADC obtained after solving the Bloch-Torrey PDE and
D°f(5,A) is either the SPST formula (7.3), either the Mitra formula (7.4). We run 1000 simu-
lations each time choosing a random initial value in the interval [0, 2% . For each simulation
we obtained the same minimum which means that this problem is well posed and has a unique
solution. The resulting fits are reported in Figure 7.2b and 7.2d. As we can see, the fitting in
Figure 7.2b is very good for all the three formulas, while in Figure 7.2d only the new formula
is able to correctly fit the data. In Table 7.1 we report the values of the estimated surface over
volume ratio along with their relative errors. These values confirms that the new formula allows
us to estimate sufficiently well (less than 4% of relative error) the surface over volume ratio
under the only hypothesis of short times. We clearly see that also in NPA gives a very accurate

response.
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Figure 7.2 — Mean ADC over two orthogonal directions obtained with three different formulas and fitting of the surface
over volume ratio under the narrow pulse hypothesis and not. With purple stars we indicate the results using Formula
(7.3), with black square results using Formula (7.3) but replacing A with A — % and with red crosses results using Formula
(7.4).

In conclusion, the short pulse short-time formula (SPST) is preferred over the Mitra formula
for the non-NPA case. In particular, the SPST formula results very accurate and could be used
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in practice to determine the surface over volume ratio in configurations for which the short-time
limit can be achieved by the dMRI scanner (i.e. big cells like for example the Aplysia neurons).
Indeed we showed that the SPST formula corrects the well known Mitra formula accounting for
the finite pulses that are easier to achieve in practice.

7.1.2 Finding the surface over volume ratio and the eigenvalues

If the pulses are short enough, and the time delay between them is sufficiently long, we
can use the SPLT formula founded in Chapter 6 and see if we can invert it considering only a
small number of eigenvalues. We suppose that each domain in the defined geometry has the
same intrinsic diffusion coefficient Dy and for each domain §2;, we consider the formula obtained
averaging over d-orthogonal directions

Diprr 6 82)1/263/2 Ty i Skn + jn < - e—AnDOAu—eAnDoé))
Dy 6(A—2) 35ym(A—9)diU 2 Dys2(A-9) AnDo '
(7.5)
where

, 2
- (SQ] X - ug’gbn(x)dx) dug
d|€y| ’

(7.6)

i.e. the mean over d orthogonal directions of the first moment square of the n-th eigenfunction
along these directions (af, = SQz (x - ug’)dn(x)dx), and

(S0, g (06, ) )x ) (5, % - gin (x)x )
d|$y|

(7.7)

J"'*Zdrm Z

with bf = SQ (x,0)¢n(x)dx, i.e. the integral of the solution of the cellular problem (6.6)
evaluated at time ¢ multiplied by the n-th Laplace eigenfunction ¢, (x) (See Section 6.2 for
more details). We then average the two effective diffusion coefficients obtaining:

Dt || Dlprp
_ 1= 7.8

where = [ J; €. Thus the formula we want to invert is

D 5 8D(1)/253/2 U] Ut Ok tign (5 e PR P
Dy 6(A—2) 35y7(A—3)dlQ 2 1] Z L Dy62(A - 9) ( An Do )
(7.9)

where |I'| = Z ITy|. In order to investigate the invertibility we a-dimensionalize the above

l
formula and the unknown parameters as follows

ﬁeff
Dy

o0
=C—CiP1+ ), CoPy <1 - (7.10)

e—C3Pnt1 (1 _ ePn+1)

b
n=2
ne2N

Pn+1
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where

) 89 0 A
€= a9 3

are the known constants and

9 .

P = «/Dodd‘g‘, Py = W, Pt = AnDod
are the non dimensional parameters to be estimated. In the previous Chapter, we have already
observed that, since ¢ is small, b}, ~ 0(53/ 2) and thus j, is smaller then dk2 thus we can neglect
its contribution and estimate k,. Thus, from the estimate on P; we can recover the surface over
volume ratio, from the estimate on P,, we can recover ky, (i.e. the square root of the mean over d
orthogonal directions of the first moment square along these directions of the n-th eigenfunction)
and from P, the n-th Laplace eigenvalue.

Here we report the results obtained fitting the first five parameters (Py,...,Ps) for a 2D
geometry consisted of two impermeable ellipses of semi-axes 4um and 1pm, and 3um and 1um,
rotated respectively by 60° and 120° with respect to the x-axis as illustrated in Figure 7.3. We
consider just 5 parameters because, as we have seen in the numerical section of Chapter 6, we
can well approximate the data using just one non-zero eigenvalue and its contribution for each
domain in the geometry.

( /1,1;1)

Figure 7.3 — Considered finite element mesh: two ellipses rotated by 60° and 120° with respect to the z-axis, and of
semi-axis 4um and lpm, and 3pum and 1pm respectively.

To create the data we solved the Bloch-Torrey equation with zero Neumann boundary condi-
tions in the two orthogonal directions ug! = [1,0] and ug? = [0, 1], using the Matlab “pdetool”
and the mesh in Figure 7.3. For each ellipse, we calculate the average effective diffusion coeffi-
cient (DBT) for fixed § and fifteen values of A equally distributed in the interval [5, 18]ms. We
then averaged the effective diffusion coeflicients over the two domains to get a total of 15 data
points as inputs in our fitting procedure. We keep just two terms in the infinite sum in (7.10)
in order to estimate the total surface over volume ratio, the first eigenvalue of each ellipse (i.e.
the smallest one for each ellipse) and their contributions. To fit the data we used the Matlab
routine “Isqnonlin” which employees the algorithm “trust-region-reflective” to find the minimum
of the least square problem
BBT( A) Deft ( A)

Do Do

(7.11)

min
P1..Ps

2
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with tolerance of 1e~®. In particular, we made a statistical analysis using 1000 random normal
13
202
we considered the interval [0,2 x (true parameter)].

initial guesses in the interval [, 5] x (true parameter) and as limits for the estimate parameters

In Figure 7.4 we report the plots of the data and the fitting obtained for three different values
of §. The black circles are the simulated data and the dotted line is the obtained fitting using
as parameters the mean values of the obtained results in the 1000 simulations. In blue we plot
the results we would obtain employing the formula in (7.10) and using the exact parameters.
As we can see, the formula with the exact parameters fits very well the data at the end of the
considered time interval, while is a bit off at the beginning. This is because, as we have seen
in Chapter 6 the SPLT formula with a small number of eigenvalues works better when A is
sufficiently long. Thus we expect to lose something in the approximation of the parameters
because the fitting eliminates this gap between the data and the formula.

0.25

0.25

T T : : : : T T T T
[oN ©Odata: averaged D/DO over 2 directions Odata: averaged D/DU over 2 directions
“0 - -best fit: 5 parameters O\ - -best fit: 5 parameters
—formula with the "true parameters" —formula with the "true p
N

\\
0.2f ! 02t

0.1F

0.05 - - - L . - 0.05
4 4
A (ms) A (ms)

(a) 6 = 0.5ms (b) 6 = 1.0ms

0.25

Odata: averaged D/D  over 2 directions

(<N - -best fit: 5 parameters
~ -+formula with the "true parameters"
02f e
N

0.1r

0.05
4
A (ms)

(c) 6 =1.5ms

Figure 7.4 — Fitting of the average ADC' in two orthogonal directions coming from a geometry composed by two ellipses
of semi-axes 4um and lpum, and 3um and lum, rotated respectively by 60° and 120° with respect to the z-axis and of
intrinsic diffusion coefficient Dy = le~3mm?2/s.

In Table 7.2 we report the numerical results of the inversion. As we can see the eigenvalues
(A1 and A2) and their contributions (k; and ko) are sufficiently well estimated, indeed we have a
relative error less then 16%. We also observe that we obtain the best estimates for the eigenvalues
for the biggest § = 1.5ms and for their contribution for § considered, i.e. 1.0ms. On the contrary,
the surface over volume ratio is not well estimated, indeed the relative error is always between
30% and 42%. Taking a closer look at the data in Table 7.2 the best estimates for this parameter
is obtained for the shortest §. This means that for the other choices the approximation during
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the pulses fails because we are considering too long pulses (see Chapter 6). Another explanation
for this failure is that if we take the derivative of the expression in (7.10) with respect to P; we
obtain C;. This is a constant for the estimate but it depends on A and in particular it tends
to 0 as A grows. This means that to well estimate P; we should consider just points for small
A but (from Chapter 6) we know that for these points the mixed formula is not appropriate
unless we consider an higher numbers of eigenvalues to better approximate the solution between
the pulses. But this would imply more parameters to be estimated. We also observe that, on
contrast of what we found in the previous Section for the SPST formula, here the problem is
not well posed and for every different initial guess we end up in a different minimum. This is
the reason for which in Table 7.2 we report also the values of the relative standard deviations

for each estimated parameter.

% M k1 A2 ko
(mm~1) (mm=2) (mm) (mm=2) (mm)

True Parameters 1.37 0.22 7.03 0.39 4.57

6 = 0.5ms
Estimations 0.96 + 0.46 0.216 + 0.02 6.85+0.71 0.45+0.06 4.53+0.69
Relative error 30.3% 2.7% 2.5% 15.6% 0.8%
Relative std 33.5% 8.2% 10.1% 15.3% 15%

6 = 1.0ms
Estimations 0.80+0.41 0.214+0.01 6.56+ 0.72 0.424+0.06 4.25+0.68
Relative error 41.6% 2% 6.8% 6% 7%
Relative std 30% 6.8% 10.3% 16.7% 15%

6 = 1.5ms
Estimations 0.85+0.22 0.2240.01 6.32+ 0.75 0.39+0.07 4.01+0.70
Relative error 38.2% 0% 10.1% 0% 12.2%
Relative std 15.9% 6.4% 10.6% 18.4% 15.4%

Table 7.2 — Estimated parameters using the mixed formula for two ellipses of semi-axes 4um and lpm, and 3um and
1um, rotated respectively by 60° and 120° with respect to the z-axis. Physical parameters: Dy = le — 3mm?/s and fifteen

values of A in [5,18]ms.

0.35 0.1
0.08
0.3F | « Estimated with 6 = 0.5ms
* Estimated with § = 1ms
& Estimated with § = 1.5ms 0.06
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~20.25
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Figure 7.5 — Sensitivity of the method using SPLT formula with five parameters.

Finally in Figure 7.5 we show a contour plot which underlines the sensitivity of our approach



140 Chapter 7. On the inverse problem

T
for ||Q| and Ay assuming that we know the exact values of the other three parameters. As
T
we can see the method is more accurate to estimate A\; than "Qn which confirms the results

obtained in Table 7.2. Moreover, here we can see that the SPLT formula with the correct values
of parameters has already an error of about 4% (red star) while the fitting with different § gives
us results with errors around 1%. This means that part of the error that we commit in the
estimation is due to the error of the formula.

In conclusion, this formula helps us to better understand the behaviour of ADC but its use for
the inverse problem is complicated and more investigations are need. From the obtained results,
we cannot hope to well approximate the surface over volume ratio with the current approach.
On the contrary, the estimates of the eigenvalues and their contributions are already satisfactory
even if we cannot keep the number of parameters small if the geometry is not sufficiently simple.
Anyhow, for simple geometries already the values of the eigenvalues and their first moments can
tell us something about the configuration.

7.2 On the determination of radii distributions

To investigate this question we suppose the domain to be composed of only N impermeable
circles. We do not consider the contribution of the extra-cellular compartment (which is left
for future investigations) and we use the PGSE sequence. We also suppose that ¢ is fixed and
we vary A and ¢ = yg to obtain the signals or just A to obtain the effective diffusion tensors.
Furthermore, since we investigate the signal coming from only circles which are symmetric, we
fix ug = [1,0], because, without the contribution of the extra-cellular space, the signal is the
same in all the directions.

With these assumptions we can write the signal coming from a voxel as

S(g,A) ~ Y ng,S(Ri,q, A), (7.12)
R;

where np, is the number of circles of radius R; that contribute to the signal and S(R;,q, A)
represents the signal obtained by one circle of radius R; subjected to a gradient of intensity ¢
and A parameter for PGSE. The idea is to discretize A and ¢ in two intervals to obtain a vector
of data

ST = [S(q1, A1), ..., S(q1, Anp), ..., S(qr, A1), ..., S(qr, Ayr)] (7.13)
and discretize also R to obtain the 2D reference matrix
S(Rlaql)Al) e S(RN)qul)
S(R17QI7AM) S(RN7Q17AM)
A= : : : (7.14)
S(R1,q0,A1) ... S(Ry,qr,A1)

S(R1,qn,Am) .. S(Rn,qL,Aum)
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We can thus rewrite the inverse problem as finding solutions to the linear system
S = Ax (7.15)

where the components of x = (ng,,...,ng, ) represent the number of circles of the corresponding
radius present in the geometry and is the parameter we want to recover. Since A is in general
not a square matrix (but a priori rank(A) = N), we can define the solution as

x* = argmin| Ax — S|%. (7.16)

Usually A is ill-conditioned, and there may be noise in the data S, thus one should rely on some
regularization techniques to solve the least square problem (7.16). We choose to use Tikhonov
regularization technique ([98]) since a reasonable statistical form of noise is Gaussian. Let S¢
be the noisy measurements, i.e.

|S€— S| <e (7.17)
where € is an upper bound for the noise level. We solve for x¢ solution of
€ : € 1 €2 1 2
x¢ = min J¢(x) = min §||Ax = S°° + §a(e)||x|\ , (7.18)

where the parameter «a(e) is determined using the Morozov’s Discrepancy Principle (see for
example [98]), i.e. «a(e) is such that

|Ax — S| = e. (7.19)

For our problem, the components of x¢ cannot have any values in R. Indeed, we have the
constraints

N
D15 < Nuax and 2§ >0 Vi=1,...,N. (7.20)
=1

What we need to solve is then a minimization of J¢(x) in the subspace F' identified by the
constraints (7.20). We can rewrite these constraints as F'(x°) = Cx° — f < 0 where

| Nax
-1 0 ... 0 0

c=\1o . . and f = N (7.21)
N :
0 ... 0 -1 0

The idea is then to use an algorithm that solves

1 1
min J¢(x) = min §HAX — 54017 + Za(e)|x|?,
X X

2 (7.22)
F(x) <0.

We know that if x¢ is a minimum for J¢(x) on the convex set F'(x) then there exists A € (R*)V+1
such that

LX) = VJ(x) + AVF(x) = 0 (7.23)
Ox° < f, (\COx*—f) =0, (7.24)



142 Chapter 7. On the inverse problem

where {.,.) indicates the RVN*! scalar product. Assuming that the number of data that we can
acquire is bigger than N (i.e. M + L > N), a way to solve this problem is to use the Uzawa
algorithm ([183]) summarized in the pseudo-code below.

Algorithm 1 Uzawa algorithm

1: procedure

2 A < parameter for the Uzawa iteration

3 p < step of Uzawa

4 1) <— precision

5 J(x) = 5(1Ax = S| + afx|?)

6 Fx)=Cx—f

7 L(x,\) — J(x) + AF(x)

8 while |[\,+1 — \y|| > 7 do

9 a(e) <« Tikhonov parameter for regularization

10: X, 11 < L(x5,, \p) + Tikhonov
11: Ant1 < max(0, A, + p(Cx;, —f))
12: end while

13: end procedure

In particular, one needs to choose a step p, a precision n and, at each iteration, solve the
problem (7.23) and update the values of A,,11 using

An+1 = max(\, + pF(x°),0). (7.25)

We apply Tikhonov regularization to (7.23). We factorize the matrix A using the singular values
decomposition (SVD [98])
A=UxvT (7.26)

and at each iteration we update x5, as follows

(an(€) + 02) ()i = 04(5€ - u;) — A - (Cvy), (7.27)
Xp = > (25)ivi, (7.28)

i

where o; are the singular values of A (i.e. the components of the diagonal matrix ¥), and u;
and v; are the column vectors of U and V respectively. The parameter ay,(¢€) is determined by
(7.19) and is therefore the zero of the function

o) = 3 (s = &) T, (7.29)

2
=\ (a+07)

o . emino; €maxo;
inside the interval [ 1 ,

—€ 1—e
For our numerical simulations, we implemented the Uzawa algorithm in Matlab and we used
the function “svd” to factorize the matrix A. To create the data we simulated the signal using
the formula (7.12). This means in particular that we do not take into account modelling error.
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Figure 7.6 — Radii distribution used for the simulations.

We consider a set of 100 circles distributed as a Normal of up = 1.9um and ¢ = 0.4 as shown
in Figure 7.6. We assume that the radii of the circles are discretized uniformly in [0.3,7.1]pum
with a discretization step of 0.2um (see radii distribution in Figure 7.6). We also impose the
intrinsic diffusion coefficient to be Dy = le — 3mm?/s and we generated the vector of the signals
with 6 = 0.5ms, ug = [1, 0], six values of ¢ = g in [2.5e — 3, 5e — 3] and nineteen values of A
in [0.5,5]ms. To create the matrix A we discretize the radii in the interval [0.25, 7]pm with a
step of discretization of 0.25um and we generate the components of the matrix using the signals
obtained with 6 = 0.5ms, ug = [1,0], six values of vg in [2.5e — 3, 5e — 3] and nineteen values
of A in [0.5,5]ms. For the inverse problem we also imposed Nyax = 100 and Ay = 0.

The results obtained using the Uzawa algorithm are shown in Figure 7.7. In Figure 7.7a
we show how we were able to recover the number of circles of a precise radius without noise
affecting the data. For this case we choose the parameters

Y

p=1le™* n=1e* and a=1le’, (7.30)

and the Uzawa algorithm converges to the shown solution in just one iteration and the total radii
found are 100, while the estimate mean an standard deviation are ur = 1.8998 and op = 0.4129.
To make an analysis for the case of noisy data we set p to be equal to the added noise, and
to choose a we use the Morozov’s Discrepancy Principle introduced before. In Figure 7.7b we
show the results obtained adding a 1% Gaussian noise to our data before applying the inversion
algorithm. In this case, the Uzawa algorithm converges in 155193 iterations and the total radii
found are 99, while the estimate mean an standard deviation are up = 1.8725 and op = 0.4358.
In Figure 7.7c we show the results obtained adding 5% Gaussian noise and using the same
routine. The algorithm converged after 178744 iterations and the total radii found are 96, the
estimate mean an standard deviation are up = 1.8067 and o = 0.4934. Finally, in Figure 7.7d
we show the sensitivity of our approach. We show a contour plot of the relative residual

||S(/1R7 &Rv 57 A? .g) B S(MR’ OR, 5a Aa g)||2
||S(/~ALR7 (}Rv 5, A? g)”?
where ig = 1.9, and 6 = 0.4 are the parameters of the simulated Normal distribution to create
the data and we have discretized pug and or around these values to obtain the level curves. As
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we can see, this approach results to be very accurate for the mean pgr and less for the variance
op. In particular, the behaviour of the levels lines explain why we have a slow convergence and
highlights the fact that if the noise is not Gaussian we could have much more sensitivity to noise
for the parameter og.
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Figure 7.7 — Radii distribution estimation using the dMRI signal coming from 25 radii distributed as a Normal of
ur = 1.9um and o = 0.4 with intrinsic diffusion coefficient Dy = le — 3mm?/s. The signal was generated with § = 0.5ms,
ug = [1,0], six values of vg in [2.5e — 3,5e — 3] and nineteen values of A in [0.5, 5]ms.

We now try to apply the same procedure to ADC data and not to the entire signal. We
always assume that ¢ and ug are fixed and we acquire measurements varying only A. With
these assumptions we can write the effective diffusion tensor as

D (A) = Y np,D(A, Ry), (7.31)
R;

where npg, is the number of circles of radii R; and D(A, R;) is the effective diffusion coefficient
computed multiplied by the volume of the circle 7R? for an impermeable circle of radius R;
subjected to two pulses of a linear diffusion gradient with a time delay between them equal to
A. Again this problem can be rewritten using the formulation in (7.22) where A = D(Aj, R;),
S = D*(A;) and F is the same as before, i.e. the constraints can be written using (7.20). For
the simulations we fixd = 0.5ms and ug = [1,0]. We use again the radii distribution in Figure
7.6, but to generate enough data without the employ of g, we used thirty-eight values of A in
the in [0.75,10]ms. For the inverse problem we also impose Nyax = 100 and A\ = 0.
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In Figure 7.8 we show the results obtained using the Uzawa algorithm with parameters

—20 Here the data were simulated without noise and we see that

p=mn=1*and a = le
the inversion works sufficiently well and the method converges in 1 iteration. In particular, the

recovered mean is pr = 1.9um and the standard deviation is og = 0.4131.
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Figure 7.8 — Radii distribution estimation using the dMRI signal coming from 25 radii distributed as a Normal of
pur = 1.9pum and o = 0.4 with intrinsic diffusion coefficient Dy = le — 3mm2/s. The signal was generated with § = 0.5ms,
ug = [1,0], six values of vg in [2.5e — 3, 5e — 3] and nineteen values of A in [0.75, 10]ms.

We tried to use the same routine also for noisy data and we started adding 1% Gaussian
noise. Unfortunately, for this type of data, setting p = 0.01 and choosing a according to the
Morozov’s Discrepancy Principle the method did not converge. In our investigations to try to
understand the reasons of this failure, we thought about two possibilities

— the founded o was not correct,
— the choice of p was not appropriate.

We tried to investigate these two possible reasons but what we get was that, incrementing the
value of p, the Uzawa method did not converge either. On the contrary taking a smaller p we
obtained that the stopping criteria was verified after only one iteration but the result was not
respecting the constraints (in particular we had some negative values for the entries). The reason
for that could be that o was not well chosen because we notice that taking a smaller value of «
the amount of negative contributions was less and the reconstructed distribution was better. On
the other hand, only one iteration seems to be not enough to converge to a good solution in case
of noisy data, so maybe the stopping criterion and/or the value of p were not well chosen. An
idea to overcome this problem could be to adapt the value of p at each iteration. A way to do
that could be to add a loop on p and say that while J(x,) < J(x,+1), we need to replace p by
axpp—1 (with a € [0.5, 1]), and recompute x,,+1. In this case, we guarantee that the values of the
functional we want to minimize, are decreasing at each iteration. Nevertheless, looking at the
singular values of the matrix A for this case we found that only one value was bigger than 0.01
and all the others were going to zero very quickly. This means that the problem is extremely bad
conditioned and we do not believe that the adapting method for p would significantly improve
the results. This means, in particular, that the chosen parameters for collecting the data (varying
A) do not provide sufficient sensitivity of ADC' to radial distributions. Exploiting other type of
parameters with different other signals, may be helpful, but this is yet to be investigate.
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In conclusion, with our simulations we get that inverting the signal using linear convex
minimization with constraints appear feasible and very stable with respect to noise. This is
in accordance with the results obtained by Daducci et. al [45] with “AMICO” (Accelerated
Microstructure Imaging via Convex Optimization), in which they used Tikhonov regularization
along with the employment of the ordinary least-squares procedure implemented in Matlab. Here
we propose a new algorithm to solve this inverse problem which seems to be stable to noise but
of course validation on real data adding a modelling for the extra-compartment should be done.
We also highlighted the difficulties encountered when using just ADC' but further investigations
should be also done for this case.

7.3 On the detection of the fibers orientations

A classical question in the dMRI of the white matter in the brain, is to find the orientations
distributions of the fibers. To investigate this task we consider the contribution to the ADC
coming just from the intra-cellular compartment. For simplicity we also suppose the geometry
to be compose by only 2D ellipses of the same shape but with different orientations and they
represent our model of fibers. For simplicity we also assume the ellipses to be impermeable and
we use PGSE sequence. With the model found in Chapter 4, the resulting diffusion tensor can
be the written as

DM(,6,A) = > n(B) D (e, 6,4) = ) n(Bug(a)T D (5, A)ug(a), (7.32)
B B

where « is the angle identified by the gradient direction ug and the z-axis, 38 is the angle
identified by the major axis of an ellipse and the z-axis (as illustrated in Figure 7.9) and n(3?)
is the number of the ellipses orientated along the direction 5°.

y

X

Figure 7.9 — Definition of the angles which determine the orientation of an ellipse and of the gradient direction.

From simple simulations, one can notice how, using the same values of A, § and gradient
direction ug, the values of ADC changes if we consider all the ellipses oriented in the same
direction or many different directions. An example is shown in Figure 7.10a. To generate this
data we considered 2D impermeable ellipses of semi-axes bum and 2um with intrinsic diffusion
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coefficient Dy = le — 3mm?/s and we fixed § = 0.5ms and fifteen values of A evenly distributed
in the interval [1,25]ms. In Figure 7.10a we report the results when all the 200 ellipses are
orientated at § = 100°, in Figure 7.10b when 100 ellipses are orientated at § = 80° and 100 at
B =120°, and in Figure 7.10c when 100 ellipses are orientated at 8 = 70° and 100 at 5 = 130°.
In all the cases, the “mean” direction is 100° but, as we can see, the values of D are different.
In particular, as the crossing angle between the ellipses becomes bigger, D becomes smaller.
Seeing this difference gives one hope that it may be possible to find the dominant orientation,
detect if there is a crossing or not and if there is of how many degrees.
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(a) 200 ellipses at 8 =100°. (b) 100 ellipses at 8 = 80° and 100(c) 100 ellipses at S = 70° and 100
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)

Figure 7.10 — D of 200 ellipses of semi-axes 5um and 2um, intrinsic diffusion coefficient Dy = le — 3mm? /s, 6 = 0.5ms
and fifteen values of A evenly distributed in the interval [1,25]ms.

For our preliminary analysis, we consider the formula (7.32) in 2D and we try to simplify it.
We observe that, since ug is the gradient direction vector and |jug|| = 1, we can always write it
as

ug(a) = [cos(a),sin(a)]. (7.33)

Moreover, for fixed § and A, D isa squared matrix and, using the eigendecomposition, can be
decomposed as

D” = VuAv] (7.34)

where V' is a square matrix whose j-th column is the eigenvector vf "of D?" and A is the diagonal
matrix whose diagonal elements are the corresponding eigenvalues A\; and Ao. We notice that
the eigenvalues does not depends on the orientation 8¢ because the just depends on the shape
of the considered ellipses (thus since we are considering copies of the same ellipse they assume
only one value). Furthermore, since we supposed that DP" is the effective diffusion tensor of an
ellipse orientated in direction 3%, and the vectors [cos(f3), —sin(3)] and [sin(B), cos(3)] form a
basis for this space, we have that

o (cos(B) sin(B)\ (M8 0
Vbﬂ_(_sin(/@z‘) Cos(ﬁi)) d A ( 0 )\2(5’A))). (7.35)
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Using this decomposition and making few computations, we can rewrite (7.32) as

D (e, 5,A) = Z n(B")[cos(c), sin(a)]VﬁiAVBTi[cos(a), sin(a)] (7.36)
= Z n(B") (M(8, A) cos®(a — ') + Aa(6, A) sin®(a — 5Y)) . (7.37)
ﬁi

A natural way to find how many ellipses are orientated in a specific direction is to discretize
the gradient direction o and collect the data for N different directions ;. In this way we can
rewrite the above equation as

M
DM(ay,8,A) = > Ajin(By), (7.38)
i=1

where the entries of the matrix A are
Aji = (6,4) cosQ(aj — Bi) + A2(0,A) sin2(aj — /Bi). (7.39)

The matrix A;; is constructed with reference values of the D*ff obtained by measuring ADC
for ellipses orientated along the direction 3; subjected to a gradient in the direction «;. What
is important is that N < M. Once the matrix A is constructed, one can proceed to recover
the n(f;) by solving the linear system. Unfortunately the matrix .4 has just three non trivial
singular eigenvalues, i.e. (neglecting the constants) it can be decomposed in a basis formed by
the following vectors

v1 = cos?(ay), w2 = cos(a;)sin(a;), w3 = sin®(q;)
uyp = cos?(B;), ug = cos(B;)sin(f;), wuz = sin®(3;)

as
Aji = aquv] + agugvd + azugvi . (7.40)

where a; are constants. This proves that we cannot hope to recover n(f;) in this way. A natural
idea would be then to consider not only the effective diffusion tensor but the whole dMRI signal
varying also the values of g. Repeating the same argument as before, for a fixed direction of the
gradient ug we can write the signal as

S<g7 ug) = Zn(/@l)s(g7 ugvﬁi> (7'41)
gi

where 3¢ are the direction along which the ellipses are oriented. However, for elongated shapes
like the ellipses, one can easily see that

S(g. ug, ') = S(g, Rug, R, (7.42)

for every rotation matrix R. This means that making the hypothesis that the signal is obtained
as sum of different separated ellipses is not a good assumption to solve the problem of fibres
orientation. It would be better to investigate the problem using a different approach and maybe
try to retrieve just the mean direction and a measure of dispersion and not the exact number of
ellipses pointing in each direction.
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The problems studied in this thesis provide a rich spectrum of further research directions,
which will be mentioned here after a brief recall of the mains results.

In Chapter 3 we analysed deeply two existing macroscopic models: the Finite Pulse Karger
(FPK) [42] and the Kérger model [94]. The principal difference between these two is that
the FPK model was derived mathematically by applying homogenization techniques to the
microscopic Bloch-Torrey equation, while the second was obtained heuristically by physicists.
We rigorously proved that the Kérger model is a particular case of the FPK model when we
assume narrow pulses. We show that if we use the PGSE sequence and we evaluate the Karger
model at t = A — g, the order of convergence of the Kirger model to the FPK model is O(5%)
(or O(b%)), whereas for other choices of the evaluation time, t = A or A + §, for example, the
order of convergence is at most O(63). All the proofs were done for the PGSE sequence, but we
suggested a way to extend all the results to the trapezoidal PGSE sequence and supported our
assertion with numerical examples. These results are particularly interesting for the investigation
of certain porous media to which the Kérger model is applicable. One future direction on this
topic would be deriving the best evaluation time for the Kérger model for other time-profiles.

In Chapter 4, we used homogenization techniques that were employed to derive the FPK
model to derive a new model for the time-dependent ADC. First, we introduced a new set
of scalings that, in contrast to the scaling used to derive the FPK model, coupled the time
variable and the gradient intensity to the the space variable and the permeability through the
non-dimensional homogenization parameter €. We obtained thus a new family of models. To
recover a model valid for the time-dependent ADC (i.e. O(g?) term), we determined that we
must impose a scaling such that the b-value is sufficiently small. Using the following particular
choice of the scaling that results in b = O(e?),

L=0(@), k=0(), g=0(2), t = 0(e?),

we obtained a new homogenized model for the time-dependent ADC' that we called the H-ADC
model. The H-ADC model relates the ADC to the value of the solution of a homogeneous
diffusion equation on the set of interfaces within the volume. This diffusion equation is subject
to zero initial condition and time-dependent Neumann interface conditions that are related to
the time profile and direction of the diffusion gradient. We also furnish a result of convergence of
O(g3) in the signal for the H-ADC model, using the energy theorem. In Chapter 5 we analysed
some other homogenized models obtained using other choices of scalings in time and gradient
intensity, while respecting the constraint that b goes to zero as € goes to zero. We found that if
we set t = O(1) or t = O(e!), no matter which scaling we chose for g, we obtained a model whose
ADC is time-independent and coincides with the one found with the FPK model. Similarly, if
we set t = O(g?), no matter which scaling we chose for g, we obtained a model whose ADC is
time-dependent and coincides with the H-ADC' model. On the topic of homogenized models,
an interesting future direction would be to obtain asymptotic models in higher orders of €. For
example, models that contain the O(s?) term may be used to produce a closed term expression
for the Kurtosis of the signal.
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In Chapter 6 we restricted ourselves to the case of closed geometries (which is relevant
to diffusion inside biological cells) and the PGSE sequence. We analysed the H-ADC model
obtained in Chapter 4 using different techniques according to the duration of the gradient pulses
and the delay between them. In particular, we concentrated our attention on the solution of the
homogeneous diffusion equation with time-dependent Neumann boundary condition and zero
initial condition. If we consider short-time regime, we used potential theory and wrote the
solution using a single layer potential. In this way, we found a new explicit formula for the ADC
which generalises the well known Mitra’s formula ([130]) for short-time by accounting for the
duration of the pulses. We call it short pulse short-time (SPST) formula. If the duration of
the pulses and the time delay between them are both long, we used the eigenfunction expansion
to write the solution of the diffusion equation. We obtained an approximation of ADC' which
coincide with the one from the well known matrix formalism approach [63]. We call it finite
pulse long-time (FPLT) formula. If the duration of the pulses is small while the time delay
between them is long, we used the single layer potential during the pulses and the eigenfunction
expansion between them. We call it short pulse long-time (SPLT) formula. An interesting
future direction would be to use potential theory to analyse the short-time regime for the OGSE
sequence and see if it gives a correction of existing formulas. A next step should be to analyse
the H-ADC model in the extra-cellular compartment by considering the solution of the relevant
diffusion equation in unbounded domains. It would be a challenge to extend our procedure to
non-periodic domains.

In Chapter 7 we just made a preliminary study of the inverse problem of finding information
about the microstructure starting from 1) the above obtained formulas of the ADC or 2) the
dMRI signal at multiple values of g. This work is far from complete and opens many different
future directions.

The most important result of this Chapter is the successful use of the SPST formula. We
showed that with this new formula we can go beyond the narrow pulse assumption and find the
surface to volume ratio for sufficiently big domains for which the short-time limit can be achieved
at standard dMRI diffusion times. To be used in practice, a behaviour for the extracellular
compartment should be added. On the contrary, fitting using the SPLT formula, we were not
able to estimate well the surface to volume ratio but we were able to estimate well the dominant
eigenvalues and the first moment of the related eigenfunctions. The dominant eigenvalues and
first moment of eigenfunctions can give useful information about the geometry.

We also investigated the problem of finding the radii distribution of a geometry composed
of 2D circles. Neglecting the signal contribution coming from the extracellular compartment,
we solved the least squares problem by applying Tikhonov regularization [178] and the Uzawa
algorithm [183] to find the radii distribution, with the data being the dMRI signal at multiple
values of the diffusion gradient intensity g and multiple values of A, the delay between the pulses.
We also showed the difficulties encountered using the same method with the data being the ADC
at multiple values of A rather than the dMRI signal at multiple values of ¢ and A. Further
investigations still need to be conducted for this case. For example, a better stopping criteria
should be considered and maybe an optimization of the parameters of the Uzawa algorithm
should be done.

Finally, analysing the problem of finding the fiber orientations using both the ADC and the
dMRI signal, we furnished a mathematical proof according which is not possible to recover an
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arbitrary distribution of the fiber orientations.

In conclusion, with this thesis we first answered an often-asked question about how to choose
the best evaluation time to be used for the Kérger model in the case of the non-narrow pulse
PGSE sequence. Then we showed that homogenization techniques applied to the microscopic
Bloch-Torrey equation resulted in a simplified model of the apparent diffusion coefficient from
which the dependence on the geometry is more clear. Using classical mathematical analysis for
the diffusion equation, we were able to find mathematical formulas for the ADC' in long and
short-time regimes in the case of finite domains. We deeply investigated the case of the PGSE
sequence but repeating the derivations for other type of sequences would be really interesting and
useful for the practical applications. Moreover, what is missing in this thesis is the validation of
these results for more complex geometries and/or real experimental data. We note that all the
numerical validations we made were on 2D geometries but the results we presented are expected
to generalize to 3D.
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Diffusion magnetic resonance imaging (dMRI) or diffusion weighted imaging (DWI) is a
non-invasive technique which is extensively applied in material science to investigate structural
and transport properties of porous media (such as sedimentary rocks or concrete), as well as
in medicine and neuroscience to study anatomical, physiological and functional properties gives
uctuual of biological tissues and organs such as brain, skin, lungs, heart and bone [30, 63, 91, 108,
159, 182]. In biological tissues, the image contrast in water proton diffusion magnetic resonance
imaging is given by the difference in the average water displacement due to the difference in
diffusion between imaged tissues at different spatial positions [106]. A major clinical application
of dMRI has been in detecting acute cerebral ischemia minutes after stroke [131, 187]. DMRI
has been also used to detect and differentiate a wide range of physiological and pathological
conditions in the brain, including tumors [125, 174, 181] and myelination abnormalities (for a
review, see [108]). Recently, it also has been used to study brain connectivity (for a review, see
[105]) and in functional imaging [111], as well as in cardiac applications |35, 36, 163].

DMRI is limited by the range of diffusion times that can be measured, due to biological
and technical reasons. In the brain, diffusion times in the range of 1ms-100ms can be measured,
associated to average diffusion distances of 2.5um-25um. This distance is averaged over all water
molecules, and the actual diffusion distance varies depending on whether the water molecules
started in the neuronal bodies, the neurites (dendrites and axons) or the extra-cellular space.
The resolution of dMRI is of the order of Imm3 in the clinical scanner (about 200pum3 in research
scanner), meaning each pixel in the image displays the averaged diffusion characteristics of a
tissue volume (voxel) of 1lmm? (or 200m?). This is very large compared to cell features, which
in the brain, vary from sub-micron (diameter of neurites) to tens of microns (neuronal bodies and
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glial cells). To simulate the dMRI signal attenuation in a voxel 2, one would have to simulate
the magnetization inside €2 and compute its integral at a fixed time. At physically realistic dMRI
diffusion times of tens of milliseconds, the average diffusion distance is no more than 25um. It
follows that the microscopic components of the tissues are not visible at the spatial resolution of
dMRI, rather their geometric features are aggregated into the macroscopic signal coming from
the voxels. Measuring the signal at different diffusion times and gradients, one aims to infer the
morphological structure of a sample and to characterize the dynamics of the system. Despite
of the numerous applications of dMRI for both clinical and research purposes, and more than
sixty years of theoretical works, this inverse problem has not been fully solved yet.

This Appendix will deal with describing the basic physical phenomena behind the dMRI im-
age. The aim is to give the reader a better understanding of the physical restrictions with which
we have to deal, and clarify the physical meaning of all the quantities we shall introduce. Our ex-
position is indeed not exhaustive and, for more details about MRI and dMRI, we refer for example
to the following books [28, 79, 90, 118| around which these sections are structured. I have also
personally enjoyed the online course “Introducing MRI” of Dr. Michael Lipton provided by the
Albert Einstein College of Medicine (https://www.youtube.com/playlist?list=PLPcImQzEnTpz-
5TzxyyoYSbiAa9xdd891). The course helps in understanding may aspects of MRI.

A.1 Spatial and Contrast resolution

The aim of MRI is to differentiate two adjacent tissues based on their different MR signals.
To accomplish this the image must have sufficient resolution both spatially and in contrast.

The system must be physically capable to distinguish between two different types of tissues
in the same region of interest assigning them different positions within the image; that is, the
image must have sufficient spatial resolution. In particular, an MR image represents a slice of
tissue with a defined thickness. This slice is then divided into a two-dimensional array that we
call vozels (for “volume elements”). Each voxel is sampled as a single MRI signal that is an
average of the signal arising from all of the tissue within the voxel.

The MRI acquisition must also bring out a different signal from each of the tissues we wish to
separate. That is, the image must have sufficient contrast resolution. To maximize the difference
in signal between tissues, one modulates the measured signal by adjusting the parameters of the
MR acquisition.

A.1.1 Nuclear Magnetic Resonance

Nuclear Magnetic Resonance (NMR) is a physical phenomenon in which atomic nuclei in
a magnetic field absorb and re-emit electromagnetic radiation. In particular, it results in a
method to “label” or “encode” the Brownian trajectories of particles by using magnetic fields.
NMR is then the process by which the signal detected in MRI is generated. With this technique
we cannot image all the elements in nature, indeed an element shows NMR if it has non-zero
spin, which is a quantum mechanics feature of the nucleus. Without entering into details, it is
sufficient to know that this happens when the number of protons or neutrons in an atom is odd.
Although many nuclei can undergo NMR (Hydrogen, Carbon, Sodium, Potassium, Calcium,
etc.), we will confine our discussion to the hydrogen nucleus (*H) for two reasons: in the human
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tissue it is the most prevalent (because the tissues are mostly composed of water, H,O); and the
strength of NMR response of hydrogen isotope is much higher than that of any other elements
[118].

If we look at the nucleus of hydrogen, it has a simple structure, indeed it is just a single
positively charged particle (a proton). It turns out that the presence of charge in this nucleus
leads to a phenomenon called nuclear magnetism (NM). NM tells us that this nucleus, with its
charge, behaves as a small magnet which has magnetic field lines (see Figure A.1). Even though it
is tempting to think of such nuclear magnetism in terms of classic electromagnetic phenomena,
with spinning charges generating a magnetic field based on Faraday’s law of induction, we
cannot because nuclear magnetism is indeed a quantum mechanical phenomenon, and not an
electromagnetic one, as such nuclear particles do not, as currently understood, actually spin in
the physical sense [118]|. Nevertheless, it turns out that we can describe its magnetic field as a
vector, where the length is the magnitude of the magnetic field generated by the proton, and
the orientation is the orientation of the magnetic field (see Figure A.1).

Figure A.1 — Proton with its magnetic field lines and the magnetic field represented by a vector.

In the absence of any magnetic field external to the nucleus, the orientation of the nuclear
magnetic field is random. It is also important to observe that we cannot look at a single proton,
but we will always look at a population of atoms, and thus we will always talk about the
resultant vector sum M. Since we have said that, in the absence of any magnetic field external
to the nucleus, the orientation of each nucleus is random, the vector sum of a large sample
will be always equal to zero. On the other hand, if we apply a strong enough magnetic field
with a well defined orientation, we will generate a net magnetization with the same direction
as the applied magnetic field, but opposite orientation. Nevertheless, the magnitude of the
resulting magnetization vector M will not be equal to the sum of the magnitudes of all the
spins. This is due to the fact that there are two possible orientations along which the spins can
align themselves: parallel or anti-parallel to the applied field. This is in contrast with classical
electromagnetism, and is a result of the quantistic nature of the spins, which we will briefly
discuss later. Overall the distribution of the spins will be only slightly in favour of the anti-
parallel orientation, resulting in a small net magnetization. At standard field strengths of 1.5
Tesla, only about 6 in every 10000 spins will align parallel to the external field. Such a small
difference is not sufficient to be detectable, as it is covered by the strong field used to induce it.
It is nonetheless this signal that we wish to measure.
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A.1.2 Spin angular momentum

Nuclear magnetism is not the only property of the nucleus which is relevant to MRI experi-
ments, the so called “spin angular momentum” also play a role. Spin angular momentum can be
considered as analogous of angular momentum in standard physics. When an external magnetic
field By is applied to a particle with spin angular momentum, the particle will tend to align
with the field, but, because of its spin it will settle out of alignment with the external magnetic
field. Its magnetic vector will then rotate in a cone shape trajectory around the axis identified
by By (Figure A.2). This particular rotation movement is called “precession” (see [28, 79, 118|
for more details). There exists a parameter that we call the gyromagnetic ratio (vy), which is
unique for each element that can be studied by NMR, (Hydrogen or Carbon or Nitrogen etc.),
and that determines the frequency at which the proton precesses around the applied magnetic
field. This parameter has units of frequency divided by the field strength (MHz/T). In partic-
ular, it depends on the applied magnetic field, and, more precisely, the frequency at which the
spins precess is given by

wo = 7By (A1)

which is called Larmor equation. The frequency wg is thus known as “Larmor frequency”.
Equation (A.1) gives the key relation between frequency and applied magnetic field which allows
us to create the images.

Figure A.2 — Proton subjected to a magnetic field starts to precess around it

As the particle precesses around the external applied magnetic filed, its magnetic vector can
be decomposed in a longitudinal, M;, and a transversal, M;, component. When dealing with
a population of identical particles, the characteristic frequency of precession around an applied
By will be the same for all of them. However, they will not be all at the same point in their
precession, i.e. they will all have a different phase. That is, the transverse components are
not all pointing in the same direction at any point in time. Indeed, the arrangement of the
spins along the path of precession is completely random. We call this “random phase”. As a
consequence, given a large sample of spins (remember that we are always dealing in average
with several trillions of spins), we find that the transverse component of the vector sum is zero.
Random phase thus means that all transverse components cancel each other.

The net magnetization can then be correctly represented as a static vector parallel to By with
opposite direction and a magnitude equal to the sum of the longitudinal component vectors. As
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we have already noted, though, the net magnetization of the sample is of the order of 6/10000
protons, much smaller than the external applied magnetic field, making it impossible to be
measured. In order to find a solution to this problem we are then forced to introduce energy
levels and a quantistic approach to the system.

A.1.3 Energy Levels

Until now we have used a classical approach to explain how the particles in our system
react to an external magnetic field, and have somewhat ignored the quantistic aspects involved.
Particles which obey quantum mechanics can only access a discrete number of states, their
energy is thus quantized, hence the name quantum mechanics. The particles can, however, exist
in a combination of two or more different states. Moreover the uncertainty principle states that
it is impossible to determine the exact state of a single particle at an exact moment in time. As
a result, measurements on a system provide the probability of finding particles in the available
states [118]. So we will always talk about the state of the entire system and not of a single
proton.

Quantum mechanics identifies a discrete number of states for a given nucleus. These states
are known as energy levels, and the number of energy levels varies with the type of nucleus.
In the case of 'H, there are only two energy levels (+% and —%), making it a relatively simple
system to discuss. So it is possible for a hydrogen proton to exist in any linear combination of
the two different energy states.

It turns out that the state of the system is not frozen, and protons can fluctuate between
energy levels. This jump from one state to the other requires some energy AFE to be provided
to the particle (in order for the particle to move to a higher energy level), or to leave it (when
a particle falls to a lower energy state).

If we are considering a random population of protons at the equilibrium there will be a
relative greater occupancy of the lower energy state, but we observe that the upper level will
never be completely empty, due to thermal energy always being present in the sample. If we
take the sample and we place it into an external magnetic field, which acts as a source of energy
for the system, we increase the relative occupancy of our spins in the higher energy state. This is
equivalent to what we have described in the above sections, i.e. giving energy to the system we
align the spins, forcing the protons in a higher energy state, and creating a net magnitude which
has the same orientation as the magnetic field and opposite direction. The greater amount of
the energy we give to the system, the greater the occupancy of the upper state will be and thus
and the greater the net magnitude of the system will be. When we turn off the magnetic field
the protons return to their initial states keeping their angular momentum and releasing energy.

Another reason for which it is convenient to talk about the total energy is that, if one puts
enough of it into the system, the phase of the spins starts to become relatively coherent, i.e. not
only the spins are precessing at the same frequency (given by the Larmor equation (A.1)), but
they are also pointing in the same direction, and, as a consequence, the transverse component
of the net magnetization will not be 0.
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A.2 Generating the signal

As energy is provided to the system, and the phase of the spins aligns, M; will progressively
grow, at the expense of M;. As a result, the magnetization vector M will form an angle with
By, as it rotates towards its transverse plane. This operation is called “flipping" the nuclear
magnetic vector, and, as we will see, is the solution to the problem of measuring the signal.

Once we have flipped the nuclear magnetic vector into the plane transverse to By we are
actually able to measure the transverse magnetization. This is because it is not static, as the
spins are continuously precessing around the Bg direction. Indeed, if the magnetization were
static we would not be able to measure its contribution because it would still be much too small
compared to the magnitude of Bg. However, since it is not static we can use the Faraday law of
induction and, simply adding a voltmeter, we are able to measure the amplitude of the difference
in voltage which is proportional to the magnitude of the transverse magnetization. The intensity
measured by the voltmeter will be our signal.

A.2.1 Resonance

To efficiently transfer energy onto the spins in the sample, we discuss the concept of reso-
nance. For our purpose resonance can be simplified as a process by which energy is transferred
from one system to another. The basis of resonance is that everything has a unique “natural
frequency" at which it will oscillate under a given set of ambient conditions. In the case of the
precessing protons, the resonating frequency is in fact the Larmor frequency wp in (A.1).

To give energy to the system (in order to flip the nuclear magnetic vector), the idea is to
turn on another magnetic field By in the direction perpendicular to Bg. We can then apply an
oscillating magnetic field, in the plane perpendicular to Bg with frequency wy to give energy to
the system, and to flip the nuclear magnetic vector. Because the resonating frequency is in the
same frequency range as those used in FM radio, it is also referred to as radiofrequency (RF).
If we were, on the other hand, to use a static field, without making use of resonance, we would
only obtain a slight change in the orientation of the sum vector, but would not cause any phase
coherence in the nuclear magnetic vectors associated with the spin. In contrast, by applying
an oscillating field we managed to have a large amount of energy very efficiently transferred
into the system of spins which drives it towards a higher energy configuration. In addition we
introduced coherence of the transversal components of almost all spins. As By is applied the
system will progressivelly align perpendicular to Bg, becoming detectable by the antenna. The
angle of rotation is called “flip angle” and depends on how long B; is kept turned on and on
the magnitude of By. Indeed, taking a greater By will imply that we need to wait less time to
achieve the same flip angle for the same system. Usually one takes a flip angle of 90° (indicated
by RF 90°) because in this direction the longitudinal magnetization is 0 and the detectable
magnetization is maximized.

A.2.2 Relaxation

When Bj is turner off, the spins, now in a high energy state, will tend to return to their
initial lower energy state. As we have mentioned before this will necessarily result in some
energy being transferred outside of the system. Since the energy of a system must always be
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conserved, we need to understand where this energy is transferred to. Moreover, the spins do
not go back to their initial position in the same way as they where flipped, because the change
in the longitudinal NMR has a different rate with respect to the change in the transversal NMR.
This phenomena is called “relaxation” and is the origin of the contrast in MRI.

The relaxation of the transversal component M; is described by a time constant called T5.
This constant represents the amount of time it takes for the system to lose 37% of the starting
signal. During this relaxation the energy is transferred from the spins in the higher energy states
to the other spins and thus it happens through interaction between spins. For this reason it is
also called “spin-spin” relaxation. A small T5 means that the interactions of the spins occur with
an high probability.

The relaxation of the longitudinal component M; is governed by a time constant called T7.
This constant represents the amount of time it takes for the system to lose 63% of the starting
signal. This process represents the loss of energy of the spins in favour of the lattice, i.e. all the
other component into the system other than the spins. In contrast to the spin-spin relaxation,
it is called “spin-lattice” relaxation. In particular, this is a much slower process than the one
determined by T5.

90°-pulse rotates
spins into
transversal plane

25°
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x

Figure A.3 — A simulation of an ensemble of spins in the rotating reference frame during a spin echo experiment. A
90°-pulse rotates the spins, around the z-axis, into the transverse plane where they begin to precess. The spins accumulate
extra phase, until this accumulation is inverted by the 180°-pulse. The spins continue to collect extra phase at the same
rate and, at a later time, all spins return to the positive y-axis together, forming an echo. The echo amplitude is still
reduced, however, by the intrinsic T> decay (This figure was inspired by [28]).
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In general, signals would suffer additional suppression due to dephasing from external field
inhomogeneities (7% would be replaced by a smaller relaxation time 75 < T%). But a rephasing
or echoing of this source of dispersion can be achieved by an additional RF pulse application,
where the basic idea is to flip all the spins 180° in the transverse plane (Figure A.3). Following
the 180° flip the dephasing is reversed, and the phases refocus at what is called echo time Tg.
The value of Tr can be set by varying the time interval between the initial 90° pulse and the
180° pluse. A longer wait time will result in a larger T, while a short interval between the two
pulses will give a small Tg.

Different tissues will have different values of T and T» and what we actually measure during
MRI is the decrease in the signal amplitude, called the free induction decay (FID), of the signal
at the echo time Tx. In particular we find that the FID is governed by T5.

A.2.3 Contrast

MRI’s ability to differentiate between material is given, among other things, by its sensitivity
to proton densities, relaxation times, temperature, proton motion, the chemical shift in the
Larmor frequencies, and tissue heterogeneity. This large set of variables allows images to be
generated with different levels of contrast based upon the desired usage. Here we briefly mention
what T'2 contrast means as it is the one used to obtain the reference signal for AMRI, for the
other cases we refer to |28, 79, 118|.
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Figure A.4 — T decay for different tissues

Looking at Figure A.4, we see that the three tissues whose transverse relaxation curves are
shown lose net My, at different rates. The tissue with the shorter Ty will lose My, faster. If we
set Ty to occur immediately after the RF is turned off (making T as close to 0 as possible),
we will detect very little difference in the M;, (read signal intensity) from the two tissues. As
a result, we will be unable to distinguish the tissue in our image. A longer T, however, will
reveal a large difference in signal from these tissues. That signal difference (read image contrast)
is entirely dependent on differences in T5. Thus, T2 contrast is modulated by T and one has
maximal T2 contrast for long Tk and minimal for short.
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A.3 Gradient magnetic field

It is not sufficient to apply the two magnetic vectors By and By , and correctly chose the
contrast of the image to obtain an MRI. It is also necessary to be able to image selective regions
within the sample. This can be done by introducing gradient magnetic field. It is the magnetic
gradient which allows us to obtain slices of the system we wish to analyse.

The “gradient” is a linear change in magnetic field strength along one linear direction within
the scanner. Gradient magnetic fields are generated using resistive electromagnets that are
turned on and off rapidly during MRI. A powerful property of MRI is that by carefully varying
the configuration of the gradient coils it is possible to adjust the direction of the gradient at
will. This removes the necessity of physically rotating the subject in order to acquire images in
different directions, as a simple change in the gradient direction results in the desired effect.

B,

isocenter

Figure A.5 — Application of a gradient G, along the z-direction and resulting magnetic field Bpet

Spatial localization of the MR signal requires gradient magnetic fields in three orthogonal
directions. Let’s consider for example the standard z,y and z directions where Bg is applied
along the z direction. We start applying a gradient in the z direction (parallel to Bp). As
shown in Figure A.5, two circular coils are used to do that, one at each end of the scanner,
equidistant from a point called “isocenter”. Without going into the details of how the coils work,
let just simply say that when current is run through both coils simultaneously, but in opposite
directions, two magnetic fields are generated of equal magnitude, but of opposite direction [118|.
Because magnetic field strength declines with distance from the source of the magnetic field,
the field strength is higher near the coils and lower near isocenter. At the isocenter, the vectors
describing the field generated by the two coils are equal in magnitude but point in opposite
directions. Thus, the vector sum G, of the gradient magnetic fields is 0 at isocenter. As we
move from isocenter along the same direction as By (to the right in Fig. A.5), G, increases
in magnitude with the same direction as Bg. We have two magnetic fields, G, and By, with
identical direction. Their vector sum By is Bg + G, which is greater than Bg. If we now
measure the field strength an equal distance from isocenter, but in the opposite direction along
By (to the left in Fig. A.5), G, has now the same magnitude but opposite direction. Thus,
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Bt is less than Bg. The graph in Figure A.5 shows that when we measure B,,¢; at any location
along the z dimension, we find a linear change in B,; due to a linear change in G, such that
Bt is equal to By, at isocenter.

In a similar fashion it is possible to create magnetic fields which induce a gradient along the
other two directions, Gy and Gy in order to obtain three independent magnetic field gradients
in the three orthogonal directions. While the basic principle is the same, a few more physical
principles of magnetic fields are need in order to do so without varying the direction of B,t.
As this goes beyond the scope of the manuscript we encourage you to look at [28, 79, 118| for a
more in depth explanation.

A.3.1 Slice selection

We have shown how resistive magnets can be used to create a gradient in any direction
inside the MRI machine, we will now explain how this enables us to image a single slice along
the sample. With the gradient magnetic field G, on, protons will experience a different B,,.; and
therefore, a different frequency w depending on their location along G, . If By is transmitted with
a frequency of wy while G is on, only protons with w = wg (i.e. those located at isocenter and
experiencing only Bg) will have resonance with By. Because G, varies along the z dimension,
but not along the x or y dimensions, all spins on the plane of the isocenter of G, achieve
resonance with the applied Bj.

Transmitted RF
at resonance freq.

RF amplitude

Frequency

Figure A.6 — Slice selection using a magnetic field gradient and the 2D resultant image after the entire acquisition with
T2-contrast. This image was inspired by the one present at hitp://neurosurgerysurvivalguide.com/roundy/
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We observe that a slice has real thickness. Measurement of signal only arising from spins
lying on a plane (i.e., infinitely thin) is an impossibility. Similarly, it is physically impossible
to transmit Bj at a single frequency. The RF transmitter hardware is not that precise. Bj
is always transmitted as a limited range of frequencies or RF bandwidth. When a range of
frequencies centred on wyq is transmitted as the RF pulse, all spins resonant with any of those
frequencies will become excited. This group of excited spins represents a range of frequencies
residing on either side of isocenter. Each image contains then the resultant magnetization of a
slice of sample which has a certain thickness (see Figure A.6).

A.3.2 Frequency and Phase encoding

What we have described up to now allows us to obtain a single value of intensity from a slice
of the sample, but we have no way to localise information within this slice. What we need is a
way to differentiate the signal coming from within the slice, and correctly place it within a 2D
image. This is where frequency and phase encoding come into play.

Once the spins within the slice have been excited, the slice select gradient is turned off. The
spins are now precessing, at least in part, in the transverse plane with a precessional frequency
of wg. Their precessional frequency is wgy because, with no gradient magnetic field on, the only
magnetic field they experience at this time is Bg. While the spins in the slice still have net
transverse magnetization (and before we record any signal), a magnetic gradient is create along
a direction perpendicular to the original one, either x or y. Suppose the gradient is applied along
the x direction. At this point the difference in magnitude of B, will cause a variation in the
precession speed of the particles based on their position along the x axis. The resulting signal
can than be decomposed through Fourier analysis, and amplitudes can be assigned to positions
in the x direction based on the resonant frequency. We are now left with a 1D image, and we
say that the signal is now “frequency encoded".

A process called “phase encoding” is used to expand the frequency encoded signal, and obtain
a 2D image of the slice we are analysing. A gradient along the y axis is used to impart a specific
phase angle to a transverse magnetization vector. While the phase encoding gradient is on the
spins at different locations along the y axis begin to precess at different Larmor frequencies.
When the phase encoding gradient is turned off the net magnetization vectors return to precess
at the same rate, but possess different phases. The phase being determined by the duration
and magnitude of the phase encoding gradient pulse. Once the phase encoding gradient pulse
is turned off a frequency encoding gradient pulse is turned on. In this example the frequency
encoding gradient is in the x direction. The frequency encoding gradient causes spin packets
to precess at rates dependent on their x location. At this point one simply apply the Fourier
transformation to correctly localize in space. We observe that there needs to be one phase
encoding gradient step for each location in the phase encoding gradient direction. So to create
the final image these steps must be repeated several times where every time one changes the
magnitude of the applied phase encoding gradient. These processes are usually sketched in a
diagram called “pulse sequence” diagram which describes the timeline of what we do in order to
generate the measurable MR signal (see Figure A.7a).
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A.4 Diffusion MRI

Now that we have introduced how the MRI works we see what it means to make the exper-
iment sensitive to diffusion. The goal of diffusion MRI is to detect how rapidly the molecules
can move, i.e. measure the diffusion tensor described before.

We have seen that any time we apply a gradient magnetic field, after having flipped our
spins in the transverse plane, they will experience different strengths of B, based on their
position along the gradient, and therefore they will precess at different frequencies. During the
time this gradient is on there is some amount of phase change which leads to less net transverse
magnetization. This is true for stationary spins, but even more so for spins moving along the
gradient, leading to a greater loss of signal for those particles which are moving compared to
those which are stationary. This is the exact principle on which dMRI is based on. We turn on
gradient magnetic fields and look at the amount of signal loss that occurs while those gradient
magnetic fields are on. That amount of signal is going to be proportional to the rate of diffusion
(diffusion tensor).

If we look at any MR pulse sequence (Figure A.7a), we start with the 90° RF pulse and
the application of the slice selective gradient Gg, then we have phase encode gradient G, then
frequency encode G, and in the middle of the frequency encode period we have Tg (the echo
time at which the phases of the spins refocus). When Gg or G, or G, are on, we know that
some spins are stationary and other are moving through the tissue in all different directions
(diffusion is a random process); but, whenever there is a movement along a gradient magnetic
field, there is going to be an accumulation of phase proportional to the amount of the movement
along that direction and it will result in a loss of signal. The signal in the MRI is thus influenced
by diffusion. With dMRI (or DWI diffusion weighted imaging) we are interested in detecting
that diffusion specifically. It is important to remark that the reference image for diffusion MRI
(those without the addition of diffusion sensibility) are acquired using 72 contrast.

90° 180° Spin echo 90° 18‘0" Spin echo
|

S R
& Gy | | | | —

[ — J
2 8 « [N g
S /. S |— |

(a) MRI (b) Diffusion MRI

Figure A.7 — Schema of the sequence applied in MRI and dMRI.

The change of signal intensity that occurs as a result of diffusion is dependent on the rate
of diffusion (diffusion tensor), the time observation (how long we let this occurs) and on the
strength of the applied gradient magnetic field. If the magnetic gradient is stronger, then, over
the same period of time, particles with the same speed will experience a greater change in phase
In our experiment we want to determine the diffusion tensor by adjusting the duration and
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the strength of the magnetic gradient. If we want to make the pulse sequence (Figure A.7a)
sensitive to diffusion what we do is turn on a strong bipolar magnetic gradient (the direction of
the gradient is inverted after the 180° RF pulse). In such a way all stationary particle will not
feel the effect of the gradient, and the signal becomes sensitive to movement in the direction
of the magnetic gradient (in Figure A.7b the bipolar magnetic gradient is applied to all three
directions, making the signal sensitive to diffusion along any axis). We thus obtain that the
signal from moving particles will be attenuated based on their diffusion speed: a faster moving
particle will have a more attenuated signal compared to a slower moving one (See Figure A.8).

With this section we wanted to introduce how we realize the dMRI experiment and specifi-
cally we wanted to distinguish between the imaging gradients (Gg, G, and G;) and the diffusion
gradient that we add to make the image sensitive to diffusion. In the rest of the thesis, the imag-
ing gradients are ignored since, for the mathematical modelling of dMRI signal, one considers
just the contribution of the diffusion gradient.

Diffusion

Figure A.8 — Example of MRI obtained with 7'2-contrast and Diffusion weighted MRI image. We can see the loss of
signal in dMRI. Image taken from a 2014 CENIR’s course Diffusion: Applications au cerveau.
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Résumé : L’imagerie par résonance magnétique de
diffusion (IRMD) est une technique d’imagerie qui teste
les propriétés diffusives d’un échantillon en le soumet-
tant aux impulsions d’un gradient de champ magné-
tique. Une importante quantité mesurée par 'IRMD
dans chaque voxel est le Coefficient de Diffusion Appa-
rent (CDA). 1l existe dans la littérature un nombre im-
portant de modéles macroscopiques décrivant le CDA
allant du plus simple au plus complexe. Le but de cette
thése est de construire des modéles simples, disposant
d’une bonne validité applicative, en se fondant sur une
modélisation de la diffusion & I’échelle microscopique a
I’aide d’EDP et de techniques d’homogénéisation.

Dans un article antérieur, le modéle homogénéisé FPK
a été déduit de 'EDP de Bloch-Torrey sous ’hypothése
que la perméabilité de la membrane soit petite et le
temps de diffusion long. Nous effectuons tout d’abord
une analyse de ce modéle et établissons sa convergence
vers le modéle classique de Kéarger lorsque la durée
des impulsions magnétiques tend vers 0. Notre analyse
montre que le modéle FPK peut étre vu comme une gé-

néralisation de celui de Kérger, permettant la prise en
compte de durées d’impulsions magnétiques arbitraires.
Le CDA du modéle FPK est indépendant du temps
ce qui entre en contradiction avec nombreuses obser-
vations expérimentales. Par conséquent, notre objectif
suivant est de corriger ce modéle pour de petites va-
leurs de ce que 'on appelle des b-valeurs afin que le
C DA homogénéisé qui en résulte soit sensible & la fois
a la durée des impulsions et a la fois au temps de dif-
fusion. Pour atteindre cet objectif, nous utilisons une
technique d’homogénéisation similaire & celle utilisée
pour le FPK, tout en proposant un redimensionnement
adapté de I’échelle de temps et de l'intensité du gradient
pour la gamme de b-valeurs considérées. Nous établis-
sons aussi des résultats analytiques d’approximation du
modéle asymptotique qui fournissent des formules ex-
plicites de la dépendance temporelle du CDA.

Enfin nous étudions le probléme inverse consistant en la
détermination d’information qualitative se rapportant
a la fraction volumique des cellules a partir de signaux
IRMD mesurés.

Title : Homogenized and analytical models for the diffusion MRI signal

Keywords : DMRI, time dependent ADC, Kéarger model, finite-pulses, homogenized models, inverse

problems.

Abstract Diffusion magnetic resonance imaging
(dMRI) is an imaging modality that probes the diffu-
sion characteristics of a sample via the application of
magnetic field gradient pulses. An important quantity
measured in dMRI in each voxel is the Apparent Dif-
fusion Coefficient (ADC). There is a large variety of
macroscopic models for ADC' in the literature, ranging
from simple to complicated. The goal of this thesis is
to derive simple (but sufficiently sound for applications)
models starting from fine PDE modelling of diffusion at
microscopic scale using homogenization techniques.

In a previous work, the homogenized FPK model was
derived starting from the Bloch-Torrey PDE equation
under the assumption that membrane’s permeability is
small and diffusion time is large. We first analyse this
model and establish a convergence result to the well
known Kérger model as the magnetic pulse duration
goes to 0. In that sense, our analysis shows that the
FPK model is a generalisation of the Karger one for the
case of arbitrary duration of the magnetic pulses.

The ADC for the FPK model is time-independent which
is not compatible with some experimental observations.
Our goal next is to correct this model for small so cal-
led b-values so that the resulting homogenised ADC' is
sensitive to both the pulses duration and the diffusion
time. To achieve this goal, we employed a similar homo-
genization technique as for FPK, but we include a sui-
table time and gradient intensity scalings for the range
of considered b-values. We also obtain some analytical
approximations (using short time expansion of surface
potentials for the heat equation and eigenvalue decom-
positions) of the asymptotic model that yield explicit
formulas of the time dependency of ADC.

Finally we explored the inverse problem of determining
qualitative information on the cells volume fractions
from measured dMRI signals. While finding sphere dis-
tributions seems feasible from measurement of the dMRI
signal, we show that ADC' alone would not be sufficient
to obtain this information.
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