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Abstract

Influence study in combinatorial and collective decision-making, is an
interdisciplinary research direction combing computer science and social science,
especially artificial intelligence and collective decision-making. The influence among
each other is one natural or social instinct for people, and with the help of large-scale
communication via networks, the interaction and influence among people have become
much more convenient and intensive. In the context of combinatorial and collective
decision-making, this calls for a study of how influences works among multi-agents and
multi-issues, how influences and decision-making are interleaved, and how the
structures of influence among agents and issues produce an effect. In the thesis, we
mainly performed three aspects of work:

Firstly, build complex models of influence based on preference representation
languages and social influence models, proposed a series of new patterns of influence to
better describe the complex influences in real-world situation, and discussed a series of
theoretical problems of influencing and influenced structure, influence from more than
one origins, and influence with abstentions and constraints (which are common in
real-world situation while ignored in previous works).

Then test the models of influence from an exemplary perspective for
interdisciplinary study, from both social science and computer science paradigms, by
both qualitative case studies approach and quantitative matching algorithms approach,
to provide an evaluation for the models of influence.

Furthermore, use the models of influence after tested to do simulation experiments,
by the example UN Security Council voting. Design the experiments from both social
and computer science perspectives, and discuss the interleaved effects between new
cases of influence and different SC reform schemes, provide with both theoretical
thoughts and practical advices, which is a frontier expansion of artificial intelligence
models and complex algorithms design in social sciences, especially the international
politics, endowed with new research perspective and methodological system.

This work thus presents a new theory of influence study in combinatorial collective
decision-making, and its application at the intersected domains of computer science,
artificial intelligence, decision theory and international politics.

Key words: Influence; Combinatorial and Collective Decision-making;
Preference Pepresentation Languages; Social Influence Modes; UN Security

Council
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Chapter 1

Introduction

Contents of Chapter 1
1.1 Computational Social Choice
1.2 What is the Influence?

The core question in this thesis is, in a multi-issue and multi-agent (namely combinatorial
and collective) decision-making context, how agents (as decision-makers) influence and are influ-
enced with each other, and how the individual decision-making behavior and the evolving structure
among multi-agents and multi-issues is interleaved and interacted trough the function of influence,
more specifically: are the existing patterns of influence expressive enough to describe the com-
plex influences in real-world situation? How to deal with the influence from more than one origins
crossing both different agents and issues, with varied weights and contradictive directions? How to
deal with the influential effect from the structures (of influencing relations) among multi-decisions
besides the influential effect from independent individual decisions? And how to re-discuss the
influence under the ignored cases of abstention and constraint? To solve these questions, we de-
sign a new system of patterns of influence (by graphical representation and mathematic modeling),
design a series of influence pattern matching algorithms for testing, and do simulation experiments
to study the effect of influence models.

We consider a multi-agent setting where a set of agents take decisions in sequence, based on
their preferences over the possible alternatives toward each issue, and then aggregate a collective
decision (according to a voting rule). While agents have their initial inclinations, they may interact
with each other, influence and be influenced by each other, and therefore modify their preferences
[Maran et al., 2013]. The influence is achieved by the information exchange before agents actually
declaring their final vote. The information agents exchange could be the mere observation of
others’ vote, agents may revise their vote on the basis of the observed votes of others [Maran et
al., 2013]; or according to others’ declared and shared preferences (underlying their votes).

Recent work has usually modeled the influence phenomenon in the case of voting over a
single issue, while we assume a model to account for preferences over combinatorially structured
domains including several issues, and propose a way to model influence when agents express their
preferences as CP-nets, referring to the work of [Maran et al., 2013], while we provide a more
complex description on the role, pattern and effect of influence.

1.1 Computational Social Choice

To study the collective decision-making from the perspective of computer science, a related
concept is Computational Social Choice [Chevaleyre et al., 2007, Brandt et al., 2013], which is an
interdisciplinary research area of Computer Science and Social Science, especially the Artificial
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Intelligence and the Collective Decision-making [Chevaleyre et al., 2007]. In short, computational
social choice aims at studying the computational aspects of collective decision-making, which is
typically studied in social choice. As an interdisciplinary area, the computational social choice in-
volve the bi-directions of theoretical interaction and crossed application between computer science
and social science, and there are basically two directions or facets of research in computational
social choice.

One facet is from computer science to social science [Chevaleyre et al., 2007, Brandt et al.,
2013], applies techniques and tools originating from computer science (such as complexity anal-
ysis and algorithm design) to study the procedures usually discussed in human societies, such as
the collective voting or resource allocation and so on. For instances, with the help of notions bor-
rowed from theoretical computer science, the communication complexity of a resource allocation
mechanism can be formally evaluated, as can be the computational complexity of determining the
winner for a given collective decision-making procedure. Besides, recent advances in compact
representation in game theory permit to conduct massive computer simulations which light on
some complex problems (in social sciences/human societies) which can be extremely difficult to
deal with in other approaches, especially the traditional methods of social sciences.! [Thompson
etal., 2013].

On the other facet, it is also very interesting to see how solutions originating in social sciences
have found applications [Chevaleyre et al., 2007, Brandt et al., 2013] in seemingly remote contexts
(such as computer science, artificial intelligence and so on). One motivation for this trend of
research lies on the fact that the deployment of large-scale communication and computation via
networks opens new and challenging perspectives. For instance, social choice axioms have been
adapted to analyze the behaviour of search engines.” Criteria of fairness® studied in political
science have been used to evaluate how computing resources should be shared in cloud computing
[Ghodsi et al., 2011].

These new contexts of application (combining computer science and social sciences) are
challenging because they impose new and original constraints, usually by technological qualifi-
cations or social complexity (particularly for the human psychologies and behaviors). Especially
with the large-scale communication via networks beyond the limitation of space, time and envi-
ronment [Luo et al., 2010]), the current research should typically involve very large number of
agents, as opposed to the restricted case consisting of very few agents only. In this context, not
only the psychology and behavior of individual agent should be discussed, but also the interaction,
influence or the collective effectamong agents.

In this context, the study of Influences in Collective Decision-making has received intensive
attentions recently. Decision, as the core activity of social procedures, involve nearly every as-
pects of human societies, on economic fields, such as how to allocate resources, what categories
and amounts of goods to produce and exchange, on political fields, choose who as the president,
governor from candidates and so on. Particulary in the discipline of management, decision has
been endowed with the most important role, deemed as the core activity of whole management
procedures [Simon, 1965]. Furthermore, especially for the social nature of humans, collective
decision-making (making decisions together by more than one person) is the common form for
decision-making, required by the system of democracy, modern enterprise institution, the need to
share the risk, the bond of affections and so on.

One reason for studying the Influence in collective decision-making is the push of tools
allowing massive online decision-making. In such environment, the fact that decisions of agents

'Such as social experiment, questionnaire, interviewees, statistical analysis and so on.

For example, the different search engines would have different rankings about the searched content, it also need
some kind of social choice rule (or collective decision-making rule) to aggregate a eventual ranking from all these
engines to provide for clients.

3Criteria of fairness, such as equality, maximum of minimum, performance-based and so on.
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may be influenced by others are in the norm rather than in the exception: for example, agents may
observe the made decision of others, or communicate with others about planned decision, they
may deliberate, exchange arguments, prior to a vote, etc. In short, such environment typically
allow agents to access some more information before they opt for a given decision, the decisions
for now are far from the simple aggregation of sperate and divided preferences. Therefore, this
calls for a study of how influences works among agents, and how influences and decision-making
are interleaved.

Furthermore, even without these communication tools and even before the era of internet, the
influence is kind of natural instinct for people, if there is a society of more than one people, then
there will always be influence among people, no matter unconsciously or intentionally, people will
influence other people, and be influenced by other people. For example, it is human nature to be
influenced by families, close friends and so on, there is a natural empathy with the feelings of
families and close friends. Also, people have varied reasons and motivations to influence others,
you hope to persuade others to believe what you believe, or what you want them to believe, you
like to lead or mislead others for better interests, and so on.*

Besides, the interactions and influences among decision-makers are very common particu-
larly in political collective decision-making procedures, decision-makers in a same group would
positively influence with each other (in the form of supporting, keeping uniform and so on), and
decision-makers from confronting groups would negatively interact with each other (in the form
of opposing, suppressing and so on). For the example of UN security council voting, which is
full of positive influence among allies and negative influence among opponents, and with varied
purposes, strengths and directions.

1.1.1 The Framework of Decision-Influence-Structure

To understand the complex influences in collective decision-making, intuitively the core work
is to build the Models of Influence, but which can not be analyzed separately, there are other
two related models have to be discussed surrounding the models of influence, and integrally as a
whole system, which are the Models of Decision and the Models of Structure, to investigate the
influence in a more systematic and rounded perspective.

As the key for the influence (models) is allowing the capability (or possibility) for agents
to access some (new) information before they make decision, therefore, the influence could be
expressed as the transmission or the flows of information among agents. And if the transmissions
of information are considered, then so should the acquisition and processing of information be
considered, (and in a collective decision-making system), the agents mainly need information for
two procedures:

e On one hand, there is no doubt that the core role in a collective decision-making system is to
make decision, the decision could be the object of influence your decision would possibly be
influenced by other agents’ decisions, and the decision could also be the subject of influence,
your decision would also possibly in turn affect the decisions of other agents, which means
there are influences between decisions and decisions, decisions could both be influencing
subject and influenced object. And there are interactions between (the models of) influence
and (the models of) decision, which can not be discussed separately.

“People try to influence others from varied purposes, such as economic interests, politic claims, religion believes
and so on, and on some other circumstances, people would possibly influence others unconsciously and unintentionally,
for the most influential people (such as the opinion leaders) in the social networks, even not on purpose, their attitudes,
behaviors and so on will influence other agents in the social networks imperceptibly.



6 CHAPTER 1. INTRODUCTION

e On the other hand, the construction and evolution of structure (such as the social networks)’
is also very important in the collective decision-making, the influences flow in the spe-
cific structure (for instance in the social networks, the influences have to flow through the
links, only linked agents can influence each other), in another word, the influence must have
specific structure as its platform or carrier. Though series of work study the influence in so-
cial networks [Jackson, 2008, Grabisch and Rusinowska, 2010a, Grabisch and Rusinowska,
2010c,Grabisch and Rusinowska, 2010b, Grabisch and Rusinowska, 2011a,Salehi-Abari and
Boutilier, 2014], but all assumed the (social networks) structure, the links among agents, as
fixed, which would affect the decision as an environment, but would not be influenced and
changed in return during the process. Furthermore, perceive the structure just as the “path”
or “channel” for influence, it is the decision through the links of structure influencing, but
it is not the structure itself exerting the influence. Therefore, both the subject of influences
and the object of influences are only decisions (of individual agent), but not perceive the
structure (the influencing relations among agents or among features) itself as a influencing
subject or influenced object.

However, the structure could be endowed with a more living and dynamic role, which is
not just fixed and objective, but also an autonomous choice for agents, for example (in the
social networks), agents could choose the social relations by their own (choose which one
to be friends with, which one to oppose to, and more generally, which one to communicate
and interact with, and so on), especially in the context of influences, expressed as choosing
which one to influence or which one to be influenced by, and so on. Therefore, both the
structure and decision, should be endowed with a equal status® in the context of influences,
both could be the autonomous choices for agents, just one in micro level and one in macro
level, and naturally both could undertake the influencing and influenced role.

Specially discuss about the influencing and influenced role of structure, while constructing
the (social network) structure, like choosing the links from oneself to whom or from who to
oneself, the agents obtain the information through the influence, and perform the evolution
of structure, in which the structure is assumed as the objective of influence (influenced role).
Besides, the agents can also transmit the information about decisions through the structure to
make the structure acts on other decisions or structures, or the structure itself directly exerts
an influential effect on other decisions or structures (which would be discussed in details in
chapter 7), in which the structure is assumed as the subject of influence (influencing role).
Mark Granovetter [Granovetter, 1985] also think that economic behaviors are embedded in
the social structure, and affected by social relationship. Which means that there are also
interactions between the (models of) influence and the (models of) structure. Therefore, to
better study the influence in the collective decision-making, the model of influence should be
combined with the model of decision and model of structure, in an integrated and systematic
perspective.

3The structure describe the relations among agents or among features, and the structure used most in current works
[Jackson, 2008, Grabisch and Rusinowska, 2010a, Grabisch and Rusinowska, 2010c, Grabisch and Rusinowska, 2010b,
Grabisch and Rusinowska, 2011a, Salehi-Abari and Boutilier, 2014] are social networks, in which the links among
nodes (agents) constitute the structure.

In fact, the decision discussed in literatures mainly refer to the decision about candidate, and the structure discussed
in the thesis could be understood as the decision about structure, both are decisions made by agents, and can influence
mutually.

"Specifically, the agent’s decision (and its related information, such as the results of decision and so on) is the content
of the influence, and the agent also acquire and process the information, adjust the decision to adapt the influence, the
(social network) structure is not only the platform/carrier of influence, but also the content of influence, and the agent
also acquire and process the information, adjust the structure to adapt the influence.
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Figure 1.1: The Framework of Decision-Influence-Structure

Furthermore, from the perspective of the complex adaptive system, the models of decision
describe the decision-making behavior of the micro level, and the models of structure describe the
structure evolution of the macro level, through the influence (information transmission) among
agents described by the model of influence, achieve the bidirectional feedback and dynamic in-
teraction between micro decision and macro structure. On one hand, the micro decision-making
behavior is embedded to macro (social networks) structure, on the other hand, the macro (social
networks) structure emerge from the micro decision-making interaction. Therefore, there might
be a relationship among the three models: Model of Decision <> Model of Influence <> Model of
Structure, in which, the model of influence is the core of the integrated system, and is the medium
to perform the system. The mechanism could be illustrated in figure 1.1.

1.2 What is the Influence?

The study of Influences in Collective Decision-Making has received a lot of attentions re-
cently, partly due to the push of massive online communication and decision-making (which ben-
efits from the advancement of ICT technology, and with the help of online platforms such as Face-
book, Twitter, Wechat and so on), the influencing relations among people have been much more
intensive, people can share the opinions and emotions, communicate information and knowledge,
show the behaviors and activities much more convenient and time-saving, beyond the limitations
of space, time and environment [Luo et al., 2010, Luo, 2013, Luo et al., 2013, Luo and Meng,
2013b])®, and furthermore, even without these communication tools and before the era of internet,
the influence among agents is kind of natural instinct for people, if there is a society of more than
one people, then there will be influence among people, no matter unconsciously or intentionally,
people will influence other people, and people will be influenced by other people. In the context of
influences, agents may observe the behaviors of others, communicate the minds with others, and
they may deliberate, exchange arguments, prior to a decision, etc. In short, the models of influence
typically allow agents to access some (new) information before they opt for a given decision.

To comprehend the concept and mechanism of the influence, the first step would be to give a
definition. There are many work [Jackson, 2008, Gaspers et al., 2013, Grabisch and Rusinowska,
2010a, Grabisch and Rusinowska, 2010c, Grabisch and Rusinowska, 2010b, Grabisch and Rusi-
nowska, 2011a, Maran et al., 2013] understanding the influence from different ways, but not pur-
posely define the definition of influence. Summarize the current work, a very straight-forward
definition of influence is proposed as the “Change Because of Others”.® Though simplified, this

8With such tools, the fact that decisions of agents may be influenced by others is the norm rather than the exception.
Before the help of online communication tools, people usually interact just with families, friends who are close in the
space distance.

°The others could represent other agents, such as people, software entities, artificial lives and all other forms of
decision-maker, specifically in the context of multi-agent system or collective decision-making system. As in non
multi-agent system, the influence might come from the environment, materials and so on, but not just from other
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definition can contain the core elements of the influence as much as possible. Review separately,
this definition of influence consists of two elements, one is the “change”, and the other is the
“others”. For the “change”, the influence must be reflected/revealed at least in some senses of
“change”, ether in behaviors, preferences, attitudes or believes and so on'® . And for the “oth-
ers”, it is also very critical to distinguish the sources/origins of the change, which might be within
oneself, or also might be from the effect of others, and usually only the latter could be defined as
influence.

The above definition of influence, “change because of others” is proposed naturally due to
the intuition, which is that if the change is from own!! but not from other agents, then it should be
the original status, but could not be called as “influenced”. However, a broader understand about
the influence should be proposed, not only “the change from other agents”, but also “the change
from other features”. In a multi-feature/multi-issue decision-making system, usually there are also
influences from some features to some other features but within one agent. When reviewing the
influence among agents, it is from other agents, and when reviewing the influence among features,
the “others” means other features, and it might be still from the same agent, for example, your
former choice(s) will “influence” your own latter choice(s). However, this kind of “influence” is
usually called dependency but not influence in the literature [Boutilier et al., 2004a, Maran et al.,
2013], such as CP-nets and the extended influenced CP-nets. Actually, your choice will not only be
influenced by other agents, and also will be influenced by your own former choices, it is equivalent
by perceiving your current choice be dependent on your former choice(s), or be influenced by your
former choice(s). No matter using the term “dependency” or the term “influence”, they express
the same thing. Natively, the influence among agents and the influence among features work in
the same way, only different in the direction or dimension, for instance in the framework of the
influenced CP-nets [Maran et al., 2013], the influences among agents work in the “horizontal”
dimension, and the influences or dependencies among features work in the “vertical” dimension.

To fully develop the definition of influence, we introduce a pair of terms from logistics: Con-
notation and Denotation. In common saying, connotation is about the implication (intension),
pertaining to the inner aspect of the concept, and denotation is about the sphere (extension) ,
pertaining to the external aspect of the concept. In logic and semantics, connotation is roughly
synonymous with intension. Connotation is often contrasted with denotation, which is more or
less synonymous with extension.

1.2.1 The Connotation of Influence

The connotation of influence could be discussed from two different perspectives, one is the
Inner Process and the other is the External Outcome'?, or the former is about the Inner Psy-
chological Change such as preferences, belies, attitudes and so on, and the latter is about the
External Behavioral Change such as votes, decisions, social relations and so on.

For identifying the influence in the sense of (change of) outcome [Jackson, 2008, Grabisch

agents, or more broadly, as the “change because of all other factors”, the influence is defined as originating from any
external factors (concluding other agents, environment, materials and so on), For example, besides influenced by other
agents, we can learn from books and influenced by the new knowledge and experience, also, we can learn from practice
and influenced by the interactions between people and environment, etc, compared with the (own) internal factors.
However, is the influence only coming from external factor? There are also “influence” among features within the same
agent, which can be deemed as the “within” factor. However, it is still about the change of others, either others agent
(refer to own agent) or other features (refer to the current feature for decision-making).

OFor example, after influenced, the behaviors, preferences, attitudes or believes of the agent should be different from
former state or initial state, at least be different on one aspect, but could be stable or indifferent on all aspects.

""Own preference, attitude, believe or something.

2The distinction and comparison between outcome and process has been used a lot in both daily lives and academic
work, and are very familiar to all readers.
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and Rusinowska, 2010a, Grabisch and Rusinowska, 2010c, Grabisch and Rusinowska, 2010b, Gra-
bisch and Rusinowska, 2011a, Maran et al., 2013], which (mainly) means that the influence must
be reflected in the observed or visible outcome. For example, [Grabisch and Rusinowska, 2011a]
define the influence as the difference between agents’ (initial) inclinations and (eventual) deci-
sions, “Due to the influences, a decision of an agent may differ from his preliminary inclination.
Such a transformation between agents’ inclinations and their decisions are represented by an in-
fluence function.” Also in the influenced CP-nets [Maran et al., 2013], due to the newly proposed
ci-statement (conditional influence statement), distinguished from the traditional cp-statement
(conditional preference statement), the preferences (or inclinations) of influenced variables are
changed from initial ones, and consequently changing the decision. Besides, some other work
such as [Leskovec et al., 2006], just investigate the evolution of behaviors, focusing on the directly
observed changes.!3

The other perspective is identifying the influence in the sense of (change in) process, which
means the influence might not be (always) presented in a directly observed or visible way, for
instance as the change of outcome. In another word, the change could be revealed in the inward
aspect, be represented in the level of psychology, in the inner process of mind, which are not di-
rectly “observable”. For example, in the context of influence, there might be a common case that
only the preferences of agents are changed by the influence, but the behavior of agents might be
still constant.!* For a preference (the ordering of candidates) of an agents, the gap between top
preferred candidate and second preferred candidate might be increased or decreased, but only if
the comparison has not be reversed, then the choice would still be the same. For example while
you buy a telephone and compare Apple and Samsung, your initial preference is “I prefer Apple
much more than Samsung”, and the corresponding behavior would be to buy the Apple with-
out any hesitation, but then a salesperson saying that there is a very good mode of Samsung just
close to the end of promotion, and with a high cost performance, then your preference might be
influenced, and the new preference change to “I prefer the Apple (a little) than the Samsung”, how-
ever, the corresponding behavior would still be the same, just with more a more difficult choice.
Compared with the change of the behaviors, this transformation in the preferences is much more
implicit than explicit.15 Besides, if using the probabilistic distribution (of candidates) to model the
preference'®, for example of the multi-agent influence diagrams [Koller and Milch, 2003] based
on bayesian networks, dealing with the preference about candidates as a probabilistic distribution
over domains, which is a probabilistic approach but not a deterministic approach!’, and imply-
ing that the change from preferences to decision'® is also probabilistic. For one example of the
probabilistic preferences, assume agent ¢ have a probabilistic distribution over domain {a,b,c} as
{0.8,01,01}, the choice of agent 7 is most probably to be a, then agent i is influenced by other
agent(s) and its preferences over {a,b,c} becomes to {0.7,0.2,0.1}, however, the choice of agent i

P¥Kind of “ignoring” the underlying preferences, and usually the preferences underly the decisions, and the decisions
of agents are determined by the preferences of agents, however, which not means that these work deny the role of
preferences behind (under) the behaviors, but dealing the process in some sense of integrating the preferences and
behaviors, deeming that the varying of behaviors naturally reflect the varying of preferences.

“That is, (in a very common saying), it influence the process but could not influence the outcome.

15 Actually, the ordinal approach to represent the preference, such as the ordering of candidates, reveal limited infor-
mation. For example of a preference a > b > ¢, we know that a is preferred to b, and b is preferred to c, but we do not
know how much a is preferred to b, or how intensive b is preferred than c. However, the ordinal approach does have
its advantage, because the candidates for many social issues can only be compared by the sequence, and could not be
compared directly by the numbers or scores.

!*Which belongs to the cardinal approach, compared with the classical ordinal approach in the computational social
choice.

For the deterministic approach, if there is a ordering a = b > c, then the choice would be deterministically a, but
not b or c.

!8Wether the changed/new preference would lead to changed/new decision.
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Figure 1.2: The Extension of the Influence

might still be a, being constantly, though the preference has already been changed. This is another
example of influencing the preference but not the behavior, or influencing the “inner process” but
not the “external outcome”. This perspective to understand the influence inspire that the (expres-
sion of) influence might not always be that direct, apparent or easily observed, and more indirect,
underlying or invisible elements in the influence should be considered, to gain a more deliberate
view about the influence.

1.2.2 The Denotation of Influence

The denotation pertains to the (extensive) field of one concept. For the influence, it is mean-
ingful to accurately draw the “territory” of this concept, such as where is the kernel area (for
the “standard” or “pure” influence), where is the bordered area (for the “quasi” or “half” influ-
ence), and where is non-included area or “out of bounds” (for the non-influence). We discuss
the denotation of influence from an interesting dimension of {affected, non-affected}'* (in an-
other word, {effective or ineffective}, {successful or failed}), and combining with another di-
mension of {exerted or non-exerted}?° (or {intentional or unintentional}), it could be perceived
as that the former dimensions is about the objective outcome, and the latter dimension is about
the subjective willingness. Specifically, with the permutation and combination of two dimensions
{Exerted, non-Exerted } x { Affected, non-Affected}, to define and differentiate four statuses of in-
fluence: {Exerted, Affected}, {non-Exerted, Affected}, {Exerted, non-Affected}, {non-Exerted,
non-Affected}. Further, in order to discuss more elaborately, the subject of influence and the
object of influence should be distinguished, promptly the influencing agent and influenced agent:

o {Exerted, Affected}: the subject of influence exerts to influence the object, and affected
(changed) the object, which means that the influencing agent has the intention to influence
and also achieves as wish. This situation is undoubtedly deemed as the influence, and actu-
ally is the typical influence discussed by most of current work [Grabisch and Rusinowska,
2010a, Grabisch and Rusinowska, 2010c, Grabisch and Rusinowska, 2010b, Grabisch and
Rusinowska, 2011a,Maran et al., 2013, Maudet et al., 2012a]. This case of influence contain
two requirements, one is the change of the object of influence, the other is the exertion (or
intention) of the subject of influence.”?! However, what is interesting is that if deprived of

19Common speaking, distinguish wether the agent has been changed or not by the influence.

Which distinguish the agents influence other agents consciously or unconsciously.

2Tn another word, two requirements are the objective change of the influenced agent and the subjective intention of
influencing agent.
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(or relaxing) one of the two requirements, can the “influence” still be deemed as influence,
or quasi influence, half influence or just non-influence?

e {non-Exerted, Affected}: the subject of influence does not exert to influence the object,
but affected (changed) the object as the consequence, which means that, subjectively, the in-
fluencing agent does not have the intention (or intentional actions) to influence other agents,
but objectively, affecting other agents, and generating unintentional (or unconscious) out-
come. For the formation and evolution of public opinions on internet, there exist some
influential users (such as the stars, the so-called “common awareness” and so on) of the mi-
croblogs, who have abundant fans, these influential users deliver their preferences, attitudes,
claims about happening events and affairs, sometimes intentionally to influence others (di-
rectly for their fans, and indirectly for their fans’ fans>?), but sometimes without particular
purposes??, just do their own ways, convey their own views (according to their own prefer-
ences), to support or oppose, to express the favor or dislike about something, some events or
some people, but objectively their attitudes and behaviors might stimulate a big disturbance,
and have tremendous impact on other people.?* These “influential” people are very related
to the concept of the opinion leaders [Katz and Lazarsfeld, 1970]. Another similar example
is the phenomenon of opinion leaders in the political elections (such as elections for the
president, governor, or mayor), the candidates or stakeholders of candidates try their best
(by means of medias, advertise, speeches and so on) to influence voter, however might not
have a very effective outcome, but for some opinion leaders among the voters, such as the
stars, religion leaders, etc, a singe vote of a opinion leader would have tremendous impact
on other voters (particular for their fans, followers), and stimulate much more vote for the
same candidate). It should be noticed that, this kind of unintentional influence has specifical
meaning for (computational) social choice, because in the context of social choice, the in-
fluence is (mostly) related to the bribery, before specifically study the models of influence,
the most common form of influence in social choice discussed in literatures [Maran et al.,
2013, Mattei et al., 2012, Faliszewski et al., 2009] is the bribing. In which, the bribers pay
the voters to influence them, intending to change their votes (as the briber wish) and even-
tually change the aggregating outcome through this portion of bribed voters. Therefore, the
influence in the context of social choice is usually highly purposive, however, the kind of
unintentional influence provides another new perspective to view the influence, and which
would stimulate new thoughts about the influence, and how it works, what it generates, and
SO on.

o {Exerted, non-Affected}: the subject of influence exerts to influence the object, but did
not affect (change) the object, which means that the “influencing” agent tries to influence
other agents, spending efforts and costs, but can not achieve as wish. According to previous
discussion (referring to the division of inner process and external outcome), the unaffected
status can be classified into two levels, one is just unaffected in the observed behavior (de-
cision, vote, etc), but might affected in the invisible psychology (attitude, belief, etc), the
other is totally unaffected, even in the aspect of inner psychological process, which means
the exertion of “influencing” agent does not generate effect on any level and any aspect

2Which will propagate from their fans to the fans of their fans, and spread or diffuse to a very broad area in a
relatively short time.

>1In this context, they not not mean to influence others, to change others.

%*For example in China, there are several popular microblogs, such as Sina Weibo, Sohu Weibo, Tencent Weibo
and so on, the VIP users (usually as the stars, so-called common awareness, famous enterprisers and so on) in these
microblogs, have a great quantity of fans (even more than ten millions), these “VIP” have enormous influential power on
the internet, and their attitudes and behaviors have stimulated some mass incidents (group events), such as the PM2.5,
PX program event in China.
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of the “influenced” agent. Furthermore, what is interesting and controversial is that, this
kind of “influence” should be deemed as influence or not? Especially for the “influence”
while the object being unaffected even in the level inner process. Actually, the point is,
should the status {exert, unaffected} be indifferent with the status {non-exert, unaffected},
or still has some meaning for the influence. For example, at least the “influencing” agent
spend some resources? to exert the influence, and let the “influenced” agent feel the attitude
and efforts, and also there might be a feedback to the influencing agent (that the exertion
failed), which both would possibly influence the following psychologies or behaviors of the
“influencing” and “influenced” agent. Actually, the status of {exert, unaffected} are very
rarely discussed in current work [Grabisch and Rusinowska, 2010a, Grabisch and Rusi-
nowska, 2010c, Grabisch and Rusinowska, 2010b, Grabisch and Rusinowska, 2011a, Maran
etal., 2013,Maudet et al., 2012a], the typical influence investigated are {exert, affected} and
{non-exert, affected}, discussing about the effective influence with specific purposes (such
as the briber to change the outcome) [Maran et al., 2013, Maudet et al., 2012a, Mattei et al.,
2012, Faliszewski et al., 2009], or studying the effective influence without (the direct rela-
tions with) purposes (such as influenced by the group pressure, peer pressure, represented as
the enough ratio of other agents holding different preferences with the influenced ones [Gra-
bisch and Rusinowska, 2010a, Grabisch and Rusinowska, 2010c, Grabisch and Rusinowska,
2010b, Grabisch and Rusinowska, 2011a]).2°

¢ {non-Exerted, non-Affected}: of course, this status (of combination) does not belong to
the influence in any sense.

1.3 Overview of the Thesis

o In chapter 1, we introduced the core question of the thesis, proposed a framework of decision-
influence-structure, and define the connotation and denotation of the concept of influence;

o In chapter 2, we discussed the related works, regarding Decision-Theoretic Agents, Combi-
natorial Domains, Collective Decision-making and Influence among Agents;

e In chapter 3, we described the Influence (Models) from a SW1H Framework;

e In chapter 4, we summarized the three ignored questions to be studied: Influencing and
Influenced Structure, Influence from More than One Origins and Influence with Abstention
and Constraint;

e In chapter 5, we introduced the different patterns of influence that may occur in a multi-
agent and multi-issue context, especially with new influences involved with influencing and
influenced structure;

o In chapter 6, we discussed how to model influence from more than one origin in that setting,
proposed two approaches of prominent influence and collective influence;

o In chapter 7, we discussed the influences with abstention and constraints, and re-discussed
the collective decision-making under these special cases;

e In chapter 8, we introduced the example—the United Nations Security Council voting—
which we used to test and simulate the models of influence;

*No matter the form of resources is time, money, energy or spirit and so on.

ZHowever, it should be noticed that, these work do not deny the purposes underlying the influences, just not directly
studying the purposes, and investigating the change (of decisions) as the outcome of objective environment (such as the
peer pressure.)
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e In chapter 9, we test the models of influence from a social science paradigm, by qualitative
case studies;

o In chapter 10, we test the models of influence from a computer science paradigm, by quan-
titative algorithm designs;

e In chapter 11, we used the models of influence to do simulation experiments, designed the
experiment plans from both social science and computer science perspectives, and discussed
the interplay effects between different cases of influence and different SC reform schemes.
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Related Works

Contents of Chapter 2

2.1 Decision-Theoretic Agents
2.2 Combinatorial Domains

2.3 Collective Decision-making
2.4 Influence among Agents

2.1 Decision-Theoretic Agents

In a collective decision-making system, the elemental concept is the agent (as decision-
maker).

2.1.1 Agent

The meaning of the term agent differs in different natural science or social sciences. In
philosophy, it is usually simply an entity which is capable of action. A related concept is agency,
which is simply the capacity of an agent to act in a given environment. Most relevant for us are
the definitions in economics and artificial intelligence:

In economics —an agent is an actor or decision-maker in a model, and they may be of different
types. For instance, buyers and sellers are two common types of agents in partial equilibrium
models of a single market, and households, firms, and governments or banks are the main
types of agents in the macroeconomic models. Typically, every agent makes decisions by
solving an optimization/choice problem.

In Computer Science and Artificial Intelligence —a typical meaning is that of an Intelligent
Agent [Russell and Norvig, 2003], an autonomous entity which can observe (through sen-
sors) and acts upon environment (through actuators) and directs its activity towards achiev-
ing their goals, the intelligent agents may also learn or use knowledge. Decision-theoretic
agents [Parsons and Wooldridge, 2002] rely on decision-theory to implement their behav-
iors.

Agent Structure. In [Russell and Norvig, 2003] a simple agent structure is proposed, as illus-
trated on Figure 2.1. The same behaviour acan also be defined as a function [Russell and Norvig,
2003] mapping every possible perceptional inputs (P*) to a possible action (A) the agent can
perform, or to a coefficient, feedback element, function or constant that affects eventual actions:
f:P"—= A..

15
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Figure 2.1: The Simple Reflex Agent by [Russell and Norvig, 2003]

At the interface of economics and computer science also lies the paradigm of agent-based
simulation, and in particular agent-based economics [Page, 2008], whereby economics models are
approached, refined and evaluated thanks to agent simulations. We shall rely on such techniques in
part of this thesis. It is a interdisciplinary paradigm combining computer science and economics,
in which, corresponding agents are “computational objects modeled as interacting according to
rules” over space and time. Quoting [Page, 2008]: “The rules are formulated to model behavior
and social interactions based on stipulated incentives and information”. In an economic model, if
all agents of a given type (such as all consumers, or all firms) are assumed to be identical, then it
is called as a representative agent model, while if the differences among agents of a given type are
recognized, then it is called as a heterogeneous agent model. Representative agent models are often
used by economists as traditional economics paradigm, to describe the economy in the simplest
form, while on many cases heterogeneous agent models should be used when differences among
agents are critical and directly relevant to questions and outcomes [Rios-Rull, 1995], especially
for a complex question interleaved with complexity, then the agent-based computational paradigm
would be more appropriate, to avoid the oversimplifying.

Notation 1 (Agent) An agent is a decision-maker in a collective (multi-agent) decision-
making system. We denote by N = {A(y), A2y, ..., A(n)} the set of all agents, where A
represents the agent 1.

2.1.2 Preferences

Each agent needs to make decision based on his or her own preferences. These preferences
represent how good are different options, alternatives, outcomes, for the agent (for [Lichtenstein
and Slovic, 2006], preferences “could be conceived of as an individual’s attitude towards a set of
objects”). Several aspects of preferences are studied in different fields.

In psychology —the elements that build and modify preferences are primarily studied, for in-
stance how emotions may impact them [Scherer, 2005], how specific circumstances may
play a role, how they may change over time (“A preference is not necessarily stable over
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time, which can be notably modified by decision-making processes, such as choices” [Sharot
et al., 2009], even in an unconscious way [Coppin et al., 2010]).

In Economics —the relation from preferences to actual choices is studied, and —although only
actual choices can eventually be observed—, they are a key element in many theoretical
studies ranging from voting, markets, consumer choices, etc. Issues of misrepresentation of
preferences (manipulation) have for instance a long tradition of study.

In computer science —preferences have gained popularity with the rise of decision-theoretic
agents. One specific issue which is studied in computer science is related to the representa-
tion of preferences (how to compactly encode a preference structure which may naively be
prohibitive to represent, as is the case in particular in combinatorial domains), and of course
to the computation of various reasoning tasks related to preferences (for instance, checking
that an option is preferred to another one, or computing an aggregation).

Preferences can be modeled either ordinally or cardinally.

Cardinal Preferences —under a cardinal approach, preferences usually have a quantitative mea-
sure. The classical way is to rely on an utility function. For one example, when you choose
a mobile phone, there are three makers as alternatives {Apple®, Samsung®, Nokia®},
and your degree of liking are respectively a utility of 10,3 and -5, showing you are a big
fan of Apple®, and could still accept Samsung®, but dislike or even hate Nokia®. Thus,
through the cardinal preference, we not only know which alternative is preferred to which
other alternative, but also know how much is one alternative preferred than another one.
However, note that when dealing with cardinal preferences and aggregating preferences
amongst agents the issue of interpersonal comparisons of utility or preference comes up:
indeed this is usually meaningless because there is no simple way to interpret how different
agents value their options.

Ordinal Preferences —under an ordinal approach, preferences are only captured by orders, such
as full rankings or orderings. Taking the same example as above, there are three alternatives
{Apple®, Samsung®, Nokia®} too, and your preference is expressed as an ordering:

Apple® = Samsung® = Nokia®

Thus, when an ordinal approach is used, the preference provides an ordering between alter-
natives of a choice set, but tells nothing about the related strength of preferences. Through
above ordering, we know that your prefer Apple® more to Samsung® and Nokia®, pre-
fer Samsung® more to Nokia® but less to Apple®, and prefer Nokia® less to both
Apple® and Samsung®, but nothing more. Although it is clear that you prefer Apple®
most and prefer Nokia® least, but it is unclear to what extent you prefer Apple® more
to Samsung®, and also not clear you like or dislike these alternatives, for example, the
ordering might be understood as you hate Nokia®, or you just prefer less to Nokia® than
other two, you still could accept Nokia®; also, the ordering could be understood that you
are a big fan of Apple®, but the truth might be you like none of the three makers, but just
hate Apple® not that much. As lacking a respective value for each of alternative but just
an ordering between them, some information about the preference would be missing. How-
ever, as the interpersonal comparisons of cardinal utility are usually deemed as unfeasible,
and on many situations, the information about preference are natively limited or incomplete,
we might just have the information about the ordering, but unknown about the detailed and
delicate magnitudes.
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It should be noted that, preference orderings used in this thesis are transitive. Transitivity is
a key property of both partial order relations and equivalence relations. In mathematics, a binary
relation R over a set X is transitive if whenever an element ¢ is related to an element b, and b is
in turn related to an element ¢, then « is also related to c. However, they will be required to be
complete.

2.1.3 Decision

Under the assumption of rationality, decisions and preferences are related: different prefer-
ences lead to corresponding decisions and the decision is made based on the preference. If the
preference is the underlying or internal psychology (determining the decision), then the decision
is the superficial or external behavior (reflecting the preference).

Decision-making can be perceived as a cognitive process based on preferences to select an
alternative or option among several ones. According to [Simon, 1965], “decision-making is one of
the central activities of management and is also a critical part of any process of implementation”.
Decisions has been the subject of active research from several different perspectives, that we list
here following [Wikipedia, 2015d]:

e Psychological Decision—*studies individual decisions in the context of a set of needs, pref-
erences and values the individual has or seeks”.

o Cognitive Decision—“means the decision-making process is regarded as a continuous pro-
cess integrated in the interaction with the environment”.

e Normative Decision— “concerned with the logic of decision-making and rationality and the
choice it leads to” (which is the perspective of decision mainly used in computer science
and artificial intelligence) [Kahneman and Tversky, 2000].

2.2 Combinatorial Domains

2.2.1 Feature/Issue

Combinatorial domains (see e.g. [Chevaleyre et al., 2009]) occur when the alternatives of the
decision-making setting are defined upon different features, criteria or dimensions. In that case,
the dimension of the domain of alternatives grows fast, since they are as many options as the
Cartesian product of the domains on each feature.

When the features are dependent, then this poses a challenge for the representation of prefer-
ences of the agents, since in principle it may be required to enumerate all the feasible alternatives.

To worsen matters, a collective decision may have to be taken on such domains. For example
[Grandi et al., 2014] take the combinatorial and collective decision-making context of a family
buying a car, usually the car has more than one features to make choices about, such as the Maker,
Mode and Color, each of these features should be decided, which make buying a car a multi-
features decision-making but not a single feature decision-making. The feature here means the
property of one entity to make choices about.

Besides, many decision-making questions are not about making choices on multi-features
of an entity, but (directly) making choices on multi-entities, usually namely as multi-issues for
decision-making. If we take the example of the United Nations Security Council voting, there
are a lot of bills proposed ceaselessly and put on table for collective voting, which is a typical
multi-issue decision-making. In some cases, some bills are clearly related to other ones.
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Notation 2 (Feature) Feature is the property of the decision-making object in combinatorial
decision-making, one feature is denoted as F, the set of all features M = {F{; ) F@ys s Flam) 1,
with finite domains D(F(yy), D(F(2)), ..., D(F(;y)), Fiy) represents the k-th feature.

Notation 3 (Variable) Variable is the decision-making on one feature by one agent in combi-
natorial and collective decision-making, one variable is denoted as 'V, the set of all variables
N x M = {V(1y(1), ..., Vim)(n) }, with finite domains D(V{;,y (1)), ..., D(Viy) (), Vigy(4)

represents the decision-making variable of i-th agent on k-th feature.

Notation 4 (Alternative) Alternative is the candidate for decision-making in the domain of
feature or variable (a domain is constituted by alternatives), alternatives of feature is denoted
as O, Alternatives on feature k D(F(1) = {01, 02, ..., 01}, which could be shorted as Oy, =
{01, 02, ..., 0}, and a full alternatives on all features O = O(1y x O(g) X ... X Oy, which is
the cartesian product of all domains { D(F(yy), D(F(3)), .., D(F(;))}-

We are now in a position to define the notations for preferences and choices, introduced
earlier:

Notation 5 (Preference) In a collective (multi-agents) decision-making system, preference
is the ordering or magnitude of alternatives according to the degree of like or dislike,
Preference is denoted as P, the set of all preferences P = {P1)(1), ..., Pin)(n)}, Py(d)
represents the preference of agent i on feature k, the preferences of agent © on all fea-
tures P(i) = {P)(i), ..., Pm) (i)}, the preferences on feature k by all agents P(k) =
{Piry(1), -, Py (n) }-

Notation 6 (Decision/Choice) In a collective (multi-agents) decision-making system, deci-
sion is the selection of an alternative among several alternative possibilities based on the
preferences of the decision maker, Decision/Choice is denoted as C, the set of all choices
C = {Cn)(1),....;Cmy(n)}, Cy)(i) represents the decision/choice of agent i on feature k,
the choice of agent i on all features C(i) = {C(1)(i), ..., C(;)(7)}, the choices on feature k
by all agents C(k) = {C(3)(1), ..., Ciy (n) }.

As mentioned above, combinatorial domains are a challenge for preference representation.
We now present the approach of CP-nets that we shall mostly use in this work.
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2.2.2 CP-nets

CP-nets [Boutilier et al., 2004a] (for Conditional Preference networks) are a graphical model
for compactly representing conditional and qualitative preference relations. They are sets of ce-
teris paribus (all other things being equal) preference statements (cp-statements). As explained
in [Maran et al., 2013], “the cp-statement “I prefer red wine to white wine if meat is served.” as-
serts that, given two meals that differ only in the kind of wine served and both containing meat, the
meal with red wine is preferable to the meal with white wine.” Technically, a CP-net is defined as
a set of features (or issues) F' = {z1,,., x, } with finite domains D(x1), ,, D(zy). Then, for each
feature z;, a set of parent features Pa(x;) is given, that can affect the preferences over the values
of x;. This results in a dependency graph in which each node x; has Pa(z;) as its immediate
predecessors. However, CP-nets is mainly concerned to describe the dependency among features
or issues (of one agent), while not in a multi-agent influence context (until the work of influenced
CP-nets [Maran et al., 2013]).

Example 2.1 (CP-nets) For a simple general example for the model of CP-nets, assume there are
two features A and B, both are binary, respectively with domain {a,a}, {b,b}. The preference for
Ais a > a (a is preferred to a), while the preference for feature B is dependent on the choice of
feature A, if A is chosen as a, then b = b (b is preferred to b), but if A is chosen as a, then b = b
(b is preferred to b), which means that there is a dependency between feature A and feature B, the
decision of latter one is dependent on the decision of former one, and the dependency relations or
the cp-statements could be stated as: a > @,a :b > b,a : b > b.

Then given a practical example to help understand, for example of buying a car, assumed
there are two features Mode and Color to make choices about, respectively with binary do-
main as {Commercial car,Sports car}, {Red, Black}. The preference for feature Mode
is Commercial car > Sports car (Commercial car is preferred to Sports car), while the pref-
erence for the feature Color would be dependent on the choice of the feature Mode, if Mode is
chosen as Commercial car, then Black > Red (Black is preferred to Red on the condition that
Commercial car is determined, as Black would be more appropriate than Red for a Commercial
car), but if Mode is chosen as Sports car, then Red > Black (Red is preferred to Black on the
condition that Sports car is determined, as Red might seem more energetic than black for a Sports
car). Therefore, there is a very straightway dependency between feature Mode and feature Color,
the decision of Color would be dependent on the decision of Mode, and the cp-statements to ex-
press the dependency relations would be Commercial car = Sports car,Commercial car :
Black >~ Red, Sports car : Red - Black.
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2.3 Collective Decision-making

Collective decision-making is the problem of aggregating the preferences of several agents
to single out one winning option, or even sometimes a representative preference for the group.
The most classical methods for collective-decision making (beyond deliberation) are voting-based
methods. While there are many such methods, we only present the relevant ones for our work.
These methods are simple scoring based methods, whereby we assign points to certain positions
in the preference ordering (assumed to be complete here).

Voting-based Methods.

e Borda rule—if there are p candidates, the top candidate gets p points, the second one gets
p — 1 points, etc.

e Plurality—only the top option of each candidate is considered, and the one with the highest
score wins, even if it falls short of a majority (lower than 50%).

Consensus Decision-making. This approach requires an option to be approved by a majority
but the minority should also agree to go along with that option, which means if the minority
disagree or oppose to the option, then the option should be modified or compromised to reduce the
objection as possible. We see that this approach is more deliberative since the nature of the option
may vary during the process. The veto power in UN security council is a typical negative example
for consensus decision-making, ignoring the objections from minority or even majority.

2.3.1 Decision-making in Combinatorial Domains

[Xia et al., 2007] discussed the sequential composition of voting rules in multi-issue domains,
as dealing with combinatorial domains leads to the well-known dilemma: either ask the voters to
vote separately on each issue (and aggregate the votes on each issue independently), which may
lead to the so-called multiple election paradoxes; or allow voters to express their full preferences
on the set of all combinations of values, which as we mentioned may be practically impossible
even for a few issues. [Xia et al., 2007] try to reconciliate both views and find a middle way, by
relaxing the extremely demanding separability restriction (which would guarantee sequential votes
to be well-behaved) into the so-called o-legality notion:

Definition 1 There exists a linear order X1 > ... > Xp on the set of issues such that for each
voter, every issue X; is preferentially independent of X;41, ..., Xp given Xy, ..., X;_1.

This leads to define a family of sequential voting rules, defined as the sequential composition
of local voting rules. These rules relate to the setting of conditional preference networks (CP-
nets [Boutilier et al., 2004a]). They study in detail how these sequential rules inherit, or do not
inherit, the properties of their local components.

2.4 Influence among Agents

For a combinatorial and collective decision-making system, another important aspect is the
influencing relations among agents. For example of a family buying a car, which is a collec-
tive decision collectively by husband, wife and even kids, wife’s preference on maker might be
influenced by her husband, while husband’s preference on model might be influenced by his wife.
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2.4.1 Structure of Influence

Influencing relations among agents is close to the concept of social relation or social in-
teraction in social science. Social relation is any interpersonal relationship among at least two
individuals. The prequisite of social relations is the individual agency!, and then the gathering of
social relations is the social structure.

Interpersonal Relationship

Most works about social relations are about personal social relations, namely the interper-
sonal relationship. An interpersonal relationship is a association or acquaintance between two
or more people that may vary on both strength and duration. The concept of transitivity in rela-
tions is also possessed by interpersonal relationships, for example of the friendships, “my friend’s
friend may become my friend”. Actually, the study of interpersonal relationships has received
attentions from scientists from several different fields, such as sociology, psychology, artificial
intelligence and so on. The scientific study of relationships came to be referred to as “relationship
science” [Berscheid, 1999]. Interpersonal ties are also a subject in mathematical sociology [Kelley
et al., 1983].

Human beings are innately social and are shaped by their relations and interactions with
others. There are multiple perspectives to understand this inherent motivation to interact with
others. As summarized in [Wikipedia, 2015h]:

e Need to belong: According to Maslow’s hierarchy of needs [McLeod, 2007], humans need
to feel accepted in various social groups (like family, peer groups).

e Social exchange: Individuals engage in relations that are rewarding, this concept fits into a
larger theory of social exchange: “The theory is based on the idea that relationships develop
as a result of cost-benefit analyses. Individuals seek out rewards in interactions with others
and are willing to pay a cost for said rewards. In the best-case scenario, rewards will exceed
costs, producing a net gain. This can lead to “shopping around” or constantly comparing
alternatives to maximize the benefits (rewards) while minimizing costs” [Wikipedia, 2015h].

o Relational self: “Relationships are also important for their ability to help individuals de-
velop a sense of self. The relational self is the part of an individual’s self-concept that
consists of the feelings and beliefs that one has regarding oneself that develops based on
interactions with others [Andersen and Chen, 2002]. In other words, one’s emotions and
behaviors are shaped by prior relationships. Thus, relational self theory posits that prior
and existing relationships influence one’s emotions and behaviors in interactions with new
individuals, particularly those individuals that remind him of others in his life” [Wikipedia,
2015h]. In short, the prior relationship with others become one part of self, and affecting
how interacting with new others [Hinkley and Andersen, 1996].

Interpersonal relationships should be regarded as dynamic systems that change continuously
during their “life cycle”: they may vary according to circumstances, being strengthen or weakened
are people get closer or not. One of the most influential models of relationship development was
proposed by [Kelley et al., 1983].

1“In the social sciences, agency refers to the capacity of individuals to act independently and to make their own free
choices. By contrast, structure are those factors of influence (such as social class, religion, gender, ethnicity, customs,
etc.) that determine or limit an agent and his or her decisions” [Barker, 2003].



2.4. INFLUENCE AMONG AGENTS 23

Theory of Interpersonal Relationship

Example 2.2 (Confucianism) “Confucianism is a theory of relationships especially within hier-
archies. Social harmony-the central goal of Confucianism-results in part from every individual
knowing his or her place in the social order, and playing his or her part well. Particular duties
arise from each person’s particular situation in relation to others. The individual stands simulta-
neously in several different relationships with different people: as a junior in relation to parents
and elders, and as a senior in relation to younger siblings, students, and others. Juniors are
considered in Confucianism to owe their seniors reverence and seniors have duties of benevo-
lence and concern toward juniors. A focus on mutuality is prevalent in East Asian cultures to this
day” [Richey, 2005].

Example 2.3 (Minding relationships) “The mindfulness theory of relationships shows how close-
ness in relationships may be enhanced. Minding is the ‘reciprocal knowing process involving the
nonstop, interrelated thoughts, feelings, and behaviors of persons in a relationship.” ” [Harvey
and Pauwels, 2009].

Social Networks

A social network is a social structure made up of a set of agents (social actors) (which can be
individual agents but also organizations) and a set of bilateral relations among them (also called
ties). The discipline of social network has recently emerged has a very successful interdisciplinary
area of research.

Interpersonal Ties. In mathematical sociology, interpersonal ties are defined as “information-
carrying connections” between people. Interpersonal ties generally come in three varieties: strong,
weak,absent, and with two directions: positive, negative [Granovetter, 1973, Granovetter, 1983,
Granovetter, 2005] argued that weak social ties are responsible for the majority of the embedded-
ness and structure of social networks and the transmission of information through these networks,
specifically, more new information flows to individuals through weak rather than strong ties, as
our families and close friends tend to be in the same circles with us, the information they posses
usually overlap with what we already graph. However, [Granovetter, 1983] deemed that “weak
ties provide people with access to information and resources beyond those available in their own
social circle; but strong ties have greater motivation to be of assistance and are typically more
easily available”, therefore there exits the weak/strong ties paradox. According to [Granovetter,
1973], “absent ties are those relationships without substantial significance, such as ‘nodding’ rela-
tionships between people living on the same street, the fact that two people may know each other
by name does not necessarily qualify the existence of a weak tie. If their interaction is negligible
the tie may be absent. The ‘strength’ of an interpersonal tie is a linear combination of the amount
of time, the emotional intensity, the intimacy (or mutual confiding), and the reciprocal services
which characterize each tie.”

The Weak and Strong Tie Hypothesis. Consider three agents A,B,C (as shown in figure 2.3),
if A is strongly tied to both B and C, then the hypothesis is that the B — C link is always present,
whether weak or strong, given the other links. This results in bridges that can connect different
groups in the network.

David Krackhardt proposed a new idea of the strength of strong ties [Krackhardt, 1992] con-
trast to the strength of weak ties [Granovetter, 1983], deemed that strong ties are very important
in severe changes and uncertainty: “People resist change and are uncomfortable with uncertainty.
Strong ties constitute a base of trust that can reduce resistance and provide comfort in the face
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Figure 2.4: Weak Ties as Bridges

of uncertainty. This it will be argued that change is not facilitated by weak ties, but rather by a
particular type of strong tie.” In a word, Granovetter finds the value of weak ties introducing the
new information from disparate clumps, while ignoring the risk and intrust of the new information
by weak ties.

Positive Ties and Negative Ties. While acquaintances are mostly positive ties, it is also possible
to conceive negative ties, representing enemies, agents with negative appreciations of each others.
This can be modeled thanks to signed graphs that represent both positive and negative sentiment
relations. According to [Harary et al., 1953], “a signed graph is called balanced if the product of
the signs of all relations in every cycle (links in every graph cycle) is positive. A signed graph is
unbalanced if the product is ever negative. It is proven that if a network of interrelated positive
and negative ties is balanced, then it consists of two subnetworks such that each has positive ties
among its nodes and negative ties between nodes in distinct subnetworks”, which means a social
system that splits into two cliques. “However, one of the two subnetworks may be empty, which
might occur in very small networks.” To conclude, note that the ties discussed so far are assumed
to be symmetric. This may not be the case in influence relations.
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Notation 7 (Structure of Influence) /n the combinatorial and collective decision-making
context, structure of influence is the influencing relations among decision-making
agents/features/variables, making the decisions of some entities be influenced by or dependent
on the decisions of other entities. The structure of Influence is denoted as S, all structures in
the whole graph SIN x M| = {S(11)(11), ..., Smm)(nn)}, S(rg)(ij) € S[N x M] repre-
sents the influencing relations from decision-making variable x; ;. (by agent i on feature k) to
decision-making variable x; , (by agent j on feature q), and for the section graphs, structures
within the horizontal dimension feature k as S|N|(;;y = { S (11), Sy (nn)}, and structures
within the vertical dimension agent i as S[M] ¢y = {S(11)(), -+, Smm) (9) }.

2.4.2 Social Influence

Social influence is a typical model capturing the influencing relations among agents, in short,
when decisions of agents are affected by others.

Kelman’s Varieties. [Kelman, 1958] identified three broad varieties of social influence (compli-
ance, identification, internalization), to help determine the effects of social influence, in particular
to separate public conformity (when the agent acts to comply with the group without changing his
own views) from private acceptance (when the private mental state of the agent is truly affected).

Psychological Needs. [Deutsch and Gerard, 1955] described two psychological needs that lead
humans to conform to the expectations of others. These include our need to be right, the need for
truth (informational social influence), and our need to be liked, the need for affection (normative
social influence).

¢ Informational influence (or social proof) as is usually the case in situation where an agent
doesn’t know how to act exactly and will rely on the assumption that the other agents must
have a better knowledge of the situation.

e Normative influence is “an influence to conform to the positive expectations of others”, not
letting others down. “Normative social influence’s power stems from the human identity
as a social creature, with a need for companionship and association [Aronson et al., 2013].
This fact often leads to people exhibiting public compliance—but not necessarily private
acceptance—of the group’s social norms in order to be accepted by the group” [Wikipedia,
2015k], which is different from the social proof (informational social influence).

Informational social influence is just about information and knowledge, and normative social
influence is about emotion and feeling. In terms of Kelman’s typology, normative influence leads
to public compliance, whereas informational influence leads to private acceptance, not necessarily
to internalization, the influenced one might accept innerly but deny externally.

Major Types

According to [Wikipedia, 2015m], there are several typical types of social influence (quota-
tions from [Wikipedia, 2015m]):
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“Conformity is a type of social influence involving a change in behavior, belief or thinking
to align with others or normative standards. Conformity research tends to distinguish be-
tween two varieties: informational conformity (also called social proof, or “internalization”
in Kelman’s terms ) and normative conformity (‘compliance’ in Kelman’s terms) [Aronson
et al., 2005].”

“Persuasion is the process of guiding oneself or another toward the adoption of attitudes
by rational or symbolic means [Cialdini, 2009]. defined six “weapons of influence”: reci-
procity, commitment, social proof, authority, liking, and scarcity. Persuasion can occur
through appeals to reason or appeals to emotion.”

“Self-fulfilling prophecy is the prediction that directly or indirectly causes itself to become
true, due to a positive feedback between belief and behavior. A prophecy declared as truth
(when it is actually false) may sufficiently influence people, either through fear or logical
confusion, so that their reactions ultimately fulfill the once-false prophecy. The term is
proposed by [Merton, 1948].”

Obedience requires the existence of an authority figure. It is well documented in the litera-
ture: “The Milgram experiment [Milgram, 1963, Blass, 1999], Zimbardo’s Stanford prison
experiment, and the Hofling hospital experiment [Hofling et al., 1966] are three well-known
experiments on obedience, and they all conclude that humans behave surprisingly obedient
in the presence of perceived legitimate authority figures.”

Reactance is in a sense opposite to conformity. “While the results are the opposite of what
the influencer intended, this reactive behavior is the result of social pressure [Brehm, 1966].
It is notable that anticonformity does not necessarily mean independence, but possible as
a negative influence (go to the opposition of the influencer). In many studies, reactance
manifests itself in a deliberate rejection of an influence, even when the influence is clearly
correct [Frager, 1970].”

Majority influence takes place when a minority is influenced to accept the beliefs or be-
haviors of a majority, which is easy to understand, as a majority would form a social or
peer pressure for the minority. Majority influence would usually be affected by the ratio
of the sizes between majority and minority groups. Majority influence most often operates
through normative social influence because the minority would be afraid to be disliked by
the majority, besides, majority influence could also be introduced by informational social
influence because the minority deems that the majority hold the truth therefore there are
more persons with the same beliefs or behaviors in their group.

“Minority influence takes place when a majority is influenced to accept the beliefs or be-
haviors of a minority. Minority influence can be affected by the sizes of majority and mi-
nority groups, the level of consistency of the minority group and situational factors (such
as the affluence or social importance of the minority) [Nemeth, 1986]. Minority influence
most often operates through informational social influence (as opposed to normative social
influence) because the majority may be indifferent to the liking of the minority [Wood et al.,
1994717, but caring about the truth held by the minority.

2.4.3 Convergence to consensus

Recently in economics, the question of the dynamics of influence has been intensely studied.

For indeed, influence is an iterative process: it may well be the case that agent ¢ influences agent
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j, which influences agent k, which in turn influences agent ¢. In particular, one central question
has been whether a consensus state could be reached at the end of the process.

Most of these models assume a simple belief model for the agent (a value), which will be
affected by neighbors depending on the social structure. In this line, the model of [DeGroot,
1974] is foundational. More recently, [Jackson, 2008] discussed a social network environment
where one agent’s utility would be influenced (in the form of learning) by own and all other agents’
with a weight unequal to 0, where weights may be positive or negative to represent the polarity of
influence. Conditions on the matrix representing influences allow to determine whether consensus
will be reached in the end or not.

In a different setting of binary decisions, we also mention the important work of Grabisch
and Rusinowska, who did a lot of works about influence, such as influence functions (follower
functions, command game) [Grabisch and Rusinowska, 2011a], single step or iterating influence
embedded in the social networks [Grabisch and Rusinowska, 2010b, Grabisch and Rusinowska,
2011b]. As mentioned the influence are all assumed in binary decision over a single issue. For
example, [Grabisch and Rusinowska, 2011a] study and compare two frameworks: a model of
influence and command games. In the influence model, in which players are to make a certain
acceptance/rejection binary decision, due to influence of other players, the decision of a player
may be different from his inclination. It is also assumed by [Grabisch and Rusinowska, 2010b]
that each player has an inclination to say YES or NO which, due to influence of other players,
may be different from the decision of the player. And [Grabisch and Rusinowska, 2011b] further
generalize a yes-no model of influence in a social network with a single step of mutual influence to
a framework with iterated influence. Each agent makes an acceptance-rejection decision and has
an inclination to say either “yes” or “no” (but still a binary decision toward a single issue). “Due
to influence by others, an agent’s decision may be different from his original inclination, such a
transformation from the inclinations to the decisions is defined as influence, and represented by
an influence function.” They analyze the decision process in which the mutual influence does not
stop after one step but iterates, and give a complete description of terminal classes.

Influence Functions. In [Grabisch and Rusinowska, 2010b, Grabisch and Rusinowska, 2010c,
Grabisch and Rusinowska, 2011b], an influence function B over n agents is a function that maps
every vector of inclinations I = (I, ..., I,) € {—1,+1}", where I; is the inclination of the agent
i, into a vector of decisions B(I) = (By(1), ..., Bp(I)) € {—1,41}", where B;(I) denotes the
decision made by the agent 7. Stable states satisfy I Z.(k) = i(kﬂ), for every agent ¢, starting from
a certain k, where k is the number of iterations and I;(k) denotes the inclination (state) of agent
i at the iteration k. A set of agents such that their B;([) coincide in a stable state is a consensus
group. The influence function can be modelled via a graph where nodes are states and arcs model
state transitions via the influence function. Starting from an initial state, via the influence function
we may pass from state to state until stability holds (in the graph formulation, we are in a state
represented by a node with a loop), or we may also not converge. Here are some examples of
influence functions by [Grabisch and Rusinowska, 2011b]:

Example 2.4 (Fol) “is an influence function between two agents, each always following the in-
clination of the other one (for instance the agent always thinking the other’s choice is better than
oneself). It converges to stability when the initial inclination is a consensus between the two
agents. Otherwise, influence iteration never stops.”

Example 2.5 (Gur) “is an influence function where one of the agents is the guru (which is similar
to the opinion leader or the Charisma) and all other agents follow him. It has two stable states,
which both represent consensus. Given any initial inclination, the iteration will converge to one
of the stable states (according to the guru’s initial inclination).”
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Example 2.6 (Conf3) “models a community with a king, a man, a woman, and a child, following
a Confucian model*: the man follows the king, the woman and child follow the man, and the king
is influenced by others only if he has a positive inclination, in which case he will follow such an
inclination only if at least one of the other people agrees with him. This influence function always
converges to one of two stable states, which both represent consensus, depending on the initial
state.”

Example 2.7 (Social Influence) Given a simple example of the social influence model (in the
context of Social Networks) as shown in figure 2.5°, assume there are four agents A, B, C, D, and
influencing and influenced by each other. The matrix of weight of influence among these agents
could be expressed as following (the horizontal axis is the influencing agents, and the vertical
axis is the influenced agents). Assumed wt; ; represents the weight of influence from agent i to
agent j, and the weight indicates the strength and direction of the influence, wt; ; > 0 means a
positive influence, wt; ; < 0 means a negative influence, and wt; ; = 0 means there is no influence
between agent i and agent j. Actually, the matrix of weight of influence and the graph of structure
of influence could be mutually transformed.

A B C D
A 1 2 -3 0
B 1 2 1 1
C 2 3 -1 3
D\-1 0 -2 0

As observed in above matrix, four agents are full of influences, either positive or negative,
except absent from agent D to A, from agent B to D, and from agent D to own. To understand the
weight of influence among agents, for the influenced aspect of agent A, he thinks agent B is his
friend (wtp o = 2), while agent C is his worst enemy (wtc, 4 = —3), and not care about agent D
(wtp A = 2, which means agent D might be “nobody” for agent A, and would not influence agent
A’s preference and decision.) And for the influencing aspect of agent A, he is counted as friend by
agent B and C (wta p = 1 and wta,c = 2), while counted as enemy by agent D (wty p = —1).

Besides, it is interesting to note that the weight of influence from agent C to own is set as
negative (wtc,c = —1), although on most cases agent would be positively determined or affected
by own preference, while the negative influence is still reasonable in some cases, the agent might
be very disappointed and unsatisfied with own former behaviors or current status, lose confidence
on oneself, and be eager to make difference, and improve the situation, then one solution would be
to refer more to other agents’ preferences and behaviors, especially for those experts, authorities,
winners.

Furthermore, it should be noticed that the weight of influence might not be symmetrical be-
tween two agents, such as wt o ¢ = 2 while wtc o4 = 2, which means agent C perceive agent A as
friend (with positive influence) while agent C perceive agent A as enemy (with negative influence),
this kind of “contradiction” is broadly common in real-world situation, for example sometimes
you think someone is your friend, while he doesn’t think similarly, and counts you as a bother.

2.4.4 A Note on Information Cascades

According to [Wikipedia, 2015g], “an information (or informational) cascade occurs when a
person observes the actions of others and then—despite possible contradictions in his own private

*In the Confucianism, the state and the family have the same structure, the man listens to king and the woman and
children listen to the man.

3Black lines represent the influence to agent A, yellow lines represent the influence to agent B, green lines represent
the influence to agent C', and white lines represent the influence to agent D.
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Figure 2.5: One Example of Weight of Influence and Structure of Influence

information signals—engages in the same acts. A cascade develops, when people “abandon their
own information in favor of inferences based on earlier people’s actions” [Easley and Kleinberg,
2010]. Information cascades explain why this may occur, under what probabilities, and what are
the chances to start a cascade given the conditions [Bikhchandani et al., 1992]. It is sometimes
challenged that agents always act rationaly. As a result, social perspectives of cascades have
emerged, taking into account the fact that agents may act different from optimal when social
pressures is present [Shiller, 1995].

Key Conditions

There are four key conditions in an information cascade model [Aronson et al., 2005], cited
in [Wikipedia, 2015g]:

o Agents make rational decisions based on the available information (a discussed assumption,
as mentioned above);

e “Agents make decisions sequentially”, while for some social influence studies, [Gaspers et
al., 2013] also discussed a model where agents in a social network vote sequentially and are
influenced by the vote of those of their friends who voted before them;

e “Agents do not have access to the private information of others”, (just could observe the
actions of others, contrast to some social influence models, which assumed agents know the
preference of others);

e “A limited action space exists” (e.g. an adopt/reject decision).

Comparison with Social Influence

Some competing models of information cascade exist, it is often the problem that the concept
of an information cascade is conflated with some similar concept, like social proof, information
diffusion [Gruhl et al., 2004], social influence and so on, while which might not match all the key
conditions of information cascade discussed above.

One of the most similar and typical model would be social influence, which is also one of
the main referring model of the thesis, and would be discussed in details in following. Although
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there are lots of similarity between social influence and information cascade, both about agents
are affected by others, there are still some differences:

e Social influence centered on the change of one’s preference by others, while information
cascade centered on the renewal of one’s information by others, (but both eventually leading
to the transform or update of actions);

e Social influence could make the influenced agent personally changed, usually renewed with
a new preference more similar or like the influencing one, which is related to the concept
of “assimilation”, while information cascade would just give the affected agent more in-
formation of others, possed more information or knowledge for decision-making, but not
necessarily personally changed;

o Information cascade is more like a pure rational mode, in which the decision-maker con-
stantly collect, process and use the information of previous participants, update own possed
information, to make own choices more correct (although the individual rationality might
lead to the collective incorrectness), while social influence are sometimes emotional rather
than rational, for example you are easily to be positive influenced by your friends and fami-
lies, and negatively influenced by your enemies and foes (be empathetic with someone you
like and oppose particulary to someone you hate), although the influences and reactions
might abandon yourself to emotions.

o Information cascade is triggered by the observation of the actions of others, but social in-
fluence might also be triggered by the acquaintance of the preferences of others, as the
unaccessible to the private information of others is just assumed by information cascade but
not social influence. And this also explains why information cascade focus on the informa-
tion, more specifically, (the information) about the actions of others, while social influence
focus on the preference, as preference belong to the private information of others, which
usually could not be directly observed.

Actually, action and preference are highly interrelated, preference is the underlying deter-
minant of action, while action is the apparent expression of preference. As assumed the
inaccessible to the private information of others, thus information cascade could be just
measured by the observable and external elements (usually as actions).

In fact, the term information cascade has been wrongly used to refer to such processes of
social influence [Sadikov et al., 2011].

Example 2.8 (Information Cascades) Quote one example from [Wikipedia, 2015¢g], “Informa-
tion cascades occur when external information obtained from previous participants in an event
overrides one’s own private signal, irrespective of the correctness of the former over the latter.
The experiment conducted in [Anderson and Holt, 1997] is a useful example of this process. The
experiment consisted of two urns labeled A and B. Urn A contains two balls labeled ‘a’ and one
labeled ‘b’. Urn B contains one ball labeled ‘a’ and two labeled ‘b’. The urn from which a ball
must be drawn during each run is determined randomly and with equal probabilities (from the
throw of a dice). The contents of the chosen urn are emptied into a neutral container. The partic-
ipants are then asked in random order to draw a marble from this container. This entire process
may be termed a ‘run’, and a number of such runs are performed. Each time a participant picks
up a marble, he is to decide which urn it belongs to. His decision is then announced for the benefit
of the remaining participants in the room. Thus, the (n + 1)th participant has information about
the decisions made by all the n participants preceding him, and also his private signal which is the
label on the ball that he draws during his turn. The experimenters observed that an information
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cascade was observed in 41 of 56 such runs. This means, in the runs where the cascade occurred,
at least one participant gave precedence to earlier decisions over his own private signal. It is pos-
sible for such an occurrence to produce the wrong result. This phenomenon is known as ‘Reverse
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Cascade’.

2.4.5 Influence with Ordinal Preferences

Voting and social influence. As mentioned already, one very specific type of influence in voting
is bribery, whereby an agent pays a price to influence the vote of another agent. This does not
exactly fit our context of social influence though. We now list a couple of relevant works:

e The recent work [Gaspers et al., 2013] studies a model where agents in a social network vote
sequentially and are influenced by the vote of their friends who voted before them. In their
model, agents have candidates that they like (or are acceptable), among which they single
out one favorite candidate. The influence model is as follows: agents vote in some order,
and can observe the votes of friends who voted before them: in case more than half of them
voted for a candidate that x likes, they  would follow them, otherwise he would stick to his
preferred candidate.

e The model of empathetic social networks [Salehi-Abari and Boutilier, 2014] also discusses
the influence from more than one agents combining with the decision-making question,
in the form of empathetic social choice on social networks, assumed one agent’s preference
would be empathetic with both own all other neighbours’ preferences according to allocated
weights (as a weighted form of classical preference aggregation), though assumed a multi-
choices but not a single choice, while didn’t set the dependency or combinatorial structures
among multi-choices. Empathetic Social Choice [Salehi-Abari and Boutilier, 2014] is a very
recent model to capture the influence from more than one agents on a social networks en-
vironment. They introduce a model for social choice aiming at consensus decision making
on social networks. They define an empathetic social choice framework in which agents de-
rive their utility based on both their own intrinsic preferences (before being influenced) and
the satisfaction of their neighbors (other linked agents or agents with influencing relations
to him). Interestingly, the problem can be mapped into a (weighted) form of preference
aggregation (e.g., maximization of social welfare for certain forms of voting).

Influenced CP-nets. However, in multi-issue domains, a crucial new aspect is that an agent may
be influenced by another agent on given issue, but by another agent (for instance), on another issue.
Influenced CP-nets [Maran et al., 2013] is a very recent model of multi-agent influence in such
combinatorially structured domains. [Maran et al., 2013] consider multi-agent settings where a set
of agents want to take a collective decision, based on their preferences over the possible candidate
options. While agents have their initial inclination, they may interact and influence each other, and
therefore modify their preferences, until hopefully they reach a stable state and declare their final
inclination. At that point, a voting rule is used to aggregate the agents’ preferences and generate
the collective decision.

Based on the CP-nets [Boutilier et al., 2004a], they adapt such frameworks to incorporate
influences among agents, by allowing influences to be over the same issue or also among different
issues. An interesting feature of the influenced CP-nets is that influence is embedded smoothly in
the multi-agent CP-net profile [Rossi et al., 2004a], and there is a convenient coincidence between
the optimal outcomes of certain CP-nets and the stable states of the influence iterative process.

And by combining with the recent works (such as [Grabisch and Rusinowska, 2011a, Gra-
bisch and Rusinowska, 2010b, Grabisch and Rusinowska, 2011b]) modelling the influence phe-



32 CHAPTER 2. RELATED WORKS
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Figure 2.6: An Example of Influenced CP-nets [Maran et al., 2013]

nomenon in the case of voting over a single issue, they generalize the model to account for pref-
erences over combinatorially structured domains including multi-issues that may be dependent
on each other, and propose a way to model influence when agents express their preferences as
CP-nets [Boutilier et al., 2004a].

Furthermore, they study two procedures for aggregating preferences and finding a collective
decision in this context which interleaves voting and influence convergence:

Final aggregation (FA) —performs influence iteration at each level of the CP-nets and it aggre-
gates agents’ preferences only at the end,

Local aggregation (LA) —performs influence iteration and preference aggregation at each level.

They then evaluate such procedures in terms of resistance to bribery. Bribery in voting may be
regarded as a type of influence, although it does not involve an iterative process: an external
agent (the briber) wants to influence the result of the voting process by convincing some agents to
change their vote, in order to get a collective result which is more preferred to him; there is usually
a limited budget to be spent by the briber to convince agents [Faliszewski et al., 2009]. They show
that the presence of inter-agent influence makes bribery computationally difficult, even in a very
restrictive setting, both for LA and FA, thus making such procedures resistant to bribery.

Example 2.9 (Influenced CP-nets) As figure 2.6, in line with the CP-nets graphical notation (us-
ing vertical-line to model dependencies), [Maran et al., 2013 ] use hyper-arcs (named as ci-arcs)
to graphically model influences, going from the influencing variables to the influenced variable.
In the graph, there are three agents 1,2,3 and thus three CP-nets with two binary issues: A and
B. There is an ordering O of decision-making is A = B. Each variable A; (resp., B;), with
i € {1,2,3}, has two values denoted by a; and a; (resp., b; and b;). Value a; for the variables A;
correspond to value a for A, and similarly for B. Variables A; belong to the first level while vari-
ables B; belong to the second level. Cp-statements (representing dependencies) are denoted by
vertical black-line arrows while ci-statements (representing) are denoted by horizontal gray-line
arrows. Agent 3 is influenced on issue A by agent 2.

Although [Maran et al., 2013] consider acyclic CP-nets, while ci-arcs may create loops due
to the iterative nature of influences: a self-influencing variable models the fact that the value of
the variable in the next state depends on its value in the current state.
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Figure 2.7: A Combinatorial and Collective Decision-making System: Basic Concepts and Their
Relations

2.4.6 Summary of our approach

Based on above definitions, a Combinatorial and Collective Decision-making System could
be built:

Notation 8 (Combinatorial and Collective Decision-making System) CCS is a society of
Combinatorial and Collective decision-making system embedded with Structures of influence,
CCS = (N,M,PR/WT), N is the set of all agents, M is the set of all features, PR/WT
is the matrix of priority/weight of influence, which is the numeric expression of structures
of influence, and could be mutual transformed with the graphic expression of structures of
influence (as nodes and links).

Finally, we should should summarize some basic assumptions of the model we will deal with
in this thesis (unless specified otherwise of course):

e as [Xia et al., 2007] we assume issues can be ranked following an o-legal order;

e agents will make decisions sequentially, on these different issues;

e agents will observe decisions of others and possibly be influenced by these decisions;
¢ influence may come from various agents and from various features;

e in general, we will not be much concerned with problems of convergence, that is, we shall
assume that influence is either one shot or stabilize after a few rounds.
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Chapter 3

Understanding Influence (Models) from
the SW1H Framework

Contents of Chapter 3
3.1 What Influence
3.2 Where Influence
3.3 When Influence
3.4 Who Influence

3.5 Why Influence

3.6 How Influence

In order to survey the models of influence, discover what is missing in current work and
point out the direction for advancements, a systematic framework to organize the exited work
[Grabisch and Rusinowska, 2010a, Grabisch and Rusinowska, 2010c, Grabisch and Rusinowska,
2010b, Grabisch and Rusinowska, 2011a, Maran et al., 2013, Maudet et al., 2012a, Salehi-Abari
and Boutilier, 2014, Koller and Milch, 2003] should be proposed.

One traditional way is to classify the models of influence according to the disciplines. As
discussed before, the models of influence (in computational social choice) pertain to the interdis-
ciplinary fields between social science and computer science!, on the left wing such as economics,
politics, management (more specifically, social choice, decision theory, game theory and so on),
on the right wing such as artificial intelligence, multi-agent system, operation research, computa-
tional logic and so on [Chevaleyre et al., 2007].

As the research about influence has obtained increasing interests from widespread and seem-
ingly distinct disciplines, for instance, (welfare) economics?, artificial intelligence, complex net-
works analysis, (computational) social choice and so on, many researchers from different disci-
plines all focus on the influence but possibly from different perspectives or with different bias
(emphasis), “influenced” by their different disciplinary backgrounds and knowledge systems.

For example, the economics, artificial intelligence and computational social choice focus on
the preference a lot, because the preference determined the resource allocation, the voting, which
are very important to these disciplines, but comparatively, the complex networks (analysis) focus
on the behavior a lot, studying the behavior of agents directly while “ignoring” the preference.
There are many reasons, one is that the complex networks science emphasis not on the transfor-

"Especially combining the collective decision-making and artificial intelligence.

2For example, Social and Economic Networks by [Jackson, 2008] investigate the influence in the context of social
networks (in which combine the concept of learning and influence), Grabisch and Rusinowska [Grabisch and Rusi-
nowska, 2010a, Grabisch and Rusinowska, 2010c, Grabisch and Rusinowska, 2010b, Grabisch and Rusinowska, 2011a]
also discuss different approaches to influence based on social networks, and combining with simple games, and so on.
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mation from the preference to the behavior, but on the integral structural property of the networks
constituted by the collective behaviors. Therefore, it is one way to organize based on different
discipline.

However, in the computational social choice, natively as an interdisciplinary field, the differ-
ences among different disciplines have become more and more minimal (it is very common that
researchers from different disciplines and with different backgrounds focus on the same topics and
could communicate their work barrier-free, transcending the different paradigms of disciplines),
actually, the approach to organize work by disciplines might have been slighted outdated?, espe-
cially for a cutting-edge interdisciplinary field.

Therefore, a framework ignoring the boundaries of disciplines but emphasis the functions of
systems should be proposed to to organize the current work.* For this interdisciplinary area of
Social Science and Computer science, it is reasonable to introduce the framework of SW1H from
the management (science) to organize the current work about the models of influence. SW1H
namely consists of What, Where, When, Who, Why (5W) and How (1H), which is an intuitive
and systematic framework.

3.1 What Influence

The 1st W “What” is mainly about the content of the influence. For example in the social
networks, if the links from agent to agent represents the “path” of influence, then “What” of
influence is the “Cargo” transporting on the “Paths”. As discussed before, there are agents as
the subject of influence and also the agents as the object of influence, which actually means the
influences are directed, (starting) from the influencing agent (and going) to the influenced agent.
Therefore, the “What” of influence could be discussed from the perspective of influenced by What
and influenced to What.

Influenced by What Influenced by What is discussed in substantial work as varied forms>,
summary as following, the former three are about (the information of) decision-makers/voters®,
and the last one is about (the information of) candidates and environments:

e An agent can be directly influenced by the (observed) decision [Grabisch and Rusinowska,
2010a, Grabisch and Rusinowska, 2010c, Grabisch and Rusinowska, 2010b, Grabisch and
Rusinowska, 2011a, Maran et al., 2013] of another agent, typically a friend or a opponent
(due to intensive relations), or an expert (due to professional knowledge and prospect better
payoff) and so on. Which is influenced by the present and eyeable fact of decision.

e An agent may be influenced by the prospective result of a social choice (such as a poll of an
election [Reijngoud and Endriss, 2012]). Which is influenced by the future and prospective
forecast of decision.

e An agent may be influenced by arguments among agents during a deliberation. Which
is influenced by the ongoing process of agents’ communication about (made or planned)

*Many scholars contribute to overturn the borders between different disciplines. A very famous example is the
complexity science, which devotes to build theories crossing disciplines.

“In fact, what counts should be the nature of what the researchers study, and the way how they think of, but not
which discipline they come from.

>There might be also another kind of (influenced by) What, the constraints [Rossi et al., 2011, Meseguer et al., 2005,
Dechter, 2003, Rossi et al., 2006, Grandi et al., 2014], although in many cases constraints are discussed distinguished
from the influence, but these two possessing one common point that, they are all about the former features “influencing”
the decision of latter features.

Sor decisions and votes.
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decision. There might be one kind of (directed) argumentation as the recommendation,
[Leskovec et al., 2006] discuss the patterns of influence in a recommendation network, in
which the purchase behaviors of consumers in a large on-line retailer could be influenced
by the recommendations of previous buyers.’

e An agent might be influenced by some new information, new cases and new events about
the collective decision. Different from above three forms, this is unrelated to the decision-
makers, but about the candidates, environments and so on.

Above are several typical types of influenced by “What” mainly discussed in current work
[Grabisch and Rusinowska, 2010a, Grabisch and Rusinowska, 2010c, Grabisch and Rusinowska,
2010b,Grabisch and Rusinowska, 2011a,Maran et al., 2013,Reijngoud and Endriss, 2012,Leskovec
et al., 2006, Gilboa and Vieille, 2004]. Though diversified and complicated in varied forms, but
still there is a common point (or a uniform reason) for all these influenced by “What”, it is the
changing of interests underlying the changing of decisions. Based on the assumption of rational-
ity®, all choices (from more than one candidates) are based on the comparison of the payoff/utility
(accompanied with each candidate), and the agent make choices in order to gain the maximum
of the payoff/utility (in a collective decision-making context, either genuinely choose the top pre-
ferred candidate, or manipulatively choose not exactly according to own preference, in order to
get the more preferred one to be chosen). Therefore, if the agent is influenced and changed, then
no matter influenced by “What” (such as the observed vote, prospective result, argumentations,
new cases and so on), the “What” would eventually lead to the change of interests over different
candidates.For example, if the original most preferred candidate? has been replaced by another
candidate, then of course the agent would change the choice to this new candidate (if according to
the genuine preference).

Although varied types of influenced by “What” have been discussed, but nearly all the in-
fluences coming from the decisions of agents, but what should be noticed that in the context of
influence (for example in the social networks of influence), the structure (of influences)'© among
agents are also very important, which can be autonomously determined by the agents (there are
choices about candidates, and also choices about structures, for example, you can choose who to
communicate with, who to interact with, particular in the context of influence, you can choose who
to influence and who to be influenced by, and so on), and same with the decision, the structure
could also play a influential effect, and can influence each other and be influenced by each other.!!
The influence about the structure is one of the core part in the thesis, and would be discussed in
details in the part of Influence Models.

Influence to What After discussed the influence from “What”, according to the direction of
influence, then the influence to “What”. In another word, discuss how the agent be influenced,
influenced on which aspect, and influenced to what extent, and so on. The influence usually acts
on specific aspects (or attributes) of the object (agent), and there are mainly three perspectives
to “cut-in”. As in the context of collective decision-making, the most important two attributes

Such as the Amazon, the Dangdang in China and so on, after you have bought a book, you could recommend the
book to your friends by e-mail, and once your friend also buy the book, you as the recommend could have some bonus,
and of course the your friends usually could buy the book at some discounts by your recommendations.

8In economics and many disciplines, especially for the game theory, very apparently, the agents make choices on
the strategies in order to gain higher or the highest payoff/utility, etc.

“Which is the candidate with the highest payoff compared with other candidates.

%Which could be expressed as the structure of links among agents in the social networks.

""In the model of the thesis, both the decision and the structure, or the decision about candidates and the decisions
about the structure are endowed with a equal status and influencing and influenced role, both can influence and be
influenced by, and the decision and structure can influence each other.
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are preferences and decisions, which can be combined to three cases: the change from (initial)
preference to (eventual) decision [Grabisch and Rusinowska, 2011a] (more specifically, the new
preference after influenced leading to the new decision'?); the change of preference, from original
preference to influenced new preference [Salehi-Abari and Boutilier, 2014], not directly discuss
the transform from preference to decision; the change of decision (or other behaviors) [Leskovec et
al., 2006, Koller and Milch, 2003], just discuss the renewal of (observed) behaviors, while “ignore”
the underlying preference.

3.2 Where Influence

The 2nd W “Where” is mainly about the field or platform!? of the influence. For example
in the social networks, the influence has to work through the links among agents, in which, the
“Where” of influence (the links) are like the paths of influence, and the “What” of influence are
like the cargos transmitting on the paths. In a word, the (function of) Influence need a concrete
field or platform to take place. There are several typical models for the “Where” of influence
discussed as following:

e Most of works (currently) [Jackson, 2008, Grabisch and Rusinowska, 2011a, Golub and
Jackson, 2010, Salehi-Abari and Boutilier, 2014, Luo et al., 2013, Luo and Meng, 2013b]
about influence are investigated in the context of social networks, which are composed of
persons (agents) presented as nodes and influence between persons to persons (agents to
agents) presented as the links between nodes to nodes, which has been a mainstream ap-
proach to model the “where” of influence, especially in the multi-agent system. This kind
of “Where” is defined by the social relations, whether the influence works/happerns or not
is determined by the existence of personal relations and the willingness to interact.

o Another kind of the “Where” of influence is the physical space, one renowned example is
the cellular automata.

e Furthermore, it should be noticed that the social networks is not the only networks model
for the “Where” of influence, actually, the social networks models devote to describe the
social relations among persons (or the personal relations among agents). Actually, there
is another kind of networks relatively less discussed compared with the social networks in
the context of influence, which is the causal relationship networks among events [Koller and
Milch, 2003], in which, related variables are linked not by the (subjective) personal relations
but by the (objective) casual relations between events!“, this kind of casual relationship
networks are usually represented in the framework of the Bayesian Networks, which means
that the status of some events will influence the probability of some other events, or event
the decisions of agents.

From one perspective, the causal relationship networks are related to the the System Dy-
namics, in which the sub-systems (or the components) are interconnected with each other (by the
causality). Contrast to the casual networks, the social networks are about the Network Dynamics,
concerning the evolution and interaction of multi-agents. Compared further, the casual networks

12In another word, the preference influenced/changed leads to the decision influenced/changed.

BOr replaced as the area, place, site, space, ground of the influence and so on.

“The relations could be replaced by the relevances, the dependencies, and so on. [Koller and Milch, 2003] describe
the event relations as the strategic relevance, which can be used to decompose large games into a set of interacting
smaller games, and can be solved in sequence and lead to substantial savings in the computational cost of finding Nash
equilibria in these games.
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could describe the relations of multi-issues within one singe agent, and the social networks could
describe the relations of multi-agents on one singe issue, therefore, casual networks and social net-
works could be combined to better discuss the multi-issue multi-agent decision-making situation.

One approach to advance the networks models is to improve the social influence networks
with adding the probabilistic casual networks, integrating the network dynamics and system dy-
namics, not only considering the influence among agents, but also the influence among agents,
events (issues), and environment.'?

3.3 When Influence

The 3rd W “When” is mainly about the time of influence, which is also an important factor for
the influence, different time point of the influence take effect would generate different outcome.
As the decision is the core role in collective decision-making, therefore, assume the decision as
the reference point (for the time of influence), then there will be kinds of “When” as following:

o Influence After the decision, for example be influenced by the observed decision or ob-
served outcome, which means the decision of agent be influenced by other agent(s) already
making decisions before them, in fact in many cases, the agents make decisions sequentially
(with a specific or random order!®);

e Influence Before the decision, such as be influenced by the forecast, future expectation and
prospective results of the collective decisions, once agent estimate or obtain the prospective
results of the collective decisions or other agents’ decisions, then could possibly purposively
reveal the fake preference or make choices not exactly according to own genuine preference,
to pursue better payoff for oneself, which is named as the manipulation [Taylor, 2005] in
social choice;

o Influence During the decision, for the example of the discussion, argumentation, persuasion
and so on among agents during the decision-making process. It is about the information
communication (during a deliberation) among agents (for instance, agents communicate
with other agents of own genuine or fake preference, try to represent own claims, “spy” on
other agents’ preference, or attempt to persuade other agents to change their decisions, etc).

3.4 Who Influence

The 4th W “Who” is mainly about the agent of influence (including both the subject of influ-
ence and the object of influence). For example in the social networks, the influences flow (through
the links) from nodes to nodes, in which the nodes represent the agents. To study the “Who” of
influence, the categories or attributes, properties of the influencing and influenced agents should
be considered. Organized the categories of influencing agent!” usually discussed as following:

e Friends (or Families, Relatives and so on), which is the category of influencing agent dis-
cussed regularly, all of these influencing agents have a common point, which is the close,

SFor instance, the events happening or not would influence the decisions, and the evolution of the environment
would also affect the decisions, containing both subjective agents and objective environment.

%In some cases, there are rules about the sequence of the votes, and even without the rules, there will still be a
sequence of the votes, for example, some agents are eager to observe other agents’ vote (if the vote is not opaque), then
vote correspondingly.

" These categories nearly all apply to the influencing agent, just play different roles, as different ends, in the directed
influence.
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intimate relations with the influenced agent. Due to the nature of human (ties of blood and
friendship, and the trust from these ties'®), agent is naturally more inclined to accept, adopts,
and persuaded by the preferences and recommendations from families and friends, or more
inclined to be empathetic with the feelings of their families and friends, and be easier to
influenced, changed by the close ones;

e Experts (with knowledge), experts are identified as agents having abundant knowledge in
specific (professional) area, as we know, knowledge (or information) is regarded as the
(most) valued resources in the information society, the chosen choice (and its payoff ac-
companied) is highly related to the knowledge (or information) obtained and possed, the
quality of decision is highly based on the degree of integrity of information, therefore, it is
reasonable to assume agents would be (more possibly and easily) influenced by experts;

e Enemies (or opponents, foes and so on), another kind of influencing agents relatively rarely
discussed is the enemies or opponents!, if assume agent is easier to be influenced by close
friends or families (because of trust and empathy), similarly and reversely (similar on the
intensity of the relations but reverse on the direction of the relations), it is also reasonable to
assume agent is more inclined to be influenced by their opponents or enemies, for instance,
agents would be more inclined to purposively choose the opposite choice against its oppo-
nent, especially for those decision indifferent for them?’, therefore, it would be reasonable
to assume that agents would choose against the opponent rather than randomly choose.

Above are just one kind of criteria to classify “Who” influence (mainly from the dimension
of attributes of agents). Besides, considering the two positions or roles of agents in the influence,
as the subject of influence or the object of influence, the “Who” can also be classified into three
kinds as below:

e Who both influence other agents and be influenced by other agents, in networks represented
by the nodes with both inward links and outward links, this type of agent is the one mainly
discussed in current work [Jackson, 2008, Grabisch and Rusinowska, 2010a, Grabisch and
Rusinowska, 2010c, Grabisch and Rusinowska, 2010b, Grabisch and Rusinowska, 2011a,
Maran et al., 2013], which usually would not specifically discriminate the agents who can
only influence others and the agents who can only be influenced by others, and generally
speaking, it is actual and reasonable for persons to both influence and be influenced;

o Who influences other agents but is not influenced by other agents, this type of agents could
be deemed as external information providers or external information sources. In fact, the
“pure” or “absolute” external influencer does not exist, and is assumed to be exist depending
on specific assumptions and situations.”!

8people natively trust more on their families and friends.

The influences from friends and enemies are usually respectively classified as the positive influence and the negative
influence.

Which means the different values and results of the decisions are relatively indifferent for the agents.

2'For an example of voting presidents of voters in a small community, the opinions and choices of voters in the
community could influence each other, interacting with each other, and also easy to be influenced by the claims and
activities of the presidential candidates by varied forms of medias (TV, newspapers, internet), actually, the presidential
candidates and their teams emphasis highly on the usage of varied media and its transmission. If we investigating
the voting system of the community, it is easy to assume that presidential candidates influence voters substantially,
but nearly not be directly influenced by the voters of a small common community, at least not in a totally symmetric
ways (considering the degree of these two directions of influence), of course, the candidates would be influenced by
the public opinion, or the poll of the whole elections, but only one small community might only constitute very tiny
portion, however, for every voter (particularly for those keen on politics) in the community, the candidates’ activities or
claims might generate a big influence.
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e Who is influenced by other agents but does not influence other agents, this type of agent
could be deemed as internal information receiver. In fact, the “pure” or “absolute” influ-
enced agent does not exist either, and is assumed to exist depending on specific assumptions
and situations. For example in a group (like a class), usually there are one or few isolated
and ignored members (students) , nobody in the group (class) like them or want to com-
municate with them, or to be friends with them, not to mention being influenced by their
opinions or behaviors. But conversely, these isolated and ignored members (students) are
eager to join and merge into the group, and trying best to imitate from other people (for ex-
ample, those “unpopular” students also want to be cool guys like other students). Therefore
if we discuss specifically on this system of group, to some extent, the isolated and ignored
agents could be identified as “Who” only be influenced but not influence.

3.5 Why Influence

The 5th W “Why” is mainly about the reason and motivation of influence. Nearly all work
about the influence [Jackson, 2008, Grabisch and Rusinowska, 2010a, Grabisch and Rusinowska,
2010c, Grabisch and Rusinowska, 2010b, Grabisch and Rusinowska, 2011a, Maran et al., 2013]
deals with influence as a priori given way, for example, if the decision of one agent is changed
from the initial inclination, then it is deemed as the influence, namely identifying the influence
from the (external) eyeable phenomenons or results. But the influence is far more than the external
phenomenons, what is really meaningful is the internal psychological process or inner mental
evolution of the influence. For example why the influenced agent give up the initial inclination
and change to the new preference and the corresponding new behavior, in real-world, why a people
initially have faith in what he believes or what he prefers (even firmly) but then be shaken, give
up and transformed to new believes or new preferences, Furthermore, why this change happens
on some agents but not on some other agents, and happens on some circumstances but not on
some other circumstances. However, this kind of internal psychological process or evolution,
which fundamentally determines the influence, especially for the part of why “changed” are rarely
discussed.??

For studying and modeling the internal psychological evolving process, to explain “why”
influence, we propose several framework, one is based on the concept of the threshold (of one
value), the other is based on the idea of the different competing forces (expressed by different
values):

e For the idea of Threshold, assume every agent has an value for change (shorted as VfC.) (of
the preference and the corresponding behavior), which measures the degree of the agents
prone to change the current preference or decision. While under the influence of other
agents, the value for change would be dynamic rather than constant, would be increased
or decreases (accumulated or lessened) according to the different situations. For example,
for an agent, if its close friend possessing different preference with oneself, the agent would
possibly increase the value for change, but if its close friends possessing the same preference
with oneself, the agent would possibly decrease the value for change. Conversely, for other
agents the agent dislike, such as the enemies or opponents, the agent would possibly increase
the value for change while facing the same preference, and decrease the value for change
while facing the different preference. And the change is determined by this value, when
the evolving value exceeds a specific threshold, then the agent would change its preference

2What have done is investigating the influence according to the observed outcome (such as the change of behavior
as one typical example), and accordingly, modeling the influence in the form of observed change (from the initial
inclination to eventual decision), but ignoring the inner psychology of agents (how is the evolution of the minds), and
why influenced or not influenced (for certain agent and on certain circumstance).
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and (the corresponding) choice, but if the evolving value is dynamic but always within the
threshold, then its preference and corresponding choice would keep constant.

e For the idea of Competing Forces, assume for a decision there are more than one candidates
(choices) in the domain, and each corresponding to a different force underlying the inner
reasoning process of the decision-making agent. Just like the different voices in your heart
trying to persuade you to make different choices, choose different candidates, these forces
are usually contradicting and competing. For an agent, which force hold superiority, then
the candidate corresponding to the force would be chosen, or the behavior corresponding to
the force be adopted. The forces inner heart representing different candidates are usually
dynamic rather than constant, declining or inclining in varied ways, under the influence
from other agents. Just like the value of change discussed above, if the initial superior force
is then dominated by other force, then the preference and decision of agent would also be
transformed corresponding to the new dominated force.

Above all is actually discussing about “Why” the influenced agent be influenced, but the other
aspect of “Why” is why the influencing agent want to influence other agent(s), which two together
constitute the whole aspects of “why” influence. Usually, exerting influence need the efforts and
costs, then the influencing agent according would expect some repays, and exert influence or not
is mainly based on the comparison between cost and repay according to a rational assumption. For
example of the bribery in social choice, the bribers pay to influence the votes of voters to order
to make the voting outcome better satisfy (or match) with their purposes. But bribing who or
bribing (pay) to what extent need to be considered under the limited budget, so “why influence” is
important for the influencer. Besides, it should be noted that the question of “Why” influence is not
meaningful for all situations, as discussed in the denotation of influence, some influences are not
intentional and the influencing agent do not affect other agents on purpose, therefore the “Why”
question (or the weighing between cost and payoff) is not meaningful for this kind of influence.

3.6 How Influence

The one 1 H “How” is mainly about the rule of influence (how the influences works, func-
tions, operates, or takes effect) . According to different rules, the processes and the results of
influence would be different even under the total identity of other conditions (such as identical on
S5W).

For example, for the same kind of “What” influence, given influenced by the directly observed
decisions of other agent(s), and by different rules, the processes and results of influence would be
different, if for the rule of “following your best friend”, one agent would change his choice once
observed his closest friend adhering to a choice different from him; but for the rule of “following
the majority”, one agent would change his choice if there is a majority of group holding a choice
different from him.

Besides, for the same “Where”, given influencing in the social networks, for the rule of
“direct influence”, the agents can only influence and be influenced through direct links (only with
direct neighbours), which means that in the networks the information flows can not be transited
through the mediation (relay) of nodes and can only transmit one step; but for the rule of “indirect
influence”, the agent can also influence and be influenced through mediating and relaying of nodes
step by step, the information of influence can flow more than one steps, commonly speaking, you
can be influenced not only by your friends, but also by your friends of friends.

The model of influence could be constituted by the establishment of systematic rules of in-
fluence. There are several models of influence discussed by [Grabisch and Rusinowska, 2011b]
as Fol, Gur and Conf3 (which is stated in chapter 2). However, all above mainly discuss about
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the positive influence (like one follows others), but not the negative influence (like one go against
others), three models could be built contradictively corresponding to above three (also assumed a
binary choice):

e Opp is an influence function between two agents, each always going against (or “following”
the opposite of) the inclination of the other one (for instance thinking own choice is always
better than the other one)?3. It converges to stability when the initial inclination is a discord
between the two agents. Otherwise, influence iteration never stops.

e Bor is an influence function where one of the agents is the bore and all other agents “dis-
like” him, and are afraid to stand by the same side of him. It has two stable states, which
both represent consensus (of all other agents) except one. Given any initial inclination, the
iteration will converge to one of the stable states.

o Reb models a community where the influence rule works as rebel (which is full of con-
frontation and opposition), Contradictive to Conf3 (a Confucian model), which is about the
authority and orderliness, social estate and loyalty. Due to varied opposing structures, The
Reb could hardly converges to consensus and stable states. For example, in a group with
three agents A, B and C, A is an authority or sage (a wise man), and B and C are two
rebels (such as treacherous adolescents), making decision on a binary variable (such as 0 or
1), among them B want to be different from A, C' also want to be different from A, and B
and C' want to be different from each other, if the “unconformable” desire of agent B and
C couldn’t be satisfied, the agents would change the choice in next step, it is easy to image
that this group of agents would never reach to stable state.

Above two groups of rules of “how” influence exclusively consider either positive influence
or negative influence, it is meaningful to consider about the conflict brought by more than one
origins of influence, in many cases, the agent would face more than one influencing agent, and
could possibly simultaneously receive both positive influence and negative influence. If the influ-
encing agents all take a part and work collectively, for example, the agent be influenced by both
friends and opponents, guru or bore, and to different degree (weight). Given a specific example,
while computing the next state of an agent (after influenced), for the weight allocation of influ-
ence, one 1/3 of portion is determined by the former state of oneself (influenced by own), the other
1/3 of portion is influenced by the state of friends (positively influenced?, this portion of weight
could be summed up by “+” in the computation), and another 1/3 of portion is affected by the state
of opponents (negatively influenced”, this portion of weight could be summed up by *“-” in the
computation).

Of course, above are just one dimensions to classify about “how” influence, there are also
many other dimensions, such as direct influence or indirect influence, prominent one influence or
collective influence and so on, worth to discuss in details.

Besides, above discussion about “how” influence all fall within the field of deterministic
model (or determinate theory), nearly all work?® discuss the influence in the deterministic “paradigm”
[Jackson, 2008, Grabisch and Rusinowska, 2010a, Grabisch and Rusinowska, 2010c, Grabisch and
Rusinowska, 2010b, Grabisch and Rusinowska, 2011a,Maran et al., 2013], which means that (after
the influence) the agent either be influenced or not, there is no so-called “uncertainty” or “ran-
domness”, for example of the “why” influence framework of the threshold, if the value for change

B0r each agent always detests or disdains the other agent.

**For instance the more friends prefer to a choice/candidate, the more the agent would prefer to the same one.

B For instance the more opponents prefer to a choice/candidate, the more the agent “dislike or hate” the same one,
want to be different from this one as possible.

ZEspecially in traditional computational social choice.
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exceeds the threshold, then the decision should be changed deterministically, without any prob-
abilistic issues, also for the “why” influence framework of different forces, if the initial superior
force which corresponds to the top candidate is surpassed/dominated by other forces during the
influence, then the choice will be changed deterministically. But in real-world, the influence might
not be solely or absolutely deterministic, which could also works in a probabilistic way, and can
be presented basically in two forms:

e One is the influence itself may be represented in a probabilistic way, but the preference
(over decisions) is still deterministic, for example, the domain for agent i is {a, b, ¢}, and
the preference ordering is a > c¢ > b, if without any influence, the choice of agent ¢ is
definitely (deterministically) a (which is the most preferred or top candidate), if agent ¢
being exerted an influence leading to the choice b, under the probabilistic assumption, the
influence possibly takes effect, and the agent ¢ change the choice to b, or the influence
possibly doesn’t work, and agent ¢ (still) insist to a, due to the certain probability of the
influence.

e The other is the decision may be presented in a probabilistic way?’, for example, the in-
fluencing agent j has three values {a, b, ¢} for choice, for the influenced agent 4, the initial
preference (presented as the probability distribution) over domain {a, b, c} is respectively
{0.6,0.3,0.1}, then after influenced by agent j, changed to {0.7,0.2,0.1} if under the choice
a of agent j, or changed to {0.4,0.5,0.1} if under the choice b of agent j, or {0.3,0.3,0.4} if
under the choice ¢ of agent j. Therefore, the influence changes the probability distribution of
decisions, but with different influenced preferences, the choice of agent ¢ might still be con-
stant, not deterministically changed, due to a specific probability.”® One relevant research is
the multi-agent influence diagrams [Koller and Milch, 2003] based on bayesian networks.

In fact, whether the deterministic assumption or the probabilistic assumption, both depict the
“how” influenced to some sense, and both be reasonable in some aspects. For the deterministic
assumption, assuming that the agent is purely rational and always choose the most preferred candi-
date according to own preference ordering. For example of the preference ordering a > b > ¢, the
choice would be certainly a, without any probabilistic or random issues. But for the probabilistic
assumption, basically assuming the agent is rational but also combining with irrationality under
certain circumstances (for sometimes and somewhere). For example of a probability distribution
{0.7,0.2,0.1} over {a, b, ¢}, which also reveals the preference ordering of a(0.7)>b(0.2)>c(0.1),
and the most preferred choice a has the highest probability to be chosen, but still not determinis-
tically, the less preferred choice and even the least preferred choice also have the (only relatively
low) possibility to be chosen, which can be explained due to varied internal or external issues. In
real-word, it has been observed or experienced a lot that people did not choose what they preferred
most and regret for what they have done in the past, and can’t figure out why they used to choose
like that, this kind of irrationality might be named as the “probabilistic rationality”.

2"Which means that the preference itself over decision is probabilistic.

281t need to be noted that, though the decision of influenced agent works in probabilistic ways, and the decision of
influencing agent also works in probabilistic ways, but the influence mechanism itself is deterministic, according to
previous discussion, the decision probability distribution for influenced agent is deterministic under specific choice of
influencing agent.
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Contents of Chapter 4
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4.2 Influence from More than One Origins
4.3 Influence with Abstention and Constraint

Previous works [Jackson, 2008, Salehi-Abari and Boutilier, 2014, Grabisch and Rusinowska,
2010a, Grabisch and Rusinowska, 2010c, Grabisch and Rusinowska, 2010b, Grabisch and Rusi-
nowska, 2011a] usually discuss about the decision-making and influence among multi-agents for
one single (binary) issue or independent multi-issues. On the other side, although the combina-
torially structured domains of multi-issues has been discussed a lot in works about preference
representation (for example of the CP-nets [Boutilier et al., 2004a]), but usually be considered
in an individual decision-making process or independent collective decision-making process. For
most cases, previous works either study a multi-agent decision-making for a single issue or in-
dependent issues, focusing on the influences among multi-agents but ignoring the dependencies
among multi-issues, or study a multi-issue choice by a single agent or independent agents, focus-
ing on the dependencies among multi-issues but ignoring the influences among multi-agents. In
the thesis, a multi-issue and multi-agent decision-making context is built, integrating with both the
dependencies among multi-issues and the influences among multi-agents.

Actually, both the combinatorial structure among issues and influential structure among agents
are common in real-world situation, the objective of a decision may be multi-dimensional, the
decision-maker has to consider and make choices about more than one issues, for instance, while
you choose a car, you need to make choices on the budget, brand/maker, color, a given model, and
a number of other options. It is very clear for the existences of dependency between budget and
brand, once you just have a lean budget, then many brands (like Ferrari) would be unavailable for
you. Furthermore, the influence among agents on different issues would be varied, the agent may
be influenced by some agents regarding a specific issue, but this may be different for another is-
sue [Maudet et al., 2012a], for example, you may be influenced by the preferences of your families
for the color of the car, but not for the model of the car, which might be influenced by the advices
of some friends with abundant experiences, and so on.! Under this context, it becomes difficult
to understand how these different influences or dependencies will affect the final outcome. Fur-
thermore, the risk of ignoring the combinatorial structure of multi-issues and deal with it simply
as independent issues is very serve, for the example of Multiple elections Paradoxes [Xia et al.,
2007].

'Tt is also very common for influential relations among agents, not to mention the voting procedure in the democratic
system, the candidates and the medias struggle to influence the voters.
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Although the previous works have a lot of meaningful points for reference. There are still fol-
lowing points not being discussed yet, which is necessary to better explain the complex influences
in real-world situation:

4.1 Influencing and Influenced Structure

Firstly, previously work only discuss the influence from decision to decision, perceive the
structure (typically as the influencing relations among multi-agents or the dependent relations
among multi-issues) just as the path or channel of influence, (for example in a social networks en-
vironment, the influence from agent’s decision to agent’s decision can only flow among linked one,
through the existing links, and the link among agents construct the structure of networks, namely
just perceive the structure among agents as the “path” of influence), it is the decision through the
structure influencing, while ignore the structure itself could also exert an influential effect. And
the structures are usually assumed as fixed and static, just as an environment functioning, which
can affect the decision-making and influencing process among agents, but can not be influenced
and changed back during the process. But in fact, both decision and structure can play the role
of influencing subject and influenced object. The structure of influence should be endowed with
a more living and active role, actually, the structure itself could be perceived as an autonomous
choice for agents too (besides the widely recognized choice for candidates), for example, agents
can make decisions about which agents to communicate or interact with, and particular in the con-
text of influence, agents could choose which agents to influence or to be influenced by, therefore,
different choices would generate different structures of influence. In a word, the influence between
decisions and structures should be bi-directional but not one-way.

Naturally, if introduced the influence originating coming from the structure itself, then how to
deal with the influence from structure to decision should be discussed, as which are two disparate
things, structure is the relations among more than one agents, while decision is the behavior of
one individual agent, how to realize the transmission of influence between structure and decision,
especially to achieve the transformation between structure and decision in mathematics, there is
no work yet to specifically discuss about.

For one example of the influential effect from the structure itself, when I am influenced by
two agents A and B, if I deem the two agents make own decisions independently, or I know that
agent B just follows agent A but not from own thoughts, the outcome might be different. I would
possibly reduce the weight of influence from agent B, which means the influencing relations (B
follows A) within two influencing agents A and B would also produce an influential effect besides
their own individual influence.

4.2 Influence from More than One Origins

Further, previous works usually discuss the influence from single agent to single agent, or
from multi-agent to one agent for a single (binary) issue [Salehi-Abari and Boutilier, 2014], but
did not fully discuss the influence from more than one origins (from both different agents and
different issues)?. Very few work discuss the influence in a multi-agent and multi-issue setting, for
example, while making a multi-choices, I may be influenced by agent A on issue X, but be influ-
enced by agent B on issue Y instead, with influence crossing both agents and issues. Especially
when a choice is simultaneously influenced by more than one influencing agents or issues with

2A decision would be simultaneously influenced by more than one agents, and a decision would also be simultane-
ously influenced by more than one issues, then the origin is a more general concept, including both influencing agents
and issues.
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contradictive influencing directions (positive or negative), and varied influencing strengths (weak
or strong), how to produce the result of collective influence would be an interesting question.

The influences from more than one origins are very common in real-world situation, for
example from more than one agents, it is too naive to assume that each agent is influenced by
only one another agent at a time or in a round, the truth is we could be influenced by more than
one friends or families for a same issue (for instance while a family choose a car for purchase,
sometimes the choice of the husband would be influenced by both his wife and kids); and we could
also be simultaneously influenced by both friends and enemies (for instance the voting of United
Nations Security Council, due to the existence of different allies and state interests®, the vote of
one member state would be positively influenced by the preference of his allies and negatively
influenced by the preference of his enemies, and some other more complex circumstances. It is
easy to set the rule of influence from one individual agent to another individual agent, while it
would be more complicated to design the rule of influence from more than one agents (especially
from more than one origins crossing both agents and issues).

In the thesis, two rules of influence from more than one origins are constructed. As in the
multi-agents and multi-issues context, each influencing and influenced entity is a decision-making
variable, shortly as decision, decision-making variable x; ;, means the decision of agent ¢ on issue
k. One rule is to assume that a decision would be (just) influenced by the most predominant
decision (with “strongest” influencing power) from all influencing decisions, and a concept of
the priority of influence is proposed to distinguish the predominant influencing decision. Assume
there are n X m decision-making variables (n agents and m issues), there are a priority of influence
from each decision variable x; ;. to decision variable x; , (i, jeN, k, geM), a influenced decision
would be influenced by the influencing decision with the highest priority compared with all other
influencing decision; the other rule is to assume that the decision would be collectively influenced
by all the influencing decisions (just to different extents according to their respective weights of
influence), the KSB metric [Kemeny and Snell, 1962] could be used to describe the collective
influence and to compute the influenced outcome by minimum distance. And a weight matrix is
built to describe the weight relations of influence between each decision variable x; ;. and decision
variable x; 4 (7, jeN, k, geM), the preference ordering with the minimal distance compared with all
influencing preference orderings would be the eventual influenced results. This rule of collective
influence is similar to the empathetic model [Salehi-Abari and Boutilier, 2014] in which the agent
is influenced by both other agents and oneself collectively, while from a cardinal approach but not
ordinal approach, and just from more than one agents for each single issue but not from more than
one origins crossing both agents and issues.*

31t is usually assumed that there are currently at least two “political allies” among UN Security Council members
(the western camp leaded by US, and the other camp leaded by China and Russia). And in the history, before the
disintegration of the Soviet Union, the socialist camp leaded by the Soviet Union and the capitalist camp leaded by the
United States are two contradictive political groups (intensively expressed as the confrontation of two military alliances
of NATO and WarPact. The members among the same alliance support each other, but the members between different
alliances oppose each other, in fact, SC resolution decision is the game between big country alliances. It should be
noticed that the consideration of members’ vote-decision is not only limited to the own (individual) revenue, also need
to refer to the standpoint and revenue of their allies and opponents [Luo and Meng, 2013a].

“In [Salehi-Abari and Boutilier, 2014], the weighted borda score (of relevant intrinsic preference) is computed
for each empathetic preference. It should be noticed that a new empathetic preference is constituted but the intrinsic
preference for each agent still remains unchanged. While in the thesis, the preference ordering with minimum distance
would be found to replace the original preference, the intrinsic preference for influenced agent would be renewed.
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4.3 Influence with Abstention and Constraint
Besides, there is a special but common case’ in combinatorial and collective decision-making
mostly overlooked in previous work, the Abstention and Constraint. For example there are three
agents 1,2,3 and three issues X, Y, Z, then there are three decision-making variables for each agent
and 3 X 3 in total, one variable represents one agent’s decision on one issue (for example variable
X1 means agent 1’s decision on issue X), it should be noticed that for each issue’s decision, not all
agents will participate, for example the aggregated choice on issue X is collectively determined by
{Y1, Y3} but not {7, Ys, Y3}, as agent 2 didn’t participate on issue Y. It is normal for portion of
agents being absent or missing on some issues’ decision (namely the Abstention), due to different
knowledge distributions or different interest distributions and so on (which would be discussed
in details in chapter 8). And for each agent’s decision on one issue, the domain for choices (the
candidates or alternatives) might not be identical and complete for each agent, for example the
possible full domain for issue X is {a, b, ¢}, for part of agents the domain might be partial, such as
{a, b} for X1, or {b, ¢} for X5, but not full for all agents. Partial domains are due to varied reasons
like objective qualifications and subjective willingness and so on, a very typical reason is the
constraint. Once accompanied with the special cases of abstention and constraint, the procedures
of preferences aggregation and collective voting might need to be reconsidered.

In summary, firstly in theoretical modeling, the study of influence in combinatorial and col-
lective decision-making in the thesis is advanced on following aspects:

e Discuss the multi-agent collective decision-making not within one singe issue or sperate
multi-issues, but with combinatorial structures of dependencies among multi-issues, consti-
tuting a combinatorial and collective decision-making context;

e not just perceive the structure, the influencing relations among agents and issues, as the
path or channel of influence, but consider the influential effect of the structure itself and the
feedback of influence from decision to structure, endow the structure with a dynamics, inter-
active and bidirectional with the decision (the structure has the equal status as the decision,
both can be the influencing and influenced entities);

e not only discuss the influence from individual decision to individual decision, but investigate
the influence from more than one origins crossing both different agents and issues, and
deal with the conflict of influences from more than one origins with varied weights and
contradictive directions of influence, through the perspective of prominent one influence or
the collective group influence;

e not “naively” assume the procedure of combinatorial collective decision-making with a full
and identical variables and domains for every agents, deal with the abstention and con-
straint, and discuss how these special cases would affect the process, rule and outcome of
combinatorial collective decision-making.

Secondly, use a typical example of multi-issue multi-agent decision-making, the voting of
United Nations Security Council (UN SC)®, with detailed voting data’ from the official website of

SSpecial in academic discussion but common in real-world situation.

®0One reason to choose UN Security Council voting as the example is that the data about every agent’s vote are
attainable and very detailed, much more importantly, the UN SC voting has thousands of bills’ voting with dependen-
cies relations among them (many similar topics happens again and again), and the UN SC voting also has diversified
influences among agents, such as the positive influence among allies (especially from the leader of the ally), and the
negative influence from the opponents and so on.

"Organize the data of SC resolutions into different subject by similar or relevant topics and contents, to build series
of dependency graph of different subjects, to discuss the combinatorial structure within resolutions and the effect on
collective voting
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United Nations®, to test the built models, and by the methods and from the paradigms of both com-
puter sciences and social sciences (quantitative matching algorithms and qualitative case studies),
especially to test wether the new patterns of influence proposed wether exists or not in real-world
situation.’

Lastly, after the model verified and validated, the models and patterns of influence could be
used to solve many practical problems, to better understand the interaction and influence process
in multi-issue and multi-agent context, with the help of mathematical modeling and computer
simulation. For example of the UN Security Council, by setting the varied influencing patterns
among SC members and inputting the existing voting data, many key questions of the UN Security
Council, for example of the controversial UN Security Council reform, could be discussed, a
series of simulation experiments could be designed and ran to compare the collective decision-
making process and outcome under different reform plans (such as the “Uniting for Consensus”
plan, the “G4” plan and the “Africa Union” plan, etc), and to forecast and obtain insights about
the future reform. Similar with many other social procedures or systems, the research of UN
Security Council could only be discussed in mathematical modeling and virtual simulation (with
existing empirical data), typical methods of social sciences such as empirical survey or authentic
experiment'? are usually not down to earth (realistic and feasible).

8https://www.un.org/en/sc/

°It is not enough to build the models of influence only in mathematic, only by testing wether the patterns of influence
exists or not in the real-world situation of collective voting with empirical data, the model proposed can be more
convincing and meaningful.

19t is not possible to experiment and compare different SC reform plans in the real-world, the change of the rule
or procedure of SC voting is very deliberate, once one reform plan is adopted, it will be stable in a very long time,
since the establishment of United Nations (about 70 years history since 1945), the SC has only been reformed once in
1966 (enlarging the non-permanent members from 6 to 10 seats, and not involving any core issues like the number of
permanent members and the veto power), until now, the set of SC has been stable for about half century without any
change.
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Chapter 5

Influencing and Influenced Structure-
the Extended Patterns of Influence

Contents of Chapter 5

5.1 A Framework of Combinatorial and Collective Decision-making
5.2 The System of Influence Patterns by the DIS Framework

5.3 Pattern 1-3 Intra-influence of Decision

5.4 Pattern 4-6 Intra-influence of Structure

5.5 Pattern 7-9 Inter-influence of Decision

5.6 Pattern 10-12 Inter-influence of Structure

5.7 Pattern 13-15 Intra-inter influence of Decision

5.8 Pattern 16-18 Intra-inter influence of Structure

5.9 Pattern 19-21 Inter-intra influence of Decision

5.10 Pattern 22-24 Inter-intra Influence of Structure

To discuss the influence crossing both multi-agents and multi-issues/features, combining the
framework of CP-nets [Boutilier et al., 2004a, Maran et al., 2013] (capturing the dependencies
among issues) and the social influence model [Jackson, 2008, Maran et al., 2013] (representing
the influences among agents), and referring to the collective influence (from more than one agents
with allocated weights) [Salehi-Abari and Boutilier, 2014], we propose a model of influence in
combinatorial and collective (multi-issue and multi-agent) decision-making context, provide with
a systematical discussion of new pattern of influence (by role of structure), and handle with com-
mon but special! cases such as influence from more than one originsand under abstention and
constraint, to better describe the complex influences in real-world situation.

Actually, CP-nets and social influence models are both committed to model the interacting
relations (either represented as dependencies or influences) among decision-making variables (ei-
ther as issues/features or agents), while CP-nets mainly focus on the dependency relations among
multi-issues/features (but within one agent) and social influence model mainly focus on the in-
fluence relations among multi-agents (but within one issue/feature), therefore, combining CP-nets
with social influence model to mutually complete (each other) would be meaningful.

'Common because these cases are common in the real-world, special because these cases are ignored in previous
works.
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Agents/States
us China Russia Influences among agents, by

Social Influence Models, [Jackson,

— 2008,Maran et al., 2013, Salehi-
Abari and Boutilier, 2014]

Issue/Bill — 2
Influences from more than one
agents (allocated with weights), by
Empathetic Social Choice [Salehi-
3 Abari and Boutilier, 2014]

Figure 5.1: UN SC voting in Combinatorial and Collective Decision-making Framework

5.1 A Framework of Combinatorial and Collective Decision-making

A preliminary combined framework for combinatorial and collective decision-making is the
influenced CP-nets [Maran et al., 2013], which is proposed based the traditional CP-nets [Boutilier
et al., 2004a], and combining with Social Influence, not only use cp-statements (conditional
preference statements) to express the dependency among issues, but also introduced the new ci-
statements (conditional influence statements) to express the influence among agents, thus in the
framework of influenced CP-nets, there are both the influences among multi-agents flowing at the
“horizontal” dimension, and there are the influences/dependencies among multi-issues flowing
at the “vertical” dimension, therefore, the influenced CP-nets has already formed a preliminary
model for the multi-issues and multi-agents (combinatorial and collective) decision-making and
influence.

However, to fully describe the complex influence in real-world situation, what is still missing
for the influenced CP-nets are the living role of structure (influencing and be influenced), and
how to deal with the influence from more than one origins (simultaneously crossing both different
agents and issues), and how to reconsider the influence under the special context of abstention and
constraint.?

A practical example of combinatorial and collective decision-making is given, the different
aspects (dependency/influence among multi-issues, influence among multi-agents, and influence
from more than one origins) are explained, with corresponding referential works and their rela-
tionships.

Example 5.1 (Combinatorial and Collective Decision-making) Use a simple example to illus-
trate the related works about influence, for instance of UN security council voting, which is a

%In the influenced CP-nets [Maran et al., 2013], the structures of dependency among issues and influences among
agents are assumed to be fixed, which can not be influenced and changed by decisions or other structures during the
process, and only discuss the influence from individual decision to individual decision, without the influence from more
than one decisions simultaneously, and haven’t full discussed the influence crossing different agents and issues, flowing
in “diagonal” direction.



5.1. A FRAMEWORK OF COMBINATORIAL AND COLLECTIVE DECISION-MAKING 55

typical example of multi-issues and multi-agents decision-making with influence among them.

Firstly, it is a multi-issues decision, member states make decisions on thousands of bills since
the establishment of UN, and many bills with the same subject (such as Palestine Conflicts, Iraq
Wars and so on) happens with high frequencies. And usually the decision of one state on latter
bill would be influenced by his own decision on former related bill, which means that there are
dependencies (represented as the vertical golden line) among issues.

Secondly, it is a multi-agents decision, a collective decision of members states. For instance,
a member state would try to persuade his allies (representing as positively influencing) or oppose
to his opponents (representing as being negatively influenced), in order to make his preferred
outcome achieved. It’s easy to find that the UN security council is full of varied game, interaction
and influence among states, which means there are influences (expressed as the horizontal green
line) among agents.

Thirdly, it should be noticed that the influence among member states are not simply from
individual one to individual one, but usually simultaneously from more than different ones. For
instance, the decision of China might be simultaneously positively influenced by Russia and neg-
atively influenced by US, then how to process the influenced outcome? Especially the complex
multi-influences with varied influencing directions and diversified influencing weights?

5.1.1 CP-nets with Initial Inclinations

In [Maran et al., 2013], the notion of initial inclination is introduced as a way to capture the
default preference of agents regarding variables without any parents in CP-nets. This is important
in their setting since this gives the default value, prior to any influence by other agents, and may
affect the eventual outcome of the influence process. In this thesis we extend this notion to any
variable occurring in an influenced CP-net. The reader may be wondering why this is useful: after
all, any variable dependent on other variable should see this default preference overwritten. In fact
there are different reasons why this will prove important in our setting:

e since dependencies and influence may be dynamic, we cannot assume that variable will
indeed be affected as specified a priori;

e in a context of constraint and partial domains, it is important to cater for situations where
the variable we depend upon will not receive any value;

e it is important to distinguish semantically between these different situations, the value is
affected or from default preference.

Definition 2 (Initial Inclination) The initial inclination of an agent towards a given issue is the
preference of this agent regarding this issue, disregarding the value on any other issues. It cor-
respond to the decision which would be taken on that issue alone, or more precisely if all parent
variables were discarded. Of course in some situations this decision may not be meaningful (if 1
don’t get an engine it does not really make sense to choose the color of seats).

Example 5.2 (Initial and Influenced Preference) For example, when a UN SC member state
face two sequent bills to sanction another country (one is mild and the other is tough), and this
member deems the country just deserve a mild sanction but not tough sanction, therefore, if only
votes alone respectively on two bills, this member inclines to vote Y(Yes) on mild sanction bill but
N(No) on tough sanction bill, which reveal the initial inclinations. However, it happens that, if the
vote of this member on mild sanction is N(No), different from his initial inclination, which might
be due to the influence from his allies and under pressures (such as US as the superpower and
leader of NATO can exert big influences on other allies, especially his “little brothers”). On this
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Figure 5.2: UN SC Voting with Initial Inclination

cases, this member might feel unsatisfied and unbalanced, and it is possible for him to vote Y(Yes)
on the following tough sanction, which is an affected vote but not from a default preference.

As figure 5.2, the set of initial inclination for each issue is useful, as voting in the domain,
we could get CP-nets as each agent’s profile, and in the statements each case is specially stated, if
influenced and affected by former choices, modify initial preference then make choices, otherwise
used own initial preference. In the statement boxes, the statements above dotted line are influenced
ones, and below are initial ones.

The influence discussed by previous works all come from decisions and go to decisions,
but ignore the structure (expressed as the influencing relations) among multi-decisions can exert
influencing, and be influenced during the process. Actually, there is a structure dynamics worth to
discuss, both decision and structure should be equally endowed with an active and living role, and
can play both the roles of influencing subject and influenced object. In fact, not only the decision
(about the candidates) is an autonomous choice for agents, but also the decision about structure,
such as the relations with other agents, is also an autonomous choice for agents, in many cases,
you can choose who to interact and communicate with, who to influence or be influenced by, and
SO on.

5.2 The System of Influence Patterns by the DIS Framework

Based on the Decision-Influence-Structure (DIS) framework, the decision and the structure
can both influence and be influenced by each other, we can build a system of patterns of influ-
ence with 4 categories and 24 patterns (6 patterns per each categories). As shown in table 5.1,
classifying different patterns according to three dimensions:

e the first dimension is the facet of influence, the influence might flow among different is-
sues but within one agent (represented as the vertical lines in the CP-nets [Boutilier et al.,
2004a]), named as intra-influence®, or among different agents but within one issue (repre-
sented as horizontal arcs in the influenced CP-net [Maran et al., 2013]), named as inter-
influence*, or crossing both different agents and different issues (which has not been fully
discussed previous works, named as inter-intra or intra-inter influence;

o the second dimension is the influencing factors, is the influence coming from or originating
from decision or structure;

3As it is the influence among multi-issues but intra/within one agent.
*As it is the influence on one issue but inter/among multi-agents.



5.2. THE SYSTEM OF INFLUENCE PATTERNS BY THE DIS FRAMEWORK 57

o the third dimension is the influenced factors, is the influence going to or affecting on deci-
sion, structure, or both decision and structure. The Cartesian product for patterns of influ-
ence are {inter-influence, intra-influence, intra-inter influence, inter-intra influence } x {from
decision, from decision and structure, from structure } x {to decision, to decision and struc-
ture, to structure}. Different categories and relevant patterns are discussed in the following.

As in the table, organizing all patterns of influence by horizontal axis (the facet of influence,
where the influence flows at) and the vertical axis (the influencing factors and influenced factors).
For every pattern of influence, the first rows mark the No of the influence (from Pattern 1 to
24), the second rows indicate the pattern of influence is already existed in previous works or
firstly proposed in the thesis (as new patterns), the third row assign the corresponding statement
to describe the influence (which are discussed in details in following), and the last rows state the
innovation points of extended patterns compared with existed patterns (for example, it is crossing
both different agents and different issues, or introducing the active role of the structure). Compared
with the exiting patterns (1 and 7), other new patterns either make the structure could both be
the subject and object of influence, or the influence could follow simultaneously at vertical and
horizontal dimension.

5.2.1 New Influences and New Statements beyond CP-statement and CI-statement

In the traditional CP-nets [Boutilier et al., 2004a], the cp-statement (conditional preference
statements) is used to describe the dependencies among multi-issues (within one agent). And
in the influenced CP-nets [Maran et al., 2013], an extended statement, ci-statement (conditional
influence statements), is proposed to express the influence among multi-agents within one is-
sue. Both cp-statement and ci-statement discuss the influencing or independent relations among
preferences/decisions, just in different dimensions (like vertical or horizontal). Actually, the ip-
statement (influential preference statement), rather than the ci-statement (conditional influence
statement), might be a more appropriate term to capture the influence among multi-agents, and to
be compared and symmetric with the cp-statement. As for the two categories of influence and two
corresponding statements discussed, the common point is both about the relations among prefer-
ences, but just different in the facet of influence (where the influence flows on, vertically among
issues or horizontally among agents, and the influence among issues are usually named as depen-
dent or conditional relations by previous works). Therefore, the ci-statement could be renamed
as ip-statement, to both underline the common (relating to preferences) and difference (vertical
conditional relations/horizontal influential relations) with cp-statements.

Referring to cp-statement and ip-statement [Boutilier et al., 2004a, Maran et al., 2013], a
system of statements correspondingly to patterns of influence should also be built, and named by
the different combinations of ¢/, p/s, the former notation ¢ or ¢ represents conditional or influ-
ential (the vertical dependent relations among issues or the horizontal influential relations among
agents), and the latter notation p or s represents preferences or structures (which means it is the re-
lations between preferences/decisions, between structures, or between both preferences/decisions
and structures’). A system of statements would include:

Statement 5.1 (cp-statements) Conditional preference statements (proposed by [Boutilier et al.,
2004a]), express the dependencies among decisions crossing different issues within one agent. The

SPreferences/decisions are used to represent the individual or independent preferences/decisions, and structure are
used to represent the influencing/independent relations among multi-preferences/decisions, actually, the preference and
decision could be in common use in this context, as once influenced on the preference, then the decision determined by
preference would be influenced either, and influenced agent could usually only observes the external decision of influ-
encing agents, but not the inner preference of influencing ones, but the influence would firstly affect on the preference
of influenced agent, then leading to the change of decision.
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Table 5.1: The System of Patterns of Influence

Intra-influence

Inter-influence

Intra-inter Influence

Inter-intra Influence

From Decision
to Decision

Pattern 1

existed

cp-statement

[Boutilier et al., 2004a]

Pattern 7

existed

ip-statement

[Maran et al., 2013]

Pattern 13

extended

cip-statement

cross features then agents

Pattern 19

extended

icp-statement

cross agents then features

From Decision
to Decision
and Structure

Pattern 2

extended
cps-statement
influenced structure

Pattern 8

extended
ips-statement
influenced structure

Pattern 14

extended

cips-statement
influenced structure
cross features then agents

Pattern 20

extended

icps-statment

influenced structure
cross agents then features

From Decision
to Structure

Pattern 3

extended
cps-statement
influenced structure

Pattern 9

extended
ips-statement
influenced structure

Pattern 15

extended

cips-statement
influenced structure
cross features then agents

Pattern 21

extended

icps-statement
influenced structure
cross agents then features

From Structure
to Decision

Pattern 4

extended
cps-statement
influencing structure

Pattern 10

extended
ips-statement
influencing structure

Pattern 16

extended

cips-statement
influencing structure
cross features then agents

Pattern 22

extended

icps-statment

influencing structure
cross agents then features

From Structure
to Decision

and Structure

Pattern 5

cps-statement

extended

influencing and influenced structure

Pattern 11

ips-statement

extended

influencing and influenced structure

Pattern 17

cips-statement

extended

influencing and influenced structure
cross features then agents

Pattern 23

icps-statment

extended

influencing and influenced structure
cross agents then features

From Structure
to Structure

Pattern 6

extended

cs-statement

influencing and influenced structure

Pattern 12

extended

is-statement

influencing and influenced structure

Pattern 18

extended

cis-statement

influencing and influenced structure
cross features then agents

Pattern 24

extended

ics-statement

influencing and influenced structure
cross agents then features
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cp-statement is used to describe the intra-influence from decision to decision (Pattern 1).

Statement 5.2 (cps-statements) Conditional preference-structure statements, express the depen-
dencies among decisions and structures crossing different issues within one agent. The cps-
statement is used to describe the intra-influence of decision to decision and structure (Pattern
2), from decision to structure (Pattern 3), from structure to decision (Pattern 4) and from structure
to decision and structure (Pattern 5).

Statement 5.3 (cs-statements) Conditional structure statements, express the dependencies among
structures crossing different issues within one agent. The cs-statement is used to describe the intra-
influence of structure to structure (Pattern 6).

Statement 5.4 (ip-statements) Influential preference statements, named as conditional influence
statements (ci-statements) in [Maran et al., 2013]), express the influences among decisions cross-
ing different agents within one issue. The ip-statement is used to describe the inter-influence of
decision to decision (Pattern 7).

Statement 5.5 (ips-statements) Influential preference-structure statements, express the influence
between decisions and structures crossing different agents within one issue. The ips-statement
is used to describe the inter-influence from decision to decision and structure (Pattern 8), from
decision to structure (Pattern 9), from structure to decision (Pattern 10) and from structure to
decision and structure (Pattern 11).

Statement 5.6 (is-statements) Influential structure statements, express the influence among struc-
tures crossing different agents within one issue. The is-statement is used to describe the inter-
influence from structure to structure (Pattern 12).

Statement 5.7 (cip-statements) Conditional-influential preference statements, express the influ-
ence among decisions crossing both different issues and agents, and the influence starting from
the vertical (intra) dimension and leading to the horizontal (inter) dimension. The cip-statement
is used to describe the intra-inter influence of decision to decision (Pattern 13).

Statement 5.8 (cips-statements) Conditional-influential preference-structure statements, express
the influence among decisions and structures crossing both different issues and agents, and the in-
fluence starting from the vertical (intra) dimension and leading to the horizontal (inter) dimension.
The cips-statement is used to describe the intra-inter influence from decision to decision and struc-
ture (Pattern 14), from decision to structure (Pattern 15), from structure to decision (Pattern 16)
and from structure to decision and structure (Pattern 17).

Statement 5.9 (cis-statements) Conditional-influential structure statements, express the influ-
ence among structures crossing both different issues and agents, and the influence starting from
the vertical (intra) dimension and leading to the horizontal (inter) dimension. The cis-statement
is used to describe the intra-inter influence of structure to structure (Pattern 18).

Statement 5.10 (icp-statements) Influential-conditional preference statements, express the influ-
ence among decisions crossing both different agents and issues, and the influence starting from
the horizontal (inter) dimension and leading to the vertical (intra) dimension. The icp-statement
is used to describe the inter-intra influence of decision to decision (Pattern 19).

Statement 5.11 (icps-statements) Influential-conditional preference-structure statements, express
the influence among decisions and structures crossing both different agents and issues, and the in-
fluence starting from the horizontal (inter) dimension and leading to the vertical (intra) dimension.
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The icps-statement is used to describe the inter-intra influence of decision to decision and struc-
ture (Pattern 20), decision to structure (Pattern 21), structure to decision (Pattern 22), structure
to decision and structure (Pattern 23).

Statement 5.12 (ics-statements) Influential-conditional structure statements, express the influ-
ence among structures crossing both different agents and issues, and the influence starting from
the horizontal (inter) dimension and leading to the vertical (intra) dimension. The ics-statement
is used to describe the inter-intra influence of structure to structure (Pattern 24).

5.3 Pattern 1-3 Intra-influence of Decision

Firstly, discuss about the intra-influence from decision, which is the influence among different
issues within one same agent. Build CP-nets with issues X, Y, Z, W (as shown in figure 5.3), with
binary domains containing s and § if .S is the name of the issue, and in which atable x : X — Y
means the specific choice of x on issue X will lead an edge of influence from issue X to issue
Y, more specifically, take an edge of influence X to Y with attached restricted domain D'y, the
semantics is that if the values of the variable X belong to the domain D’y on the edge, then
the variable Y will be influenced by X, otherwise it will take the default value. Hence we only
need to specify the restricted domain in the tables. Of course, mathematically speaking, the same
expressivity can be achieved by relying on the classical CP-net framework, by simply stating the
values of Y for the full however this would overlook the fact that the influence is dependent on
specific values of the former variable.

It should be noticed that, the intra-influence is usually named as the dependencies among fea-
tures/issues in former works [Boutilier et al., 2004a, Maran et al., 2013 ], but not as the influence,
only the “interaction” among agents is deemed as the influence, but not the “interaction” among
different issues/features within one agent. Actually, your choice will not only be influenced by
other agents (such as friends, opponents and so on), and also will be influenced by your former
choices (of your own), of course it could be perceived as your current choice would be dependent
on your former choice(s), or be influenced by your former choice(s), but no matter using the term
“dependency” or the term “influence”, they describe the same thing, the latter choice would be
affected or determined by the former choices in some sense, therefore, the dependencies among
issues/features could be named as the intra-influence (the influence among issues/features intra the
agent), and could be integrated as one category of influence in the system of influence built in the
thesis.

Pattern 1 Intra-influence from Decision to Decision

The choice of agent ¢ on latter issue k£ + [ would be influenced by own choice on former
issue k. In order to avoid the cycle, it is assumed that the decision must be sequential, and cor-
respondingly the influences are from former issues to latter issues, but can not be reversed. The
detailed mathematical expression of influence pattern 1 and all other patterns (with variations)
can be found in appendix B.1.

Abstract Example 5.1 (Pattern 1) As shown in sub figure 1 of figure 5.3, agent 1 make choices
on two issues X and Y, the choices of agent 1 on issue Y is influenced by (or dependent on)
the choices of agent 1 on issue X. If agent 1 choose x1 on issue X, then will choose y; on
latter issue Y, while if agent 1 choose x1 on issue X, then the choice on issue Y will be 1
instead. This pattern of influence is the dependency among multi-issues discussed in CP-nets
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1.decision to decision 2.decision to decision and structure 3.decision to structure

Figure 5.3: Intra-influence of Decision

as cp-statements [Boutilier et al., 2004a, Maran et al., 2013], which could be represented as:
T1 > T1,21 Y1 >~ Y,21 t Y1 > Y1

Pattern 2 Intra-influence from Decision to Decision and Structure

The different choices of agent ¢ on former issue £ will influence to own choices on different
latter issues, k + [ or £ + [ + s. The influence is from decision to both decision and structure, not
only the choice of latter issues bing affected, but also the directions or the structures of influence
bing affected by the former choice.

Abstract Example 5.2 (Pattern 2) As shown in sub figure 2 of figure 5.3, agent 2 make choices
on three issues X,Y, Z, if agent 2 chooses xs, then the decision on issue Y will be influenced
as yo, while if agent 2 chooses 2, then the decision on issue Z instead would be influenced as
z9. The choice on X would affect the structure or direction of influence (from X to 'Y or from X
to Z), then the new cps-statements (conditional preference-structure statements) could be used to
expressed as: xTo >~ To, X2 : Y2 > Yz, L2 & 23 > Zo.

Here intuitively, if the value of X9 is xo then X will affect Y (but otherwise Y will be
unaffected by X and keep its initial inclination value). More generally, what this means is that an
edge from X to'Y is present relatively to given (partial) domain, otherwise initial inclinations are
used.

Pattern 3 Intra-influence from Decision to Structure

The different choices on former issue %k of an agent ¢ will generate different dependent rela-
tions among latter issues, k +1 — k+[l+sork + 1 — k+ 1+ s+ t. The influence is from
decision to just structure, the dependent relations of latter issues will be affected, but the specific
choice for latter issue would not be directly affected by the former choice.

Abstract Example 5.3 (Pattern 3) As shown in sub figure 3 of figure 5.3, agent 3 makes choices
on four issues X,Y, Z, W, if agent 3 chooses x on issue X, there will be a dependency on issue Y
by issue Z (influence from Y to Z), but if agent 3 choose T on issue X, then there will be another
dependency on issue Y by issue W (influence from Y to W), the cps-statement could be expressed
as: xg = T3,x3: 43 = Pa(}/?)),.fg Wy = Pa(Y3)
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Compared with the former pattern 2 of intra-influence from decision to decision and structure,
in which the decision on issue X not only influence the structure of influence (“x : X — Y " or
“x . X — Z)”, but also directly influence the decision (“x : y” or “T : z”), which could be
expressed as a statement similar to the cp-statement: xo > To,Xo @ Yo > Y2,%2 : 22 = Zo,
however, when the decision only influences the structure of other issues, but not directly influences
the decision of other issues, the statement should be adjusted, using Pa to express the structure of
dependency/influence among issues.

5.4 Pattern 4-6 Intra-influence of Structure

Secondly, discuss about the intra-influence from structure, which is the influence from depen-
dent relations among former issues within one same agent.® Build CP-nets as shown in figure (as
shown in figure 5.4)". To be honest, the interpretation of this group of patterns is somewhat con-
troversial and rather different from the usual CP-nets, and they are not the typical patterns mainly
illustrated in next test and simulation. Therefore, here we keep patterns 4-6 for completeness and
symmetry of the system of influence patterns, while the detailed discussions and examples can be
found in appendix B.1.

Pattern 4 Intra-influence from Structure to Decision

The different dependent relations among former issues determined by agent ¢ will influence
own decision on one latter issue.
Pattern 5 Intra-influence from Structure to Decision and Structure

The different dependent relations among former issues determined by agent ¢ will influence
to own decision on different latter issues.

Pattern 6 Intra-influence from Structure to Structure

The different dependent relations among former issues determined by agent ¢ will generate
own different dependent relations among latter issues.

5.5 Pattern 7-9 Inter-influence of Decision

Thirdly, discuss about the inter-influence, which is just “contrary” to the intra-influence,
the intra-influence is the “influence” among multi-issues/ features but within (intra) one same

S Our mind should be reformed from that only the choice (of values) could be determined by agents, actually the
structure among issues could also be determined by agents, thus, there are not only decisions about the candidates, but
also decisions about the structure. For example, while I make choices on three sequential issues X > Y > Z, while
choosing on issue Z, if I think issue X is more important than issue Y, I will make choice on Z dependent on X, while
if I think issue Y is more important than issue X, I will make choice on Z dependent on Y instead, which means the
structures of dependency would be dynamic and could be autonomously determined by decision-maker on cases. The
structure among issues are not necessarily objective (which is fixed and can not be affected by the agent’s willingness),
but can also be subjective, autonomously determined by agent.

"In tables X — Y : z means an edge of influence from issue X to issue Y will lead the choice on issue Z to be z,
and X — Y : Z — W means an edge of influence from issue X to issue Y will lead an edge of influence from issue
Z toissue W.
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4.structure to decision 5.structure to decision and structure 6.structure to structure

Figure 5.4: Intra-influence of Structure

agent, while the inter-influence is the influence among (inter) multi-agents but within one same is-
sue/feature, in another word, referring to the framework of influenced CP-nets, the intra-influence
flows in the vertical dimension but the inter-influence flows at the horizontal dimension. Build CP-
nets as shown in figure 5.5 to express this group of influences, and in which a table z; : X; — X
means the specific choice of x; on variable X; (of agent 1) will lead an edge of influence from
agent 1 to agent 2, more specifically, take an edge of influence from 1 to 2 with attached restricted
domain D’Xl, the semantics is that if the values of the variable X; belong to the domain D’X1 on
the edge, then the variable X5 (of agent 2) will be influenced variable by X; (of agent 1), oth-
erwise it will take the default value. Hence we only need to specify the restricted domain in the
tables.

Pattern 7 Inter-influence from Decision to Decision

The decision of one agent ¢ will influence the decision of another agent j on one same issue
k, which is the most simple and common form of influence [Maran et al., 2013].

Abstract Example 5.4 (Pattern 7) As shown in sub figure 7 of figure 5.5, agent 1 and agent 2
make decisions on one issue X, this is the standard pattern of influence discussed in influenced
CP-nets [Maran et al., 2013] by ci-statements, if agent 1 choose x1, then agent 2 would choose
X9, but if agent I choose i1, then agent 2 would choose 5 instead. The ip-statement (influential
preference statement) could be expressed as: T > x1, 1 1 X3 > To,T1 i1 To > To. It should be
noticed that, the ci-statement [Maran et al., 2013] is renamed as the ip-statement to describe this
pattern of influence, to be better embedded in the system of patterns of influence, and also better
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9.decision to structure

Figure 5.5: Inter-influence of Decision

grasping the common and difference compared with other statements (which has been discussed
in details in section 6.2.)

Pattern 8 Inter-influence from Decision to Decision and Structure

The different choices of agent ¢ on issue k will influence to the choices of different other
agents j g on the same issue. This pattern of influence is common in real-world situation, as
different peoples have different sensitive nerves.

Abstract Example 5.5 (pattern 8) As shown in sub figure 8 of figure 5.5, agent 1,2,3 make deci-
sions on one issue Y, the different choices of agent 1 would lead the influence to different agents
(2 or 3), when the choice of agent 1 is y1, the influence leads to agent 2 and makes decision as
Yo, but when the choice of agent 1 is 11, the influence leads to agent 3 instead and make decision
as ys, the different choices of agent I not only affect the structure of influence (y1 :: Y1 — Y5
or g1 = Y1 — Y3), but also affect the choices of other agents (y1 : y2 or y1 : y3). Integrally,
this pattern of influence could be represented in a new statement, the ips-statement (influential
preference and structure statement), as: y1 :: Y1 — Yo,ys, y1 » Y1 — Y3,ys. The statements
are composed of two parts, not only including the influenced preferences (just like the traditional
cp-statements [Boutilier et al., 2004a] and ci-statements [Maran et al., 2013]), which is the lat-
ter half, but also the influenced structure, which is the former half. This statement could also be
simplified or reduced as y1 :: y2,9y1 :: y3, which is then close to the ci-statement [Maran et al.,
2013].

Pattern 9 Inter-influence from Decision to Structure

The different choices of agent 7 on issue k will generate different influencing relations among
other agents, j — gor j — h.
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10.structure to decision

11.structure to decision and structure

|Z1—>Z3::Z4—>Z6

12.structure to structure

Figure 5.6: Inter-influence of Structure

Abstract Example 5.6 (Pattern 9) As shown in sub figure 9 of figure 5.5, agent 1,2,3,4 make
decisions on issue Z, if agent 1 choose z1 on issue Z, then agent 3 would be influenced by agent 2,
but if agent 1 choose z1 on issue Z, then agent 4 would be influenced by agent 2. The ips-statements
could be represented as: z1 :: Zs = In(Z3), 21 =+ Zg = In(Zs).

5.6 Pattern 10-12 Inter-influence of Structure

Fourthly, discuss about the inter-influence from structure among agents. Build CP-nets with
five agents 1,2,3,4,5 and three issues X, Y, Z (as shown in figure 5.6).

Similarly as discussed in section 6.4 Intra-influence of Structure, it should be noted that not
only the choice about candidates could be determined by the agent, but also the influencing rela-
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tions (structure of influence) among agents. The influencing agent can choose who to influence,
and the influenced agent can also choose who to be influenced by, and so on.

The choices of which agent to influence or which agent to be influenced by are determined
by lots of factors, which are very common in real-world situation, for influencing agents, for
example of the common bribery problem in computational social choice, while briber hope to
persuade some agents to change their votes, bound to the limited budget, the briber usually obey
two principles to choose the object to bribe, one is the agent with more influential power (like
the opinion leader [Katz and Lazarsfeld, 1970]), once (successfully) buying the widely influential
agent, there will be much more agents following, and the other principle is the ease degree to be
bribed, for the agent with same influential power, the briber is inclined to choose the easy one, to
save more budget and to convince other more agents.

Besides, for influenced agents, determining which one to follow or to be influenced by are
also very common, for example, agents are more inclined to listen to the advise of experts with
professional knowledge, or listen to family members or friends with intimate relations. Therefore,
the influencing relations (structure of influence) among agents are not only objectively (which is
fixed and not affected by the agent’s willingness), but can also be subjectively, would be affected
by agents’ different preferences, willingness, believes, targets or strategies or so on.

Pattern 10 Inter-influence from Structure to Decision

The different influencing relations determined by agent i (i — g or h, g or h — %) on issue
k will influence to different choices (k or k) of another agent j on the same issue.

Abstract Example 5.7 (Pattern 10) As shown in sub figure 10 of figure 5.6, agent 1,2,3,4 make
decisions on issue X, if agent 1 (chooses to) influence agent 2, then agent 4 will be influenced and
choose x4, but if agent I (chooses to) influence agent 3, then agent 4 will also be influenced but

choose x4 instead. The influence can be expressed as ips-statement: Xo = In(Xy) :: x4, X3 =
In(Xy) :: 2y.

Pattern 11 Inter-influence of Structure from Decision and Structure

The different influencing relations determined by agent i (¢ — g or h, g or h — %) on issue
k will influence to different agents (5 or g)’ choices on the same issues.

Abstract Example 5.8 (Pattern 11) As shown in sub figure 11 of figure 5.6, agents 1,2,3,4,5
make decisions on one issue Y, if agent I determine to influence agent 2, then agent 5 would
be affected and choose ys, but if agent 1 determine to influence agent 3, instead agent 4 would be
affected and choose yy. The influence can be expressed as ips-statement: Yo = In(Y71) :: ys, Y3 =

I?’L(Yl) :Z y_4.9

8Choosing which one to influence or which one to be influenced by.

°This kind of influence is very common in real-world situation, for example, there are 5 agents 1,2,3,4,5, agent 1
would like to influence other agents, agent 2 and agent 5 have very intimate relations, and agent 3 and agent 4 have
very close friendships. If agent 2 always follows agent 1 (or always be influenced by agent 1 ), then agent 5, perceiving
agent 2 as “best friend”, would possibly feel jealous or angry, or some other negative emotions, then agent 5 would be
affected by the structure of influence (agent 2 follows agent 1). However, if agent 3 always follows agent 1 (or always
be influenced by agent 1), then it will be the agent 4 instead, treating agent 3 as “best friend”, might feel bad emotions
and be affected and take some actions correspondingly.
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13.decision to decision 14.decision to decision and structure 15.decision to structure

Figure 5.7: Intra-inter Influence of Decision

Pattern 12 Inter-influence from Structure to Structure

The different influencing relations determined by agent ¢ (¢ — e or r, e or r — i) on issue k
will introduce different influencing relations determined by agents j (j — g or h, g or h — 7)'°.

Abstract Example 5.9 (Pattern 12) As shown in sub figure 12 of figure 5.6, agents 1,2,3,4,5,6
make decisions on issue Z, if agent 1 (chooses to) influence agent 2, then agent 4 would influence
agent 5, but if agent 1 (chooses to) influence agent 3, then agent 4 would influence agent 6. The
new is-statements (influential structure statements, without preferences directly involved) could be
used to expressed as: Zo = In(Zy) :: Zs = In(Zy), Zs = In(Z1) :: Zg = In(Zy).

5.7 Pattern 13-15 Intra-inter influence of Decision

Fifthly, discuss about the intra-inter influence (from decision), namely the influence not
only crossing different issues, but also crossing different agents. As discussed before, the intra-
influence is among different issues but within one same agent, flowing on the vertical dimension
of influenced CP-nets, and the inter-influence is among different agents but within one same issue,
flowing on the horizontal dimension of influenced CP-nets. But the intra-inter influence flows in a
diagonal direction, through both vertical distance and horizontal distance.

It is necessary to distinguish the intra-inter influence and inter-intra influence, this two cat-
egories of influence both flow at horizontal and vertical dimension, but with different sequence
(or with different distance comparison). Generally, intra-inter influence is identified as the influ-
ence firstly starting from or flowing among different issues (in the vertical dimension), but then
pointing to or affecting on different agents (in the horizontal dimension), comparatively, the inter-
intra influence is identified as the influence firstly starting from or flowing among different agents
(in the horizontal level), but eventually pointing to or affecting on different issues (in the vertical
dimension). Build CP-nets with five agents 1,2,3,4,5 and four issues X, Y, Z, W as shown in 5.7.

%For example, if agent j observed agent i influenced agent e, then agent j would influence agent g, but if agent j
observed agent 1 influenced agent r, then agent j would influence agent h instead.
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Pattern 13 Intra-inter Influence from Decision to Decision

The decision of agent ¢ on former issue k£ will influence the decision of another agent j on
the latter issue k + [.

Abstract Example 5.10 (Pattern 13) As shown in sub figure 13 of figure 5.7, agent 1,2 make
decisions on issue X,Y, if agent 1 choose x1 on issue X, then agent 2 would choose 5 on issue
Y, but if agent 1 choose i1 on issue X, then agent 2 would choose 1 instead on issue Y. This
pattern of influence simultaneously involves the relations between different issues (X — Y') and
the relations between different agents (1 — 2), the former one is usually represented by the cp-
statement [Boutilier et al., 2004a], and the latter one is represented by the ci-statement (in the
influenced CP-nets [Maran et al., 2013]). And it is not appropriate to simply borrow the ex-
isted cp-statement or ci-statement to express this pattern of influence. It is necessary to integrate
the cp-statement and ci-statement (the intra aspect expressed by cp-statement and inter aspect
expressed by ci-statement), and considering about the properties of intra-inter influence (start-
ing from the vertical dimension to horizontal dimension, or more influencing distance on vertical
dimension than horizontal dimension), to propose a new cip-statement (the conditional and influ-
ential preference statement), simultaneously describing the dependent and influenced preference.
The cip-statement in this example can be expressed as: x1 :: Y2,%1 :: Yo.

Pattern 14 Intra-inter Influence from Decision to Decision and Structure

The different choices (k or k) of agent i on former issue & will influence to the decisions of
different other agents (j or g) on latter issue k + I.

Abstract Example 5.11 (Pattern 14) As shown in sub figure 14 of figure 5.7, agents 2,3,4 make
decisions on two issues Y and Z, if agent 2 choose yo on issue Y, then agent 3 would be influenced
and choose z3 on issue Z, but if agent 2 choose 1, then agent 4 would be influenced instead and
choose zy, as this pattern of influence involves the influencing relations between both decisions v
or zy and structures Yo — Zs or Yo — Z4, therefore, the cip-statement (just between decisions
and decisions) discussed before would be not capable to express, the new cips-statement (the
conditional-influential preference-structure statement) should be used to express as yo :: Yo —
Z3, 23,2 = Yo — Ly, Z4.

Pattern 15 Intra-inter Influence from Decision to Structure

The different choices (k or k) of agent ¢ on former issue k£ will introduce different influencing
relations determined by agent i (i — g or h, g or h — 4) on latter issue k + [.

Abstract Example 5.12 As shown in sub figure 15 of figure 5.7, agents 3,4,5 make decisions on
issues Z and W, if agent 3 choose z3 on issue Z, then agent 3 would influence agent 5 on issue W,
but if agent 3 choose Z3 on issue Z, then agent 3 would influence agent 4 instead on issue W. The
cips-statement could be expressed as: z3 :: Wy = In(W3), z3 :: Wy = In(W5s).

5.8 Pattern 16-18 Intra-inter influence of Structure
Sixthly, discuss the intra-inter influence from structure, namely the influence originating from

the dependent relation(s) among issues within/intra one agent, then crossing among/inter different
agents.
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Figure 5.9: 17.Intra-inter Influence of Structure to Decision and Structure

Pattern 16 Intra-inter Influence from Structure to Decision

The different dependent relations among issues (kor k+1 — k+1l+ s,k - k+1lor k +
I + s'1) determined by agent 4 will influence to the different choices of another agent j on issue
later than k + 1 + s.

Abstract Example 5.13 (Pattern 16) As shown in figure 5.8, build CP-nets with three agents
1,2,3 and three issues X,Y,Z with binary domains, which is one example of one agent making
decisions on one latter issue dependent on different former issues. If agent 1 make decisions on
issue Z dependent on issue X, then agent 2 would be influenced and choose z2 on issue Z, but if
agent 1 make decisions on issue Z dependent on issue Y, then agent 2 (the same one) would be
influenced but choose Zy instead. The cips-statement could be expressed as: 7, = Pa(X1) :
29,21 = Pa(Y1) = 2.

Pattern 17 Intra-inter Influence from Structure to Decision and Structure

The different dependent relations among issues (k or k+1 — k+1l+s, k- k+1lork+
[ + s) determined by agent ¢ will influence to the decisions of different agents j or ¢ on issue later
than k 4 [ + s.

Abstract Example 5.14 (Pattern 17) As shown in figure 5.13, build CP-nets with three agents
1,2,3 and three issues X, Y,Z with binary domains, if agent 1 makes decisions on issue Y conditional
onissue X, then agent 2 would be influenced on issue Y and choose yo, but if agent 1 make decisions
on issue Z conditional on issue X, then agent 3 instead would be influenced on issue Z and choose
zZ3, the cips-statement could be expressed as: Y1 = Pa(X1) :: y2, Z1 = Pa(X1) :: z3.

Choosing which one to dependent on or which one to be dependent by.
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Figure 5.10: 18.Intra-inter Influence of Structure to Structure

Pattern 18 Intra-inter Influence from Structure to Structure

The different dependent relations among issues (kor k+1 — k+1l+ s,k — k+1lor k +
I + s) determined by agent ¢ will introduce different dependent relations among (k or k + [ —
k+1+s k— k+1ork+ [+ s)determined by agent j (or g).

Abstract Example 5.15 As shown in figure 5.14, build CP-nets with three agents 1,2,3 and three
issues X,Y,Z with binary domains, if agent 1 make decision on issue Y dependent on issue X, then
agent 2 would be influenced and also make decision on issue Y conditional on issue X, but if agent
1 make decision on issue Z dependent on issue X, then agent 3 instead would be influenced and also
make decision on issue Z conditional on issue X, this pattern of influence does not directly touch the
specific choice of value for individual variables, therefore, the new cis-statement (conditional and
influential structure statement) could be used to express as: X1 = Pa(Y1) :: Xo = Pa(Y32), X1 =
Pa(Zl) o X3 = Pa(Z3)

5.9 Pattern 19-21 Inter-intra influence of Decision

Seventhly, discuss about the inter-intra influence from decision, which also crossing both
different agents and cross different issues, but contrast to the intra-inter influence from decision,
the inter-intra influence flows on the inter (horizontal) level, and then affects on the intra (vertical)
level. Build CP-nets with four agents 1,2,3,4 and five issues X, Y, Z, W,V with binary domains.

Pattern 19 Inter-intra Influence from Decision to Decision

The decision of agent ¢ on former issue £ will influence the decision of another agent j on
latter issue k + [.

Abstract Example 5.16 (Pattern 19) As shown in sub figure 19 of figure 5.11, agents 1,2 make
decisions on issues X,Y, if agent 1 choose x1 on issue X, then agent 2 will choose ys on issue Y,
but if agent 1 choose 21 on issue X, then agent 2 will choose 1, instead on issue Y, the new icp-
statement (influential and conditional preference statement) can be expressed as: x1 :: Y2,T1 :: Yo.

Pattern 20 Inter-intra Influence from Decision to Decision and Structure

The different choices (k or k) of agent j on former issue &k will influence to the decisions of
another agent j on different latter issues k + [ or k + 1 + s.

Abstract Example 5.17 (Pattern 20) As shown in sub figure 20 of figure 5.11, agents 2,3 make
decisions on Y,Z,W, if agent 2 choose yo on issue Y, then agent 3 would be affected on issue Z
and choose z3, but if agent 2 choose ya, then agent 3 would be affected on issue W instead and
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choose ws, this pattern of influence flows at the horizontal dimension and splits at (affects on)
the vertical dimension, then the icps-statement (the influential and conditional preference and
structure statement, involving both the influence with decision and structure) could be used to
express as ys :: Yo — Zs3, 23, Y2 it Yo — Wi, ws.

Pattern 21 Inter-intra Influence from Decision to Structure

The different choices (k or k) of agent i on former issue k will introduce different dependent
relations among latter issues (k — k + [ or k + | + s) of another agent j.

Abstract Example 5.18 (Pattern 21) As shown in sub figure 21 of figure 5.11, agents 3,4 make
decisions on three issues Z,W,V, if agent 3 choose z3 on issue Z, then agent 4 would make decisions
on issue W conditional on issue Z, but if agent 3 choose Z3 on issue Z, then the agent 4 would make
decisions on issue V conditional on issue Z. This pattern of influence is from decision to structure,
the icps-statement (influential-conditional preference-structure statement) could be expressed as:

zg it Wy = PG(Z4),273 V= PG(Z4)

5.10 Pattern 22-24 Inter-intra Influence of Structure

Eighthly, discuss the inter-intra influence originating from structure, namely the influence
coming from influencing relation(s) among agents on former issue, then going to decision(s) or
influencing relation(s) on latter issue(s). The influence starts from the horizontal/inter dimension
and flows at the vertical/intra dimension.
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Pattern 22 Inter-intra Influence from Structure to Decision

The different influencing relations among agents (¢ or j — g, j or g — 1) determined by
agent ¢ on former issue k will influence to the decision of agent ¢ or j or g or h on latter issue
kE+1.

Abstract Example 5.19 (Pattern 22) As shown in figure 5.12, build CP-nets with three agents
1,2,3 and three issues X,Y,Z with binary domains, this is an example of agent (choosing to) be
influenced by who, if agent 3 be influenced by agent 1 on issue X, then agent 3 would choose y3 on
issue Y, but if agent 3 be influenced by agent 2 on issue X, then agent 3 would choose 13 instead
on issue Y. The icps-statement could be expressed as: X3 = In(X1) :: y3, X3 = In(X2) :: y3.

Pattern 23 Inter-intra Influence from Structure to Decision and Structure

The different influencing relations among agents (j or g — %, j or g — t) determined by
agent ¢ on former issue k£ will influence to the decisions of different agents ¢ or j or g or h on
issue latter than k + .

Abstract Example 5.20 (Pattern 17) As shown in figure 5.13, build CP-nets with three agents
1,2,3 and three issues X,Y,Z with binary domains, if agent 1 (determines to) influence agent 2 on
issue X, then agent 2 would choose ys on issue Y, but if agent 1 (determines to) influence agent

3on issue X, then agent 3 would choose Z3 on issue Z. The icps-statement could be expressed as:
Xy = ITL(Xl) 2y, X3 = In(Xl) 23,

Pattern 24 Inter-intra Influence from Structure to Structure

The different influencing relations among agents (j or ¢ — %, j or ¢ — t) determined by
agent ¢ on former issue k& will introduce different influencing relations among agents (j or g — 1,
jor g — i) onlatter issue k + [ (or k + [ + s).

Abstract Example 5.21 (Pattern 24) As shown in figure 5.14, build CP-nets with three agents
1,2,3 and three issues X,Y,Z with binary domains, if agent 2 is influenced by agent I on issue X,
then agent 1 will be influenced (back) by agent 2 on issue Y, but if agent 3 is influenced by agent
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1 on issue X, then agent 1 would will be influenced (back) by agent 3 on issue Z. The new ics-
statement (influential-conditional structure statement, without decisions directly involved) could
be used to express as: Xo = In(X1) :: Y1 = In(Y2) or X3 = In(Xy) :: Z1 = In(Zs).

With more specific meaning, three agents 1,2,3 collectively make decisions on issues X,Y,Z,
for issue X which is very important to agent 1, and agent 1 is eager for the support from agent 2
and 3, exerting positive influences to both agent 2 and 3 (such as persuasion, bribery and so on).
If agent 2 follows agent 1 (be positively influenced by agent 1), then agent I would possibly give
a favor back to agent 2 on latter issue Y (which is important to agent 2), follows the vote of agent
2, but if agent 3 follows agent 1 (be positively influenced by agent 1), then agent 1 would likely
give a favor back to agent 3 on another latter issue Z (which is important to agent 3), supports the
vote of agent 3. This kind of interactions between influential relations could be summarized in a
simple word, if you play nice to me, then I will play nice back, if you play hard to me, then I will
play hard back.



Chapter 6

Influence from More than One Origins

Contents of Chapter 6

6.1 The Prominent One Influence-by the Priority of Influence
6.2 The Collective Influence-by the Weight of Influence

6.3 How to Compute the Influential Effect from Structure

When one decision (namely a decision-making variable of one agent or on one issue) simul-
taneously faces several influences, of different strength and even conflicting directions, then how
to produce the result of this collective influence is a complex question. To facilitate exposure,
we will first make a simplifying assumption: we shall only talk about influence among agents,
and ignore the fact influence may cross different issues (note that this just to make things more
readable). Now, to deal with such influence from more than one agents, there are many ways. In
this chapter we discuss three specific approaches:

e in the prominent influence model, only the variable with the highest “strength” of influence
will eventually be considered, even though other influences may exist (Section 6.1);

¢ in the simple collective influence, all influencing decisions contribute to collective effect to-
gether and each to different extents or directions, but independently, which can be expressed
as the weights of influence (among decisions) which is also determined by a series of factors
(Section 6.2);

e finally, in the combinatorial collective influence model, all influencing decisions contribute,
but in a way which may be dependent on the structure (Section 6.3).

Before we get deeper in the details of these models, we note that in the influence mechanism,
they are two components to start with:

o the first is the own preference of the agent regarding the considered variable,

e the second are the external influences, which, as we may indeed discuss in this chapter, may
come from several origins.

Even though we may treat similarly these different factors, they play intuitively a different role.
An agent may be more or less open-minded, more or less open to contradicting views, more or
less firmly convinced of his own views.

Metrics of Influence 1 (Strength of Willingness) describe how one agent insist on or be sure
about own view or preference, and how is his willpower to influence on other agents. Some agents
might have explicit or strict views, but others might be unclear, indifferent or ignored about own
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views. The so-called indifference or ignorance about preference is similar to the partially ordered
preference [Pini et al., 2009], for some agents, part of candidates are incomparable or indifferent
for them, it is not easy to tell which one is better or which one is more preferable than the other,
under this situation, it is easy for them to be influenced by the agents with clear and definite views,
or with strong and intense willingness to influence others. Therefore, it is reasonable to assume
that agents indifferent or ignored about own preferences are easier to be influenced by the agents
with explicit and strict preferences, but not reversely.

6.1 The Prominent Influence-by the Priority of Influence

Intuitively, in this first model, we can think of the agent as considering several influencing
decisions, but only taking into account the most convincing one in the end. Of course, stated like
this the priority of influence remains a very abstract concept. We can think of different metrics to
measure, to distinguish the most prominent influencing agent, explained as following (for example
of the priorities of influence among agents):

Metrics of Influence 2 (Strength of Power) In many contexts it is natural that agents have dif-
ferent status that give them different strength of power to influence others, we shall assume the
concept of power is exogenously given in our model. It is natural to assume that commonly the
agents with weaker power are easier to be influenced by the agents with stronger power, but not
reversely. There are several reasons, one is that usually the agent would face the “pressure” if his
view is different from the group, majority or other agents, and the more powerful of another agent
with different view, then easier for the agent to fell pressed and be influenced by. We also note that
strength may vary considerably depending on the issue considered.

Example 6.1 (Strength of Power) For example of a general member state in the NATO, while
facing the influence and pressure from different member states, such as US, UK, France and some
other allies, it is more likely to be influenced by the most powerful one (US), as the leader of NATO
and the most powerful state in “western world”. The other reason is that usually agents would
perceive the stronger agents as the more successful ones, and assuming that it is the better choices
or wiser preference leading to his success.

Metrics of Influence 3 (Closeness of Relations) which could not only be measured in the inten-
sity, but also be measured in the direction (good/bad, friend/foe, etc), as positive influencing re-
lation or negative influencing relation. It is reasonable to assume that the agent are easier to
be influenced by other agent with more intense relations. For example while you face more than
one friends with different preferences influencing you simultaneously, in most cases you will follow
your best friends among them; similarly, while you face more than one enemies with different pref-
erences influencing you simultaneously, in most cases you will oppose to the worst one. However,
above just compare the intensity of relations among friends (in which the best friend dominate)
or among enemies (in which the worst foe dominate), but how to distinguish the most prominent
agent from both friends and foes together, a solution is to just compare the intensity of relations
(and ignoring the directions of influences).

Metrics of Influence 4 (Similarity of Preference) describes the similarity degree of the prefer-
ence among agents. It is usually the case that the agent would be more inclined to be influenced by
other agents with more similarities compared with oneself. As it is likely to engender the friend-
liness (or familiarity) between people with more similarities like preferences, views, favors and
so on. Besides, the agents with more similarities would provide more referential meaning for the
influenced agent’s decision (as thinking we face the same/similar situation, or we are “of the same
kind”, and so on).
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Example 6.2 (Similarity of Preference) Recommender systems provide a good example of such
principle: in particular those based on collaborative filtering principle capture preferential infor-
mation of users. The rationale is that my decision to buy a given item will be primarily influenced
by “similar users”. Preference information is a natural way of capturing what it is that an agent
wants or intends to do [Wicker and Doyle, 2007, Wicker and Doyle, 2008].

Amon these metrics, note that the closeness of relations has variations not only on the scale
of the value as the others, but also on the polarity (positive/negative) of the value.

In most cases of real-world situations, a lot of factors would simultaneously come into play,
therefore, assume all above metrics collectively form the priority of influence. The four metrics
could be considered so as to obtain the matrix of priority of influence. Of course, for these numbers
to be meaningful, some attention is required: in particular, normalization has to be performed.

Assume a society of combinatorial and collective decision-making system CCS = {N, M, PR},
N = {Aq), 4@y Am > M = {Fu), F2), .- -, Fim) }» N is the set of all agents (n agents),
M is the set of all issues (m issues), and PR is the matrix of priority of influence among them,
which can be determined collectively by several metrics discussed before. Note that this is a very
cumbersome matrix, of dimension (n x m)2. If only influence among agents is considered, then
we end up with a simple » X n matrix. One such example and a specific computing procedure
under the context of UN security council can be found in appendix C.2.

Definition 3 (Matrix of Priority of Influence) PR is the matrix of priorities of influence of the
whole decision-making system, in which the value pr; ;. 1) is the priority of influence from the
variable x;, (the decision of agent j on issue q) to the variable x; . (the decision of agent i
on issue k), if prjiqr) = 0, this means there is no influence from variable ;4 to x;, but if
Priigk) 7 0, this means there is an influence from variable xj to x;y, and the bigger of the
, the higher of the priority of influence.

absolute value |p7“j,z‘(q,k)

As assumed, only variable on the former issue could influence variable on the latter issue,
and can not be reversed, which satisfying:

The influenced variable z; ;. (i € N, k& € M), would be influenced by the influencing variable
754 (7 € M, g € M) with the highest priority of influence (P (i) is the preference of agent i on
issue k):

Py (i) = Pgy(j)withg, j € argmaxpr; g,k (6.2)
Observe that here we simply assume that the initial preferences of the agent are overiden. The
Complementary Illustration of Priority of Influence can also be found in appendix B.3

6.2 The Collective Influence-by the Weight of Influence

As is the case with the priority of influence, the weights of influence among variables could
be measured by a series of metrics as discussed before. A specific computing procedure under the
context of UN security council can be found in appendix C.2.

However this weights do not tell us much so far, because the problem is that being influenced
by several variables, we don’t know yet how these different influences will be aggregated. There
are different ways to approach the problem:

e in a cardinal approach, or even in an ordinal but complete setting, we could for example
compute the weighted Borda score of every candidate by all influencing preferences, the
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candidate with the highest weighted Borda score will be the most preferred candidate after
influenced;

e in a purely ordinal approach, the fact that orders may be partial makes the previous ap-
proaches inappropriate. We could instead compute a weighted distance, find the preference
ordering with the weighted minimal distances in total compared with all influencing prefer-
ences, and return it as the influenced result. It should be noticed that, the weight could be
both negative or positive, for the negatively influencing preference, it is finding the maximal
distance for this part of weight (want to be as far/different as possible).

In what follows we make use of the KSB distance [Kemeny and Snell, 1962, Bogart, 1973,
Wicker and Doyle, 2007, Wicker and Doyle, 2008]. In fact [Bogart, 1973] generalizes the work
by [Kemeny and Snell, 1962] that obtains a distance measure on strict partial orderings as the
unique metric satisfying several natural axioms [Wicker and Doyle, 2007]. This metric, called as
KSB metric, is defined in terms of a matrix representation of the orderings.

Define a concept of ordering matrix as OM, OM = [om, ], for an ordering F;, the
corresponding ordering matrix is OM £, OMTt) = [omP(i)] Py € P (Pis the set of all possible
preference ordering according to candidates!), and in which o, o’ (0,0’ € O = {o1,...,0¢}) are

two different candidates in the preference ordering F;:

1 if o is strictly preferred to o’ by Py,
omP(i,) =< —1 if o' is strictly preferred to o by Py, (6.3)

0,0

0 otherwise (indifference, incomparability, missing).

An ordering matrix is in canonical form if the column and row are ordered lexicographically

with the candidates in the ordering, let om , and om,, ” ) be the correspondlng ordering matrix
entries from the respective preference orderlngs P and Py (P, Pj) € P), then the KSB
distance between P(;) and F;) are (define Dis as the distance functlon by KSB metrics)

DZS(P( )y P(]) Z Z |0m 7(g,)| (64)

o0=01 o’=01

For an preference P,)(j) (the preference of agent j on issue q) being collectively influenced,
the resulted/influenced outcome would be one of possible preference P, € P which make the sum
of KSB distance from all influencing preferences (with weight # 0) be minimal, compared with
all other possible preferences.

Py (§) = Argmin[y > " wt; jr.q Dis(Pe, Py (i), P.] (6.5)

i=1 k=1

Another rule is to find one possible preference P, € P which make the maximum of KSB
distance from all influencing preferences (with weight # 0) be minimal, compared with all other
possible preferences, thus not asking the minimal of sum distance, but the minimal of maximum
of distance.

Py(G) = Argmin[m:éfc 1;155{( Wi j(k,q) Dis(Pa, Py (2)), Px) (6.6)

"For example, if there are three candidates for ranking, then the possible combinations of preference orderings
wouldbe C3 x C3 x C1 =3 x2x1=6.
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In chapter 6, we define Pa, In, Pa, In, In4Pa respectively as the general functions of intra-
influence, inter-influence, intra-inter influence and inter-intra influence, which are just general
notations to indicate all influencing preferences, and which can use different specific rules suck as
Borda score, KSB metric to compute the influenced result.

For example finding the preference with minimal distance as influenced result by KSB metric,
for intra-influence function Pa among issues, P is the influenced preference on issue g (m is
the number of all issues):

Py = Pa( Y wtkqPy) =
k=1

Argmin[>_7" | wtk,gDis(Px, Pyy), P.]  if Minimal of Sum of Distance
Argmin[maxy’; wty, qDis(Px, Pyy), P]  if Minimal of Maximum of Distance

6.7)

For inter-influence function In among agents, F; is the influenced preference of agent j (n
is the number of all agents):

Pyy =1In Y wti;Pu) =

i=1
(6.8)
{Argmin[z:?_l wt; jDis(Px, Pyy), P.]  if Minimal of Sum of Distance

Argmin[max}_, wt; ;Dis(Px, P(;y), P«]  if Minimal of Maximum of Distance

For intra-influence function Pa  In and inter-intra influence InPa crossing both agents
and issues, P4 (j) is the influenced preference on issue g of agent j.

n m n m

Py(5) = ParIn(Y > wii jr,q) Py (1) = InaPa(d > whi jik,q) Py (i) =

=1 k=1 1=1 k=1
{Argmin[Z?l Do Wty e, q) Dis(Pe, Py (), Ps) if Minimal of Sum of Distance

Argmin[maxi_y maxy_, wt; jk,q)Dis(Px, Py (4)), Px]  if Minimal of Maximum of Distance

(6.9)

Example 6.3 (Collective Influence by Weighted Borda Score) As shown in figure 6.1, there are
agents F'(Friend 1), Fa(Friend 2), E(Enemy), M(Me) making decisions on one issue with domain
{a,b,c}, agent M is influenced by agent F1,F»,E and agent M own, with preferences respectively
asc>=b>=a,a>=c=bb>c>a,a> b c withweights of influence respectively as 3,2,-1,2.

If the influence is from all influencing agents’ made decisions to agent M’s decision, and
decisions are made according to the top preferred candidate, then the decisions would be c for
agent F1, a for agent Fy, b for agent E and a for agent M, based on the rule of (weighted) plurality,
the score for candidate a is 2+2=4 (2 from agent F> and 2 from agent M), the score for candidate
b is -1 (from agent E), and the score for candidate c is 3 (from agent I ), thus the candidate a with
the highest score will be the resulted/influenced decision for agent M.

And if the influence is from all influencing agents’ preferences to agent M’s preference, based
on the rule of weighted borda score, assuming given 3 score for top preferred candidate, 2 score
for second preferred candidate, and 1 score for last preferred candidate, then the weighted borda
score for candidate ais 1 X 3 +3 X2+ 1x =143 x 2 = 14 (1 x 3 means the score of a
given by agent Iy is I as a is last preferred by agent F|, and the weight of influence from agent
F1 is 3, followed by the scores and weights from agent Fy, E and M), the weighted borda score for
candidate bis 2 X 3+1x 24+ 3 x =142 x 2 =9, and the weighted borda score for candidate
cis3X3+2x24+2x —-1+41x2=13, thus a has highest borda score, c second and b third,
then the resulted/influenced preference for agent M will be a >~ ¢ > b.
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Figure 6.1: An Example if Influence from More than One Decisions/Preferences

Example 6.4 (Collective Influence by Switch Distance) As a further illustration, suppose that
the distance of preference 1 from preference j is defined as the frequencies of switching two can-
didates next to each other in the preference ordering i in order to make it be identical with the
preference ordering j (a related concept is the Kendall tau rank distance, which counts the num-
ber of pairwise disagreements between two preference rankings). For two preferences ¢ = b = a
and a = b > c, the latter one need at least 3 times of switches to transform to the former one,
a>b>c—1stb>a>c—2ndb>c>a— 3rd.c>"b>a.

In following matrix, the horizontal axis represents all influencing preferences with their
weights in (), the vertical axis represents all possible influenced preferences (there are C% X
021 x O} = 3 x 2 x 1 = 6 combinations of possible preferences), according to below outcomes,
the preference c = a > b with the minimal weighted distances 7 (from all influencing preferences)
compared with all other possible preferences, would be the resulted/influenced preference.

c>=b>a8) a=c>b2) b=c>=a(—1) a>b>c(2) Weighted Distance

a>b>c 3x3 1x2 2x—1 0x2 9
a>c>b 2x3 0x2 3x—1 1x2 8
b>a>c 2x3 2x2 2x -1 3 x2 14
b>=c>a 1x3 3x2 0x—1 2x2 14
c>a>b 1x3 1x2 2x—1 2 X2 7
c>b>a 0x3 2 %2 2x—1 3x2 8

Example 6.5 (Collective Influence by Weighted KSB Distance) Also as shown in figure 6.1, agent
M’s preference is influenced by agent I, Fo,E and agent M (own)’s preferences, by the rule of
KSB metric, then the possible preference with the minimal weighted (sum/maximum of) distances
comparing with all influencing preferences will be chosen as the influenced/resulted preference of

agent M.

To compare the distance between those preferences, according to KSB metric, firstly the or-
dering matrix OM for each of (existent and possible) preference ordering should be given, as
following (a = b > c,a = ¢ = b,b > c > a,c = b > a are preferences ordering possessed by
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any of agent, and b = a = c,c > a > b are preferences ordering not possessed but are possible
and available theoretically):

a b c

a0 -1 -1

OMayp-c =OMp,yy=b |1 0 -1
c\1 1 0

a b c

0 -1 -1

OMarcrp =OMp,=b 1 0 1
c\1 -1 0

a b ¢

af 0 1 -1

OMpror-c=b | -1 0 -1

c 1 1 0

a b ¢

af 0 1 1

OMpycsq = OMP(E) =b|l -1 0 -1
c\—-1 1 0

a b ¢

a -1 1

OMcrasb = b 0 1

c\—-1 -1 0

a b ¢

a 0 1

OMcypra =OMp, =b | -1 0 1
c\—-1 -1 0

If by the rule of minimum of sum of distance, finding one preference P, (P, € {a > b >~
c,a>=c=bb=ar>cb>=c=a,c=axbec>=0b> a})withthe minimal sum of distance
comparing with Py, P(r,), P(g), P(ar):

Py = Argmin[SDis(P*, P(Fl)) + 2DiS(P*, P(FQ)) — Dis(P*, P(E)) + 2DiS(P*, P(IM))7 P*}

Omitted the process of computation, the influenced/resulted preference ordering is c = a > b,
with sum of distance 2 X 3 +2x24+4 x —14+4 x2=14.

6.3 The role of structure in collective influence

So far we have assumed that the influence of each agent could be assumed independent. In
what follows we sketch a more sophisticated model where the structure among agents is consid-
ered. The structure here means the influencing relations among agents or the dependent relations
among issues. Further, how to deal with the influential effect from structure to decision, as struc-
ture and decision are two disparate things, one is about the behavior of individual agent, and the
other is about the relations among multi-agents?, how to achieve the transformation of influence

20Or one is the behavior on individual feature, and the other is about the relations among multi-features
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Figure 6.2: Phase 1-Influence from More than one Independent Agents-Marked Influence 1,5 2,5
3545

from structure to decision especially in mathematics, and how to build a bridge to make up the gap
between decision and structure, is a key question.

6.3.1 Three Levels of Influence: from Independent Agents, Grouped Agents to In-
fluencing Agents

We could look back the former works about the influences from more than one agents, and
the dealing with the influence from structure to decision actually identify the place of our work in
the system of influence study, is to advance the influence from the first level Separate Agents and
the second level Grouped Agents to the third level Influencing Agents, only in the third level, the
influence from the structure among multi-agents are not ignored.

e Level 1, Influence from Independent Agents or Separate Agents, one agent is influenced
by more than one agents, but these influencing agents are independent from each other,
individually exerting the influence, and the influence from different agents could be directly
and simply summed up, just by corresponding weights. As in the case of figure 6.2, agent
1,2,3 and 4 are influencing agents, all exert own influence separately to agent 5. This is what
we assumed so far.

e Level 2, Influence from Ganged Agents or Grouped Agents, not only consider the influ-
ence from agents individually and independently, but also perceive (portion of) influencing
agents as a united or uniform group, mainly for those agents possessing with the same be-
lieves and opinions, which under certain circumstances would form (a kind of) group effect.
There are often special effects related with majority or unanimity, which go beyond the mere
consideration of distinct influences separately. 3 As in the case of figure 6.3, agent 1,2,3
and 4 are influencing agents, and agent 5 is the influenced agent, agent 1,2,3 have the same
belief or preference, and agent 4 has different belief or preference, then not only four agents
1,2,3.4 all individually exert an influence, but also the group of agent 1,2,3 as an ensemble
(a opinion alliance) would exert a group effect.

e Level 3, Influence from Interacting Agents or Influencing Agents, which is not a group
of independent or separate agents, but there are influencing and influenced relations among

3For instance, when you submit a paper to a conference, and get three reviews back, if only one or two reviewers
give a negative feedback, it might would not severely harm your confidence and feelings, but if three independent
reviewers from different disciplines all judge your paper as “rubbish”, then you would likely feel despairing, which is
kind of group pressure produced by more than one influencing agents possessing a same view.
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Figure 6.3: Phase 2-Influence from More than one Ganged Agents-Marked Influence: 1,5 2,5 3,5
4,5(1,2,3),5

Figure 6.4: Phase 3-Influence from More than one Interacted Agents-Marked Influence: 1,5 2,5
354,512,513,5

them, and the structures of influence would also produce an influential effect on the in-
fluenced agent (which is outside the group of influencing agents). The reasons for the in-
fluential effect from structure could be discussed in details in following. As in the case
of figure 6.4, agent 1,2,3 and 4 are influencing agents, among the influencing agents 1,2,3
there are two influencing relations as from agent 1 to 2 and from agent 1 to 3, then not only
four agents 1,2,3,4 all individually exert an influence to agent 5, but also the two influence
relations, 1 — 2 and 1 — 3 would exert structure influential effects to agent 5.

Three Levels of Influence in Mathematical Formulations

Level 1 To represent the influence from more than one agents but independent from each other,
as the figure 6.2, there are four individual influences from 1 to 5 (1,5), from 2 to 5 (2,5), from 3
to 5 (3,5) and from 4 to 5 (4,5). The influence is expressed as an arrow line with mark z, y, in
which z is the influencing component, and y is the influenced component. The component could
be individual decision, interactive structure or both.

If represented in a cardinal form, preferences are expressed as score-based utility, the influ-
enced preference will be the weighted sum of all influencing preferences, wt, , is the weight of
influence from x to y:
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s.t.|wt1,5| + |wt2,5| + "UJt375‘ + |wt4’5| =1

(6.10)
Ps = wt1,5P1 =+ ’wt275P2 + wt3,5P3 =+ wt4,5P4

If represented in an ordinal form, preferences are expressed as ordering, the influenced out-
come will be the preference with the minimal weighted distance compared with all influencing
preferences:

s.t.|wt175| + |wt2,5| + \wt3,5\ + |wt4,5| =1 ©.11)
Ps = Argmin[wtl,g,Dis(Ph P*) =+ wt275Dis(P2, P*) + wt3,5Dis(P3, P*) =+ ’l1)254,5l)’L‘S(P47 P*), P*} '

If represented in the general form, with a general influence function In. The preference of an
agent j would be influenced by the preferences all other agents with the weight of influence # 0.

neN

Py (4) = In() _ win jin) Piry (n))

neN

(6.12)

Level 2 To represent the influence from more than one agents including group(s) of agents pos-
sessing the same preferences. As the figure 6.3, except the four individual influence from 1 to 5
(1,5), from 2 to 5 (2,5), from 3 to 5 (3,5) and from 4 to 5 (4,5), and there is one influential effect
from the group of agent 1,2,3 (possessing a same preference) to agent 5 {(1,2,3),5}. If represented
in an specific form as follow, in which wt(j 3 3) 5 represents the weight of influence from agent
(1,2,3) as a uniform group to agent 5, and ) represents the group influential effect function. If
the influence from grouped agents is expressed as X, y, then X is the set of influencing agents
(r1, T2, ..., 74) with the same views, and y is the influenced agent.
If represented in a specific cardinal form (weighted utility):

st wts| + |wtz,s| + |wts 5| + |wtas| + w285 = 1 6.13)
Ps = wty 5Py + wta 5Py + witz s P3 + wta s Py + wt(1,2,3),5X[P1, Pa, Ps] ’

If represented in a specific ordinal form (weighted distance):

s.t.|wt1,5| —+ |wt2,5| —+ \wt3,5\ —+ |wt4,5| —+ \wt(1,273),5| =1
Ps = Argmin[thg)Dis(Pl, P*) -+ wt275D7:S(P2, P*) + wt3,5Dis(P3, P*) -+ wt4,5Dis(P4, P*) (6.14)
+wt(1,2,3)’5Dis(X[P1, PQ, PJ], P*), P*]

If represented in the general form, in which G[N](k) is the set of all groups of agents with
same preference on issue k, g € G[N] ;.

s.t. Z [wt 5y | + Z lwtg i) =1

neN g€GN] (1)

P(k)(j):[n{zwtn,j(k)P(k)(n)7 Z wtg ik x[0e]}
neN geG[N](k)

(6.15)
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Level 3 To represent the influence from more than one agents interacting or influencing among
each other, as the figure 6.4, besides the four individual influences 1,5, 2,5, 3,5 and 4,5, there are
two influential effect from structures (12,5 and 13,5). If represented in a specific form as below,
wt12 5 and wty3 5 respectively represent the weight of influence from structure (from agent 1 — 2)
and structure (from agent 1 — 3) on agent 5, in which ¢ represents the structure influential effect
function. If the influence from structure is expressed as xy, z, then the influencing component is
the structure from 2 to y, and the influencing component is the single agent z.
If represented in a specific cardinal form (weighted utility):

s.t|wtr 5| + |wtas| + |wtss| + |wtas| + |wtiz,s| + |wtiss| =1 6.16)
Ps = wty 5 P1 + wto 5 P2 + wita s P3 + wta,s Py + wti2,50[P1, Pa] + wtis 5¢[P1, Ps) )

If represented in a specific ordinal form (weighted distance):

s.t|wtr 5| + |wta 5| + |wts 5| + |wias| + |wtiz,s| + |wtiss| =1
Ps = Argmin|wty,5Dis(P1, Pi) + wta,5 Dis(Pa, Py) + wts,5 Dis(Ps, Py) + wta,5s Dis( Py, Py) 6.17)
twtiz,5Dis(p[Pr, P2], Pi) + wtiz s Dis(p[Pr, P2, Py), Pi]

If represented in the general form, in which S[N](k) is the set of all influencing relations
(structures of influence) among agents on issue k, § € S[N]( k)

s.t. Z | Wty ey + Z [wts, s =1

neN €SN (1,

Puy(4) = In{d _ wtn s Pay(n), Y wts iy els]}
neN sES[N](k)

(6.18)

6.3.2 The Influential Effect from Structure among Agents (an ordinal approach)

There is a Preassumption that people usually know the relations between oneself and others,
you have idea about who is your friend or who is your foe, who is your genuine friend and who is
your pretend friend, the relations between oneself and others is more kind of a subjective cognition
than an objective fact. Even your perception is incorrect, for example you think agent 1 is your
friend, but in fact he is just an insincere goody, who doesn’t hope you better deep down; or
you see agent 2 as your enemy and think agent 1 stand with you against agent 2, but in fact
agent 1 cooperate with agent 2 very well privately. Though the cognition about relations between
oneself and others, or the relations among others, might be wrong from the reality, but it doesn’t
matter the fact that the agent’s behavior is determined by his own thoughts, wether it is right
or wrong to the reality. And as the cognition or perception about the relations among others
is a subjective concept but not an objective concept, therefore, usually every agent has a full
information about the relations among all agents, and the thoughts about relations are usually
varied and even contradictive, as they are from different agents’ own perspectives.

To deal with the influence from structure among agents, for the most basic case (as shown
in figure 6.5), there are three agents 1,2,3, agent 3 is influenced by two agents 1 and 2 with the
structure of influence from agent 1 to agent 2. One specific example of the influence mode is agent
2 just follows agent 1, would make the same choice with agent 1.

If considering the influential effect of the structure among influencing agents, there are dif-
ferent perspectives to understand and deal with, as human minds are natively very complicated,
different people have varied personalities and senses of values, and even for one same person his
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Figure 6.5: One Example of the Effect of Structure among Agents

cognition would be different under changing environments and cases. Just give some simple and
common examples of perspectives to deal with the influence from structure.

For one angle of view, the influenced agent 3 would thinks agent 2 follows agent 1 and does
not have independent idea or own mind, therefore, because of the influencing structure (agent 2
follows agent 1), the agent 3 is inclined to “ignore” or decrease the influence from agent 2 (as the
follower).

= Argmin|wty 3 Dis(P1, P.) + wta 3 Dis(Pa, Py) + wti2,3Dis(o[P1, Pa], Py), Py]
= Argmin|wt1,3Dis(P1, Py) + wte 3Dis(Pa, Py) — wti2,3Dis(Pa, Py), Pi]

if wti2,3 = wta 3 then

= Argmin|wt1,3Dis(P1, Py), Py

(6.19)

If in the general form, influenced by all agents with the weight of influence # 0 and the
influencing structure among them. S[N] (k) is the set of structures of influence among the agents N
on feature k. s € S[N] (k)> @s @ most basic structure (one agent influence one agent), s is composed
by two agents g and 71, the former is the influencing agent in s, and the latter is the influenced
agent in s, Ng, s € §, {Ng, Mg, Ng — Mg} = 5.

P(k) (]) = Argmin[z wtnyj(k)DiS(P(k) (n), P*) + Z wts’j(k)Dis(gp[P(k) (ﬁ5), P(k) (ﬁg)}, P*), P*]

neN 5€S[N](k>
(6.20)
= Argmin[z Wiy (k) Dis(Py (n), Pe) — Z Wiy (k) Dis(Pry(fis), Pe), Px)
nenN sES[N] (1)

For another angle of view, the influenced agent 3 focus on the influencing one (agent 1) but
not the influenced one (agent 2), thinks that agent 1 is very influential (like the opinion leader) and
maybe it is because agent 1 indeed has the correct or better idea (or have the truth), then due to
the influencing structure (agent 1 influenced agent 2), agent 3 is inclined to be more influenced by
agent 1 or referring more to agent 1. Compared with not considering the structure, it is kind of
“emphasising” (more weight) on the agent 1 (as the influencer).

Ps = Argmin[wti 3Dis(Pi, Py) + wta,3Dis(Pa, Py) + wt12,3Dis(¢[P1, Ps], Pi), Pi]
= Argmin|wty 3 Dis(P1, Py) + wta 3 Dis(Pa, Py) + wti2,3Dis( Py, Py), Pi]
if wti2,3 = wty,3 then
= Argmin[2wti1,3Dis(P1, P.) + wte 3Dis(Pa, Py), Pi]

6.21)

If in the general form, from the perspective of appreciating the influence from “influencer”,
the influenced preference would be:

Py (4) = Argmin[» _ wty e Dis(Py(n), P) + Y wtg jry Dis(p[P) (is), Py (725)], Pu), Ps]
neN sESIN] (1 622)

= Argmin[z Wty (k) Dis(Py (n), Py) Z Wt (k) Dis(Pry(fs), Pi), Py
neN JeS[N](k)
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The Interaction among Positive and Negative Influences

However, above just assume all influencing relations as positive, but not consider about the
mixing effect among positive influence and negative influence. In real world, it would be much
more complicated, the relations among agents are diversified (as strong/weak or good/bad and so
on), there are both positive influence and negative influence.

For above example (as figure 6.5), the influential effect of the structure (from agent 1 to
agent 2) on agent 3 is actually affected by at least three different relations, between agent 1 and
agent 2, between agent 1 and agent 3, and between agent 2 and agent 3 (of course all from the
perspective or cognition of the influenced agent 3, it is about how agent 3 perceive the relations
between own and agent 1,2, and the relation between agent 1 and agent 2). By considering more
varied combinations of positive/negative influencing relations, the influential effect of structure
would be more complex. As in the most basic model, there are three relations (between agent 1
and agent 2, between agent 1 and agent 3, and between agent 2 and agent 3), with binary states
{positive, negative}, then there are 8 (2 x 2 x 2) variations of combinations in total. The specific
procedures of 8 variations can be found in appendix B.6

The Results Table for the Influential Effect of Basic Structure among Agents Summary the
influential effects from basic structures by all combinations as below, the column is the combina-
tions of bilateral relations among the basic structure, the second column is the result not consid-
ering the effect from structure (as the control group), the third column is the influenced result if
focusing on the influencing agent in the structure, and the last column is the influenced result if
focusing on the influenced agent in the structure.
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control in fluence influenced
1 2 3
1
+ —wt1 3P +wtz 3P —wt1 3P +wta 3P —wti23P1 —wty 3P +wte 3P —wti2 3P
-+
1 2 3
1
+ wty,3P1 — wta 3P wty,3P1 — wte 3P + wt12 3P wty,3P1 — wta 3P + wt12,3FP>
+ -
1 2 3
— —wty 3P +wta 3P —wt1 3P +wta 3Py —wti123P1 —wt1 3P +wta 3P +wti123P>
-+
1 2 3
1
2| — wt1 3P1 —wta 3P wt1 3P1 — wta 3P +wti2.3P1 wt1 3P1 —wta 3P —wt12 3P
+ -
1 2 3
+ wty,3P1 + wtz 3P wty,3P1 — wt2 3P + wt123P1 wty,3P1 — wtz 3P — wt12 3P
+ o+
1 2 3
1
+ —wt1 3P, —wt1 2P —wt1 3P —wty 3Py —wti23P1 —wt1 3P —wta 3P +wti123P
1 2 3
1
— wty1 3P1 +wta 3P wty 3P +wtz 3P +wt12 3P wt1 3P +wta 3P — wt12 3P
+ +
1 2 3
_ —wty 3P —wta 3P>  —wty 3P —wta 3P —wty 3P —wt1 3P — wta 3P + wty 3P

Furthermore, there are also the influential effect from structure among issues, which is similar
with above discussion, and the detailed reasoning can be found in appendix B.5.

6.3.3 The Interplay of Group and Structure Effect (a cardinal approach)

To better understand the interplay between group and structure effects, we provide the illus-
tration of simple cardinal approach for influence among agents.

As shown in figure 6.6, assume one agent is simultaneously influenced by 7 agents, with 4
agents saying 1 and 3 agents saying 0, and there are two influencing relations among 3 agents
saying 1, assume the influencing relations specific as “following” (the influenced one follows the
influencing one), and assume all weights of influence identical as 1.

If not considering the structure effect (the influential effect from influencing relations), just
consider about 7 agents’ independent individual influences, it is easy to get a linear function for the
influenced outcome. Assume P; is the probability of influenced agent saying 0, ng is the number
of influencing agents saying 0, n is the number of influencing agents saying 1.
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PP0PPD®

Figure 6.6: An Example of Mixed Group Effect and Structure Effect

ni

_— 6.23
no + n1 ( )

For this specific example:

P1= = 0.57 (6.24)

4
3+4

Structure Effect

However, if we consider about the structure effect, specially for one rule of weakening or
eliminating the weight of influence from “follower”, then firstly we should distinguish the influ-
encing agents with original preference and the influencing agents with own preferences influenced
by other influencing ones, n{’ is the number of influencing agents saying 1 while Uninfluenced by
any other, n! is the number of influencing agents saying 1 while Influenced by other influencing
ones, « and (3 are respectively the structure effect coefficient times by the number of uninfluenced
agents and the number of influenced agents. As the structure effect is to weakening the weight
from “followers”, then assume «« + 8 = 1 and « > 3, while a = 0.5, 8 = 0.5, it equals with not
considering the structure effect, while & = 1, 5 = 0, it means totally eliminating the weight from
“followers”.

anf + fnf

= 6.25
Py T ¥ Bl anl + Bl ©29

For the specific example and assume o = 0.8, = 0.2:
P, 2x08+42x0.2 045 (6.26)

T 2x08+2x02+3x%x08

And if assume o = 1, 8 = 0, which means totally eliminating the influence from “followers”
(as figure 6.7):

_ 2x14+2x%x0 B
T2x142x04+3x1

P1 0.4 (6.27)

While it is still different from all these eliminated “followers” saying 1 being replaced by
agents saying different as O (as figure 6.8).

2x1

Pr= o i s x1

=0.29 (6.28)
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PP0LH@HLO@

Figure 6.7: Structure Effect by Eliminating the Weights of “Followers”

P00 ®

Figure 6.8: Eliminated “Followers” Replaced by Saying Different

Group Effect

If further consider the group effect, assume P; is the probability of saying 1 before group
effect, and P{ is the probability of saying 1 after group effect.
If without any group effect (as figure 6.9):

Pl =P, (6.29)

If the group effect works by majority rule, which means once the influencing agents saying 1
outreach 0.5, then the influenced outcome will be 1 for sure, as figure 6.10.

(6.30)

. (1 ifPi>05
p={t
0 if P1 <05

If the group effect works by majority increasing and minority decreasing rule, which means
once the ratio/probability without group effect outreach 0.5, then the probability with group effect
accelerate increasing, while if not outreach 0.5, then the probability with group effect accelerate
decreasing, as 0 < P < 1, %/P make it more close to 1 and P% make it more close to 0, and in
and de are respectively representing the speed of increasing and decreasing, therefore there would
be at least two cases:

Py if P1>0.5
Pr=4P if PL =05 (6.31)
1— %P1 if PL <05
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45

Probability without Group Effect

0.5 1

Probability before Group Effect

Figure 6.9: Probability Without Group Effect

Probability After Group Effect by Majority

0.5 1

Probability before Group Effect

Figure 6.10: Probability after Group Effect by Majority Rule
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1— Py if Pr>0.5
Pr=<P if P1 =05 (6.32)
Prie if P1 <0.5



Chapter 7

Influence with Abstention and
Constraints

Contents of Chapter 7

7.1 Abstention

7.2 Constraints and Partial Domains

7.3 Constrained CP-nets

7.4 Collective Decision-making with Constrained Profiles
7.5 Collective Decision-making with Abstention

7.6 Domains and Influence: perspectives

Decision-making is about choosing a value from the domain of a variable. The most simple
decision-making is the individual single-issue decision-making, for example of one agent ? making
decision about one issue k (if assumed to be binary) with the domain of {k,,k}. The most
simple form of decision-making can be extended in two directions, one is from single-issue to
multi-issues (even with combinatorial structures), the other is from the individual decision to the
collective decision of more than one agents (even with influencing relations).

7.1 Abstention

Contrary to most works on multi-issue collective decision-making (especially based on the
CP-nets), where the variables of the decision-making system are assumed to be completely spec-
ified (that is, if there is a system with n agents and m issues (or features), then there would be
n X m variables in total for decision-making), we will now consider that some variables may not
be specified by agents. This may be due to the fact that the agent himself is not aware of this
variable, or that he may strategically avoid to vote (we discuss this latter). In any case, we shall
observe an abstention from the agent on the given variable.

In works involving multi-agent CP-nets [Rossi et al., 2004b], it is usually assumed that all
agents share the same set of variables. In fact, it is sometimes even assumed that agents share
some common structure among the variables, such as the o-legality notion defined in [Lang and
Xia, 2009]. And this assumption of complete variables, or uniform decision-making issues for
all agents and uniform decision-making agents for all issues, are accepted by nearly all works
[Chevaleyre et al., 2007, Maudet et al., 2012b, Maran et al., 2013] naturally and undoubtedly, but
it might be questioned that whether it is always the complete variables, however, in real-world
situation, most of decision-making circumstance might not be that “perfect” and “symmetrical”,
there might be variables “missing”.

93
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@ T > > T @ Ty > Ty > X @ Ty > T3 > w3
@yu>y.>y. @ W2 > us > s @ s > s > va
@z&>z&>zl @ 2> 5 > 5 @ 2 > 2 > 2

Figure 7.1: One Example without Abstention and Constraint (Partial Domains)

@ Ty > @y > @ @ Ty > Ty > Xy @ Tz > T3 > w3
@yﬂl>y‘1>yl @ Y2 > Yz > Yo @
@2'1>Z"1>ZI @ @ R

Figure 7.2: One Example with Abstention

Abstract Example 7.1 (Abstention) Contrast with a example without the abstention (as figure
7.1), assume a decision-making circumstance not that “uniform” (as shown in figure 7.2), lacking
two variables Y3 and Zo (marked as gray), from the perspective of the agent, the agent 1 partic-
ipate in full issues {X,Y, Z}, but the agent 2 just participate in partial issues {X,Y }, and for
the agent 3 just participate in partial issues of { X, Z}; and from the perspective of the issue, the
issue X is determined by the entire agents {1,2,3}, the issue Y is determined by the partial agents
{1,2}, and the issue Z is determined by the partial agents {1,3}.

As mentioned, the incomplete (or fragmentary) variables set are due to varied reasons, which is
mainly discussed from the perspective of agent, as agent is the independent decision-making unit,
but not the feature (or issue)!, several reasons are proposed, including but not limited to:

o For different agents, there are Different Knowledge Distributions over issues. For exam-
ple, some agents might be the expert for a specific issue (know abundant knowledge in this
field), also there might be some other agents knowing nothing or very few about this issue
(I would call it “Unawareness”), and it is reasonable to assumed that generally the “expert”
is more inclined to participate the decision of the issue than the “ignorant”, and it is likely
for the people knowing few to just quit this decision, thinking that “I know nothing about it,
it would be more beneficial for me to let the experts make decision”.

The abstention due to knowledge distribution are related to the concept of Incomparability,
as the agent know nothing or few about certain issue, and does not possess enough infor-
mation to form a preference ordering over alternatives, or to perform a comparison among
alternatives in the issue. In this sense, the alternatives in the domain are incomparable,
for a issue X with domain {z, &, #}, the “preference” (which is actually nonexistent to some
sense) could be expressed as 727, based on the figure 7.2 of one example with abstention,
if on the case of incomparability, the example could be extended as figure 7.3.

IThe agent is the (active) subject of decision-making, and the issue is just the (passive) object of decision-making.
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Figure 7.3: Abstention due to Knowledge Distribution (Incomparability)
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Figure 7.4: Abstention due to Interest Distribution (Indifference)

e For different agents, there are Different Interest Distributions over issues, in other words,
the weighted importance for different issues are different. For the example of figure 7.2 with
agents {1,2,3}, in which the agent 2 just participate partial issues of { X, Y'}, it is possibly to
assume that the decision and outcome? of issue X and issue Y is more important for agent
2, but the decision on issue Z is not that important, or comparatively indifferent to agent 2,
therefore agent 2 just participate the decision of { X, Y}, and as we know, participating the
decision itself needs certain efforts and costs, you need to collect or search the information?,
and do the reasoning and consideration, so it is reasonable to think that why bothering to
make decision on a trivial issue (whose outcome would make no difference for oneself).

The abstention due to interest distribution are related to the concept of Indifference, as the
different alternatives chosen on one issue would not affect or change the agent’s interest, and
the agent do not care about the outcome on this issue. In this sense, the alternatives in the
domain are indifference for the agent, for a issue X with domain {z, &, Z}, the indifferent
preference could be expressed as z ~ & ~ &, based on the figure 7.2 of one example with
abstention, if on the case of indifference, the example could be extended as figure 7.4.

According to the notation 6, Decision (or Choice) is denoted as C, for a combinatorial and
collective decision-making context (with m features and n agents in total), the set of all possible
choices C = {C(1)(1), ..., C(mmy(n)}, Cx (i) represents the decision/choice of agent i on feature
k, the choice of agent 7 on all features C(i) = {C1)(i), ..., C(,) (i) }, the choices on feature k by
all agents C(k) = {C1y(1), ..., C(ry(n) }.

Definition 4 (Abstention) In the combinatorial and collective decision-making context, absten-
tion means not all possible choices are made, define the set of all made choices in the decision-

“Mainly about the payoff brought by the decision, more generally, the value (gained or lost) by the decision.
3 As we know, the information is a very important resources, especially in information society, and the abundant and
complete degree of information would directly determine the quality of decision.
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making system as C, C C C = {C(y)(1),...,C(y(n)} means abstention. For the decision-
making of agent i, define the set of all made choices by agent i as C(i), C(i) C C(i) =
{C)(@), ..., C(my (1) }, which means there is abstention for agent i on C(i)\C(i); for the decision-
making on feature k, define the set of all agents making choices on feature k as C(k), C(k) C
C(k) = {C)(1),...,Cuy(n)}, which means there is abstention for feature k on C(k) \ C(k).

It should be noticed that, if the abstention are due to the indifference of alternatives, then
only the made choices are incomplete compared with all possible choices, while the preference
underlying the choices are complete (as agent quit the decision-making on one variable due to
the indifference about its different candidates, which means different outcomes would make no
difference, and the preference is like equal or similar among all alternatives). While if the absten-
tion are due to the incomparability of alternatives, then both the made choices and the possessed
preferences are incomplete, and the incomplete made choices are determined by the incomplete
possessed preferences, as due to the lacked or limited knowledge about certain field, agent might
be unable to compare different alternatives, and not hold a clear preference (ordering) over alter-
natives.

According to the Definition 5, the set of all possible preferences P = { P(1)(1), ..., P) (1)},
Py, (7) represents the preference of agent i on feature k, the preferences of agent i on all features
P(i) = {P1)(i), .-, P (@)}, the preferences on feature k by all agents P(k) = { P (1), ..., P)(n)}.
On the case of abstention due to the incomparability, defined the set of all possessed prefer-
ence in the decision-making system as P, then P C P = { P (1), ..., P)(n)}, for the pref-
erences of agent i, P(i) C P(i) = {P1)(7), ..., Py (i)}, and for the preferences on feature F,

7.1.1 Comparison between Value Gained and Cost

In summary, the decision to participate an activity or not is usually determined by the com-
parison between the value gained and the cost (of the activity), only the value gained outweighs
the cost, then agent would take the activity, which is of course applicable to wether or not partic-
ipate a decision. Therefore, usually if an agent determine not to participate on a issue’s decision,
it is because the cost is too high (unacceptable) or the value gained is too low (unattractive). In
fact, above discussed two reasons can both fall under the value gained-cost framework, for the
Different Interest Distribution, it is because the value gained for some issues’ decisions are too
small, and for the Different Knowledge Distribution, it is because some agents have too few
information on some issues, and to seek enough information and make a proper decision on these
issues would cost too much.

Further, to provide an specific example to explain the abstention, considering the decision-
making process of cabinet of ministers (of a central government), as we know, the decision-making
of important state issues need the overall participation of all cabinet members (mainly the min-
isters). It is due to the legal procedures that every cabinet members need to be presented and
make decisions collectively. However, the real or factual participation situation might be differ-
ent from the “legal” or “theoretical” one, for different fields of issues, the degree of participation
of every minister might be very different, due to the heterogenous distribution of knowledge and
interest and so on. For a issue in the area of education (such as the budget allocation planing
for universities), the minister of education will definitely play an important and active role in the
decision-making process, and the minister of finance will also participate to be responsible of the
budget planing, but for other ministers such as minister of defence, minister of justice and so on,
might not participate in the decision process (although be presented)*, on one side, the minister of

* At least not possible to play an important role as the minister of education and minister of finance, due both to the
different distribution of knowledge and the interest.
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Figure 7.5: One Example with Constraints and Partial Domains

defence and minister of justice might know nothing or very few about the field of budget planning
and resources allocation for universities (they are not the expert with professional knowledge on
this field), on the other side, this area is not the field of their functions and responsibilities, and
not their place of “interest”, a good participation on this irrelevant field would not bring a value
gained, and a “omission” on this irrelevant field would also not bring a value loss.

7.2 Constraints and Partial Domains

The domains (value sets) of variables are also a basic element of decision-making. It should
be noticed that in all works [Chevaleyre et al., 2007, Maudet et al., 2012b, Maran et al., 2013] of
multi-issue collective decision-making, for one (same) issue or feature, its domain (candidate set)
for every agent (to make choices) are set to be uniform and symmetric too.

Abstract Example 7.2 (Full Domains) As shown in figure 7.1 with three issues {X,Y,Z} and three
agents {1,2,3}, in which each variable represents one decision of one agent on one issue, such as
for variable X1 means the decision of agent 1 on issue X. It is usually assumed that for one same
issue, its domain for all agents are all identical, and all as the full domain, for this example (of
ternary choices), the full domains for features X,Y,Z could be respectively expressed as {z, &3},
{y,9,9}, {#, 2, 2}, and assume the domain for agent 1,2,3 on issue X (variable X1,X9,X3) are
all {x,x,%}, on issue Y (variable Y1,Y>,Y3) are all {y,y, 4}, on issue Z (variable Z1,7Z5,73) are
all {z, 2, 2}.

Abstract Example 7.3 (Partial Domains) As shown in figure 7.3, it might be a circumstance with
domains not that “uniform” and “complete” , for the issue X, the domain for X1 (the domain of
issue X for agent 1) is full as {x1,x1, 21}, but the domain for Xs (of issue X for agent 2) is partial
as {xa, T2}, the domain for X3 (of issue X for agent 3) is partial as {23, 23}, and it is the same
for the issue Y and issue Z, there also exists partial domains (for Y, and Ys, Z1 and Z>).

The nonuniform and incomplete of domains are due to varied reasons, including but not
limited to, which is also from the perspective of the agent:’

e Unacceptance (the constraints of the agent), for some issues, part of values (or candidates)
in the domain might be totally unacceptable for (or strongly disgusted by) some agents.
For example, in a ordering of full domain of X; as x; > 2; > «;, it means that x; and
Z; are both preferred by agent 7 to z;, but we can not distinguish or tell that z; is just less
preferred (but still “liked”) by agent ¢, or agent ¢ “dislikes” or “disgusts” ; (even totally

SFor one issue, the domain should be identical, originally and objectively, but become (partially) different for dif-
ferent agents, subsequently and subjectively, due to agents’ different personalities or qualifications and so on.
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can not accept ;), if it is the latter reason, through directly eliminating 2’; from the domain,
a partial domain ordering as x; > a; is much more suitable than the full domain ordering
x; > x; > I, to express the factual preference or real mind of agent 7, therefore, it is more
reasonable to assume the domain for agent ¢ as partial. By distinguishing the full domain
(ordering) and the partial domain (ordering) it can reveal much more information about the
real preference of agent. Therefore the framework of (different) partial domains can better
capture the psychology or mind of agent in an practical and delicate way.

Specific Example 1 (Constraints by Unacceptance) For one example of a man buying a
car, there are multi-features to make decisions about, such as maker, given model and so
on, in which the color of the car is also a very important feature. If assume there is a
domain of color as {red, black, pink}, and for this man, the preference ordering could be
black > red > pink, however, a more appropriate ordering is black > red, because the
pink is totally unacceptable for him.

o Nonexistance (the constraints of the domain), as some specific combinations are not feasi-
ble, and these constraints on domains are uniform for all agents, but not varied for different
agents like the constraints of agents.

Specific Example 2 (Constraints by Unacceptance) For the same example of a man buy-
ing a car, assume there are two features as the maker (brand) and the given model to
make choices about, the domain of decision-maker is { F' ermm@, Benz®, BM W®}, and
the domain of model is {racing, roadster, SUV}, for instance if you choose the maker as
Ferrari®, then the domain would become partial as {racing, raodster}, because F' errari®
does not produce SUV, and SUV is an unavailable or non-existed value after chosen maker
as Ferrari®.

The nonexistence by constraints (especially by other features within the set) have been stud-
ied intensively [Dechter, 2003, Rossi et al., 2006, Bessiere, 2005, Dechter, 2005], such as the
hard constraints and extensive soft constraints [Pozza et al., 2011, Meseguer et al., 2005],
and the common ground of all works is dealing with the constraints in a uniform (or univer-
sal) way, for example of a hard constraint on issue X and Y as X # Y, it means that for all
agents, X; # Yj.

There are some similarities between the partial domains due to the unacceptance and the
nonexistence, both about eliminating part of values from the domain, but the unacceptance is
mainly based on the Subjective Willingness, such as the agent can’t accept the “disgusted” choice,
but the nonexistence is mainly due to the Objective Rules, as some candidates in the domain do
not exist in the real-world, specially under some certain circumstances or constraints.

According to the Notation 4, Alternative is is denoted as O, and for a combinatorial and col-
lective decision-making context (with m features and n agents in total), the set of all possible local
alternatives on one feature k is O(k) = {01, 09, ...,0¢}, the set of all possible global alternatives
0 =0y X Oy X ... X O(). Above assumed that alternatives (or a domain) on one feature for
all agents are uniform, otherwise, alternatives on feature k for agent ¢ is denoted as O(k) (1), and
the set of all possible global alternatives of agent i is O(i) = O(1(i) x O(2)(i) X ... X Oy (7).

Definition 5 (Partial Global Domains) A combinatorial and collective decision-making context
has partial domain when the set of feasible global alternatives:

0OcO= O(l) X 0(2) X ..o X O(m)

We also denote the set of feasible alternatives for agent i as O(1)
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Definition 6 (Partial Domains for Features) For a given feature k and a given agent i, the do-
main O, (i) is partial when O,(i) C Oy = {01,02,...,0.} where Oy = {01,02,...,01} is
the full domain for feature k.

Similarly, the Unacceptance and Nonexistence could also be explained in the framework of
(comparison between) value gained and cost, if a candidate is eliminated from the domain, it is
either due to the value gained too low, or the cost too high. For the Unacceptance, it is possibly
for some candidates, their value gained are too trivial, or even are value loss, then naturally the
agent would get rid of these candidates from the domain. And for the Nonexistence, the fact that
some candidates do not exist might be due to the two high cost (or outrageous cost), for example
compared with the unacceptance of the Ferrari colored in pink, Ferrari might not produce the pink
car, but it is easy to paint a Ferrari with pink, it is feasible and doable for a pink Ferrari, but for
the nonexistence of the Ferrari SUV, it is not possible to get a Ferrari SUV without a systematic
production line, of course, theoretically it is possible for the Ferrari to research and develop a SUV
production line, but it would obey the orientation and strategy of Ferrari, and the cost would be
outrageous. Therefore, from a objective and factual perspective, under certain circumstances and
constraints, the Ferrari SUV is nonexistent due to outrageous cost.

7.3 Constrained CP-nets

A constrained CP-net is just a CP-net N with the addition of a set of constraints C' over
the same variables®. These constraints could thus specify unfeasible outcomes, and thus partial
global domains as explained above. Given this, we say that an outcome is feasible if it satisfies all
constraints in C'. Then, extending the classical definition, an optimal outcome for a constrained
CP-net (N, C) is a feasible outcome which is not dominated by any other feasible outcome in the
CP-net preference ordering.

While for acyclic CP-nets, we recall that finding an optimal outcome is computationally easy,
for acyclic constrained CP-nets it is as difficult as solving (possibly several times) the constraint
set C. In [Boutilier et al., 2004b] an algorithm (Search-CP) is defined to find an optimal outcome
in a constrained CP-net. Therefore, when the constraint set is tractable, for example it has a tree
structure, then this problem is computationally easy. Here we consider constrained CP-nets where
the CP-net is acyclic.

Example. Consider three agents, each expressing their preferences over candidates defined by
3 binary features. So we have 3 CP-nets N1, No, and N3, with features A, B, and C, where
each feature X has values x and T. N contains the preferential statements a > @, b > b,
(@anb)V(@AD) :c=¢ (aAb)V(@Ab): ¢ = c Werecall that a = @ represents the
unconditional preference for A = a over A =@, while (a Ab) V (@A b) : ¢ = c states that C = c
is preferred to C = ¢, when A = a and B = b and also when A = @ and B = b. Thus, in Ny,
A and B are independent variables, while C depends on both A and B. Ny contains instead the
following preferential statements: a > @, a : b > ba:b>=bb:c>=7¢b:¢>c Thus, in Ny, A
is an independent variable, while B depends on A and C depends on B. N3 is defined by: a > @,
b > b, ¢ = ¢ Thus, in N3, all variables are independent. Figure 7.6 shows this profile.

Consider now ordering O = (A, B,C), and let us apply the sequential voting procedure
with voting rule Majority for all three variables. For variable A, we have the preferences a > @
from all agents, thus we select A = a. Then, given this choice, we pass on to variable B, getting
preferences b = b from all agents. Thus we choose B = b. Notice that, while feature B is
independent from A in agent 1 and 3, in agent 2 it depends on A. Thus the preferences on the

The content of this section and the following has been published in [Grandi et al., 2014]



100 CHAPTER 7. INFLUENCE WITH ABSTENTION AND CONSTRAINTS

values of B in such an agent are those corresponding to the value of A chosen in the previous
step. Passing on to C, we get preferences ¢ > ¢ from all agents, thus we choose C = c. Thus the
sequential procedure chooses the variable assignment (A = a, B =b,C = ¢).
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Figure 7.6: A profile of CP-nets.

So far the literature had focussed on finding optimal outcomes of constrained CP-nets, it is
also an interesting question to know whether preferences expressed by the CP-net comply (and
to what extent) with the constraints. In fact, there are several possible ways to define such a
compliance.

7.3.1 Consistency notions

Given a constrained CP-net (N, C), here are some notions of consistency between the pref-
erence structure expressed by /N and the set of constraints C. The reason we are interested in
these consistency notions is that in some cases they make help for the aggregation phase, when
preferences are expressed by a collection of constrained CP-nets, as we will see later.

The first notion of consistency relates the optimal outcome of the CP-net to the constraints.

Definition 7 A constrained CP-net (N, C') is top-consistent if the optimal outcome of N satisfies
the constraints in C.

For example, the CP-net of agent 1 in Figure 7.6 is top-consistent with the set of constraints
{A = B}.

The next notion of consistency acts at the variable level and makes sure that feasibility is
maintained when passing from the parents of the variable to its most preferred value.

Definition 8 A constrained CP-net (N, C) is locally-consistent if there is no line in the CP-tables
of N of the form o : b > b such that o is feasible but ob is not.

Since o and ob can be partial outcomes, that is, assigning values to only some of the variables,
we recall that a partial outcome is feasible if it can be extended to a solution.

The third notion of consistency we define is a structural property, that related the dependency
graph of the CP-net to the path-closure graph of the constraints.

Definition 9 A constrained CP-net (N, C') is dependency-consistent if the path-closure graph of
C' is a subset of the undirected version of the dependency graph of N.
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Dependency consistency can be natural in several settings. For example, if constraints are known
in advance, the process of specifying a CP-net will exploit preferential dependencies among vari-
ables connected by a constraint to express qualitative preferences over the partial outcomes over
such variables.

Therorem 1 If a constrained CP-net is both locally and dependency-consistent, then it is also
top-consistent.

Proof 1 If we have both local and dependency consistency, the optimal outcome is feasible (that
is, we have top consistency). In fact, let us compute the optimal outcome by instantiating one
variable at a time, in an order which is compatible with the dependency graph of the CP-net (that
is, parents come before their children). We start from the independent variables and we give them
their most preferred value. This is a feasible partial assignment since, by dependency consistency,
there are no constraints among independent variables. At any step, we instantiate a new variable
to its most preferred value given the chosen instantiation of its parents. If the partial assignment
before this step was feasible, also the new partial assignment is feasible because of local and
dependency consistency. Thus all partial assignments built during the procedure, included the last
one which is the optimal outcome, are all feasible. A feasible complete assignment is, by definition,
a solution. 1

It is easy to see that neither local nor dependency consistency alone imply top consistency,
and viceversa.

Example. Consider the CP-nets in Figure 7.6 and the constraints cap = {(A = a,B =
b),(A =a,B = b)}and cgc = {B = b,C = ¢),(B = b,C = c)}. None of the CP-nets
are top consistent. Moreover, Ny is not locally consistent because of the CP-table for feature C':
ab is a partially feasible assignment but abc is not. Ny is not locally-consistent either, again be-
cause of the CP-table for C': b is feasible but bc is not. On the other hand, ns is locally consistent.
Only Ny is dependency consistent.

7.3.2 Checking the consistency notions

We now study the computational complexity of checking the above three notions of consis-
tency in a constrained CP-net. In what follows we assume CP-nets to be acyclic.

Therorem 2 Given a constrained CP-net (N,C), it is polynomial to check whether it is top-
consistent or dependency consistent.

Proof 2 For top consistency, it is sufficient to find the optimal outcome of N and check whether it
satisfies the constraints in C. Since N is acyclic, this is computationally easy.

For dependency consistency, we just need to compare the dependency graph and the path-
closure graph of the constraints. Once we have the two graphs, this is linear in their size. The path-
closure graph can be obtained by achieving 3-consistency on the constraints, which is polynomial.
0

Therorem 3 Given a constrained CP-net (N, C') with Boolean variables, with C' a set of binary
constraints, it is polynomial to check whether it is locally consistent.

Proof 3 We need to check that ob is feasible, for each row in the CP-tables of the form o : b > b
such that o is feasible. Since constraints are binary, for each row in a CP-table, this can be done in
polynomial time. In fact, checking that a partial outcome is feasible with a set of binary constraints
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is computationally easy if variables are Boolean (it amounts to solving a 2SAT problem). The
number of rows in a CP-net may be exponential in the number of issues, but not in the size of the
CP-net which is given in the input. Thus the overall complexity is polynomial. []

Observe that local consistency in general cannot be checked in polynomial time if constraints are
not binary, even if variables are Boolean, since it would require solving a SAT problem, while in
the binary case it is 2-SAT.

7.3.3 Achieving top and local consistency in constrained CP-nets

Assume now that (IV, C') is a constrained CP-net which is not top-consistent or not locally-
consistent. This can happen in scenarios in which we have our own preferences over the outcomes
expressed via a CP-net, and somebody gives us the constraints describing the feasible outcomes,
and the two things together do not have the desired notion of consistency. We would like to modify
our CP-net as little as possible in order to obtain either top consistency or local consistency.

Top consistency. To achieve top consistency, we may adopt the following procedure. Let us
start from any independent variable (there must be one since NN is acyclic) and have one step for
each variable, in an order which is compatible with the dependency graph of the CP-net (parents
come before their children), computing the optimal outcome. If at any step 7, the partial outcome o
obtained so far is not feasible, then we modify the row of the CP-table of variable x; corresponding
to the parents’ assignment in o doing a switching of the ordering. This assures that the new
partial outcome is feasible. This algorithm will produce in polynomial time a CP-net which is
top-consistent if the constraints are binary. However, it does not assure that the resulting CP-net
is minimally distant from the given one, if the distance is the number of different orderings in the
CP-tables. However we conjecture it would be computationally difficult to find the one which is
minimally distant.

Local consistency. Instead, to obtain a CP-net which is locally-consistent, it is sufficient to
check each row in the CP-tables for the condition of local consistency, again following an order
of the variables which is compatible with the dependency graph. If one of the rows fails the
consistency check, then the preference expressed in this row needs to be inverted. Since we are
moving forward following the dependency structure of N, we are guaranteed that one of the two
possible orders in a row of the CP-table must be consistent. Notice that this algorithm is different
from the previous one since we need to check all rows of the CP-tables and not just those involved
in the computation of the optimal outcome. Again, the assumption of binary constraints is crucial
for this algorithm to be polynomial. Unlike the previous one, this algorithm guarantees that the
resulting CP-net is minimally distant from the given one, if the distance is the number of different
orderings in the CP-tables.

A constrained profile models the scenario in which we have several individuals who express
their preferences over a common set of outcomes by using CP-nets, and the constraints model the
set of feasible outcomes. Only those outcomes that satisfy all constraints can be returned as the
result of the aggregation of the preferences of the individuals.

Formally, a constrained profile is a collection of CP-nets {Ny,..., N, } plus a set of con-
straints C'. This can also be seen as a collection of constrained CP-nets {(Ny,C), ..., (N,,C)},
all having the same constraints.

Notice that all CP-nets share the same set of feasible (and thus unfeasible) candidates, which
are those defined by C. Moreover, the CP-nets of all agents share also the variables and the variable
domains. So, what can be different in two agents is the dependency graph of their CP-nets, as well
as CP-tables of the CP-nets.
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Recall that we restrict our attention to constrained profiles which are O-legal, and notice that
O-legality implies that all CP-nets in the constrained profile are acyclic.

Example. As an example of a constrained profile, let us consider the CP-nets in Figure 7.6, with
the addition of the set of constraints cap = {(A = a,B =b),(A=a,B =b)}, Cgc = {B =
b,C =7¢),(B =b,C = c)}. It is easy to see that this profile is O-legal: there is an ordering O
of the variables which is compatible with all dependency links, namely O = (A, B, C). Observe
that the top outcome is abc for all three agents, and this would be the result of sequential majority
over the three CP-nets. However, this outcome is not feasible (only ab¢ and abc are).

7.4 Collective decision-making with Constrained Profiles

Now our goal is to take a constrained profile and return a feasible outcome, which should
satisfy the preferences of the individual CP-nets as much as possible. As we know, when we have
no constraints on the feasible outcomes, sequential voting is used to perform such an aggregation.
We will now see that sometimes sequential voting is all we need also in presence of constraints.
In general, however, we need to take constraints into account. This can be done by adapting the
sequential voting procedure, while maintaining a polynomial time complexity if constraints are
tractable.

7.4.1 Top, local, and dependency consistency

Under assumptions the consistency notions introduced in Section 7.3.1, sequential aggrega-
tion using the majority rule outputs a feasible outcome. The first result applies when we have top
consistency, but requires CP-nets to be separable, that is, to have no dependency structure.

Therorem 4 [f ((N1,...,Ny,),C) is a constrained profile such that all N; are top-consistent and
separable, and C' is a set of binary constraints, then the winner determined by sequential voting
with the majority rule is feasible.

Proof 4 Since all N; are separable (and variables are binary), then the order followed by se-
quential majority is irrelevant, and the problem is equivalent to binary aggregation in which all
individuals submit their top outcome and issue-by-issue majority voting is used. We can therefore
use the following result from the binary aggregation literature: issue-by-issue majority outputs
a feasible outcome given feasible input (that is, it is collectively rational) if and only if the con-
straints are equivalent to a conjunction of disjunctions of size 2 [Grandi and Endriss, 2013, List
and Puppe, 2009]. First we observe that, by top consistency, each individual top outcome satis-
fies the constraints. Second, since we assume constraints in C' to be binary, each constraint can
be written as a conjunction of disjunctions of size 2, thus the whole set of constraints can also
be written in this way. Therefore this result applies here. If the constraints are not binary, it is
possible to find examples in which the outcome of sequential majority is not feasible. []

When the CP-nets have a non-empty dependency structure, we can still apply standard se-
quential voting to get a feasible outcome if they are both locally and dependency consistent (and
thus also top consistent). So we need a stronger property on the CP-nets when we have preferential
dependencies.

Therorem 5 [f (Ny,...,N,),C) is a constrained profile such that all N; are locally-consistent
and dependency-consistent, and C' is a set of binary constraints, then the winner determined by
sequential voting with the majority rule is feasible.



104 CHAPTER 7. INFLUENCE WITH ABSTENTION AND CONSTRAINTS

Proof 5 We will prove by induction on the number of variables that, at each step i between 1 and
m, the partial assignment generated until step 1 is feasible. For step 1, it is trivially true since
the CP-nets are locally consistent, so the most preferred value in an independent variable must
be feasible. This means that all CP-nets vote for a feasible value for the first variable, and thus
majority chooses a feasible value.

Let us assume that the statement is true until step i, and let us consider step i + 1. We have
a feasible partial assignment (v1, ..., v;) obtained so far. For variable i + 1, assume that there is
a majority in favor of b, i.e., at least a majority of the individual CP-nets prefer b to b given the
partial assignment obtained so far. This means that if individual j is part of this majority, then N;
contains the row oj : b > b, where 0j is the assignment of the parent variables of variable i in
CP-net N; which occurs in the current feasible assignment. By dependency consistency we know
that the parent variables of variable i in each individual CP-net include all variables k that are
related with i by a constraint. By local consistency, we also know that o;b is feasible for each j
between 1 and n. Thus also (v, . .., v;,b) is feasible.

Therefore all partial assignments generated during the sequential voting procedure are fea-
sible, including the last one, which is a complete assignment and thus a solution of all the con-
straints. [

7.4.2 Aggregation in non-consistent profiles

When none of the sufficient conditions mentioned above hold, we can obtain a feasible out-
come by modifying the sequential voting procedure to take the constraints into account. Starting
from the LA procedure already defined in the literature to aggregate CP-nets, we define the proce-
dure CLA, for Constrained LA procedure. CLA is very similar to LA, except that it will work on
possibly reduced variable domains, because of the constraints. As each step, the constraints will
tell us what domain values to consider, in order to get a feasible outcome.

Algorithm 1 CLA

Input: A constrained profile ((Ny,..., N,,),C), n voting rules r,...,r,, an ordering O =
(X1,...,2n)
Output: a variable assignment (x1 = v1,..., T, = Up)
fori =1tondo
T; = the constraint graph of C (a tree), rooted at z;
C' = DAC(T;)
D; = the domain of z; in C’
if D; = () then
Return No feasible candidate
end if
for j = 1tomdo
o; = the ordering over D; given by the CP-table in N; for

Tl =Vly..,Lj—1 = Vj—1
0); = o; restricted to D
end for
v =130, 0b)
Add the constraint x; = v; to C
end for
Return (z1 = vq,..., 2, = vp)

The first thing we need to do is to preprocess the constraints in C' so to bring to the variable
domains the information about the feasible candidates. In fact, since LA is a sequential voting
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procedure which considers one variable at a time, it is important to leave in the domain of each
variable only the values that belong to feasible candidates.

As in the classical sequential voting procedure, we have a collection of m voting rules
(ri,...,rm) that will be used in the m steps of the procedure, one step for each variable. If
variables are Boolean, of course all r; will be the majority voting rule. Assume for now that the
constraint set has a bounded tree-width, so it belongs to a tractable class. For sake of easiness
of presentation, let us consider a tree- like shape. However, the CLA procedure works also for
bounded tree-width constraint sets.

Since the constraints have a tree shape, it is indeed possible to leave in the domain of each
variable only those values th