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1
Introduction

This thesis is devoted to studying the large time behavior ofthe solutions to the Cauchy problem of the
dissipative Schrödinger equations

{
i ∂
∂t
u(t, x) = Hu(t, x), x ∈ Rn, t ≥ 0

u(0, x) = u0(x),
(1.1)

whereH = −∆+ V (x) is the linear Schrödinger operator. Here we always assume thatV (x) is a complex
potential satisfying the short-range condition

|V (x)| = O(〈x〉−ρ0), (1.2)

for someρ0 > 2 and the dissipative conditionℑV (x) ≤ 0.
This chapter is organized as follows. In Section 1.1, we present an introduction and some classical

results about Schrödinger operators. The main goal of this thesis will be given in Section 1.2. In Section
1.3, we will state the main results of this thesis and then give the sketch of the proof.

1.1 Presentation

In quantum mechanics, the Schrödinger equation is a partialdifferential equation that describes how the
quantum state of some physical system changes with time. It was formulated in late 1925, and published
in 1926, by the Austrian physicist Erwin Schrödinger. In classical mechanics, the equation of motion is
Newton’s second law and which replaces Newton’s law in quantum mechanics is Schrödinger’s equation.
It is not a simple algebraic equation, but a linear partial differential equation in general. This differential
equation describes the wave function of the system which is also called the quantum state.

LetHu = −∆u+V (x)u. Hereu is the wave function representing the position,−∆u = −
∑n

j=1 ∂
2
xj
u is

the kinetic energy andV is the potential energy. In [58], it is indicated that there three general mathematical
problems arisen in quantum mechanical model : (1). Self-adjointness ; (2). Spectral analysis ; (3). Scattering
theory. Our main risk is to try to answer these problems for the model (1.1) ifV (x) is a complex potential
with a non-positive imaginary part. The self-adjoinness for the Schödinger operator is usually easy to obtain
as long as the potential is a real function and satisfies some scale condition at infinity, especially assumption
(1.2). So (2) and (3) are more important.

If V (x) is real function satisfying (1.2), thenH is selfadjoint onL2 with domainD(H) = H2(Rn) and
the results about its spectral analysis and scattering theory are very classic and complete. The low-energy
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8 CHAPITRE 1. INTRODUCTION

analysis has been discussed by lots of mathematicians, suchas [1], [6], [7], [8], [9], [17], [18], [23], [25],
[27], [31], [32], [33], [37], [35], [46], [49], [51], [75], [76], [81], [84] and the references therein. The main
difficulty is to analyze the threshold eigenvalue and resonance in some weighted Sobolev space.0 is called
an eigenvalue if there exists aL2 function u such thatHu = 0 and called a resonance if there exists a
functionu satisfyingHu = 0 for someu ∈ L2(〈x〉sdx) \ L2(dx), s > 1

2
. The one-dimensional and two-

dimensional cases are discussed in [7], [8], [9], [35] and the references therein. The three-dimensional and
four dimensional cases have been studied in [31] and [33] respectively. For dimension larger than four it
has been discussed in [32]. Based on the delicate analysis ofresolvent on low energies and the limiting
absorption, the large-time behavior of the unitary groupe−itH can be obtained in weighted Sobolev space.
On the other hand, the classical dispersive estimates have been studied in [17], [18], [25], [63] ,[84] and the
references therein.

If V (x) is complex, thenH is non-selfadjoint. Suppose thatH is dissipative. The limiting absorption
principle on the positive axis from the upper complex plane was established in [60] by using the Mourré’s
commutator method. In [77], it was proved that0 is regular point and the eigenvalues ofH can not accu-
mulate to the real axis near0. Furthermore, ifℑV (x) is sufficiently small, the discrete spectrum ofH is a
perturbation of the eigenvalues and the resonance ofℜH. Based on the spectral analysis, the expansion of
e−itH can be obtained in weighted Sobolev space in [78]. Besides these, in [57] J. Rauch proved the decay
in time of the semigroup ifV (x) has a exponential decay at infinity and in [26], M. Goldberg proved a
dispersive estimate for some non-selfadjoint Schrödingeroperator.

The scattering theory for the short-range self-adjoint Schrödinger operators is complete. There are lots
of classical methods to treat it, such as Cook’s method, Enss’ method([56],[58]) and so on. The quantum
scattering for non-selfadjoint operators appears in many physical situations such as optical models of nu-
clear scattering ([19]). Its Hilbert space theory is studied in [40], [50] and [13], [14], [15], [66]. See also [3],
[4], [38]. In particular, one can construct the scattering operator for a pair of operators(H,H0) whereH0

is selfadjoint andH is maximally dissipative, if the perturbation is of short-range in Enss’ sense. Several
equivalent conditions for the asymptotic completeness of dissipative quantum scattering are discussed in
[14].

1.2 Goal of this thesis

In this thesis, we consider the dissipative Schrödinger operators, a class of non-selfadjoint operators.
LetA be a closed operator with the domainD(A) which is dense in some Hilbert spaceH. If for each

x ∈ D(A),
ℑ〈Ax, x〉 ≤ 0,

thenA is called a dissipative operator. Moreover if there is no proper dissipative extension ofA, thenA is
said to be maximal dissipative. By Hille-Yosida Theorem, one can prove that−iA can generate a contraction
semi-group onH.

In this thesis, we always assume thatV (x) = V1(x)− iεV2(x) satisfyingV1(x), V2(x) are real functions
andV2(x) ≥ 0 andV2(x) > 0 on some open set. Then under assumption (1.2),H(ε)(we emphasize that
H depends onε) is maximally dissipative. Therefore, the solution of the Cauchy problem (1.1) can be
represented by the semi-groupe−itH . Thus the main goal of this thesis is to study the behavior ofe−itH

whent tends to infinity. Hereε > 0 is a sufficiently small constant such that we can treat the imaginary part
of H(ε) as a perturbation of the real partH1 = −∆+ V1(x).

An important problem is the completeness of the scattering operator for the pair(H,−∆). In [14], E.B.
Davies proved the existence of the wave operators and scattering operator, and some equivalent conditions
for the completeness for the dissipative scattering. However, to our knowledge, there is still no result on the
asymptotic completeness itself in this framework. One of the purposes in our work is to give a result on the
asymptotic completeness of dissipative quantum scattering. Here we assume that0 is a regular point ofH1,
which means that0 is neither a resonance nor an eigenvalue ofH1.
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Second, we will discuss the large-time behavior of the semigroup e−itH(ε) in some weighted Sobolev
space. Actually, it is a direct corollary of the low-energy estimate of the resolvent. Here we mainly focus
on two cases respectively : zero is only an eigenvalue but nota resonance ofH1 in dimension three ; zero
is only a resonance but not an eigenvalue ofH1 in dimension four. Furthermore we can show that the
global estimate of the resolvent we need in the proof of the completeness of the scattering still holds. But
unfortunately this estimate can not hold in the selfadjointcase. So we can’t prove the completeness of the
scattering.

1.3 Completeness of the scattering for(H(ε),−∆)

The quantum scattering for non-selfadjoint operators appears in many physical situations such as optical
models of nuclear scattering ([19]). The first purpose of this thesis is to give a result on the asymptotic
completeness of dissipative quantum scattering.

DenoteH0 = −∆ andH1 = −∆+ V1. The wave operators

W−(H,H0) = s- lim
t→−∞

eitHe−itH0 (1.3)

W+(H0, H) = s- lim
t→+∞

eitH0e−itH (1.4)

exist onL2(Rn) and onHac, respectively, whereHac is the closure of the subspace

M(H) = {f ∈ L2; ∃Cf s.t.

∫ ∞

0

|〈e−itHf, g〉|2 dt ≤ Cf‖g‖
2, ∀g ∈ L2}.

See [14, 66]. It is known that RanW−(H,H0) ⊂ Hac (see Lemma 2 of [14]). The dissipative scattering
operatorS(H,H0) for the pair(H,H0) is then defined as

S(H,H0) = W+(H0, H)W−(H,H0). (1.5)

W+(H0, H) should be compared with the adjoint of the outgoing wave operator in selfadjoint cases, because
for the pair of selfadjoint operators(H1, H0), the scattering operator̃S(H1, H0) is defined as

S̃(H1, H0) =W+(H1, H0)
∗W−(H1, H0).

A fundamental question for quantum scattering for a pair of selfadjoint operators is to study the asymp-
totic completeness of wave operators which implies that thescattering operator is unitary. In dissipative
quantum scattering, the scattering operatorS(H,H0) is a contraction :‖S(H,H0)‖ ≤ 1. The completeness
of dissipative scattering can be interpreted as the bijectivity of S(H,H0). The equivalence of the following
two conditions is due to E. B. Davies (Theorem 7, [14]) :

1. The range ofW−(H,H0) is closed ;

2. The scattering operatorS(H,H0) is bijective onL2.

In fact, E.B. Davies proves more general results in an abstract setting which can be applied to our case under
the assumption (1.2) withρ0 > 1.

Denote
W−(ε) = W−(H(ε), H0) andS(ε) = S(H(ε), H0)

the wave and scattering operators defined as above withH = H(ε). Denote

R(z) = (H − z)−1;

Rj(z) = (Hj − z)−1, for j = 0, 1
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and the working spaces

Hr,s(Rn) = {u ∈ S ′(Rn) : 〈x〉s(1−∆)
r
2u ∈ L2(Rn)}

Let L(r, s; r′, s′) be the bounded operators fromHr,s(Rn) toHr′,s′(Rn).

Theorem 1.3.1.Assume the condition (1.2) withρ0 > 2 andn ≥ 3. Suppose that0 is neither an eigenvalue
nor a resonance ofH1. Then one has for someε0 > 0

RanW−(ε) = RanΠ′(ε), 0 < ε ≤ ε0, (1.6)

whereΠ′(ε) = 1− Π(ε) andΠ(ε) is the Riesz projection associated with discrete spectrum of H(ε).

Since one can prove thatΠ(ε) is of finite rank, thus RanW−(ε) is closed and the scattering is complete.
The proof of Theorem 2.1.1 is based on a uniformly global limiting absorption principle for the resolvent

of H(ε) on the range ofΠ′(ε)

Theorem 1.3.2.Under the assumptions of Theorem 2.1.1, one has the uniform global resolvent estimate

‖〈x〉−sΠ′(ε)R(λ+ i0, ε)Π′(ε)〈x〉−s‖ ≤ Cs〈λ〉
−1/2, λ ∈ R (1.7)

uniformly inε, whereR(λ+ i0, ε) = limµ→0+ R(λ+ iµ, ε) in L(0, s; 0,−s), s > 1. HereΠ′(ε) = 1−Π(ε),
Π(ε) =

∑
j Πj(ε) being the Riesz projection ofH(ε) associated toσdisc(H(ε)).

By the technique of selfadjoint dilation for dissipative operators([55]), this gives a uniform Kato smooth-
ness estimate for the semigroupe−itH(ǫ). The condition that0 is neither an eigenvalue nor a resonance of
H1 is necessary for such uniform estimates. We identify the range ofW−(ǫ) for ǫ > 0 small, making use of
the asymptotic completeness of the wave operators for the selfadjoint pair(H1, H0).

1.4 Asymptotic expansion in time ofe−itH(ε)

Secondly, we consider the Cauchy problem of the following dissipative Schrödinger equation
{

i∂tu(t, x) = H(ε)u(t, x), t ≥ 0, x ∈ Rn, n ≥ 3,
u(0, x) = u0(x),

(1.8)

The main task in the second part is to get the asymptotic expansion of e−itH(ε) in some weightedL2

space ast tends to infinity.
So far there have been many works on the low-energy spectral analysis for the self-adjoint Schrödinger

operator and time-decay of the resulting unitary group (cf.[1], [7], [8], [9], [31], [32], [33], [35], [46], [49],
[51], [75], [76], [81], [84] and the references therein). Among these works, the low-energy analysis can be
done in the operator spaceL(0, s; 0,−s) for somes > 1. It is well known that the large-time expansion
of the unitary groupU1(t) = e−itH1 in L(−1, s; 1,−s) is closely related to the behavior of the resolvent
R1(z) = (H1 − z)−1 for z near0. The main difficulty in studying the behavior ofR1(z) near0 comes from
the existence of the zero eigenvalue and the zero resonance.Let M = {φ ∈ H1,−s : H1φ = 0, for anys >
1
2
} be the null space ofH1 in H1,−s and thenM ∩ L2 is called the eigenspace ofH1 at zero. IfM \ L2

is nontrivial, 0 is called a resonance ofH1 andφ ∈ M \ L2 is called a zero resonant state ofH1. Under
the assumption (1.2) forρ0 > 2, it is known thatdim(M/(M∩ L2)) ≤ 1 in dimension three (see [31])
and dimension four (see [33]), andM ⊂ L2 in dimensionn ≥ 5 (see [32]). The one-dimensional and two-
dimensional cases are discussed in [7], [8], [9], [35] and the references therein. In these works,V1 is treated
as a perturbation ofH0. In [75] and [76], there permits a decaying of critical orderO( 1

|x|2
) as |x| → ∞

on V1(x). It is clear that this kind of potential can not be seen as a perturbation ofH0 in the low-energy
analysis. It must be treated together withH0 and the zero resonance can appear in any dimensional case.
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In this paper, we focus on two cases : zero is only an eigenvalue but not a resonance ofH1, i.e.M ⊂ L2

in dimension three ; zero is only a resonance but not an eigenvalue ofH1, i.e.M ∩ L2 = ∅ in dimension
four. Actually, the first case can be extended ton ≥ 4 if zero is only an eigenvalue ofH1. Since forn ≥ 5,
0 can be only an eigenvalue ofH1, the result is complete forn ≥ 5. On the other hand, this method we
use in the eigenvalue case can be applied in the four-dimensional resonance case but it is invalid for the
three-dimensional resonance case. This will be explained in detail below.

Similar to the selfadjoint case, the large-time behavior ofthe semigroup generated by the dissipative
Schrödinger operator also depends on the low-energy spectral analysis. There are some works about the
non-selfadjoint case such as [26] and [57]. In our case, under the assumption (1.2) andε small enough, the
crucial point is also to get the asymptotic behavior of the resolventR(z, ε) = (H(ε)− z)−1 for z near 0. In
[77], it is proved that0 is a regular point and

R(λ± i0, 1) = lim
κ→0+

R(λ± iκ, 1)

exist inL(−1, s; 1,−s) for s > 1 on [−c′, c′] for somec′ > 0 under the assumption (1.2) forρ0 > 2. On
the other hand, in [60], we know thatR(λ+ i0, 1) ∈ C1(]0,∞[;L(0, s; 0− s)) for someρ0 > 2 ands > 3

2
.

Then by the formula proved in [78]

〈U(t, 1)f, g〉 =
1

2πi

∫

R

〈R(λ+ i0, 1)f, g〉dλ, t > 0 (1.9)

for f, g ∈ L2,s for s > 1, the author gave an expansion of the semigroupU(t, 1) for the large time in
L(0, s; 0,−s) under some additional conditions on the derivatives ofV = V1 − iV2. Meanwhile, the author
constructed a dissipative example such that there exists a positive resonance andR(λ− i0, 1) does not exist
at this point.

For later use, we denoteσ(H(ε)) (σdisc(H(ε)) andσess(H(ε))) by the spectrum (the discrete and essen-
tial spectrum) ofH(ε) respectively. By Weyl’s essential spectrum theorem, one has σess(H(ε)) = R+ ,

[0,∞[ andσdisc(H(ε)) ⊂ C− = {z ∈ C : ℑz < 0} which is a set of the eigenvalues with finite multiplicity.
In this thesis, forε > 0 sufficiently small and someρ0 > 2 in (1.2), we can obtain the existence of

R(λ± i0, ε) by Grushin method for the low energies and by the method of perturbation forλ ∈ [λ0,∞[ in
L(0, s; 0,−s) for somes > 1 and some fixed positiveλ0. Thus we can use the relation

e−itH(ε)Π′(ε) =
1

2πi

∫ +∞

0

(R(λ+ i0, ε)−R(λ− i0, ε))e−itλdλ, t > 0 (1.10)

in L(0, s; 0,−s) for somes > 1 and any fixedε > 0 sufficiently small. (1.10) will be checked in Section
4. HereΠ(ε) is the Riesz projection associated with the discrete spectrum ofH(ε) andΠ′(ε) = 1 − Π(ε).
The distribution of the discrete spectrum ofH(ε) for ε sufficiently small has been discussed in [77]. It is
different from the self-adjoint case in which the singularity of R1(λ ± i0) in L(0, s; 0,−s), s > 1

2
only

occurs atλ = 0 such as in [31], [35], [32], [33], [76]. Here the eigenvaluesof H(ε) are all located on the
lower complex plane. But the accurate position of these eigenvalues can not be obtained. So the expansion
of the resolvent near these eigenvalues may not be computed directly. Fortunately, it is proved in [77] that
the distance from these eigenvalues to the positive real axis has a positive lower bound dependent onε.
Thus based on this fact, we can deduce the expansion for low energies ofR(z, ε) outside some discs on
the lower plane which contain the eigenvalues and the radii of which depend onε. SinceH(ε) is non-
selfadjoint, there maybe exists some Jordan block structure at each eigenvalue ofH(ε). From [77], one can
see that the number of the eigenvalues ofH(ε) counted according to their algebraic multiplicities equals
to the number of eigenvalues ofH1 which is finite. ThusU(t, ε)Π(ε) is of finite rank. Furthermore since
σdisc(H(ε)) ⊂ C−, thenU(t, ε)Π(ε) has exponential decay rate dependent onε. Some properties of the
Riesz projectionΠ(ε) will be discussed in Section 3.3 for three-dimensional case.

In this chapter, we will first consider the 3-dimensional case under the assumption that0 is an eigenvalue
but not a resonance ofH1.
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Theorem 1.4.1.Letn = 3 andN ≥ 3 be a positive integer. Suppose that assumption (1.2) holds for some
ρ0 > 2N + 1 and that0 is only an eigenvalue but not a resonance ofH1. Then fors ∈]N + 1

2
,∞[ and

α ∈]0,min{1, s− N − 1
2
}[, there existsε0 > 0 small enough such that forε ∈]0, ε0], the expansion of the

semigroup generated by the dissipative Schrödinger operator H(ε) takes the form

e−itH(ε)Π′(ε) = t−
3

2T1(ε) +

[N+1

2
]∑

j=2

t−j−
1

2

εj
Tj(ε) + ε−

N+α+1

2 t−
N+α

2
−1L(t, ε) (1.11)

in L(0, s; 0,−s). HereTj(ε) is a uniformly bounded operator onε in L(−1, sj; 1,−sj) for sj > 2j − 1
2
,

j = 1, . . . , [N+1
2

] andL(t, ε) is uniformly bounded onε, t in L(0, s; 0,−s). Moreover eachTj(ε) is of finite
rank.

Remark 1.4.2. One can compare Theorem 1.4.1 with the selfadjoint case in [31] and the dissipative case
in [78]. First if 0 is an eigenvalue but not a resonance ofH1, then forρ0 > 5 ands > 5

2
, the expansions of

R1(z) andU1(t) = e−itH1 have the form

R1(z) = −z−1P0 − iz−
1

2B−1 +O(z−
1

2
+σ),

in L(−1, s; 1,−s) wherez = |z|
1

2 ei arg z with arg z ∈]0, 2π[, |z| → 0 and

U1(t)Πac = −(πit)−
1

2B−1 +O(t−
1

2
−σ), (1.12)

in L(0, s; 0,−s) as t → ∞, whereP0 is the eigenprojection with respect to0 andΠac is the orthogonal
projection onto the absolutely continuous space ofH1. Here,σ > 0 is a positive constant dependent ons.
Moreover,B−1 is at most of rank 3.

Second in [78], the author discussed then-dimensional dissipative Schrödinger operator. There the
imaginary part of the dissipative operator is not necessarily small. Then one can obtain the expansion of
the semigroup inL(0, s; 0,−s) for ρ0 > n ands > [n

2
] + 2 described as follows

U(t) = t−
n
2C0 +O(t−

n
2
−δ),

whereC0 is of rank one. Here it needs some additional conditions on the derivatives ofV (x) = V1(x) −
iV2(x).

In the selfadjoint case, the unitary group acting on the orthogonal complement space of the eigenspace
ofH1 has a decay of ratet−

1

2 in L(0, s1; 0,−s1) for s1 > 3
2
. This destroys the decay-ratet−

3

2 although the
eigenspace has been excluded. It is different from the dissipative case in whichU(t, ε)Π′(ε) also decays with
rateO(t−

3

2 ). On the other hand, since the imaginary part of each eigenvalue ofH(ε) is equal to−cε+ o(ε)
for somec > 0, thenU(t, ε)Π(ε) decays with an exponential rate. One can see from Remark 3.3.9 that
the principal termT1(ε) is of rank one, which coincides with the result in [78]. In particular in [78], since
in the formula (1.9) applied to get the expansion the author used the limit of the resolvent from the upper
plane, the effect of the eigenvalues can not be observed. Anddue to (1.10), we can obtain the expansion
in the complete subspace of the eigenspace, which can be compared to the absolutely continuous spectral
subspace ofH1.

In the expansion (1.11), there exists singularities onε. It is because the existence of the eigenvalues of
H(ε) near0. The singularities come from the distance between these eigenvalues and the positive axis which
is the essential spectrum ofH(ε). In particular, one can see that the expansion (1.12) for theselfadjoint
case cannot be seen as a limit of (1.11) whenε tends to0.

Remark 1.4.3. We note that the expansion (1.11) holds for anyt > 0 and the singularity of each term onε
has been described explicitly.
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Remark 1.4.4. It is interesting that the principal term ist−
3

2T1(ε) = t−
3

2O(1) which is uniformly bounded
on ε. If ε tends to0, then the limit of the principal term exists inL(−1, s1; 1,−s1) for s1 > 3

2
and it is

nontrivial. In particular, the limitT1(0) is dependent onV2 and its explicit representation can be obtained
in Section 3.4.

Then we state the theorem for the 4-dimensional resonance case.

Theorem 1.4.5.Let n = 4 andN ≥ 3 be a positive integer. Suppose that assumption (1.2) holds for
ρ0 > 4N + 2 and that0 is only a resonance but not an eigenvalue ofH1. Then fors ∈]2N + 1, ρ0

2
] and

α ∈]0,min{1, s
2
− N − 1

2
}[, there existsε0 > 0 small enough such that forε ∈]0, ε0], the expansion in

L(0, s; 0,−s) of the semigroup generated by the dissipative Schrödinger operatorH(ε) takes the form

e−itH(ε)Π′(ε) =

N∑

j=1

(εt)−1−j

j−1∑

k=0

lnk tT kj (ε) + (εt)−N−1−αL(t, ε), (1.13)

whereT kj (ε) is uniformly bounded operator onε in L(−1, sj; 1,−sj), sj > 2j + 1 for j = 1, . . . , N ,
k = 0, 1, . . . , j−1 andL(t, ε) is a uniformly bounded operator ont, ε in L(0, s; 0,−s). Furthermore, each
T kj (ε) is of finite rank.

Remark 1.4.6. Similar to the three-dimensional case, we can also compare our result with the selfadjoint
case in [33] and the dissipative case in [78]. In [33], if0 is a resonance but not an eigenvalue ofH1, then
one has the expansion inL(0, s; 0,−s) for s > 6 andρ0 > 12

U1(t)Πac = Φ(t)〈·, φ〉φ+O(t−1),

ast→ ∞, where

Φ(t) =

∫ ∞

0

1

λ

e−itλ

π2 + (a− lnλ)2
dλ = O(ln−1 t)

for some real constanta dependent onV1(x). In the dissipative case, one can see that the principal term
has decay rate oft−2. In particular, we can compute that the principal termT 0

1 (ε) is an operator of rank
one (see Remark 3.5.5). This coincides with the result in [78].

Remark 1.4.7. The main part of the proof is to obtain the expansion of the resolvent near0 and the key
point is the observation that the eigenvalues ofH(ε) near0 has distancecε + o(ε) in the eigenvalue case
in three dimensional case andcε| ln ε|−1 + o(ε| ln ε|−1) for the resonance case in four dimensional case
from the real axis. Herec > 0 is some generic constant. We note that in the eigenvalue casefor dimension
n ≥ 4 the distance between the eigenvalues ofH(ε) near0 and the real axis is alsocε + o(ε)(See [77]).
So the methods we apply here can be also used in the eigenvaluecase for dimensionn ≥ 4. Since there
exists no 0-resonance forn ≥ 5, thus the results are complete forn ≥ 3 except the resonance case in three
dimensional case. Actually, the method that we apply can also be used in the case that0 is both a resonance
and an eigenvalue ofH1 for the dimensionn = 4.

We note that in [77], Prof. Wang proved the number of the eigenvalues ofH(ε) near zero for dimension
n ≥ 3 under some additional condition (1.8) for the case that0 is only a resonance but not an eigenvalue
ofH1(See Theorem 1.2(b)). Here the casen = 4 which we consider coincides with the caseν1 = 1 in [77].
But we can prove the same conclusion without the condition (1.8) in [77].

The proof of these two theorems are based on the low-energy analysis. In particular, we will also discuss
some properties of the Riesz projection ofH(ε) associated with the eigenvalues near0.
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1.5 Notations

Vε(x) = V1(x)− iεV2(x), V1, V2 real, ε > 0 sufficiently small;

H(ε) = −∆+ Vε(ε);

H0 = −∆, H1 = H0 + V1;

R(z, ε) = (H(ε)− z)−1, Rj(z) = (Hj − z)−1, j = 0, 1;

H(ε) = −∆+ V1(x)− iεV2(x), R(z) = (H − z)−1;

Hk,s(Rn) = {f ∈ S ′(Rn) : 〈x〉s〈−i−1∇〉kf ∈ L2(Rn)};

L ∈ L(k, s; k′, s′) : Hk,s(Rn) → Hk′,s′(Rn) linear bounded.



2
On the wave operator for dissipative potentials
with small imaginary part

2.1 Main results

The quantum scattering for non-selfadjoint operators appears in many physical situations such as optical
models of nuclear scattering ([19]). Its Hilbert space theory is studied in [40, 50] and [13, 14, 15, 66]. See
also [3, 4, 38]. In particular, one can construct the scattering operator for a pair of operators(H,H0) where
H0 is selfadjoint andH is maximally dissipative, if the perturbation is of short-range in Enss’ sense. Sev-
eral equivalent conditions for the asymptotic completeness of dissipative quantum scattering are discussed
in [14]. However, to our knowledge, there is still no result on the asymptotic completeness itself in this
framework. The purpose of this chapter is to give a result on the asymptotic completeness of dissipative
quantum scattering under some conditions.

In this chapter, we study the dissipative quantum scattering under the assumption that the imaginary part
of the potential is small. The main result is described as follows.

Theorem 2.1.1.Assume the condition (1.2) withρ0 > 2 andn ≥ 3. Suppose that0 is neither an eigenvalue
nor a resonance ofH1. Then one has for someε0 > 0

RanW−(ε) = RanΠ′(ε), 0 < ε ≤ ε0, (2.1)

whereΠ′(ε) = 1− Π(ε) andΠ(ε) is the Riesz projection associated with discrete spectrum of H(ε).

Theorem 2.1.1 can be compared with the asymptotic completeness of wave operators in the selfadjoint
case which says that

RanW±(H1, H0) = RanΠac,

whereΠac is the projection onto the absolutely continuous spectra subspace ofH1. Under the condition
ρ0 > 2, Π(ε) is of finite rank and RanΠ′(ε) = KerΠ(ε) is closed. As a consequence of Theorem 2.1.1
and Theorem 7 of [14], the scattering operatorS(ǫ) is bijective forǫ > 0 small enough. The asymptotic
completeness of dissipative quantum scaterring has the following consequence on the dynamics of the
semigroup of contractions. For anyf ∈ L2, one can decompose it asf = f1 + f2 with f1 ∈ RanΠ(ε) and
f2 ∈ RanΠ′(ε). SinceH(ε) has a finite number of eigenvalues, all with negative imaginary part,e−itH(ε)f1
decreases exponentially ast → +∞. The existence of the scattering operatorS(ε) implies that there exists
f∞ ∈ L2 such that

lim
t→+∞

‖e−itH(ε)f2 − e−itH0f∞‖ = 0 (2.2)

15
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and the asymptotic completeness of the wave operatorW−(ǫ) ensures thatf∞ 6= 0 if f2 6= 0. Theorem 2.1.1
shows that either‖e−itH(ǫ)f‖ decreases exponentially (whenf ∈ RanΠ(ε)) or it tends to some non-zero
limit as t goes to the infinity (whenf 6∈ RanΠ(ε)).

The proof of Theorem 2.1.1 is based on a uniform global limiting absorption principle for the resolvent
of H(ε) on the range ofΠ′(ε) which is proved in Section 2.3. By the technique of selfadjoint dilation for
dissipative operators([55]), this gives a uniform Kato smoothness estimate for the semigroupe−itH(ǫ). The
condition that0 is neither an eigenvalue nor a resonance ofH1 is necessary for such uniform estimates.
Then, we identify the range ofW−(ε) for ε > 0 small, making use of the asymptotic completeness of the
wave operators for the selfadjoint pair(H1, H0).

2.2 Some preliminaries

In this section, we will first introduce some basic properties about the dissipative operator (cf. [13],[14],
[15],[41],[58]), and the scattering theory for the self-adjoint case in [56]. LetH be a Hilbert space equipped
with the inner product〈·, ·〉, and first we give the definition of dissipative operator.

Definition 2.2.1. Let A be a closed operator with the domainD(A) which is dense inH. If for each
x ∈ D(A),

ℑ〈Ax, x〉 ≤ 0,

thenA is called a dissipative operator.

Immediately, we can get a property for the dissipative operator only using the definition.

Proposition 2.2.2.LetA be a dissipative operator onH. Then we have the estimate

∀λ ∈ C+, x ∈ D(A), ‖ x ‖≤
1

ℑλ
‖ (A− λ)x ‖ . (2.3)

Démonstration.∀x ∈ D(A), λ = α + iβ ∈ C+, whereα ∈ R andβ > 0, then

‖(A− λ)x‖2 = 〈(A− λ)x, (A− λ)x〉

= ‖(A− α)x‖2 + β2‖x‖2 − 2ℜ〈(A− α)x, iβx〉

= ‖(A− α)x‖2 + β2‖x‖2 − 2βℑ〈Ax, x〉

≥ β2‖x‖2.

Remark 2.2.3. Furthermore, it is easy to see that ifRan(A− λ) is dense inH, thenC+ , {z ∈ C | ℑz >
0} ⊂ ρ(A). In fact, if Ran(A − λ) is dense inH, then for eachx ∈ H, there existxn ⊂ Ran(A − λ) for
λ ∈ C

+ such thatxn → x. Setyn ∈ D(A) satisfying(A − λ)yn = xn. Then by proposition 1.2, we have
that

‖yn‖ ≤
1

ℑλ
‖xn‖.

Therefore, there exists ay such thatyn → y in H. BecauseA is a closed operator, thenx = (A − λ)y. So
A− λ is invertible and for∀x ∈ H, one has

‖(A− λ)−1x‖ ≤
1

ℑλ
‖x‖.

Definition 2.2.4. LetA be a dissipative operator inH. Moreover if there is no dissipative extension ofA,
thenA is said to be maximal dissipative.



2.2. SOME PRELIMINARIES 17

There are some equivalent conditions to the maximal dissipative operator :

Proposition 2.2.5.LetA be a closed dissipative operator inH. Then the following assertions are equiva-
lent :
(1). ∃λ ∈ ρ(A) ∩ C+ ;
(2).C+ ⊂ ρ(A) ;
(3).A is a maximal dissipative operator.

Démonstration.We will complete this proposition by proving that (2) and (3)are both equivalent to (1).
"(1) ⇐⇒ (2)". It is obvious that(2) includes(1), and so we only to prove that(1) implies(2). We claim

that if λ ∈ ρ(A) ∩ C+, thenD(λ, ℑλ
2
) ⊂ ρ(A). In fact, if there existsη ∈ D(λ, ℑλ

2
) but η /∈ ρ(A). Then

Ran(A− η) is not dense inH. So there exists aϕ ∈ Ran(A− η)
⊥
∩ D(A∗), and for eachφ ∈ H,

〈(A∗ − η̄)ϕ, φ〉 = 〈ϕ, (A− η)φ〉 = 0.

Thus,ϕ ∈ ker(A∗ − η̄). On the other hand, by the invertibility ofA − λ, there existsψ ∈ D(A) such that
ϕ = (A− λ)ψ, and then one has

0 = 〈(A∗ − η̄)ϕ, ψ〉 = 〈(A∗ − λ̄)ϕ, ψ〉+ (λ− η)〈ϕ, ψ〉 = ‖ϕ‖2 + (λ− η)〈ϕ, (A− λ)−1ϕ〉.

Hence

‖ϕ‖2 = (η − λ)〈ϕ, (A− λ)−1ϕ〉

≤ |η − λ|‖ϕ‖‖(A− λ)−1‖‖ϕ‖

≤
ℑλ

2

1

ℑλ
‖ϕ‖2

=
1

2
‖ϕ‖2

It is a contradiction. SoD(λ, ℑλ
2
) ⊂ ρ(A) and then by this one can obtain that{η ∈ C+ : ℜη = ℜλ orℑη =

ℑλ} ⊂ ρ(A). Consequently, one can obtainC+ ⊂ ρ(A).
"(1) ⇐⇒ (3)" If there exists aλ ∈ C+∩ρ(A) and a dissipative extensionB ofA, i.e.D(A) ⊂ D(B) and

B|D(A) = A. For∀ϕ ∈ D(B), setφ = (A−λ)−1(B−λ)ϕ ∈ D(A). Then(B−λ)φ = (A−λ)φ = (B−λ)ϕ.
SinceB − λ is a bijection fromD(B) toH, ϕ = φ ∈ D(A). SoD(A) = D(B). ThusA = B. It means that
A is a maximal dissipative operator.

On the other hand, assume thatA is a maximal dissipative operator. If(1) is not true, i.e. there exists a
λ ∈ C+ butλ /∈ ρ(A). Then there exists aψ ∈ ker(A∗ − λ̄) \ {0}. One has

ℑ〈Aψ, ψ〉 = ℑ〈ψ,A∗ψ〉 = (ℑλ)‖ψ‖2 ≥ 0.

Thus,ψ /∈ D(A). We define an operatorB with domainD(B) = D(A)⊕ {ψ} asBϕ = Aϕ, if ϕ ∈ D(A)
andBψ = λ̄ψ. Then for eachφ = ϕ+ µψ with ϕ ∈ D(A) andµ ∈ C+, one has

〈Bφ, φ〉 = 〈Aϕ, ϕ〉 − λ̄µ〈ψ, ϕ〉+ µ̄〈ϕ,A∗ψ〉+ λ̄|µ|2‖ψ‖2

= 〈Aϕ, ϕ〉 − λ̄µ〈ψ, ϕ〉 − λη̄〈ϕ, ψ〉+ λ̄|µ|2‖ψ‖2

= 〈Aϕ, ϕ〉 − ℜ(λ̄µ〈ψ, ϕ〉) + λ̄|µ|2‖ψ‖2

Therefore
ℑ〈Bφ, φ〉 = ℑ〈Aϕ, ϕ〉 − (ℑλ)|µ|2‖ψ‖2 ≤ 0.

SoB is a nontrivial dissipative extension ofA. This is in contradiction with(3).
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Remark 2.2.6.From proposition 2.2.2 and 2.2.5, We know that for a maximal dissipative operatorA, (2.3)
actually gives us a resolvent estimate

∀λ ∈ C+ ⊂ ρ(A), ‖(A− λ)−1‖ ≤
1

ℑλ
. (2.4)

Then we come back to the schrödinger operator we consider. Due to conditionV2 ≥ 0, this kind of the
schrödinger operator is obviously dissipative. In fact, itis a maximal dissipative operator, and for this we
only need to check the following lemma.

Lemma 2.2.7.∃λ ∈ ρ(H) ∩ C+.

Démonstration.Due to (1.2),Vj are both∆-bounded with relative bound 0, i.e.

∀ε > 0, ∃ C(ε) > 0, s.t. ‖Vjφ‖ ≤ ε‖∆φ‖+ C(ε)‖φ‖, ∀φ ∈ L2. (2.5)

We setε = 1/2 in (2.5) and letλ = iδ ∈ iR+, and then

‖V2(H1 + iδ)−1‖ ≤
1

2
‖H1(H1 + iδ)−1‖+ C‖(H1 + iδ)−1‖

≤
1

2
(1 +

1

δ
) +

C

δ

=
δ + 1 + 2C

2δ

Setδ > 2C + 1. Then‖V2(H1 + iδ)−1‖ is strictly less than 1 and the same is true for‖(H1 − iδ)−1V2‖. So
by Neumann’s series,1− i(H1 − iδ)−1V2 has a bounded inverse. Therefore,

H − iδ = (H1 − iδ)(1− i(H1 − iδ)−1V2)

also has a bounded inverse. It completes the proof.

Thus by Hille-Yoshida Theorem in [58],−iH generates a contraction semigroup{e−iHt}t≥0. Then we
consider the notions of the wave operators and the scattering operator for the pair(H,H0).

Denote the wave operators

W−(H,H0) = s− lim
t→+∞

e−itHeitH0 (2.6)

W+(H0, H) = s− lim
t→−∞

eitH0e−itH (2.7)

Then we consider the abstract version thatV is a closed operator with domainD(H0) onH. There is an
important condition called Enss condition in the study of scattering operator.

Definition 2.2.8. LetR > 0 andF (|x| > R) be a characteristic function ofRn \D(0, R). Denote

h(R) = ‖V (H0 − i)−1F (|x| > R)‖.

If ∫ ∞

0

h(R)dR <∞, andh(0) <∞,

then we callV satisfies Enss condition.

With the help of the Enss condition, The following theorem provides the existence of the wave operators.

Theorem 2.2.9(Theorem 9.3 in [66]). Let V be a closed operator onL2 with :

1. ‖V φ‖ ≤ a‖H0φ‖+ b‖φ‖, for somea < 1 ;
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2. ℑ〈φ, V φ〉 ≤ 0, for all φ ∈ D(H0) ;

3. The Enss condition holds forV .

LetH = H0 + V . Then

1. W− defined by (1.3) exists onL2 ;

2. W+ defined by (1.4) exists onH⊥
b , whereHb = {ϕ ∈ L2 : Hϕ = λϕ with λ ∈ R} ;

3. The only possible limit point of real eigenvalue ofH is 0 and any non-zero real eigenvalue has finite
multiplicity.

For the dissipative Schrödinger operator we discuss, we only need to prove the following proposition
which provides us the existence of the wave operators.

Proposition 2.2.10(Proposition 4.1 [56]). The complex potentialV = V1 − iV2 with the assumption (??)
satisfies Enss condition.

Démonstration.Choosing a cutoff functionχ(x) ∈ C∞(Rn) with χ(x) = 1 if |x| ≥ 1, χ(x) = 0 if |x| ≤ 1
2

and|∇χ| ≤ C. LetχR(x) = χ(x/R). Then

h(R) = ‖V (H0 − i)−1F (|x| > R)‖

= ‖F (|x| > R)(H0 + i)−1V ∗‖

≤ ‖χR(H0 + i)−1V ∗‖

≤ ‖(H0 + i)−1χRV
∗‖+ ‖[χR, (H0 + i)−1]V ∗‖

, (1) + (2)

And for (1),
(1) ≤ ‖(H0 + i)−1‖‖χRV

∗‖∞ ≤ R−ρ0 , for R > 0 large enough.

On the other hand,

[χR, (H0 + i)−1] = −(H0 + i)−1[χR, (H0 + i)](H0 + i)−1

= −(H0 + i)−1(2∇ · (∇χR·)−∆χR)(H0 + i)−1

By ‖∇χR‖ ≤ CR−1, ‖∆χR‖ ≤ CR−2 and‖(H0 + i)−1∇‖ ≤ C, then

(2) ≤ 2‖(H0 + i)−1∇‖‖∇χR(H0 + i)−1V ∗‖+ ‖(H0 + i)−1‖‖∆χR(H0 + i)−1V ∗‖

≤ C(R−1 +R−2)‖F (|x| > R/2)(H0 + i)−1V ∗‖.

Hence,h(R) is an integrable function plus some terms with orderR−1 near the infinite, and then by putting
this estimate back to the above formula, we geth(R) is integrable.

Denote

M(H) = {ψ ∈ L2(Rn); ∃Cψ > 0, s.t.

∫ ∞

0

|〈e−itHψ, φ〉|2dt ≤ Cψ‖φ‖
2, ∀φ ∈ L2(Rn)}, (2.8)

andHac(H) = M(H). Then we have the following propositions :

Proposition 2.2.11([14]). 1. Hac(H) ⊂ H⊥
b ;

2. W− mapsL2 to Hac(H). SoHac(H) is an invariant space ofW−(H,H0).
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Démonstration.(1). First, we claim that for eachφ satisfyingHφ = λφ with λ ∈ R we haveV2φ = 0 and
thenH∗φ = λφ. In fact,

λ‖φ‖2 = 〈Hφ, φ〉 = 〈H1φ, φ〉 − i〈V2φ, φ〉,

so 〈V2φ, φ〉 = 0. SinceV2 ≥ 0 it follows thatV2φ = 0. ∀φ ∈ M(H), andϕ ∈ H⊥
b , by the definition of

M(H), then

0 = lim
t→+∞

|〈e−itHφ, ϕ〉|

= lim
t→+∞

|〈φ, eitH
∗

ϕ〉|

= lim
t→+∞

|〈φ, eitλϕ〉|

= |〈φ, ϕ〉|.

It follows thatM(H) ⊂ H⊥
b . ThusHac(H) = M(H) ⊂ H⊥

b .
(2). ∀ϕ ∈ M(H0), Letφ = W−ϕ. And for∀ψ ∈ 2,

∫ ∞

0

|〈e−itHφ, ψ〉|2dt =

∫ ∞

0

|〈e−itHW−ϕ, ψ〉|
2dt

=

∫ ∞

0

|〈W−e
−itH0ϕ, ψ〉|2dt

=

∫ ∞

0

|〈e−itH0ϕ,W ∗
−ψ〉|

2dt

≤ Cϕ‖W
∗
−ψ‖

2

≤ Cϕ‖ψ‖
2,

since‖W ∗
−‖ = ‖W−‖ ≤ 1. On the other hand, we will check thatM(H0) = L2(Rn). Let Hac(H0)

be the absolutely continuous spectral space ofH0. Due to theorem 1.3 in [56], there exist a dense set
K(H0) = {ψ ∈ Hac(H0) :

dµψ
dλ

∈ L∞ and suppfψ is compact} whereµψ of Hac(H0) is the spectral

measure associated toψ and dµψ
dλ

is Randon-Nikodym derivative. Moreover, also by this theorem and for
any Hilbert-Schmidt operator andψ ∈ K(H0), we have

∫ ∞

−∞

‖Ae−itH0ψ‖2dt ≤ ‖A‖22‖ψ‖
2,

where‖A‖2 is the Hilbert-Schmidt norm ofA. By takingA = 〈·, ϕ〉ϕ, thenK(H0) ⊂ M(H0) and it follows
thatHac(H0) ⊂ M(H0). In light of Hac(H0) = L2 we have thatM(H0) is dense inL2. So this proves the
proposition..

Remark 2.2.12.In our problem, it is known that there is no real eigenvalues of the dissipative Schrödinger
operator and they are all on the lower-half complex plane(cf. [77]).

So by the above, we define the dissipative scattering operator for the pair(H,H0) as

S(H,H0) = W+(H0, H)W−(H,H0). (2.9)

An importance problem is the asymptotic completeness of thewave operator. In the self-adjoint case,
the definition of the asymptotic completeness in the self-adjoint case is given by

RanW+(H1, H0) = RanW−(H1, H0) = Hac(H1), (2.10)

whereHac(H1) is the absolutely continuous spectral space ofH1. We have seen that Enss condition plays
an important role in the existence of the wave operators, andin fact, it is also sufficient to the completeness
in the self-adjoint case.
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Theorem 2.2.13([56]). Let H0 = −∆ and letH1 be the self-adjoint operatorH1 = H0 + V whereV
satisfies the Enss condition. Then

1. H1 has empty singular continuous spectum ;

2. The wave operatorW±(H1, H0) are complete ;

3. Eigenvalues ofH1 can accumulate only at 0 and nonzero eigenvalues have finite multiplicity.

Due to the assumption (1.2) ofV1 and similar to Proposition 2.2.10,V1 satisfies Enss condition and then
by Theorem 2.2.13 the wave operators ofH1 are complete. So we can define the the scattering operator in
the self-adjoint case for the pair(H1, H0) as

S̃(H1, H0) =W+(H1, H0)
∗W−(H1, H0). (2.11)

For the dissipative Schrödinger operator, an important problem is the invertibility of the dissipative scat-
tering operatorS(H,H0) on L2. The relation between the invertibility ofS(H,H0) and the asymptotic
completeness ofW−(H,H0) is described by the next theorem.

Theorem 2.2.14(Theorem 7 [14]). Assume that there exists a setD dense inL2(Rn) such that
∫ ∞

0

‖V eitH0φ‖dt <∞ (2.12)

for all φ ∈ D. The following conditions are equivalent :

1. The range ofW−(H,H0) is a closed subspace ;

2. The scattering operatorS(H,H0) = W+(H0, H)W−(H,H0) is invertible onL2.

Lemma 2.2.15([66]). If V satisfies Enss conditions, then (2.12) holds forV .

Démonstration.DenoteD = {ϕ ∈ H2(Rn) ∩ C∞ : spt ϕ̂ ⊂ Rn \ {0} is compact.}. It is easy to check
thatD is dense inL2(Rn). For eachϕ ∈ D, there exists a constanta > 0 such thatspt ϕ̂ ⊂ Rn \D(0, a).
For eacht ∈ R+, andx ∈ D(0, at),

(eitH0(H0 − i)ϕ)(x) =
1

(2π)
n
2

∫

Rn

ei〈x,ξ〉eit|ξ|
2

F((H0 − i)ϕ)dξ

=
e−

i|x|2

4t

(2π)
n
2

∫

Rn

e
i|x+2tξ|2

4t F((H0 − i)ϕ)dξ

Since|x+ 2tξ| ≥ 2t|ξ| − |x| ≥ 2at− at = at, then using the stationary phase method, one has

|(eitH0(H0 − i)ϕ)(x)| = |
1

(2π)
n
2

∫

θ∈Sn−1

∫ ∞

a

e−itr
2

F((H0 − i)ϕ)(r, θ)rn−1drdθ|

= |
1

2(2π)
n
2 t

∫

θ∈Sn−1

∫ ∞

a

F((H0 − i)ϕ)(r, θ)rn−2de
−ir2

4t dθ|

= |
1

2(2π)
n
2 t

∫

θ∈Sn−1

∫ ∞

a

e
−ir2

4t ∂r(F((H0 − i)ϕ)(r, θ)rn−2)drdθ|.

Repeating several times by the same way, one has

|(eitH0(H0 − i)ϕ)(x)| ≤
C

(1 + t)n+1

for someC > 0 depending onϕ. Consequently,

‖F (|x| ≤ at)(eitH0(H0 − i)ϕ)(x)‖ ≤
C

(1 + t)
n
2
+1
,
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and then ∫ ∞

0

‖F (|x| ≤ at)(eitH0(H0 − i)ϕ)(x)‖dt <∞.

So
∫ ∞

0

‖V eitH0ϕ‖dt =

∫ ∞

0

‖V (H0 − i)−1(F (|x| ≤ at) + F (|x| ≥ at))eitH0(H0 − i)ϕ‖dt

≤ ‖V (H0 − i)−1‖

∫ ∞

0

‖F (|x| ≤ at)eitH0(H0 − i)ϕ‖dt

+

∫ ∞

0

‖V (H0 − i)−1F (|x| ≥ at)‖‖(H0 − i)ϕ‖dt

≤ Cϕ.

Here the second term is dominated by Enss condition.

Therefore, by Proposition 2.2.10 and Lemma 2.2.15, (2.12) holds forV . So we only need to prove that
RanW−(H,H0) is closed and then the invertibility of the scattering operator S(H,H0) is achieved. Below
we will prove that the Riesz projection of all the eigenvalues is of finite rank, and then we hope that the
conclusion which is similar to (2.10) forW−(H1, H0) in the self-adjoint case is also true.

Below we consider that the imaginary ofH is small enough. That meansH = H(ε) = −∆+V1− iεV2,
whereε > 0 is small enough. And the resolventR(z) is replaced byR(z, ε).

2.3 Proof of Theorem 2.1.1

In this section, we consider a simple case that 0 is a regular point of H1, which means that 0 is nei-
ther eigenvalue nor resonance ofH1. Here we call 0 is a resonance if the equationHu = 0 has a solu-
tion u ∈ H1,−s \ L2 for s > 1. Then by the assumption (??) and Weyl’s theorem, one hasσess(H1) =
σess(H0) = [0,∞) and there may be some eigenvalues ofH1 on (−∞, 0). In particular, there is no positive
eigenvalue(cf. [58]). Ifρ0 > 2 in (0.1), then eigenvalues ofH1 can not accumulate to 0(cf. [58]). And in
[77] the author confirmed this conclusion forH. Throughout this work, we count the eigenvalues according
to their algebraic multiplicity.

So there exists a constantc0 > 0 such thatH1 has a finite number of eigenvaluesλ1 < λ2 < · · · < λl <
−c0. LetN1 =

∑l
j=1 nj, wherenj is the multiplicity ofλj . LetΠj be the projection ofH1 associated with

theλj .Then we have the following lemma that the eigenvalues ofH(ε) are the perturbation to those ofH1.
Below, we consider the eigenvalues ofH(ε) without multiplicity, which means that ifλ is an eigenvalue of
H with multiplicity m, then we call these arem eigenvalues ofH.

Lemma 2.3.1.For ε > 0 small enough,N(ε) denote the number of eigenvalues ofH(ε), Then there exists
someε0 > 0 such that for0 < ε < ε0,

N(ε) = N1.

More precisely, for eachλj , there arenj eigenvalues in

Fj , {z ∈ C : −cε ≤ ℑz ≤ −Cε, |ℜz − λj| ≤ Cε}, (2.13)

for somec, C > 0. LetF ,
⋃l
j=1Fj . One has

‖R(z, ε)‖ ≤ C1ε
−1 (2.14)

for someC1 > 0 andz /∈ F withℜz ≤ −c0.
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Démonstration.: We only need to consider the spectral ofH(ε) nearλj. LetΠ′
j = 1−Πj . ThenL2(Rn) =

RanΠj ⊕ RanΠ′
j. We define

E1(z) = (Π′
jH1Π

′
j − z)−1Π′

j = Π′
j(Π

′
jH1Π

′
j − z)−1Π′

j.

Since thatH1 is a self-adjoint operator, for|z − λj | > 0 small enough, there exists a positive constantCj
depending on|z − λj| such that

‖E1(z)‖ ≤ Cj .

LetE(z, ε) = (Π′
jH(ε)Π′

j − z)−1Π′
j , Then

E(z, ε)−E1(z) = Π′
j((Π

′
jH(ε)Π′

j − z)−1 − (Π′
jH1Π

′
j − z)−1)Π′

j

= iεΠ′
j(Π

′
jH1Π

′
j − z)−1Π′

jV2(x)Π
′
j(Π

′
jH(ε)Π′

j − z)−1Π′
j

= iεE1(z)V2(x)E(z, ε).

Thus

E(z, ε) = (1− iεV2(x)E1(z))
−1E1(z)

So forε > 0 and|z − λj| small enough,E(z, ε) is holomorphic and uniformly bounded inL(L2).
Let{ϕ(j)

k }
nj
k=1 be a basis of RanΠj . We define the mappingR+ :L2(Rn) → Cnj andR− :Cnj → RanΠj

by

R+ϕ = {< ϕ, ϕ
(j)
k >}

nj
k=1, ∀ϕ ∈ L2(Rn); R−a =

nj∑

k=1

akϕ
(j)
k , ∀a = {ak}

nj
k=1 ∈ C

nj .

Then they satisfy thatR+R− = IdCnj andR−R+ = Πj . We can construct the Grushin problem :

P(z, ε) =

(
H(ε)− z R−

R+ 0

)
: L2(Rn)× C

nj → L2(Rn)× C
nj .

Thus we can find a approximate inverse matrix :

Q(z, ε) =

(
E(z, ε) R−

R+ R−(H(ε)− z)R+

)
.

Then

P(z, ε)Q(z, ε) =

(
(H(ε)− z)E(z, ε) + Πj Π′

j(H(ε)− z)R−

0 IdCnj

)

=

(
(H(ε)− z)E(z, ε)− Π′

j Π′
j(H(ε)− z)R−

0 0

)
+

(
1 0
0 1

)

,

(
A B
0 0

)
+

(
1 0
0 1

)

Here

A = (H(ε)− z)Π′
j(Π

′
jH(ε)Π′

j − z)−1Π′
j − Π′

j

= (Π′
jH(ε)Π′

j − z)(Π′
jH(ε)Π′

j − z)−1Π′
j +Πj(H(ε)− z)(Π′

jH(ε)Π′
j − z)−1Π′

j − Π′
j

= Πj(H(ε)− z)(Π′
jH(ε)Π′

j − z)−1Π′
j

SoA2 = 0. By Neumann series,P(z, ε)Q(z, ε) is invertible, and the inverse matrix is

(P(z, ε)Q(z, ε))−1 =

(
1− A −B + AB
0 1

)
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That means

P−1(z, ε) =

(
E(z, ε) R−

R+ R−(H(ε)− z)R+

)(
1− A −B + AB
0 1

)

=

(
E(z, ε) −E(z, ε)B +R−

R+(1− A) R+AB −R+(H(ε)− z)R−

)

=

(
E(z, ε) R− −E(z, ε)(H(ε)− z)R−

R+ −R+(H(ε)− z)E(z, ε) R+((H(ε)− z)E(z, ε)(H(ε)− z)− (H(ε)− z))R−

)

,

(
E(z, ε) E+(z, ε)
E−(z, ε) E−+(z, ε)

)
.

By P(z, ε)P−1(z, ε) = 1 andP−1(z, ε)P(z, ε) = 1, if E−1
−+(z, ε) exists, then we obtain the following

expression of the resolvent

R(z, ε) = E(z, ε)− E+(z, ε)E
−1
−+(z, ε)E−(z, ε), (2.15)

andE+(z, ε) andE−(z, ε) are holomorphic and uniformly bounded inL(L2) for 0 < ε < ε0 and|z − λj |
small enough. We can deduce that the eigenvalues ofH(ε) in a small neighborhood forλj coincide with
the zeros ofF (z, ε) = detE−+(z, ε). It is easy to check that

E−+(z, ε) = R+(z − λj + iεV2 + (λj − z − iεV2)E(z, ε)(λj − z − iεV2))R−

= (z − λj)IdCnj + iεR+V2(x)R− − ε2R+V2E(z, ε)V2R−

Denote

E0
−+ = (z − λj)IdCnj + iεR+V2(x)R− = iε(

z − λj
iε

IdCnj +R+V2(x)R−),

and
F 0(z, ε) = detE0

−+(z, ε).

On the other hand,R+V2(x)R− is a positive definite matrix inCnj , due to the assumptions ofV2(x). Let
µj1, . . . , µ

j
nj

∈ R+ be the eigenvalues ofR+V2(x)R−, thenF0(z, ε) hasnj zeros

zjk = λj − iεµjk, wherek = 1, . . . , nj.

Let λj − iεµjk be one of the zeros ofF0(z, ε) with orderp0. For a appropriateak, C1 andC2 > 0,

|F0(z, ε)| ≥ C1ε
nj , |F (z, ε)− F0(z, ε)| ≤ C2ε

nj+1

for |z − λj + iεµjk| = akε. Forε small enough, then we apply Rouché’s theorem to conclude that there are
alsop0 zeros ofF (z, ε) in B(λj − iεµjk, akε) ⊂ C− , {z ∈ C : ℑz < 0}. SoF (z, ε) at least hasnj zeros
z1, . . . , znj in Fj with |zk − λk| ≤ ckε for ck > 0. Conversely, letz0 is a zero ofF (z, ε) with multiplicity
p in C−. Then it is easy to check that−Mε ≤ ℑz0 < 0 for someM > 0 depending onV2. By the same
method, we can also get that there existp zeros ofF0(z, ε). This shows thatF (z, ε) hasnj zeros inC−.

From the proof, we know that forε > 0 small enough, there exists a constantC > c > 0 such that the
zeros ofF (z, ε) are all inFj defined by (2.3.17). On the other hand, forz /∈ Fj, one has|z − zjk| ≥ c1ε for
somec1 > 0 and the inverse ofE0

−+ by

(E0
−+)

−1 =

nj∑

k=1

P j
k

z − zjk
,

whereP j
k is the eigenprojection ofE0

−+ associated toµjk. So

E−+(z, ε) = E0
−+(1− ε2(E0

−+)
−1R+V2E(z, ε)V2R−) = E0

−+(1 +O(ε)),
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for z /∈ Fj. Then in light of Neumann’s series, one can obtain that

E−1
−+(z, ε) = (E0

−+)
−1 +O(1),

and

‖E−1
−+(z, ε)‖ ≤

C

ε
, (2.16)

for z /∈ Fj and someC > 0.
It follows ‖R(z, ε)‖ ≤ C

ε
, for z /∈ F with ℜz ≤ c0.

Using the property of eigenvalues, we can get the limiting absorption principle for the dissipative
Schrödinger operator, which is a perturbation to the self-adjoint case.

Lemma 2.3.2.SetΠ(ε) ,
∑m

j=1Πj(ε) andΠ′(ε) , 1− Π(ε), whereΠj(ε) is the Riesz projection associ-
ated to the eigenvalues which are inFj. Then

‖Π(ε)‖ ≤ C,

for someC > 0 andε > 0 small enough. If0 is neither an eigenvalue nor a resonance ofH1, then

R(λ+ i0, ε) = lim
µ→0+

(H(ε)− (λ+ iµ))−1

exists inL(0, s; 0,−s) for s > 1 with the estimate

‖〈x〉−sΠ′(ε)R(λ+ i0, ε)Π′(ε)〈x〉−s‖ ≤ Cs〈λ〉
− 1

2 , λ ∈ R (2.17)

uniformly inε. Here forλ ∈]−∞,−c0], R(λ+ i0, ε) = R(λ, ε).

Démonstration.Fixed aδ > 0, there existsε0 > 0 small enough such thatFj ⊂ {z : |z − λj | ≤ δ} for
ε ∈]0, ε0]. Then the Riesz projection associated toλj can be represented by

Πj(ε) =
1

2πi

∮

|z−λj |=δ

R(z, ε)dz. (2.18)

By lemma 2.3.1 and the perturbation method, we can deduce that

‖R(z, ε)‖ = ‖R1(z)(1 + iεV2(x)R(z, ε))‖

≤ ‖R1(z)‖(1 + ε‖V2‖L∞‖R(z, ε)‖)

≤
C

δ
(1 + ε

C

ε
)

≤
C(1 + C)

δ

, C ′δ−1

for z ∈ {z : |z − λj | = δ}. Therefore, together with (2.18), we have‖Πj(ε)‖ ≤ C1 for a constantC1 > 0.
Thus,Π(ε) is a bounded operator onL2(Rn).

Caseλ > −c0.
For the selfadjoint Schrödinger operator, fix a small constant c > 0 small enough and then forλ ≥ c, it

is proved in [60] that

‖〈x〉−sR(λ+ i0, ε)〈x〉−s‖ ≤ Cc,s〈λ〉
− 1

2 ,
ρ0
2
> s. (2.19)

For λ ∈ (−c, c), due to [76] and the assumption that 0 is a regular point ofH1, there is a constantC > 0
independent onλ such that

‖〈x〉−sR1(λ+ i0)〈x〉−s‖ ≤ C〈λ〉−
1

2 ,
ρ0
2
> s,
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where
R1(λ+ i0) = lim

µ→0+
(H1 − (λ+ iµ))−1.

Forλ ∈ (−c0,−c], it is easy to check that

‖〈x〉−sR1(λ+ i0)〈x〉−s‖ ≤ ‖〈x〉−s‖L∞‖R1(λ+ i0)‖‖〈x〉−s‖L∞ ≤ Cc〈λ〉
− 1

2 .

Therefore by the formula

〈x〉−sR(λ+ i0, ε)〈x〉−s = (1− iε〈x〉−sR1(λ+ i0)〈x〉−s〈x〉2sV2(x))
−1〈x〉−sR1(λ+ i0)〈x〉−s

we have
‖〈x〉−sR(λ+ i0, ε)〈x〉−s‖ ≤ C〈λ〉−

1

2 , λ ∈ (−c0, c),
ρ0
2
> s, (2.20)

for ε > 0 small enough. Consequently, together with (2.3.23)and (2.3.24), we have that forλ > −c0,

‖〈x〉−sR(λ+ i0, ε)〈x〉−s‖ ≤ C〈λ〉−
1

2 ,
ρ0
2
> s. (2.21)

On the other hand, forλ > −c0,

R(λ + i0, ε)Πj(ε) =
R(λ+ i0, ε)

2πi

∮

|z−λj |=δ

R(z, ε)dz

=
1

2πi

∮

|z−λj |=δ

R(λ+ i0, ε)− R(z, ε)

z − λ
dz

= −
1

2πi

∮

|z−λj |=δ

R(z, ε)

z − λ
dz

Note that ifλ > −c0, |z − λ| has a positive lower bound for|z − λj | = δ, which is independent onδ andε,
so

‖R(λ+ i0, ε)Πj(ε)‖ ≤
1

2πi

∮

|z−λj |=δ

‖R(z, ε)‖

|z − λ|
|dz| ≤ C

∮

|z−λj |=δ

δ−1|dz| ≤ C ′.

Since
Π′(ε)R(λ+ i0, ε)Π′(ε) = R(λ+ i0, ε)− R(λ+ i0, ε)Π(ε)

and together with (2.3.23), (2.3.21) is true forλ > −c0.
Caseλ ≤ −c0.
First,

Πj(ε)− Πj = −
1

2πi

∮

|z−λj|=δ

R(z, ε)−R1(z)dz

=
1

2πi

∮

|z−λj |=δ

iεR(z, ε)V2R1(z)dz

=
ε

2π

∮

|z−λj |=δ

R(z, ε)V2R1(z)dz

LetΠac = 1−
∑m

j=1Πj be the projection of the absolutely continuous spectrum ofH1,Sj(ε) , ε−1(Πj(ε)−

Πj) andS(ε) ,
∑m

j=1 Sj(ε). ThenS(ε) = −ε−1(Π′(ε)−Πac) ∈ L(L2) is uniformly bounded and

‖Sj(ε)‖ ≤
1

2π

∮

|z−λj |=δ

‖R(z, ε)‖‖V2‖L∞‖R1(z)‖|dz| ≤ Cδ−1, s > 1
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SinceH1 is a self-adjoint operator and the spectral ofH1 onΠacL
2(Rn) is [0,+∞[, then

‖R1(λ)Πac‖ ≤ 〈λ〉−1, λ ≤ −c0.

Due to the identity

R(λ, ε)Π′(ε) = −εR(λ, ε)S(ε) + (1 + iεR(λ, ε)V2)R1(λ)Πac

then forλ ≤ −c0, we have

‖〈x〉−sΠ′(ε)R(λ, ε)Π′(ε)〈x〉−s‖ ≤ ‖〈x〉−s‖L∞‖εR(λ, ε)‖‖S(ε)‖‖〈x〉−s‖L∞

+ ‖〈x〉−s‖L∞(1 + ‖εR(λ, ε)‖‖V2‖L∞)‖R1(λ)Πac‖‖〈x〉
−s‖L∞

≤ Cδ〈λ〉
−1.

for s > 1.

For our main theorem, we need a Kato’s smoothness estimate(cf.[40]) for the semigroup of contractions
about non-selfadjoint operators. LetH be a Hilbert space, andH is a maximally dissipative operator on
H. −iH is generator of a semigroup of contractionS(t) = e−itH , t > 0. According to the theory of
Foiaş-Sz.Nagy(cf. [22]), there is a Hilbert spaceG ⊃ H and a unitary groupU(t) = e−itG onG such that

ΠU(t)|H = S(t), t ≥ 0,

whereΠ is the projection fromG to H. ThenG is called a selfadjoint dilation ofH.

Lemma 2.3.3.Assume that there exitsA ∈ L(H) continuous such that

sup
λ∈R,δ∈]0,1]

‖A(H − (λ+ iδ))−1A∗‖ ≤ γ,

then ∫ ∞

0

(‖AS(t)f‖2 + ‖AS(t)∗f‖2)dt ≤ Cγ‖f‖
2, ∀f ∈ H.

Démonstration.Let (G,G) be a selfadjoint dilation of(H,H), then

(H − z)−1 =

∫ ∞

0

eitzS(t)dt =

∫ ∞

0

eitzΠU(t)|Hdt = Π(G− z)−1|H,

for ℑz > 0. By duality, we also have

(H∗ − z̄)−1 = Π(G− z̄)−1|H

Therefore
‖(AΠ)(G− z)−1(AΠ)∗‖ ≤ γ,

for z ∈ {λ : 0 < |ℑz| ≤ 1}. By classical Kato’s smoothness estimate for the selfadjoint operators(cf.
Lemma 3.6 and Theorem 5.1 in [40]),

∫ ∞

0

‖(AΠ)U(t)g‖2dt ≤ C‖g‖2, ∀g ∈ G.

with
C , sup

0<ℑz≤1
‖(AΠ)((G− z)−1 − (G− z̄)−1)(AΠ)∗‖ ≤ 2γ

Forg = f ∈ H, we have ∫ ∞

0

‖AS(t)f‖2dt ≤ 2γ‖f‖2.

Using the same method, one can consider−H∗ and then will obtain
∫ ∞

0

‖AS(t)∗f‖2dt ≤ 2γ‖f‖2.
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In fact, using the high energy estimate in (2.2.21) and Proposition 2.2 of [78], one can obtain a slightly
better smoothness estimate :∀s > 1, ∃ Cs such that

∫ ∞

0

‖〈x〉−s〈Dx〉
1/2Π′(ǫ)e−itH(ǫ)f‖2 dt ≤ Cs‖f‖

2, ∀f ∈ L2, (2.22)

uniformly in 0 < ǫ ≤ ǫ0. Since0 is a regular point ofH1, an estimate similar to (2.3.26) also holds forH1 :
∫ ∞

−∞

‖〈x〉−sΠace
−itH1f‖2 dt ≤ Cs‖f‖

2, ∀f ∈ L2, s > 1. (2.23)

l

Theorem 2.3.4.Assume that 0 is neither an eigenvalue nor a resonance ofH1, ρ0 > 2 andn ≥ 3. Then for
ε > 0 small enough,

RanW−(H(ε), H0) = RanΠ′(ε),

Furthermore,RanW−(H(ε), H0) is closed and then by Theorem 2.2.14, the dissipative scattering operator
S(H(ε), H0) is bijective.

Démonstration.Firstly, we claim that RanW−(H(ε), H0) ⊂ RanΠ′(ε). Assume thatλ is an eigenvalue of
H(ε) with ℑλ < 0 andΠλ(ε) is the Riesz projection associated toλ. Then there existsk ∈ N such that
(H(ε)− λ)kΠλ(ε) = 0. Thus forϕ, φ ∈ D(H0), one has

〈Πλ(ε)e
−itH(ε)ϕ, φ〉 = e−itλ

k−1∑

j=0

(−it)j

j!
〈Πλ(ε)(H(ε)− λ)jϕ, φ〉.

Hence,

|〈Πλ(ε)W−(H,H0)ϕ, φ〉| = lim
t→+∞

|〈Πλ(ε)e
−itHeitH0ϕ, φ〉|

≤ lim
t→+∞

etℑλj
k−1∑

j=0

tj

j!
‖Πλ(ε)(H(ε)− λ)jϕ‖‖φ‖

= 0

This means RanW−(H(ε), H0) ⊂ RanΠ′(ε), and then

W−(H(ε), H0) = Π′(ε)W−(H(ε), H0) = Π′(ε)W−(H(ε), H1)W−(H1, H0).

By Theorem XIII in [58], it is known thatW−(H1, H0) is complete, i.e.

RanW−(H1, H0) = RanΠac.

So
W−(H(ε), H0) = Π′(ε)W−(H(ε), H1)ΠacW−(H1, H0),

whereΠac is the eigenprojection of the absolutely continuous spectrum ofH1. On the other hand,

d

dt
〈Π′(ε)e−itH(ε)eitH1Πacu, v〉 =

d

dt
〈eitH1Πacu, e

itH∗(ε)Π′(ε)∗v〉

= 〈iH1e
itH1Πacu, e

itH∗(ε)Π′(ε)∗v〉

+〈eitH1Πacu, iH
∗(ε)eitH

∗(ε)Π′(ε)∗v〉

= i〈Π′(ε)e−itH(ε)(H1 −H(ε))eitH1Πacu, v〉

= −ε〈Π′(ε)e−itH(ε)V2e
itH1Πacu, v〉
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for ∀u, v ∈ S. Therefore

〈Π′(ε)e−itH(ε)eitH1Πacu, v〉 = 〈Π′(ε)Πacu, v〉 − ε

∫ t

0

〈Π′(ε)e−isHV2e
isH1Πacu, v〉ds.

Since forρ0
2
≥ s > 1 and by takingA1 = 〈x〉−sΠac andAε = 〈x〉−sΠ′(ε) in Lemma 2.3.3,

|

∫ t

0

〈Π′(ε)e−isHV2e
isH1Πacu, v〉ds| = |

∫ t

0

〈e−itH(ε)Π′(ε)V2Πace
itH1u, v〉dt|

= |

∫ t

0

〈
√
V2Πace

itH1u,
√
V2Π

′(ε)eitH
∗(ε)v〉dt|

≤ C{

∫ ∞

0

‖〈x〉−sΠace
itH1u‖2dt}

1

2

·{

∫ ∞

0

‖〈x〉−sΠ′(ε)eitH
∗(ε)v‖2dt}

1

2

≤ C‖u‖‖v‖,

then by takingt→ ∞, one has

Π′(ε)W−(H(ε), H1)Πac = Π′(ε)Πac − εK(ε),

where

K(ε) ,

∫ ∞

0

e−itH(ε)Π′(ε)V2e
itH1Πacdt =

∫ ∞

0

e−itH(ε)Π′(ε)V2Πace
itH1dt (2.24)

satisfying
|〈K(ε)u, v〉| ≤ C‖u‖‖v‖

uniformly in ε > 0 small enough. This means thatK(ε) is uniformly bounded inL(L2(Rn)). Then one can
check that

Π′(ε)Πac − εK(ε) : RanΠac → RanΠ′(ε)

is bijective forε > 0 small enough. In fact, we have

Π′(ε)Πac(H1)− εK(ε) = Π′(ε){1 + ε(S(ε)−K(ε))} = {1− ε(S(ε) +K(ε))}Πac(H1).

For ε > 0 small enough,1 + ε(S(ε) − K(ε)) and 1 − ε(S(ε) + K(ε)) are invertible inL2(Rn). For
g ∈ RanΠac such that(Π′(ε)Πac − εK(ε))g = 0, then{1 − ε(S(ε) + K(ε))}g = 0. Thusg = 0. So
Π′(ε)Πac − εK(ε) is an injection forε > 0 small enough. On the other hand, forf ∈ RanΠ′(ε), set

g = f +
∞∑

k=1

(−εΠ′(ε)(S(ε)−K(ε)))kf,

whereΠd(H1) = 1 − Πac. For ε > 0 small enough the series is convergent and one has(Π′(ε)Πac −
εK(ε))g = f . ThusΠ′(ε)Πac − εK(ε) is a surjection. So it is a bijection from RanΠac to RanΠ′(ε).
Then because of RanW−(H1, H0) = RanΠac, one obtain that RanΠ′(ε) ⊂ RanW−(H(ε), H0). So we
can deduce that RanW−(H(ε), H0) = RanΠ′(ε).

By Lemma 2.2.14,S(H(ε), H0) is bijective if and only if RanW−(H(ε), H0) is closed. In our case,
RanΠ(ε) is of finite dimension andΠ(ε) is bounded onL2(Rn), so there exists a set of functions{ϕj}

N1

j=1

such thatΠ(ε)f =
∑N1

j=1 cj(f)ϕj, for f ∈ L2(Rn), wherecj is a bounded operator onL2(Rn). So we can

find a dual basis{φj}
N1

j=1, such thatΠ(ε) =
∑N1

j=1〈·, φj〉ϕj. It follows thatΠ′(ε) = 1 −
∑N1

j=1〈·, φj〉ϕj and
then RanΠ′(ε) is closed. SoS(H(ε), H0) is bijective onL2(Rn) for ε > 0 small enough.





3
Asymptotic Expansion in Time of the Solutions
to Dissipative Schrödinger Equations

3.1 Main results

In this chapter, we consider the solution to the following Cauchy problem of the dissipative Schrödinger
equation {

i∂tu(t, x) = H(ε)u(t, x), t ≥ 0, x ∈ R
n, n ≥ 3,

u(0, x) = u0(x).
(3.1)

By the assumption (1.2), we know thatH(ε) is maximally dissipative with domainD(H(ε)) = H2(Rn).
In this case,C+ = {z ∈ C : ℑz > 0} is included in the resolvent setρ(H(ε)) andH(ε) generates a
contraction semigroupU(t, ε) = e−itH(ε) onL2. Thus the solution of (3.1) can be expressed byu(t, x) =
U(t, ε)u0(x). The main task in this chapter is to get the asymptotic expansion of U(t, ε) in vL(0, s; 0,−s),
s > 1 large enough ast tends to infinity, i.e. Theorem 1.4.1, Theorem 1.4.5 and Theorem??.

This chapter is organized as follows. In Section 3.2, we willrecall some known results of the free
resolvent and the distribution of the eigenvalues ofH(ε) which can be found in [77]. We first state the low
spectral analysis ofH(ε) for the 3-dimensional case in Section 3.3 and then discuss the large-time expansion
of the semigroup in Section 3.4. In particular, we will discuss some properties of the Riesz projection of
H(ε) associated with the eigenvalues near0 in Section 3.3. At last, we will discuss the case that 0 is onlya
resonance but not an eigenvalue ofH1 for the dimensionn = 4 in Section 3.5 and the case that 0 is both a
resonance and an eigenvalue ofH1 for the dimensionn = 4 in Section 3.6.

3.2 Preliminaries

In this section, we first recall some properties about the free resolventR0(z) = (−∆− z)−1 which will
be used later. It is well-known thatR0(z) is a convolution operator fromH−1,s(Rn) toH1,−s(Rn), s > 1.
Let zγ = |z|γeiγ arg z andln z = ln |z|+ i arg z with arg z ∈]0, 2π[ for γ ∈]0,∞[. The convolution kernel is

K3(x; z) =
1

4π

eiz
1
2 |x|

|x|

31
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if n = 3 and

K4(x; z) =
iz

1

2

8π|x|
H

(1)
1 (z

1

2 |x|)

if n = 4, whereH(1)
1 (ξ) is the first Hankel function. Then without proof, we present the following two

lemmas about the expansions of the 3-dimensional and the 4-dimensional free resolvents near zero. Let
B(z0, δ) = {z ∈ C : |z − z0| < δ}. If no confusion is possible, we denote‖ · ‖ the norm of functions onL2

or the matrix norm onl2 or the operator norm onL2.

Lemma 3.2.1.Lets > N + 1
2

forN ∈ N andα ∈]0,min{1, s−N − 1
2
}[. Then there existsδ > 0 such that

for z ∈ B(0, δ) \ R+, we have the expansion of the 3-dimensional free resolvent inL(−1, s; 1,−s)

R0(z) =
N∑

j=0

z
j

2Gj +GN+α(z),

where eachGj is a Hilbert-Schmidt convolution operator inL(−1, sj; 1,−sj), sj > max{1, j + 1
2
} with

kernel i
j |x|j−1

4πj!
andGN+α(z) is aCN operator-value function ofz fromB(0, δ)\R+ toL(−1, s; 1,−s). More

precisely,Gj is a finite-rank operator forj odd. Moreover, we have the estimates forα =]0,min{1, s −
N − 1

2
}[

‖〈x〉−s
dk

dzk
GN+α(z)〈x〉

−s‖ ≤ C|z|
N+α

2
−k, k = 0, 1, . . . , N.

Lemma 3.2.2. Let s > 2N + 1 for N ∈ N andα ∈]0,min{1, s
2
− N − 1

2
}[. Then there existsδ > 0

such that forz ∈ B(0, δ) \ R+, we have the asymptotic expansion of the 4-dimensional freeresolvent in
L(−1, s; 1,−s)

R0(z) = G0 +

1∑

k=0

lnk z

N∑

j=1

zjGk
j +GN+α(z),

whereG0 ∈ L(−1, s0; 1,−s0) and allGk
j ∈ L(−1, sj ; 1,−sj) are Hilbert-Schmidt convolution operators

for sj > 2j + 1 andGN+α(z) is aC2N operator-value function ofz fromB(0, δ) \ R+ to L(−1, s; 1,−s).
In particular, eachG1

j is of finite rank forj = 1, . . . , N . Moreover, one has the estimates

‖〈x〉−s
dk

dzk
GN+α(z)〈x〉

−s‖ ≤ C|z|N+α−k, k = 0, 1, . . . , 2N.

These results can be found in lots of works (see [31],[33],[75],[76],[84]). From these two lemmas, it is
easy to check that

M = {φ ∈ H1,−s : (1 +G0V1)φ = 0, for anys >
1

2
} (3.2)

both for the 3-dimensional case and the 4-dimensional case.

Definition 3.2.3. If dimM = 0, then we call that zero is a regular point ofH1. Otherwise, zero is an
exceptional point ofH1. Furthermore, ifM1 6= ∅ andM2 = ∅, zero is said to be an exceptional point of
the first kind. IfM1 = ∅ andM2 6= ∅, then zero is said to be an exceptional point of the second kind. And
if M1 6= ∅ andM2 6= ∅, then zero is said to be an exceptional point of the third kind.

And then we list some properties of the functions inM.

Lemma 3.2.4.(a). If n=3, then for anyφ ∈ M andφ1, φ2 ∈ M∩ L2, we have

G1V1φ =
i

4π
〈V1φ, 1〉

{
= 0, if φ ∈ L2,
6= 0, if φ /∈ L2.

(3.3)

〈G2V1φ1, V1φ2〉 = 〈φ1, φ2〉. (3.4)
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(b). If n=4, then for anyφ ∈ M, we have

G1
1V1φ = −

1

(4π)2
〈V1φ, 1〉

{
= 0, if φ ∈ L2,
6= 0, if φ /∈ L2,

(3.5)

Then we apply the Grushin method to analyze the discrete spectrum ofH(ε) near0 which is valid for
all dimensionn ≥ 3 (see [77]). BecauseG0V1 is compact inL(1,−s; 1,−s) for ρ0 > 2 ands ∈]1, ρ0 − 1[,
M is a finite dimensional space and we denotem = dimM <∞. Moreover, it can be check that the form

M×M ∋ (φ, ϕ) → 〈φ,−V1ϕ〉,

is positive definite. Then by the Gram-Schmidt process, one can choose a basis{φj}mj=1 of M such that

〈φj,−V1φk〉 = δjk =

{
1 , j = k
0 , j 6= k

. (3.6)

LetQ be the projection fromH1,−s to M such that forφ ∈ H1,−s,

Qφ =
m∑

j=1

〈φ,−V1φj〉φj

and letQ′ = 1−Q. In [76], the author gave a proposition of the projectionQ as follows.

Proposition 3.2.5. (1). For s > 1, one has the decomposition

H1,−s = M⊕ Ran(1 +G0V1).

Q is the projection fromH1,−s ontoM with KerQ = Ran(1 +G0V1).
(2).Q′(1 + G0V1)Q

′ is invertible on the range ofQ′ and(Q′(1 + G0V1)Q
′)−1Q′ ∈ L(1,−s; 1,−s) for

s > 1.

LetR(z, ε) = (H(ε)− z)−1, for z /∈ σ(H(ε)). Because of

R(z, ε) = (1 +R0(z)(V1 − iεV2))
−1R0(z), (3.7)

we have that the eigenvalues ofH(ε) coincide with the poles ofz →W (z, ε)−1 = (1+R0(z)(V1−iεV2))
−1

in L(1,−s; 1,−s), s > 1. By an argument of perturbation and Proposition 3.2.5, one can prove that forδ
andε sufficiently small,(Q′W (z, ε)Q′)−1Q′ exists onH1,−s for z ∈ B(0, δ) \ R+. One can construct the
Grushin problem as follows.

Fors > 1, let

W(z, ε) =

(
W (z, ε) T

S 0

)
: H1,−s × C

m → H1,−s × C
m,

whereT : Cm → M andS : H1,−s → Cm are defined as

Tc =

m∑

j=1

cjφj, c = (c1, . . . , cm) ∈ C
m,

Sφ = (〈φ,−V1φ1〉, . . . , 〈φ,−V1φm〉), φ ∈ H1,−s.

It is easy to check that
TS = Q, ST = Id Cm .

Moreover the inverse ofW(z, ε) is given by

E(z, ε) = W−1(z, ε) =

(
E(z, ε) E+(z, ε)
E−(z, ε) E−+(z, ε)

)
,
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where

E(z, ε) = (Q′W (z, ε)Q′)−1Q′,

E+(z, ε) = T − E(z, ε)W (z, ε)T, (3.8)

E−(z, ε) = S − SW (z, ε)E(z, ε), (3.9)

E−+(z, ε) = −SW (z, ε)T + SW (z, ε)E(z, ε)W (z, ε)T.

Thus it is easy to verify that

W (z, ε)−1 = E(z, ε)− E+(z, ε)E−+(z, ε)
−1E−(z, ε) (3.10)

onH1,−s. Moreover,E(z, ε) andEβ(z, ε) are holomorphic and uniformly bounded forz ∈ B(0, δ) \ R+

andε > 0 small enough, whereβ is one of−, + and−+. In particular,E−+(z, ε) is anm×m matrix with
the representation

(E−+(z, ε))kj = 〈(−W (z, ε) +W (z, ε)E(z, ε)W (z, ε))φj,−V1φk〉. (3.11)

Thus by (3.10), to get the expansion of the resolvent near zero, it is sufficient to discuss the inverse of
E−+(z, ε). LetF (z, ε) = detE−+(z, ε). Thenz0 is a pole ofW (z, ε)−1 if and only if F (z0, ε) = 0.

In [77], the distribution of the eigenvalues ofH(ε) under assumption (1.2) has been proved forε > 0
sufficiently small. First sinceρ0 > 2, there are only finite number of eigenvalues ofH1 on ]−∞, 0[ denoted
by µ1 < . . . < µl < 0 (see Theorem XIII.6 in [58]). Letµj be of the multiplicitynj for j = 1, . . . , l. It
was proved in [77] that forε > 0 small enough,H(ε) hasnj eigenvalues located in the domain{z ∈ C :
|z − µj| < Cε,−Cε < ℑz < −cε} for some0 < c < C. On the other hand, if0 is an exceptional point
which means that0 is an eigenvalue or a resonance ofH1, the distribution of the eigenvalues near0 ofH(ε)
was provided by the following proposition.

Proposition 3.2.6(Theorem 3.2. in [77]). Supposeρ0 > 4.
(a). If zero is an eigenvalue of multiplicitym, but not a resonance ofH1, then there existδ, ε0 > 0 such that
for 0 < ε < ε0,H(ε) hasm eigenvalues inB−(0, δ) , B(0, δ) ∪ C−.
(b). If n = 4 and zero is a resonance, but not an eigenvalue ofH1, then there existδ, ε0 > 0 such that for
0 < ε < ε0,H(ε) has one eigenvalue inB−(0, δ).

This theorem covers the first two cases we consider and for thethird case we will give a proof of the
distribution of the eigenvalues ofH(ε) in Section 6.

It is permitted in [77] that the real part of potential function has a critical decay rateO(|x|−2) for |x|
sufficiently large and it includes the cases we consider here. It is proved that each eigenvalues ofH(ε) has
negative imaginary part−cε+ o(ε) for somec > 0 if 0 is only an eigenvalue but not a resonance ofH1. But
if zero is a resonance ofH1, it can only include the 4-dimensional case but it is invalidfor 3-dimensional
case.

Due to (3.10), we divideR(z, ε) into two parts as follows

RI(z, ε) = E(z, ε)R0(z),

RII(z, ε) = Ẽ(z, ε)R0(z),

whereẼ(z, ε) = −E+(z, ε)E−+(z, ε)
−1E−(z, ε). As we presented below, forδ > 0 andε ∈]0, ε0] small

enough,RI(z, ε) is uniformly bounded analytic operator inΩ = B(0, 2δ) \ R+ andRII(z, ε) is of finite
rank inL(−1, s; 1,−s) for s > 1 and any fixedz ∈ Ω ∩ ρ(H(ε)).
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3.3 Analysis of the resolvent in dimension three

In this section, we will discuss the asymptotic behavior of the resolvent nearz = 0 under the assumption
thatn = 3 and that0 is only an eigenvalue but not a resonance ofH1.

Firstly, we consider the expansion ofRI(z, ε) for z ∈ Ω. Under the assumption of Theorem 1.4.1, the
expansion ofW (z, ε) in L(1,−s; 1,−s) for s ∈]N + 1

2
, ρ0

2
] has the form

W (z, ε) = (1 +G0V1)− iεG0V2 +
N∑

j=1

z
j

2Gj(V1 − iεV2) +GN+α(z)(V1 − iεV2), (3.12)

for z ∈ Ω. On the other hand,

E(z, ε) = (Q′W (z, ε)Q′)−1Q′

= (Q′(1 +G0V1 − iεG0V2 +N(z, ε))Q′)−1Q′

= (1− iεE(0)G0V2Q
′ + E(0)N(z, ε)Q′)−1E(0)

= E(0) +

∞∑

l=1

(−1)l+1(−iεE(0)G0V2 + E(0)N(z, ε))lE(0)

= E(0) + εN1(ε) +N2(z, ε) (3.13)

whereE(0) = (Q′(1 +G0V1)Q
′)−1Q′,N1(ε) =

∑∞
l=1 ε

l−1(E(0)G0V2)
lE(0) and

N(z, ε) = O(|z|
1

2 ), N2(z, ε) = z
1

2E1(ε) + z1E2(ε) + z
3

2E3(ε) +O(|z|α)

are analytic inD(0, δ) \R+. Thusl with the help of an argument of perturbation, forδ, ε0 small enough and
s ∈]N + 1

2
, ρ0

2
], we have that

E(z, ε) =

N∑

j=0

z
j
2Ej(ε) + EN+α(z, ε), z ∈ Ω, ε ∈]0, ε0], (3.14)

where

E0(ε) = (Q′(1 +G0V1 − iεG0V2)Q
′)−1Q′ = (Q′(1 +G0V1)Q

′)−1Q′ +O(ε),

E1(ε) = −E0(ε)G1(V1 − iεV2)E0(ε),

and other terms can be also computed explicitly inL(1,−s; 1,−s). In fact,Ej(ε) is a uniformly bounded
operator onε in L(1,−sj; 1,−sj) for s0 > 1 andsj > j + 1

2
, j = 1, . . . , N . Furthermore, the remainder

EN+α(z, ε) is a uniformly bounded operator onε ∈]0, ε0] andz ∈ Ω in L(1,−s; 1,−s) satisfying that

‖〈x〉−s
dk

dzk
EN+α(z, ε)〈x〉

s‖ ≤ C|z|
N+α

2
−k, k = 0, 1, . . . , N.

In particular, one can see thatEj(ε) is of finite rank forj odd.

Lemma 3.3.1.Under the assumption of Theorem 1.4.1, forz ∈ Ω, then we have the following expansion

RI(z, ε) =
N∑

j=0

z
j

2R1,j(ε) +R1,N+α(z, ε),

whereR1,j =
∑j

k=0Ek(ε)Gj−k ∈ L(−1, sj; 1,−sj) for s0 > 1 and sj > j + 1
2
, j = 1, . . . , N . The

remainderR1,N+α ∈ L(−1, s; 1,−s) satisfies that

‖〈x〉−s
dk

dzk
R1,N+α(z, ε)〈x〉

−s‖ ≤ C|z|
N+α

2
−k, k = 0, 1, . . . , N.

FurthermoreR1,j(ε) is of finite rank for oddj.
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Suppose thatε0 andδ are small enough such that the expansion of free resolvent inLemma 3.2.1 and
the assumptions of Proposition 3.2.6 (a) are valid. Then we call Ω1 , B(0, 2δ) \ (B(0, c1ε) ∪ R+) the
intermediate energy part and̃Ω2 , B(0, 2c1ε) \ R+ the small energy part. Herec1 defined below is a
constant such that all the eigenvalues near0 are located iñΩ2. In the next two parts of this section, we will
discuss the expansion ofRII(z, ε) in the intermediate and the small energy parts.

3.3.1 Intermediate energy part

This part would not determine the expansion of the semigroup, and it yields a term with any decay
rate in the expansion of the semigroup fors large enough. Throughout this subsection, we suppose that
ε ∈]0, ε0], z ∈ Ω1 and that the assumption of Theorem 1.4.1 is valid. By (3.12) and Lemma 3.2.4, we have
that forz ∈ Ω1

〈W (z, ε)φj, V1φk〉

= iε〈V2φj, φk〉+ z〈φj , φk〉 − iεz〈G2V2φj, V1φk〉

+

N∑

j=3

z
j

2 〈Gj(V1 − iεV2)φj, V1φk〉+ 〈GN+α(z)(V1 − iεV2)φj, V1φk〉.

Here we use the relations (3.2), (3.3) and (3.4). Then by (3.11) and (3.14) we have

E−+(z, ε) = E−+,0(z, ε) + ε2Ê−+,0 + ε2z
1

2E−+,1(ε) + εzE−+,2(ε)

+

2N∑

j=3

z
j

2E−+,j(ε) + E−+,N+α(z, ε), (3.15)

where

(E−+,0)kj(z, ε) = iε〈V2φj, φk〉+ z〈φj , φk〉,

(Ê−+,0)kj(ε) = −〈V2E0(ε)G0V2φj , φk〉,

(E−+,1)kj(ε) = −〈(V2E1(ε)G0V2 + V2E0(ε)G1V2)φj, φk〉,

(E−+,2)kj(ε) = −i〈G2V2φj, V1φk〉+ 〈(iG2(V1 − iεV2)E0(ε)G0V2 + εG0V2E2(ε)G0V2

+iG0V2E0(ε)G2(V1 − iεV2) + εG0V2E1(ε)G1V2)φj, V1φk〉,

(E−+,3)kj(ε) = 〈G3(V1 − iεV2)φj , V1φk〉+ ε〈(iG3(V1 − iεV2)E0(ε)G0V2

+εG0V2E3(ε)G0V2 + iG0V2E0(ε)G3(V1 − iεV2)

+iG2(V1 − iεV2)E1(ε)G0V2 + iG0V2E1(ε)G2(V1 − iεV2)

+εG0V2E2(ε)G1V2 + iG2(V1 − iεV2)E0(ε)G1V2)φj, V1φk〉,

and other terms can be calculated directly. In particularÊ−+,0(ε) andE−+,j(ε), j = 0, . . . , N are uniformly
bounded matrices onε andE−+,N+α(z, ε) satisfies that

‖
dk

dzk
E−+,N+α(z, ε)‖ ≤ C|z|

N+α
2

−k, k = 0, 1, . . . , N.

It is obvious thatU = (〈φj, φk〉)1≤j,k≤m andV = (〈V2φj, φk〉)1≤j,k≤m are positive definite, because of the
assumption onV2(x). It follows that there existm zeros{−iελj}mj=1 of F0(z, ε) = detE−+,0(z, ε), where
0 < λ1 ≤ . . . ≤ λm. Moreover, we have

E−+,0(z, ε) = iεA∗((A∗)−1VA−1 +
z

iε
)A,
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whereU = A∗A andA is an invertible matrix. LetPj be the eigenprojection of(A∗)−1VA−1 corresponding
to λj. Then one has

E−+,0(z, ε)
−1 =

m∑

j=1

A−1Pj(A
∗)−1

z + iελj
.

In [77], using the Rouché’s Theorem, the author proved that there arem zeros{zj(ε)}mj=1 of F (z, ε) =
detE−+(z, ε) satisfying that

|zj(ε) + iελj| ≤ cε
3

2 ,

for somec > 0. Setc1 = 2λm and then forz ∈ Ω1 we have

|z + iελj| ≥ |z| − ελj ≥
1

2
|z|, ε ≤

1

c1
|z|.

It follows thatE−+,0(z, ε)
−1 = O(|z|−1). By these observations, we can prove the following lemma.

Lemma 3.3.2. For ρ0 > 2N + 1, s ∈]N + 1
2
, ρ0

2
], z ∈ Ω1 and ε ∈]0, ε0], we have the expansions of

E−+(z, ε)
−1 and its derivatives as follows

dk

dzk
E−+(z, ε)

−1 =
dk

dzk
E−+,0(z, ε)

−1 + Ak(z, ε) = (−1)kk!
m∑

l=1

A−1Pl(A
∗)−1

(z + iελl)k+1
+ Ak(z, ε),

(3.16)

whereAk(z, ε) is a matrix with‖Ak(z, ε)‖ = O(|z|−k−
1

2 ), k = 0, . . . , N .

Démonstration.LetE ′(z, ε) = E−+(z, ε)−E−+,0(z, ε). Forz ∈ Ω1, we have

E−+(z, ε) = E−+,0(z, ε)(1 + E−+,0(z, ε)
−1E ′(z, ε)) = E−+,0(z, ε)(1 +O(|z|

1

2 )),

and by Neumann’s series one can check that forδ andε0 small enoughE−+(z, ε)
−1 exists with

‖E−+(z, ε)
−1‖ ≤ Cδ,ε0‖E−+,0(z, ε)

−1‖ ≤ O(|z|−1).

Then we can obtain that

E−+(z, ε)
−1 = (1 + E−+,0(z, ε)

−1E ′(z, ε))−1E−+,0(z, ε)
−1

= E−+,0(z, ε)
−1 + A0(z, ε),

where

A0(z, ε) = −E−+,0(z, ε)
−1E ′(z, ε)E−+(z, ε)

−1.

It is easy to check that‖A0(z, ε)‖ = O(|z|−
1

2 ). On the other hand, it can be also checked that

dj

dzj
E−+,0(z, ε)

−1 = (−1)jj!
m∑

l=1

A−1Pl(A
∗)−1

(z + iελl)j+1
,

dj

dzj
(E−+,0(z, ε)

−1E ′(z, ε)) = O(|z|−j+
1

2 ),

for j ≥ 1. Therefore noting that

dk

dzk
E−+(z, ε)

−1 = (1 + E−+,0(z, ε)
−1E ′(z, ε))−1 d

k

dzk
E−+,0(z, ε)

−1

+

k∑

j=1

∑

j1+...+jp=j
jq≥1,q=1,...,p

(cj1,...,jp

p∏

q=1

(1 + E−+,0(z, ε)
−1E ′(z, ε))−1 d

jq

dzjq
(E−+,0(z, ε)

−1E ′(z, ε)))

·(1 + E−+,0(z, ε)
−1E ′(z, ε))−1 d

k−j

dzk−j
E−+,0(z, ε)

−1,

we can obtain (3.16).
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Lemma 3.3.3.For ρ0 > 2N + 1, s ∈]N + 1
2
, ρ0

2
], z ∈ Ω1 andε ∈]0, ε0], we have the expansions ofẼ(z, ε)

and its derivatives as follows

dk

dzk
Ẽ(z, ε) = (−1)k+1k!

m∑

l=1

TA−1Pl(A
∗)−1S

(z + iελl)k+1
+ Ẽk(z, ε),

whereẼk(z, ε) ∈ L(1,−s; 1,−s) with ‖〈x〉−sẼk(z, ε)〈x〉
s‖ = O(|z|−k−

1

2 ).

Démonstration.In light of (3.8) and (3.9), it is easy to check forz ∈ Ω that,

E+(z, ε) = (1 + εE+,0(ε) + εz
1

2E+,1(ε) +

N∑

j=2

z
j

2E+,j(ε) + E+,N+α(z, ε))T,

(3.17)

E−(z, ε) = S(1 + εE−,0(ε) + εz
1

2E−,1(ε) +

N∑

j=2

z
j

2E−,j(ε) + E−,N+α(z, ε)),

(3.18)

where

E+,0(ε) = iE0(ε)G0V2,

E+,1(ε) = iE0(ε)G1V2 + iE1(ε)G0V2,

E+,2(ε) = −E0(ε)G2(V1 − iεV2) + iεE2(ε)G0V2 + iεE1(ε)G1V2,

E+,3(ε) = −E0(ε)G3(V1 − iεV2) + iεE3(ε)G0V2 −E1(ε)G2(V1 − iεV2)

+iεE2(ε)G1V2,

and

E−,0(ε) = iG0V2E0(ε),

E−,1(ε) = iG0V2E1(ε),

E−,2(ε) = iεG0V2E2(ε)−G2(V1 − iεV2)E0(ε),

E−,3(ε) = iεG0V2E3(ε)−G3(V1 − iεV2)E0(ε)−G2(V1 − iεV2)E1(ε).

By the same way,E+,j(ε) andE−,j(ε) , j = 4, . . . , N can be calculated directly and the remainders satisfy

‖〈x〉−s
dk

dzk
E±,N+α(z, ε)〈x〉

s‖ ≤ C|z|
N+α

2
−k, k = 0, 1, . . . , N.

Actually, one can check thatE+,j(ε), E−,j(ε) ∈ L(1,−sj; 1,−sj) are uniformly bounded operators for
s0 > 1 andsj > j + 1

2
, j = 1, . . . , N , and the remaindersE+,N+α(z, ε) andE−,N+α(z, ε) are uniformly

bounded inL(1,−s; 1,−s). Sinceε ≤ O(|z|) for z ∈ Ω1, one has

E+(z, ε) = (1 +O(|z|))T : Cm → H1,−s,

E−(z, ε) = S(1 +O(|z|)) : H1,−s → C
m,

and the properties of their derivatives

‖〈x〉−s
dk

dzk
E+(z, ε)‖l2→L2 ≤ O(|z|−k+

1

2 ),

‖
dk

dzk
E−(z, ε)〈x〉

s‖L2→l2 ≤ O(|z|−k+
1

2 ),

for k = 1, . . . , N . Consequently, noting that̃E(z, ε) = −E+(z, ε)E−+(z, ε)E−(z, ε), we can complete the
proof of lemma.
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By RII(z, ε) = Ẽ(z, ε)R0(z), we have the following lemma.

Lemma 3.3.4.For ρ0 > 2N+1, s ∈]N + 1
2
, ρ0

2
], z ∈ Ω1 andε ∈]0, ε0], we have the expansions ofRII(z, ε)

and its derivatives as follows

dk

dzk
RII(z, ε) = (−1)k+1k!

m∑

l=1

TA−1Pl(A
∗)−1SG0

(z + iελl)k+1
+O(|z|−k−

1

2 ),

in L(−1, s; 1,−s).

3.3.2 Small energy part

Since the zeros ofF0(z, ε) are {−iελj}
m
j=1, one can choose a constantc2 > 0 such thatzj(ε) ∈

B(−iελj , c2ε) ⊂ C− andB(−iελj , c2ε) ∩ B(−iελk, c2ε) = ∅ for λj 6= λk, j, k = 1, . . . , m. In this
part, we want to discuss the expansion ofRII(z, ε) in Ω2 , Ω̃2 \ (∪mj=1B(−iελj , c2ε)). Throughout this
subsection, we always assume thatz ∈ Ω2 andε ∈]0, ε0]. Note that the expansions (3.14),(3.17),(3.18),
(3.12), (3.15) ofE(z, ε), E±(z, ε), W (z, ε) andE−+(z, ε) respectively are valid forz ∈ Ω2 ⊂ Ω. The
object of this subsection is to prove the following lemma. Furthermore, some expressions of the terms will
be given in the proof (see (3.23) and (3.23)).

Lemma 3.3.5.Suppose that3 ≤ N ∈ N, ρ0 > 2N + 1 ands ∈]N + 1
2
, ρ0

2
], α ∈]0,min{1, s − N − 1

2
}[,

z ∈ Ω2, ε ∈]0, ε0]. Then we have the following expansion

Ẽ(z, ε) =
1

ε
W0(ε) + zW1(ε) +

N∑

j=2

z
j

2

ε[
j

2
]+1
Wj(ε)

+
1

ε
N+α

2
+ 1

2

W1,N+α(z, ε) +
1

ε
N+α

2
+1
W2,N+α(z, ε),

(3.19)

whereW0(ε) = iTV−1S + O(ε) ∈ L(1,−s0; 1,−s0), Wj(ε) ∈ L(1,−sj; 1,−sj) are uniformly bounded
on ε for s0 > 1 andsj > j + 1

2
, j = 1, . . . , N , andWl,N+α(z, ε), l = 1, 2 are uniformly bounded operators

on ε, z in L(1,−s; 1,−s). In particularWj(ε),Wl,N+α(z, ε) are of finite rank for any fixedz ∈ Ω2 and the
remainders satisfy

‖〈x〉−s
dk

dzk
WN+α,l(z, ε)〈x〉

s‖ ≤ C|z|
N+α

2
−k, k = 0, 1, . . . , N, l = 1, 2,

andWN+α,2(λ+ i0, ε) = WN+α,2(λ− i0, ε) for λ ∈ [0, 2c1ε[. Furthermore, it follows that forz ∈ Ω2

RII(z, ε) =
1

ε
R2,0(ε) + z

1

2R2,1(ε) +
N∑

j=2

z
j

2

ε[
j

2
]+1
R2,j(ε)

+
1

ε
N+α

2
+ 1

2

R2,1,N+α(z, ε) +
1

ε
N+α

2
+1
R2,2,N+α(z, ε),

(3.20)

whereR2,0(ε) = iTV−1SG0 + O(ε) ∈ L(−1, s0; 1,−s0), R2,j(ε) ∈ L(−1, sj; 1,−sj) are uniformly
bounded onε for s0 > 1 and sj > j + 1

2
, j = 1, . . . , N , andR2,l,N+α(z, ε), l = 1, 2 are uniformly

bounded operators onε, z in L(−1, s; 1,−s). In particularR2,j(ε),R2,l,N+α(z, ε) are of finite rank for any
fixedz ∈ Ω2 and the remainders satisfy that

‖〈x〉−s
dk

dzk
R2,l,N+α(z, ε)〈x〉

−s‖ ≤ C|z|
N+α

2
−k, k = 0, 1, . . . , N, l = 1, 2,

andR2,2,N+α(λ+ i0, ε) = R2,2,N+α(λ− i0, ε) for λ ∈ [0, 2c1ε[.
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Let Ẽ−+,0(z, ε) = E−+,0(z, ε) + ε2Ê−+,0(ε). To get the expansion of̃E(z, ε), we divide the proof of
Lemma 3.3.5 into some steps.

Lemma 3.3.6.Under the assumptions of Lemma 3.3.5, one has that

Ẽ−+,0(z, ε)
−1 =

1

ε
B0(ε) +

[N
2
]∑

j=1

zj

εj+1
Bj(ε) +

z[
N
2
]+1

ε[
N
2
]+2
B[N

2
]+1(z, ε),

where
B0(ε) = (1− iεV−1Ê−+,0(ε))

−1(iV)−1 = −iV−1 +O(ε),

Bj(ε), j = 1, . . . , [N
2
] are uniformly bounded onε andB[N

2
]+1(z, ε) is a uniformly bounded matrix onz, ε

satisfying that fork ∈ N

‖
dk

dzk
B[N

2
]+1(z, ε)‖ ≤ O(ε−k).

Démonstration.Since

(iεV + zU)−1 =
m∑

l=1

A−1Pl(A
∗)−1

z + iελl
= O(ε−1),

for z ∈ Ω2, we have that
Ẽ−+,0(z, ε) = (iεV + zU)(1 +O(ε)).

Thus by Neumann’s series, one obtains that forz ∈ Ω2 andδ, ε small enough,̃E−+,0(z, ε)
−1 exists with

Ẽ−+,0(z, ε)
−1 = (1 + ε2(iεV + zU)−1Ê−+,0(ε))

−1(iεV + zU)−1. (3.21)

Thus we have

(iεV + zU)−1 =

[N
2
]∑

j=0

zj

εj+1
(

m∑

l=1

(−1)jA−1Pl(A
∗)−1

(iλl)j+1
)

+
z[
N
2
]+1

ε[
N
2
]+2

m∑

l=1

(−1)[
N
2
]+1A−1Pl(A

∗)−1

(iλl)
[N
2
]+1( z

ε
+ iλl)

.

Consequently, taking this into (3.21), we can obtain the conclusion. Furthermore,

B0(ε) = (1− iεV−1Ê−+,0(ε))
−1(iV)−1

= −iV−1 +O(ε).

Lemma 3.3.7.Under the assumption of Lemma 3.3.5, one can obtain the following expansion

E−+(z, ε)
−1 =

1

ε
B0(ε)− z

1

2B0(ε)E−+,1(ε)B0(ε) +

N∑

j=2

z
j

2

ε[
j

2
]+1
Cj(ε)

+
1

ε
N+α

2
+ 1

2

C1,N+α(z, ε) +
1

ε
N+α

2
+1
C2,N+α(z, ε),

(3.22)

whereCj(ε), j = 2, . . . , N are uniformly bounded matrices andCl,N+α(z, ε), l = 1, 2 satisfy that

‖
dk

dzk
Cl,N+α(z, ε)‖ ≤ C|z|

N+α
2

−k, k = 0, 1, . . . , N, l = 1, 2.

Furthermore,C2,N+α(λ+ i0, ε) = C2,N+α(λ− i0, ε) for λ ∈ [0, 2c1ε[.
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Démonstration.Note that

E−+(z, ε) = Ẽ−+,0(z, ε)(1 + Ẽ−+,0(z, ε)
−1(ε2z

1

2E−+,1(ε) + εzE−+,2(ε)

+

N∑

j=3

z
j

2E−+,j(ε) + E−+,N+α(z, ε))).

It is easy to check that

E−+(z, ε) = Ẽ−+,0(z, ε)(1 +O(ε
1

2 )),

for z ∈ Ω2. SoE−+(z, ε)
−1 exists forε0 > 0 small enough. Then one can deduce (3.22). Actually, noting

that

E−+(λ, ε) = (1 + (ε2λE1
−+(ε) + ελ2E2

−+(ε) +

N∑

j=3

λjEj
−+(ε)

+EN+α
−+ (λ, ε))E0

−+(λ, ε)
−1)E0

−+(λ, ε),

we have that

E−+(λ, ε)
−1 = E0

−+(λ, ε)
−1(1 + (ε2λE1

−+(ε) + ελ2E2
−+(ε) +

N∑

j=3

λjEj
−+(ε)

+EN+α
−+ (λ, ε))E0

−+(λ, ε)
−1)−1

= E0
−+(λ, ε)

−1{
N∑

l=0

(−(ε2λE1
−+(ε) + ελ2E2

−+(ε) +

N∑

j=3

λjEj
−+(ε)

+EN+α
−+ (λ, ε))E0

−+(λ, ε)
−1)l + (−1)N((ε2λE1

−+(ε) + ελ2E2
−+(ε)

+

N∑

j=3

λjEj
−+(ε) + EN+α

−+ (λ, ε))E0
−+(λ, ε)

−1)N+1(1 + (ε2λE1
−+(ε)

+ελ2E2
−+(ε) +

N∑

j=3

λjEj
−+(ε) + EN+α

−+ (λ, ε))E0
−+(λ, ε)

−1)−1}.

Firstly, due to Lemma 3.21, we check that forN even

(ε2λE1
−+(ε) + ελ2E2

−+(ε) +

N∑

j=3

λjEj
−+(ε) + EN+α

−+ (λ, ε))E0
−+(λ, ε)

−1

= (ε2λE1
−+(ε) + ελ2E2

−+(ε) +

N∑

j=3

λjEj
−+(ε) + EN+α

−+ (λ, ε))(
1

ε
B0(ε) +

N
2∑

j=1

λ2j

εj+1
Bj(ε)

+
λN+2

ε
N
2
+2
B

N
2
+1(λ, ε))

= ελE1
−+(ε)B

0(ε) + λ2E2
−+(ε)B

0(ε)

+

N
2∑

l=2

{λ2l−1(
1

εl−2
E1

−+(ε)B
l−1(ε) +

l∑

j=2

1

εl−j+1
E2j−1

−+ (ε)Bl−j(ε))

+λ2l(
1

εl−1
E2

−+(ε)B
l−1(ε) +

l∑

j=2

1

εl−j+1
E2j

−+(ε)B
l−j(ε))}
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+{λN+1(
1

ε
N
2
−1
E1

−+(ε)B
N
2 (ε) +

N
2∑

j=2

1

ε
N
2
−j+2

E2j−1
−+ (ε)B

N
2
+1−j(ε))

+λN+2(
1

ε
N
2

E2
−+(ε)B

N
2 (ε) +

N
2∑

j=2

1

ε
N
2
−j+2

E2j
−+(ε)B

N
2
+1−j(ε))}

+

N∑

l=N
2
+2

{λ2l−1

N
2∑

j=l−N
2

1

εl−j+1
E2j−1

−+ (ε)Bl−j + λ2l

N
2∑

j=l−N
2

1

εl−j+1
E2j

−+(ε)B
l−j(ε)}

+EN+α
−+ (λ, ε)(

1

ε
B0(ε) +

N
2∑

j=1

λ2j

εj+1
Bj(ε) +

λN+2

ε
N
2
+2
B

N
2
+1(λ, ε))

+
λN+2

ε
N
2
+2

(ε2λE1
−+(ε) + ελ2E2

−+(ε) +

N∑

j=3

λjEj
−+(ε) + EN+α

−+ (λ, ε))B
N
2
+1(λ, ε)

and forN odd

(ε2λE1
−+(ε) + ελ2E2

−+(ε) +

N∑

j=3

λjEj
−+(ε) + EN+α

−+ (λ, ε))E0
−+(λ, ε)

−1

= (ε2λE1
−+(ε) + ελ2E2

−+(ε) +

N∑

j=3

λjEj
−+(ε) + EN+α

−+ (λ, ε))(
1

ε
B0(ε) +

N−1

2∑

j=1

λ2j

εj+1
Bj(ε)

+
λN+1

ε
N−1

2
+2
B

N−1

2
+1(λ, ε))

= ελE1
−+(ε)B

0(ε) + λ2E2
−+(ε)B

0(ε)

+

N−1

2∑

l=2

{λ2l−1(
1

εl−2
E1

−+(ε)B
l−1(ε) +

l∑

j=2

1

εl−j+1
E2j−1

−+ (ε)Bl−j(ε))

+λ2l(
1

εl−1
E2

−+(ε)B
l−1(ε) +

l∑

j=2

1

εl−j+1
E2j

−+(ε)B
l−j(ε))}

+{λN(
1

ε
N−3

2

E1
−+(ε)B

N−1

2 (ε) +

N+1

2∑

j=2

1

ε
N+3

2
−j
E2j−1

−+ (ε)B
N+1

2
−j(ε))

+λN+1(
1

ε
N−1

2

E2
−+(ε)B

N−1

2 (ε) +

N−1

2∑

j=2

1

ε
N+3

2
−j
E2j

−+(ε)B
N+1

2
−j(ε))}

+
N∑

l=N−1

2
+2

{λ2l−1

N+1

2∑

j=l−N−1

2

1

εl−j+1
E2j−1

−+ (ε)Bl−j(ε) + λ2l

N−1

2∑

j=l−N−1

2

1

εl−j+1
E2j

−+(ε)B
l−j}

+EN+α
−+ (λ, ε)(

1

ε
B0(ε) +

N−1

2∑

j=1

λ2j

εj+1
Bj(ε) +

λN+1

ε
N−1

2
+2
B

N−1

2
+1(λ, ε))

+
λN+1

ε
N−1

2
+2

(ε2λE1
−+(ε) + ελ2E2

−+(ε) +

N∑

j=3

λjEj
−+(ε) + EN+α

−+ (λ, ε))B
N−1

2
+1(λ, ε)

In the expansion (3.22), the singularities of the terms forj ≥ 3 odd are determined by
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−z
3

2 Ẽ−+,0(z, ε)
−1E−+,3(ε)Ẽ−+,0(z, ε)

−1 and the ones forj ≥ 2 even are dependent oñE−+,0(z, ε)
−1.

Therefore, the singularities onε for j odd and even are different. On the other hand, also due to thisob-
servation, there would appear two kinds of remainders. The first kindC1,N+α(z, ε) is dependent on the odd
power ofz

1

2 andE−+,N+α(z, ε), and the second oneC2,N+α(z, ε) is dependent on the even power ofz
1

2 .
Furthermore,C2,N+α(z, ε) is analytic onz ∈ Ω2.

Proof of Lemma 3.3.5.From (3.10), (3.17), (3.18) and (3.22), one can get the
expansion (3.19) of̃E(z, ε). In particular,

W0(ε) = −TB0(ε)S − ε(E+,0(ε)TB0(ε)S + TB0(ε)SE−,0(ε))

−ε2E+,0(ε)TB0(ε)SE−,0(ε)

= iTV−1S +O(ε),

W1(ε) = −E+,1(ε)TB0(ε)S(1 + εE−,0(ε))− (1 + εE+,0(ε))TB0(ε)SE−,1(ε)

+(1 + εE+,0(ε))TB0(ε)E−+,1(ε)B0(ε)S(1 + εE−,0(ε)),

and the other terms can be also computed directly. Consequently, by (3.7) and Lemma 3.2.1, it is easy to
get (3.20) and

R2,0(ε) = W0(ε)G0

= iTV−1SG0 +O(ε),

R2,1(ε) =
1

ε
W0(ε)G1 +W1(ε)G0

= −TB0(ε)SE−,0(ε)G1

−(E+,1(ε)TB0(ε)S + TB0(ε)SE−,1(ε)− TB0(ε)E−+,1(ε)B0(ε)S)G0 +O(ε),

R2,j(ε) = ε[
j
2
]−1W0(ε)Gj + ε[

j
2
]W1(ε)Gj−1 +

j∑

k=2

ε[
j
2
]−[ k

2
]Wk(ε)Gj−k, j = 2, . . . , N.

Here we use the relationSG1 = 0 for R2,1(ε), and the properties of the remainders in (3.19) and (3.20) can
be easily checked. We omit the details here.

2

Together with Lemma 3.3.1, 3.3.4 and 3.3.5, we can get the following theorem about the resolvent inΩ.

Theorem 3.3.8.Suppose thatN > 3, ρ0 > 2N + 1, ε ∈]0, ε0] ands ∈]N + 1
2
, ρ0

2
]. Then forz ∈ Ω1, one

has the expansions ofR(z, ε) and its derivatives as follows

dk

dzk
R(z, ε) = (−1)k+1k!

m∑

l=1

TA−1Pl(A
∗)−1SG0

(z + iελl)k+1
+O(|z|−k−

1

2 ), (3.23)

in L(−1, s; 1,−s). For z ∈ Ω2, we have the following expansion ofR(z, ε)

R(z, ε) = R1,0(ε) +
1

ε
R0(ε) + z

1

2R1(ε)

+

N∑

j=2

z
j

2

ε[
j

2
]+1
Rj(ε) +

1

ε
N+α+1

2

R
(1)
N+α(z, ε) +

1

ε
N+α+2

2

R
(2)
N+α(z, ε),

for someα ∈]0,min{1, s−N − 1
2
}[. HereR1(ε) = R1,1(ε)+R2,1(ε) andRj(ε) = ε[

j

2
]+1R1,j(ε)+R2,j(ε),

j = 2, . . . , N andR(1)
N+α(z, ε) = ε

N+α+1

2 R1,N+α(z, ε) +R2,1,N+α(z, ε),R
(2)
N+α(z, ε) = R2,2,N+α(z, ε).
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Remark 3.3.9. It can be calculated directly that

R1(ε) = R1,1(ε) +R2,1(ε)

= (1− i(1 + εE+,0(ε))TB0(ε)SG0V2)(E0(ε)G1 + E1(ε)G0)

(1− iV2TB0(ε)S(1 + εE−,0(ε))G0).

Furthermore, noting that(E0(ε)G1+E1(ε)G0) = E0(ε)G1(1− (V1− iεV2)E0(ε)G0) is of rank one,R1(ε)
is a uniformly bounded operator of rank one at most inL(−1, s1; 1,−s1) for s1 >

3
2
. On the other hand,

we can compute the limit

lim
ε→0+

R1(ε) = (1− TV−1SG0V2)(E0(0)G1 + E1(0)G0)(1− V2TV
−1SG0)

= (1− TV−1SG0V2)E0(0)G1(1− V1E0(0)G0)(1− V2TV
−1SG0)

is a nontrival bounded operator of rank one inL(−1, s1; 1,−s1) for s1 > 3
2
. SoR1(ε) is of rank one for

ε ∈]0, ε0].

3.3.3 Properties of the Riesz projection

At the end of this section, we shall analyze the Riesz projection associated with the eigenvalues near0.
Without loss of generality, we suppose that−iελj , j = 1, . . . , m are all simple roots ofF0(z, ε) = 0. For
z ∈ Ω2, we have

|z + iελj | ≥ c2ε, |z| ≤ 2c1ε.

SinceE(z, ε) is uniformly bounded onε for z ∈ Ω2, one has forz ∈ Ω2

W (z, ε)−1 = −TE−+,0(z, ε)
−1S +W1(z, ε)

in L(1,−s; 1,−s), where‖〈x〉−sW1(z, ε)〈x〉
s‖ = O(ε−

1

2 ). Consider the Riesz projection associated with
zj(ε)

Πj(ε) = −
1

2πi

∮

∂B(−iελj ,c2ε)

R(z, ε)dz.

Therefore, by (3.7), one has

Πj(ε) = −
1

2πi

∮

∂B(−iελj ,c2ε)

−TE−+,0(z, ε)
−1SG0 +O(ε−

1

2 )dz

=
1

2πi

m∑

j=1

∮

∂B(−iελj ,c2ε)

TA−1Pj(A
∗)−1SG0

z + iελj
dz +O(ε

1

2 )

= TA−1Pj(A
∗)−1SG0 +O(ε

1

2 ). (3.24)

One can see thatΠj = TA−1Pj(A
∗)−1SG0 is a mapping fromL2,s to M ⊂ L2. Furthermore, it can be

extended to a projection fromL2 to M. Formally, we have forφ ∈ L2

Πjφ = TA−1Pj(A
∗)−1({〈φ, φk〉}

m
k=1).

So let S̃ = {〈·, φk〉}
m
k=1 be a mapping fromL2 to Cm. It is easy to see that̃S = T ∗. We can verify that

Π̃j = TA−1Pj(A
∗)−1T ∗ is an orthogonal projection fromL2 toM. In fact,

Π̃jΠ̃j = TA−1Pj(A
∗)−1T ∗TA−1Pj(A

∗)−1T ∗

= TA−1Pj(A
∗)−1UA−1Pj(A

∗)−1T ∗

= TA−1PjPj(A
∗)−1T ∗ = Π̃j,
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and
Π̃∗
j = (TA−1Pj(A

∗)−1T ∗)∗ = Π̃j.

If no confusion is possible, we also denoteΠj the eigen-projection ofH1 = −∆ + V1(x) onL2. Then one
has that

m∑

j=1

Πj = TA−1(A∗)−1T ∗ = TU−1T ∗

is the orthogonal eigenprojectionP0 of H1 associated with 0. On the other hand, by (3.24) we have the
estimate fors > 7

2

‖Πj(ε)−Πj‖L(−1,s;1,−s) ≥ O(ε
1

2 ),

which implies
lim
ε→0+

Πj(ε) = Πj , in L(−1, s; 1,−s).

More precisely, we can also get the estimate of the projection as an operator onL2.

Proposition 3.3.10.Supposeρ0 > 7 andε ∈]0, ε0] small enough. Then it holds that

‖Πj(ε)−Πj‖L2→L2 ≤ O(ε
1

2 ), j = 1, . . . , m. (3.25)

Démonstration.LetΠ(0)(ε) =
∑m

j=1Πj(ε) be the Riesz projection associated with the eigenvalues ofH(ε)

near zero and thenP0 = Π(0)(0) be the orthogonal projection onto the eigenfunction space of H1 associated
with 0. DenoteP ′

0 = 1− P0. It is known that

‖R1(z)‖ ≤
1

(|ℑz|2 + |(ℜz)−|2)
1

2

,

‖〈x〉−sP ′
0R1(z)P

′
0〈x〉

−s‖ ≤
C

|z|
1

2

,

for z ∈ C \ R+ ands > 7
2
, where(ℜz)− = min{0,ℜz}. First, we consider the inverse ofP ′

0(H(ε)− z)P ′
0

onL2. DenoteE0(z) = (P ′
0(H1 − z)P ′

0)
−1P ′

0 and we have

‖E0(z)‖ ≤
1

(|ℑz|2 + |(ℜz)−|2)
1

2

,

and

‖〈x〉−sE0(z)〈x〉
−s‖ ≤

C

|z|
1

2

.

Let {ϕj}mj=1 ⊂ L2 be an orthogonal basis of the eigenfunction spaceM. It is known that the eigenvalues
of H(ε) are all inB(−iελj , c2ε) for j = 1, . . . , m, whereλj , j = 1, . . . , m are the zeros of

F0(λ) = det(λIm − (〈V2ϕj , ϕk〉)1≤j,k,≤m) = det(λ〈φj, φk〉 − (〈V2φj, φk〉)1≤j,k,≤m),

where{φj}mj=1 is the basis satisfying (3.6). Let̃Ω = B(0, C1ε) \ {B(0, C2ε) ∪ {z ∈ C : |ℑz| ≤ c′ε}} for
somec′ > 0 andC1 > C2 > 0 satisfying that∪mj=1B(−iελj , c2ε) ⊂ B(0, C2ε). Formally, We note that

(P ′
0(H(ε)− z)P ′

0)
−1P ′

0 = E0(z) +

∞∑

j=0

(iε)j+1E0(z)
√
V2(

√
V2E0(z)

√
V2)

j
√
V2E0(z).

and forz ∈ Ω̃,
‖
√
V2E0(z, ε)

√
V2‖ ≤ O(ε−

1

2 ).
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SoE(z, ε) = (P ′
0(H(ε)− z)P ′

0)
−1P ′

0 exists and we have the estimates

‖E(z, ε)‖ ≤ O(ε−1),

‖〈x〉−sE(z, ε)〈x〉−s‖ ≤ O(ε−
1

2 ),

for z ∈ Ω̃ ands > 7. We define the mappingR− : L2 → Cm andR+ : Cm → RanP0 by

R−ϕ = {〈ϕ, ϕj〉}
m
j=1, for ϕ ∈ L2;

R+a =
m∑

j=1

ajφj , for a = {ak}
m
j=1 ∈ C

m.

Then they satisfy thatR−R+ = IdCm andR+R− = P0. Following a linear transformation from{ϕj}mj=1 to
{φj}

m
j=1, we can obtain thatΠj = R+PjR−. By the Grushin method, one can deduce that

R(z, ε) = E(z, ε)− E+(z, ε)E−+(z, ε)
−1E−(z, ε),

where

E+(z, ε) = (1− E(z, ε)(H(ε)− z))R+,

E−(z, ε) = R−(1− (H(ε)− z)E(z, ε)),

E−+(z, ε) = R−((H(ε)− z)E(z, ε)(H(ε)− z)− (H(ε)− z))R+.

Therefore, it can be checked that forz ∈ Ω̃,

‖E+(z, ε)‖l2→L2 = O(1),

‖E−(z, ε)‖L2→l2 = O(1).

On the other hand, it can be calculated that

(E−+)jk(z, ε) = zδjk + iε〈V2ϕk, ϕj〉 − ε2〈V2E(z, ε)V2ϕk, ϕj〉.

Let Ē−+(z, ε) = zIm + iεV0 whereV0
jk = 〈V2ϕk, ϕj〉. So we have that

E−+(z, ε)
−1 = E0

−+(z, ε)
−1 +O(ε−

1

2 ).

HereE0
−+(z, ε)

−1 =
∑m

j=1
Pj

z+iελj
, andPj is the eigenprojection ofV0 associated with the eigenvalueλj,

which is the same projection onCm defined before. Thus we have that

R(z, ε) = E(z, ε)−
m∑

j=1

R+PjR−

z + iελj
+O(ε−

1

2 ).

Consequently, we have the following expansion of the Riesz ProjectionΠj(ε)

Πj(ε) = −
1

2πi

∮

∂B(−iελj ,c2ε)

R(z, ε)dz

=
1

2πi

m∑

j=1

∮

∂B(−iελj ,c2ε)

R+PjR−

z + iελj
dz +O(ε

1

2 )

= Πj +O(ε
1

2 ).

Here we use the analyticity ofE(z, ε) in Ω̃. So we have the estimate (3.25).
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Second, similar to the case considered in [79] where it is supposed that0 is neither a resonance nor an
eigenvalue ofH1, we can deduce the global estimate in the following proposition.

Proposition 3.3.11.For ρ0 > 7, s > 7
2

andε > 0 small enough, then the global estimate

‖〈x〉−sΠ′(ε)R(λ± i0, ε)Π′(ε)〈x〉−s‖ ≤ C0ε
− 1

2 , λ ∈ R (3.26)

holds for someC0 > 0.

Démonstration.Let δ be the constant defined as before. Then for|λ| > δ, it is the same to the regular case
in [79]. On the other hand, we note that forκ > 0 small enough such thatλ ± iκ ∈ Ω2 and dist(λ ±
iκ, ∂B(−iελj , c2ε)) > dε for somed > 0 andj = 1, . . . , m,

R(λ± iκ, ε)Πj(ε) = −
1

2πi

∮

∂B(−iελj ,c2ε)

R(λ± iκ, ε)R(z, ε)dz

= −
1

2πi

∮

∂B(−iελj ,c2ε)

R(z, ε)− R(λ± iκ, ε)

z − (λ± iκ)
dz

= −
1

2πi

∮

∂B(−iελj ,c2ε)

R(z, ε)

z − (λ± iκ)
dz

= −
TA−1Pj(A

∗)−1SG0

λ± iκ + iελj
+O(ε−

1

2 ),

in L(−1, s; 1,−s). Consequently, we have inL(−1, s; 1,−s)

R(λ± iκ, ε)(1− Π(0)(ε)) = R(λ± iκ, ε) +
m∑

j=1

TA−1Pj(A
∗)−1SG0

λ± iκ + iελj
+O(ε−

1

2 ) = O(ε−
1

2 ).

Let Π(d)(ε) = Π(ε) − Π(0)(ε) be the Riesz projection associated with the eigenvalues ofH(ε) which are
near the negative eigenvalues ofH1 (see [77]). As shown in [79], one can see that

‖R(λ± iκ, ε)Π(d)(ε)‖ ≤ Cδ.

So letκ tends to0 and (3.26) can be obtained for|λ| ≤ δ.

Remark 3.3.12.For the selfadjoint case satisfying that0 is only an eigenvalue ofH1 andρ0 > 7, s > 7
2
,

one has the estimate
‖〈x〉−sΠacR1(λ± i0)Πac〈x〉

−s‖ ≤ C0|λ|
− 1

2 ,

for λ ∈ R\{0}, whereΠac is the eigenprojection onto the absolutely continuous space ofH1. Furthermore,
in [31], it was indicated that the singularity is due toP0V1G3V1P0. If this term can be canceled, then one
can also deduce the global estimate

‖〈x〉−sΠacR1(λ± i0)Πac〈x〉
−s‖ ≤ C0.

Thus applying the selfadjoint dilation (see [60], [22], [78]), one can establish Kato’s smoothness estimate
(see [40]) both forH1 andH(ε). Then by the same method of perturbation as in [79], the asymptotic
completeness of the scattering operator for the pair(H(ε), H0) can be proved. Actually in [31], the authors
gave an example in whichV1(x) is the spherical square well potential defined as follows

V1(x) =

{
−V0, |x| < r0,
0, |x| ≥ r0

for someV0 > 0 and r0 > 0. And then one can choose some suitableV0 and r0 such that0 is only an
eigenvalue but not a resonance ofH1 andP0V1G3V1P0 = 0.
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3.4 Proof of Theorem 1.4.1

First, we state the existence ofR(λ± i0, ε) and their derivatives in some weightedL2 space forλ ≥ δ.

Lemma 3.4.1. Under assumption (1.2) forρ0 > J + 1 and s > J + 1
2
, one has thatd

j

dλj
R(λ ± i0, ε),

λ ∈ [δ,∞[, j = 0, . . . , J exist inL(0, s; 0,−s) for any fixedδ > 0 andε ∈]0, ε0] whereε0 = ε0(δ) small
enough. Moreover, the estimates

‖〈x〉−s
dj

dλj
R(λ± i0, ε)〈x〉−s‖ ≤ Cs,j,δ0〈λ〉

− j+1

2 , λ ∈ [δ,∞[, j = 0, . . . , J (3.27)

hold.

Démonstration.Under assumption (1.2) forρ0 > j + 1 on V1, ands > j + 1
2
, dj

dλj
R1(λ ± i0) exists in

L(0, s; 0,−s) satisfying the estimate

‖〈x〉−s
dj

dλj
R1(λ± i0)〈x〉−s‖ ≤ Cs,j,δ〈λ〉

− j+1

2 , λ ≥ δ,

for anyδ > 0. One can see this from Theorem 9.2 in [31]. With help of Neumann’s series, one can obtain
that

‖〈x〉−s(1− iεR1(λ± i0)V2)
−1〈x〉s‖ ≤ Cs,

for λ ≥ δ andε ∈]0, ε0] whereε0 = ε0(δ) > 0 small enough. Noting that

R(λ± i0, ε) = (1− iεR1(λ± i0)V2)
−1R1(λ± i0),

and

d

dλ
R(λ± i0, ε) = (1− iεR1(λ± i0)V2)

−1 d

dλ
R1(λ± i0)

+iε(1− iεR1(λ± i0)V2)
−1 d

dλ
R1(λ± i0)V2(1− iεR1(λ± i0)V2)

−1R1(λ± i0),

by induction we have that fors > j + 1
2
, R(λ± i0, ε) exists inL(0, s; 0,−s) for λ ∈ [δ,∞[, j = 0, . . . , J

with the estimate (3.27).

Before we prove Theorem 1.4.1, we check the formula (1.10) inthe following lemma.

Lemma 3.4.2. Under assumption (1.2) forρ0 > 3 and s > 5
2
, the formula (1.10) holds fort > 0 in

L(0, s; 0,−s).

Démonstration.Sinceρ0 > 3 ands > 5
2
, Lemma 3.4.1 holds forJ = 2. Then from Theorem 2.1 in [78],

we have that forε ∈]0, ε0] small enough

U(t, ε) =
1

2πi

∫

R

R(λ+ i0, ε)e−itλdλ (3.28)

holds fort > 0 in L(0, s; 0,−s). ChooseL > 0 sufficiently large such thatσdisc(H(ε)) ⊂ F , {z ∈ C :

|ℜz| < L,−L
1

3 < ℑz < 0}. Then applying Cauchy’s integral formula, we have that

U(t, ε)Π′(ε) =
1

2πi
{

∫ −L

−∞

R(λ, ε)e−itλdλ−

∫ L
1
3

0

R(−L− iµ, ε)e−it(−L−iµ)dµ

+

∫ L

−L

R(µ− iL, ε)e−it(µ−iL)dµ+

∫ L
1
3

0

R(L− iµ, ε)e−it(L−iµ)dµ

−

∫ L

0

R(λ− i0, ε)e−itλdλ+

∫ ∞

0

R(λ+ i0, ε)e−itλdλ}. (3.29)
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Because the integration in (3.28) is convergent, the first term in (3.29) will tends to0 asL → ∞. Noting
that forL large enough,

‖〈x〉−sR1(±L− iµ)〈x〉−s‖ = O(L− 1

2 )

andR(±L− iµ, ε) = (1− iεR1(±L− iµ)V2)
−1R1(±L− iµ), one has that

‖〈x〉−sR(±L− iµ, ε)〈x〉−s‖ = O(L− 1

2 ).

Therefore, we have that the second and fourth terms equal toO(L− 1

6 ). On the other hand, it is easy to see
that the third term in (3.29) has exponential decay onL. Consequently, letL tend to the infinity, we can get
(1.10).

To get the expansion of the semigroup fort > 0 large, we need to divide the integration term in (1.10)
into three parts : the small energy part, the intermediate energy part and the high energy part. Letχj(λ),
j = 1, 2, 3 beC∞([0,∞[, [0, 1]) cutoff functions satisfying that

– χ1(λ) + χ2(λ) + χ3(λ) = 1, for λ ∈ [0,∞[,
– suppχ1 ⊂ [0, 2c1ε[, suppχ2 ⊂]c1ε, 2δ[ and suppχ3 ⊂]δ,∞[,
– χ1(λ) = 1, λ ∈ [0, c1ε] ; χ2(λ), λ ∈ [2c1ε, δ] ; χ3(λ) = 1, λ ∈ [2δ,∞[,
– Fork ∈ N, | d

k

dλk
χ1(λ)| ≤ Ckε

−k ; | d
k

dλk
χ2(λ)| ≤ Ckε

−k, for λ ∈ [c1ε, 2c1ε] and| d
k

dλk
χ2(λ)| ≤ Ckδ

−k,

for λ ∈ [δ, 2δ] ; | d
k

dλk
χ3(λ)| ≤ Ckδ

−k.
Denote the integration in (1.10) byI(t). Let

Ij(t) =

∫ +∞

0

e−itλ(R(λ+ i0, ε)− R(λ− i0, ε))χj(λ)dλ,

and thusI(t) = I1(t) + I2(t) + I3(t).
Proof of Theorem 1.4.1.Applying the stationary method and interpolation, we obtain that

‖〈x〉−sI2(t)〈x〉
−s‖ ≤ O(ε−

N+α
2

− 1

2 t−
N+α

2
−1),

‖〈x〉−sI3(t)〈x〉
−s‖ ≤ O(t−N+α).

for ρ0 > 2N + 1, s ∈]N + 1
2
, ρ0

2
] andα =]0,min{1, s−N − 1

2
}[. Here we use the estimates (3.23), (3.27)

and the properties of the cutoff functions.
In light of Lemma 10.2 in [31], one has that fors ∈]N + 1

2
, ρ0

2
] andα =]0,min{1, s−N − 1

2
}[,

‖〈x〉−s
∫ ∞

0

χ1(λ)R
(1)
N+α(λ, ε)e

−itλdλ〈x〉−s‖ = O(t−
N+α

2
−1).

On the other hand, note that
∫ ∞

0

χ1(λ)(λ+ i0)
k
2 e−itλdλ

=

∫ ∞

0

(λ+ i0)
k
2 e−itλdλ+

∫ ∞

0

(χ1(λ)− 1)(λ+ i0)
k
2 e−itλdλ

, I + II.

Due to the Fourier transform of the homogeneous distributionχs+(λ) for s /∈ N (See [24]), we have that

I = −2 sin
kπ

4
Γ(
k

2
+ 1)t−

k
2
−1.
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For the second term, with help of integration by parts and theproperties ofχ1, it follows that

II = O(ε
k
2
+1−lt−l),

for anyl ∈ N. Since(λ+ i0)
k
2 = (−1)k(λ− i0)

k
2 andR(2)

N+α(λ+ i0, ε) = R
(2)
N+α(λ− i0, ε), we have that

I1(t) = c1t
− 3

2R1(ε) +

[N+1

2
]∑

j=2

c2j−1
t−

2j+1

2

εj
R2j−1(ε) +O(ε−

N+α
2

− 1

2 t−
N+α

2
−1),

whereck = −4 sin kπ
4
Γ(k

2
+ 1). Then let

Tj(ε) =
c2j−1

2πi
R2j−1(ε), j = 1, . . . , [

N + 1

2
],

and then the expansion (1.11) in Theorem 1.4.1 can be obtained. By Lemma 3.3.1 and 3.3.5,Tj(ε), j =
1, . . . , [N+1

2
] are finite-rank operators. In particular, by Remark 3.3.9, one can obtain thatT1(ε) is of rank

one. 2

3.5 The four-dimensional case

In this section, we will prove Theorem 1.4.5. We consider thecase thatn = 4 and that0 is only a
resonance but not an eigenvalue ofH1.

3.5.1 Resolvent analysis

As in the 3-dimensional eigenvalue case, we will first discuss the behavior of the resolvent near zero. It is
known thatdimM = 1 (See [33]). Let0 6= φ ∈ M be a resonant state ofH1 at0 satisfying〈φ,−V1φ〉 = 1
and〈V1φ, 1〉 6= 0 by (3.5).

By (3.2.2), it is easy to check that

W (z, ε) = 1 +G0V1 − iεG0V2 + ln z

N∑

j=1

zjG1
j(V1 − iεV2)

+

N∑

j=1

zjG0
j(V1 − iεV2) +O(zN+α). (3.30)

Thus, by Neumann’s series forδ, ε0 > 0 sufficiently small, we have the expansion

E(z, ε) =

N∑

j=0

j∑

k=0

zj lnk zEk
j (ε) +O(zN+α), (3.31)

for z ∈ Ω andε ∈]0, ε0], where eachEk
j (ε) is uniformly bounded inL(1,−sj; 1,−sj) for sj > 2j + 1 and

for k ≥ 1, Ek
j (ε) is of finite rank. More precisely, it can be computed that

E0
0(ε) = (Q′(1 +G0V1 − iεG0V2)Q

′)−1Q′

= (Q′(1 +G0V1)Q
′)−1Q′ +O(ε),

E0
1(ε) = −E0

0(ε)G
0
1(V1 − iεV2)E

0
0(ε),

E1
1(ε) = −E0

0(ε)G
1
1(V1 − iεV2)E

0
0(ε).

Thus we have the following lemma aboutRI(z, ε) in Ω = B(0, 2δ) \ R+.
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Lemma 3.5.1.Under assumption of Theorem 1.4.5, we have the asymptotic expansion inL(−1, s; 1,−s)

RI(z, ε) =

N∑

j=0

j∑

k=0

zj lnk zRk
1,j(ε) +R1,N+α(z, ε), (3.32)

for z ∈ Ω, where

R0
1,0(ε) = E0

0(ε)G0,

R1
1,1(ε) = E1

1(ε)G0 + E0
0(ε)G

1
1,

R0
1,1(ε) = E0

1(ε)G0 + E0
0(ε)G

0
1,

Rk
1,j(ε) = Ek

j (ε)G0 +

j−k∑

l=1

Ek
j−l(ε)G

0
l +

j−k+1∑

l=0

Ek−1
j−l (ε)G

1
l ∈ L(−1, sj; 1,−sj),

for k ≤ j and sj > 2j + 1. Furthermore,Rk
1,j for k ≥ 1 is of finite rank and the r-th derivative of the

remainderR1,N+α(z, ε) ∈ L(−1, s; 1,−s) has orderO(zN+α−r) for r = 1, 2, . . . , 2N .

Below, we will state the expansion ofRII(z, ε) in L(−1, s; 1,−s), s > 4N + 2 for z ∈ Ω. By a direct
calculation, we can compute that

E+(z, ε) = (1 + εE0
+,0(ε) +

N∑

j=1

j∑

k=0

zj lnk zEk
+,j(ε) +O(zN+α))T, (3.33)

E−(z, ε) = S(1 + εE0
−,0(ε) +

N∑

j=1

j∑

k=0

zj lnk zEk
−,j(ε) +O(zN+α)), (3.34)

where

E0
+,0(ε) = iE0

0(ε)G0V2,

E0
+,1(ε) = iεE0

1(ε)G0V2 −E0
0(ε)G

0
1(V1 − iεV2) = −E0

0(ε)G
0
1(V1 − iεV2)(1 + εE0

+,0(ε)),

E1
+,1(ε) = iεE1

1(ε)G0V2 −E0
0(ε)G

1
1(V1 − iεV2) = −E0

0(ε)G
1
1(V1 − iεV2)(1 + εE0

+,0(ε)),

and

E0
−,0(ε) = iG0V2E

0
0(ε),

E0
−,1(ε) = iεG0V2E

0
1(ε)−G0

1(V1 − iεV2)E
0
0(ε) = −(1 + εE0

−,0(ε))G
0
1(V1 − iεV2)E

0
0(ε),

E1
−,1(ε) = iεG0V2E

1
1(ε)−G1

1(V1 − iεV2)E
0
0(ε) = −(1 + εE0

−,0(ε))G
1
1(V1 − iεV2)E

0
0(ε),

and other terms can be computed explicitly. Then by (3.30) and (3.31), we have the expansion of the scalar
functionE−+(z, ε) that

E−+(z, ε) = εE0
−+,0(ε) +

N∑

j=1

j∑

k=0

zj lnk zEk
−+,j(ε) +O(zN+α),

where

E0
−+,0 = i〈V2φ, φ〉 − ε〈V2E

0
0(ε)G0V2φ, φ〉 = i〈V2φ, φ〉+O(ε),

E1
−+,1 = −S(G1

1(V1 − iεV2) + iεG0V2E
0
0(ε)G

1
1(V1 − iεV2)

+iεG1
1(V1 − iεV2)E

0
0(ε)G0V2 + ε2G0V2E

1
1(ε)G0V2)T

= −S(1 + εE0
−,0(ε))G

1
1(V1 − iεV2)(1 + εE0

+,0(ε))T

= −
|〈V1φ, 1〉|

2

(4π)2
+O(ε),

E0
−+,1 = 〈G0

1(V1 − iεV2)φ, V1φ〉+ iε〈G0
1(V1 − iεV2)E

0
0(ε)G0V2φ, V1φ〉

+iε〈G0
0V2E

0
0(ε)G

0
1(V1 − iεV2)φ, V1φ〉 − ε2〈V2E

0
1(ε)G0V2φ, φ〉
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and other terms can be also calculated.
DenoteF0(z, ε) =

|〈V1φ,1〉|2

(4π)2
(iεa−z ln z) wherea = (4π)2〈V2φ,φ〉

|〈V1φ,1〉|2
> 0. Consider the equationF0(z, ε) = 0.

One can check that there exists a unique solutionz0(ε) = r0(ε)e
iθ0(ε) inB−(0, δ). Furthermore,r0(ε) → 0+

andθ0(ε) → 3π
2 +

asε → 0+. On the other hand, we have thatM−1ε ≤ r0(ε)| ln r0(ε)| ≤ Mε for some
positive constantM > 0. ThusC−1ε| ln ε|−1 ≤ r0(ε) ≤ Cε| ln ε|−1 for some positive constantC. Then we
can choose some constantc > 0 such that forz ∈ ∂B(z0(ε), cε| ln ε|

−1),

|F0(z, ε)| ≥ a1ε, |E−+(z, ε)− F0(z, ε)| = O(ε2 + εz ln z + z) ≤ a2ε| ln ε|
−1,

for some positive constantsa1, a2 > 0. By the analyticity onz of F0(z, ε) andE−+(z, ε) and using the
Rouché’s Theorem as in [78], it can be prove that there existε0 > 0 small enough andc > 0 such
thatE−+(z, ε) has one and only one zeroz1(ε) in discB0 , B(z0(ε), cε| ln ε|

−1) and dist(B0,R+) >
c1ε| ln ε|

−1 for somec1 > 0 andε ∈]0, ε0]. Below, we will prove thatE−+(z, ε) is invertible inB(0, 2δ) \
{B0∪R+} by the argument of perturbation. ThusE−+(z, ε) has exactly one zero near 0, located on the lower
half complex plane. Furthermore, we can compare this with Theorem 1.2(b) in [77]. There, it needs some
additional condition (1.8). Actually, this condition is only needed in the caseν1 = 1

2
. And for ν1 ∈]12 , 1], in

(3.30) in the proof of Theorem 1.2 in [77], the term of orderγzν1 can be treated as a high-order term as we
discuss here.

DenoteΩ1 = B(0, 2δ) \ {B(0, c2ε| ln ε|
−1) ∪ R+} andΩ2 = B(0, 2c2ε| ln ε|

−1) \ {B0 ∪ R+}. Herec2
is chosen such that|z ln z| ≥ 2|z0(ε) ln z0(ε)| for z ∈ Ω1.

Supposez ∈ Ω1 and then we have

C−1
1 |z|| ln z| ≤ |F0(z, ε)| ≤ C1|z|| ln z|,

for someC1 > 0. Thus by

E−+(z, ε) = F0(z, ε)(1 +O(| ln z|−1)),

we have
E−+(z, ε)

−1 = O(|z ln z|−1).

Noting that
dj

dzj
E−+(z, ε) =

{
O(ln z), j = 1,
O(z−j+1), j ≥ 2,

and
dj

dzj
E−+(z, ε)

−1 =
∑

j1+···+jl=j
jk≥1,k=1,...,l

Cj1,...,jlE−+(z, ε)
−l−1

l∏

k=1

(
djk

dzjk
E−+(z, ε)),

one can obtain that
dj

dzj
E−+(z, ε)

−1 = O(z−j−1 ln−1 z). (3.35)

By Lemma 3.2.2 the following estimates

‖〈x〉−s
dj

dzj
E+(z, ε)‖l2(C)→L2(R4) =





O(1), j = 0,
O(ln z), j = 1,
O(z−j+1), 2 ≤ j ≤ 2N,

‖
dj

dzj
E−(z, ε)〈x〉

s‖L2(R4)→l2(C) =





O(1), j = 0,
O(ln z), j = 1,
O(z−j+1), 2 ≤ j ≤ 2N,

hold. Consequently, we can get the following lemma.
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Lemma 3.5.2.Under assumption of Thorem 1.4.5 and forz ∈ Ω1, we have the estimate

‖〈x〉−s
dj

dzj
RII(z, ε)〈x〉

−s‖ = O(z−j−1| ln z|−1), j = 0, . . . , 2N.

On the other hand, suppose thatz ∈ Ω2 and we can deduce that

C−1
2 ε| ln ε|−1 ≤ |F0(z, ε)| ≤ C2ε| ln ε|

−1,

|z| ≤ c1ε| ln ε|
−1, |z ln z| ≤ c′2ε,

for someC2, c′2 > 0. Let F̃0(z, ε) = E0
−+,0(z, ε) + z ln zE1

−+,1 = F0(z, ε) +O(ε2 + εz ln z). Thus one can

prove thatF̃0(z, ε) is invertible inΩ2 and the inverse has the expansion

F̃0(z, ε)
−1 =

N∑

j=0

Aj(ε)

εj+1
(z ln z)j +

AN+1(z, ε)

εN+1
,

where

Aj(ε) =
(−E1

−+,1(ε))
j

(i〈V2φ, φ〉 − ε〈V2E0
0(ε)G

0
0V2φ, φ〉)

j+1
, j = 0, . . . , N

are uniformly bounded functions ofε and

AN+1(z, ε) =
ε(−E1

−+,1(ε))
N+1

(i〈V2φ, φ〉 − ε〈V2E0
0(ε)G

0
0V2φ, φ〉)

N+1F̃0(z, ε)
= O((z ln z)N+1).

Therefore, using Neumann’s series, we can get the expansionof E−+(z, ε) for z ∈ Ω2 as follows

E−+(z, ε)
−1 =

C0
0(ε)

ε
+

N∑

j=1

j∑

k=0

Ck
j (ε)

εk+1
zj lnk z +

O(zN+α)

εN+α+1
,

where

C0
0 (ε) = A0(ε),

C0
1 (ε) = −A0(ε)E

0
−+,1(ε),

C1
1 (ε) = A1(ε) = −A0(ε)

2E1
−+,1(ε),

and the otherCk
j (ε), j = 2, . . . , N, k = 0, . . . , j are uniformly bounded onε and can be calculated directly.

Furthermore the j-th derivative of the remainder is of orderO( z
N−j+α

εN+α+1 ) for j = 0, 1, . . . , 2N . Thus using
(3.33) and (3.34), we have the expansion

Ẽ(z, ε) =
N∑

j=0

j∑

k=0

zj lnk z
W k
j (ε)

εk+1
+
O(zN+α)

εN+α+1
,

in L(1,−s; 1,−s),where

W 0
0 (ε) = −A0(ε)(1 + εE0

+,0(ε))Q(1 + εE0
−,0(ε)),

W 0
1 (ε) = −A0(ε)((1 + εE0

+,0(ε))QE
0
−,1(ε) + E0

+,1(ε)Q(1 + εE0
−,0(ε)))

−C0
1 (1 + εE0

+,0(ε))Q(1 + εE0
−,0(ε)),

W 1
1 (ε) = −εA0(ε)((1 + εE0

+,0(ε))QE
1
−,1(ε) + E1

+,1(ε)Q(1 + εE0
−,0(ε)))

−C1
1 (1 + εE0

+,0(ε))Q(1 + εE0
−,0(ε))

and we omit the expressions of other terms. Hereα ∈]0,min{1, s
2
− N − 1

2
}[. Then by Lemma 3.2.2, one

has the expansion forz ∈ Ω2.
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Lemma 3.5.3.Under assumption of Theorem 1.4.5, we have the expansion inL(−1, s; 1,−s)

RII(z, ε) =

N∑

j=0

j∑

k=0

zj lnk z
Rk

2,j(ε)

εk+1
+
R2,N+α(z, ε)

εN+α+1
,

for z ∈ Ω2, where

R0
2,0(ε) = W 0

0 (ε)G0,

R0
2,1(ε) = W 0

0 (ε)G
0
1 +W 0

1 (ε)G0,

R1
2,1(ε) = εW 0

0 (ε)G
1
1 +W 1

1 (ε)G0,

and the other terms are uniformly bounded onε in L(−1, sj; 1,−sj) for sj > 2j + 1. Furthermore, the j-th
derivative of the remainderR2,N+α(z, ε) is ofO(zN+α−j) in L(−1, s; 1,−s) for j = 0, . . . , 2N .

By Lemma 3.5.1, 3.5.2 and 3.5.3, we have the expansion of the resolvent nearz = 0.

Theorem 3.5.4.Suppose thatN > 3, ρ0 > 4N +2 andε ∈]0, ε0]. Then forz ∈ Ω1, one has the expansions
ofR(z, ε) and its derivatives as follows

dj

dzj
R(z, ε) = O(z−j−1| ln z|−1) (3.36)

in L(−1, sj; 1,−sj), sj > 2j + 1, j = 0, . . . , 2N . For z ∈ Ω2, we have the following expansion ofR(z, ε)
in L(−1, s; 1,−s)

R(z, ε) =

N∑

j=0

j∑

k=0

zj lnk z
Rk
j (ε)

εk+1
+
RN+α(z, ε)

εN+α+1
,

for s ∈]2N +1, ρ0
2
] andα ∈]0,min{1, s

2
−N− 1

2
}[. HereRk

j (ε) = εk+1Rk
1,j(ε)+R

k
2,j(ε) andRN+α(z, ε) =

εN+α+1R1,N+α(z, ε) +R2,N+α(z, ε).

Remark 3.5.5. We can compute that

R1
1(ε) = ε2R1

1,1(ε) +R1
2,1(ε)

= (εE0
0(ε)− A0(ε)K(ε))G1

1{ε− (V1 − iεV2)(εE
0
0(ε)−A0(ε)K(ε))G0},

whereK(ε) = (1+ εE0
+,0(ε))Q(1+ εE0

−,0(ε)). SinceG1
1 is of rank one, the rank ofR1

1,1(ε) + ε−2R1
2,1(ε) is

at most one. Actually, asε→ 0+, we have

lim
ε→0+

R1
1(ε) = lim

ε→0+
R1

2,1(ε) =
|〈V1φ, 1〉|

2

(4π)2|〈V2φ, φ〉|2
〈·, φ〉φ.

Therefore,R1
1(ε) is of rank one forε0 sufficiently small.

3.5.2 Expansion of the semigroup

Consequently, similar to the 3-dimensional case we can obtain the large-time expansion ofU(t, ε) fol-
lowing Theorem 3.5.4. First we state the following Fourier transform in the sense of distribution. For the
proof, one can see Section 2.4 of Chapter II in [24].

Lemma 3.5.6.For γ ∈ R andk ∈ N, we have that

∫ ∞

0

(x+ i0)γ lnk(x+ i0)e−itxdx =

k∑

l=0

e(l+
1

2
)πiC l

k

dk−l

dγk−l
{ei

πγ

2 Γ(γ + 1)}t−γ−1 lnl t,

for t > 0.



3.5. THE FOUR-DIMENSIONAL CASE 55

Proof of Theorem 1.4.5: Choose the cutoff functionsχj(λ), j = 1, 2, 3 satisfying that
– χj(λ) ∈ C∞([0,∞[ ;[0,1]), j = 0, 1, 2, 3,
– χ1(λ) + χ2(λ) + χ3(λ) = 1, for λ ∈ [0,∞[,
– suppχ1 ⊂ [0, 2c1ε| ln ε|

−1[, suppχ2 ⊂]c1ε| ln ε|
−1, 2δ[ and suppχ3 ⊂]δ,∞[,

– χ1(λ) = 1, λ ∈ [0, c1ε| ln ε|
−1] ; χ2(λ), λ ∈ [2c1ε| ln ε|

−1, δ] ; χ3(λ) = 1, λ ∈ [2δ,∞[,
– Fork ∈ N, | d

k

dλk
χ1(λ)| ≤ Ckε

−k| ln ε|k ; | d
k

dλk
χ2(λ)| ≤ Ckε

−k| ln ε|k, forλ ∈ [c1ε| ln ε|
−1, 2c1ε| ln ε|

−1]

and| d
k

dλk
χ2(λ)| ≤ Ckδ

−k, for λ ∈ [δ, 2δ] ; | d
k

dλk
χ3(λ)| ≤ Ckδ

−k.
Denote the integration in (1.10) byI(t). Let

Ij(t) =

∫ +∞

0

e−itλ(R(λ+ i0, ε)− R(λ− i0, ε))χj(λ)dλ, j = 1, 2, 3,

and thusI(t) = I1(t) + I2(t) + I3(t).
ForI3(t), similar to the 3-dimensional case, one has that for anys > j + 1

2
, j ≥ 2 andρ0 > j + 1,

‖〈x〉−sI3(t)〈x〉
−s‖ ≤ O(t−j).

ForI2(t), by using the stationary phase method and the interpolation, we can get that

‖〈x〉−sI2(t)〈x〉
−s‖ ≤ O((

εt

| ln ε|
)−N−1−α),

following (3.36) whereα ∈]0,min{1, s−2N−1
2

}[.
ForI1(t), we first note that forλ > 0

zj lnk z|λ+i0λ−i0 = λj lnk λ− λj(lnλ+ 2πi)k

= −λj
k−1∑

l=0

C l
k(2πi)

k−l lnl λ.

Thus in light of Lemma 3.5.6, it follows that the following integral holds in the sense of distribution
∫ ∞

0

((λ+ i0)j lnk (λ+ i0)− (λ− i0)j lnk (λ− i0))e−itλdλ

= −
k−1∑

l=0

C l
k(2πi)

k−l

∫ ∞

0

λj lnl λe−itλdλ

= −
k−1∑

l=0

C l
k(2πi)

k−l

l∑

h=0

e(h+
1

2
)πiCh

l

dl−h

dγl−h
{ei

πγ

2 Γ(γ + 1)}|γ=jt
−j−1 lnh t

= t−j−1
k−1∑

h=0

ck,hj lnh t,

whereck,hj = −
∑k−1

l=h C
l
k(2πi)

k−le(h+
1

2
)πiCh

l
dl−h

dγl−h
{ei

πγ

2 Γ(γ + 1)}|γ=j. Therefore, together with Theorem
3.5.4, we have that

I1(t) =

N∑

j=1

j∑

k=1

1

εk+1

∫ ∞

0

(1 + χ1(λ)− 1)((λ+ i0)j lnk (λ+ i0)

−(λ− i0)j lnk (λ− i0))e−itλdλRk
j (ε) + (ε| ln ε|−1)−N−1−αO(t−N−1−α)

=
N∑

j=1

t−j−1

j∑

k=1

1

εk+1

k−1∑

l=0

ck,lj lnl tRk
j (ε) +

N∑

j=1

j∑

k=1

(ε| ln ε|−1)j−N−α

εk+1
O(t−N−1−α)

+(ε| ln ε|−1)−N−1−αO(t−N−1−α)

= 2πi

N∑

j=1

ε−1−jt−1−j

j−1∑

l=0

lnl tT lj (ε) + (ε| ln ε|−1)−N−1−αO(t−N−1−α),
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whereT lj (ε) = 1
2πi

∑j
k=l+1 ε

j−kck,lj R
k
j (ε) ∈ L(0, sj; 0,−sj), for sj > 2j + 1. Furthermore, by Lemma

3.5.2 and 3.5.3, it is easy to see that eachT lj is of finite rank. Thus (1.13) can be obtained. In particular,by
Remark 3.5.5,T 0

1 (ε) is of rank one.
2
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Thèse de Doctorat

Zhu L U

Comportement en grand temps des solutions de l’équation de S chrödinger
dissipative

Large-time Behavior of the Solutions to Dissipative Schröd inger Equation

Résumé
Cette thèse est consacrée à l’étude de l’équation de
Schrödinger dissipative dépendant du temps, surtout
à l’évolution à long terme des solutions du problème
de Cauchy. Soit H = −∆+ V (x) l’opérateur de
Schrödinger dissipatif, i.e. ℑV (x) ≤ 0 . De plus, on
suppose que la partie imaginaire de V (x) est assez
petite de sorte qu’elle peuve être considérée comme
une perturbation de la partie autoadjointe de
l’opérateur.
D’abord, nous étudions la complétude asymptotique
de l’opérateur de la diffusion pour la paire (−∆, H),
sous condition que 0 soit un point régulier de la partie
autoadjointe de H , désignée par H1. Cela signifie que
0 n’est ni une valeur propre, ni une résonance de H1 .
La preuve est basee sur une estimation globale de la
résolvante qui est uniforme par rapport a la taille de la
partie imaginaire du potentiel et sur la completude
asymptotique de la diffusion quantique pour la paire
d’opérateurs autoadjoints (−∆, H1).
Ensuite, pour mieux comprendre les comportements
en grands temps de la dynamique quantique, nous
étudions le développement asymptotique du
semigroup e−itH lorsque t tend vers l’infini. Nous
considérons les deux cas suivants : (1). 0 est
seulement une valeur propre, mais pas une résonance
de H1 en dimension trois ; (2). 0 est seulement une
résonance, mais pas une valeur propre de H1 en
dimension quatre. L’outil principal est l’analyse
spectrale en basses énergies.

Abstract
This thesis is devoted to studying the large time
behavior of the solutions to the Cauchy problem of the
dissipative Schrödinger equations. Let
H = −∆+ V (x) be the Schrödinger operator. We
consider that H is dissipative, i.e. ℑV ≤ 0. More
precisely, in this thesis, we assume that the imaginary
part of V (x) is sufficiently small such that it can be
seen as a perturbation of the real part of H . Thus the
main method in this thesis is the argument of
perturbation.
First, we will study the asymptotic completeness of the
scattering pair (−∆, H), under the assumption that 0
is a regular point of the real part of H , denoted by H1.
It means that 0 is neither an eigenvalue nor a
resonance of H1. The proof is based on a global
resolvent estimate which is uniform to the size of the
imaginary part of the potential function and on the
asymptotic completeness of the quantum scattering
pair of the selfadjoint operators (−∆, H1).
Second, we will discuss the expansion in time of
e−itH . Here we will consider two cases: (1). 0 is only
an eigenvalue but not a resonance of H1 in dimension
three; (2). 0 is only a resonance but not an eigenvalue
of H1 in dimension four. Main tool is the low-energy
analysis.

Mots clés
Operateur de Schrödinger dissipatif,
développement asymptotique de la résolvante,
comportement en grand temps, valeurs propres
complexes, résonance au seuil, diffusion
quantique dissipatif, complétude asymptotique

Key Words
Dissipative Schrödinger operators, resolvent
expansion, large time behavior, complex
eigenvalues, threshold resonance, dissipative
quantum scattering, asymptotic completeness.
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