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"To raise new questions, new possibilities, to regard old problems from a new
angle, requires creative imagination and marks real advance in science."

Albert Einstein

"I don’t think you can impose limits on science because the very nature of homo
sapiens is that he - she - is an inquisitive species. You can’t control science. You

have to control the effects of science."

Robert Winston

"The true laboratory is the mind, where behind illusions we uncover the laws
of truth."

Jagadish Chandra Bose
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Abstract

With key applications in marine renewable energy, the vertical axis water tur-
bine can use current or tidal energy in an eco-friendly manner. However, it is
difficult to reconcile optimal performance of hydrokinetic turbines and compliance
with the aquatic environment as the main drawback of the turbines is the forma-
tion of non-linear flow structures caused by the unsteady movement of the blades.
Eddies in the flow are advected and can interact with other blades, which leads to
a reduction in power output. To limit this phenomenon, the turbines operate at
high speeds, which are likely to reduce the shaft power. High speeds of rotation
also forbid the passage of aquatic animals, and are the cause of a suction effect on
the sediments.

The objective of this thesis work is twofold. First, it aims to develop a blade
pitch control to get the flow adjusted around the blade profile at any given flow
configuration by incorporating the profile’s motion with respect to incident flow.
Such a system intends to achieve the objective of operating at reduced speeds with-
out vortical releases, which should allow achieving a high torque without causing
damage to the environment.

This thesis work is mainly carried out in three phases. In the first phase, the
irrotational flow over an arbitrary profile is formulated using conformal mapping.
Prospective potential flow application on the basis of Couchet theory (1976) is
involved in the development of a control law that decides the blade pitching in a
constant circulation framework. In the second phase, a numerical validation of the
developed analytical work is presented using CFD to examine how the theoretical
formulation can be effectively applied to Darrieus turbines. In the final phase,
two prototypes are developed- one is classical Darrieus turbine with fixed blades,
and other is the turbine with pitching blades for experimental measurements of
performance as well as flow fields in order to validate the computational results.
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1.1 Introduction

Anthropogenic climate change is a global issue that motivates and persuades the
search for sustainable energy sources. The Intergovernmental Panel on Climate
Change (IPCC, 2007) highlighted the environmental issues due to the use of fossil
fuels which account for more than 80% of the energy needs across the world (IEA,
2008). Pacala and Socolow (2004) suggested a list of solutions to such environ-
mental issues through green energy systems. This research project mainly focuses
on the development of an efficient tidal energy system to produce electricity at low
water velocities.

In order to build a rapport with the reader, this chapter introduces the research
project with background information on the research theme. With the greatest
conviction, the motivation and purpose of this research is presented following the
statement of the research problem. It is then persevered with research objectives,
scope and limitations of the project with an intention of providing everything that



1.2. MARINE SYSTEMS: A PLATFORM FOR RENEWABLE ENERGY

the reader has to know before gearing up for the next phase of the report. This
chapter ends with a description of the structure of dissertation.

1.2 Marine systems: A platform for renewable
energy

1.2.1 Tidal energy

In the context of a continuous search for alternative energy sources, tidal currents
is regarded as strong renewable energy source to replace fossil fuels. Since their
emergence, European Marine Energy Centre (EMEC) has encouraged both aca-
demics and industrial partners to exploit different systems for extracting energy
from water currents. Marine energy can be either extracted from tidal impound-
ment or by rotating a water turbine. The studies of Miguel and Aydin (2011), and
Couch and Bryden (2004) details these two methods. Figure 1.1 summarizes the
available methods and technologies to accomplish the energy extraction.

Technique Technology type Technique Technology type Example
— VAWT Darrieus
E Tidal barrages
g
<= — HAWT OpenHydro SeaGen
= Bunded tidal
B lagoons "
= g = Oscillating hydrofoils Stingray
g Offshore tidal ]
2 lagoons N
=
E — Venturi effect devices Rotech tidal turbine
— Archimedes screw Flumill
— Tidal kite Deep Green

Figure 1.1: Energy extraction techniques

In the process of tidal impoundment, electricity is produced through the con-
version of the potential energy of fluid flow as it leaves the barrage. Although the
operations of barrage energy extraction units were initiated long ago, tidal energy
devices such as turbines have dominated them with strong focus on research and
development activities in recent times (Pahl, 2007).

In spite of a relatively low energy density, it is possible to extract the energy
from tidal currents under certain flow conditions where the flow speed is higher
than 2 m/s or so. The advantage of marine energy systems over other renewable en-
ergy sources is that the tidal flow conditions are easily and accurately predictable.

2
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Furthermore, the availability of tidal energy sources like rivers and oceans signif-
icantly proposes them as effective energy sources. European Commission (1996)
approximated that the majority of tidal energy producing sites in Europe and UK
would generate a power of 50 TWh/year. According to Carbon Trust (2011), the
coastal water currents in the UK are capable of producing 21 TWh/year which
would meet more than 5% of country’s energy demand.

1.2.2 Tidal turbine

A water turbine, also called as tidal or marine turbine comprises a set of blades that
have specific airfoil sections, attached to a rotor. The system is allowed to pass the
water flow through the device whilst the blades rotate about the rotor to generate
the power. Despite the fact that the marine energy industry can somewhat expand
on experience picked up by the wind turbine industry, and although some tidal
turbine plans are fundamentally based on wind turbines, there is a significant
distinction between the development of these two devices. Whilst the wind energy
is a fast-growing business with a genuinely uniform outline methodology adapted
by the manufacturers such as three blades, axis positioning, pitch control etc..,
marine current vitality is still in its outset. Various ideas are under scrutiny to
find better solutions in the area of marine power extraction.

Organization Device name Type Min/Max speed No. of turbines Power output

per unit
; Water Current o 0.5m/s ;
Thropton Energy Services (UK) Turbine HAWT size dependent 1 2 kW
Eclectic Energy Ltd. (UK) DuoGen HAWT 0.6 m/s no limit 1 -
. . Submerged ; ; 7
Energy Alliance (Russia) Hydro Unit HAWT Min 3 m/s 1 1-5 kW
. . 7 Velocity and
Tidal Energy Pty. Ltd. (Australia) TBD VAWT - 1 size dependent
Seabell Int. Co., Ltd. (Japan) STREAM VAWT 06m/s nolimit 2 -
New Energy (Canada) EnCurrent VAWT 0.5 3m/s 1 5 kW
Alternative Hydro Freestream . 0.5 m/s .
Solutions Ltd (Canada) Darrieus VAWT size dependent L 23 W
. . Gorlov No limit for VAWT, ;
Lucid Energy Technologies (USA) Helical Turbine Both 1.1m /s for HAWT 1 or more 20 kW

Table 1.1: Hydroturbine manufacturers and technology summary

UK, Canada and Australia along with European countries including France,
Germany and Norway are likely to lead the marine turbine industry and research
with several manufacturers and research facilities for device innovations. To the
manufacturing end, there are over 100 active developers across the world. Marine
Current Turbines Ltd., Alstom Hydro, Voith Hydro, OpenHydro, Sabella, Ocean
Renewable Power Company are some of the major players in the industrial sector
that are pursuing diverse turbine concepts. Table 1.1 shows some marine turbine
manufacturers and their products including technical specifications. In addition to
such industrial development programs, several universities have been performing
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prospective research in this field (Achard and Maitre, 2006; Amet et al., 2009;
Paillard et al., 2013).

1.2.3 Horizontal vs Vertical axis turbine

Figure 1.2: Horizontal and vertical axis tidal turbines ((©2008 Aquaret)

Although the capitalization of tidal currents seems to be a dependable way of
meeting the increasing energy demands, the concern is on how it is done. The pop-
ularly known rotor arrangements are horizontal and vertical axis systems, which
are shown in Figure 1.2. Horizontal axis water/wind turbines (HAWT) are defi-
nitely more classical in usage than vertical axis water/wind turbines (VAWT). A
detailed comparison is made in the following points.

e A vertical axis turbine usually require fewer parts than a typical horizontal
turbine. Generally, a HAWT should be properly oriented in free-stream
flow before the operation to ensure right placement of the device. Unlike
this, a VAWT doesn’t need a specific orientation since the blade can equally
catch the flow in any direction. This is more advantageous when the flow is
inclement.

e A conventional HAWT has better performance than a VAWT in terms of
power output. According to Malcolm (2003), HAWT systems are 45% - 50%
efficient whereas the maximum possible efficiency of VAW'Ts vary between
35% - 40%. After understanding the technological aspects and flow complex-

ities, Maydew and Klimas (1981) proved that it is possible to produce better
efficient VAWT than a similar sized HAWT.

e From the view point of fluid mechanics, the blade’s operation in case of a
VAWT is azimuth dependent because of continuous change in its effective

4
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incidence with respect to the free-stream flow. In addition, there is a se-
rious concern about blade-vortex interaction. These complexities make the
numerical modeling of VAWTs more difficult and therefore the prediction
of their ability in power generation is subject to corrections. On the other
hand, HAWTs are simple since the blade’s performance is theoretically inde-
pendent of its azimuth position. Also, the blade-wake interaction is limited.
This is one of the reasons why HAWTs have enjoyed rapid growth compared
to VAWTs.

e From the view point of structural mechanics, the fluid force on HAWT is
axial which act on the blades in perpendicular direction which is an azimuth
depending action. A constant bending moment is applied on the blades when
the turbine operates in a uniform flow. The constant inertial forces act in
the direction of blade’s axis. In contrast, the fluid dynamic forces acting
on the blades of a VAWT promptly vary in cyclic manner. As identified by
McLaren et al. (2012), such variations in the forces impose serious structural
problems such as vibrations in VAWTs. Another major structural problem
with VAWTs relatively more than with HAW'Ts, as noted by Ashwill et al.
(1990), is fatigue because of the continuous cycle of external forces. Since
the structural design of the turbine is not within the scope of this project,
further consideration on this topic is not made.

e While explaining the possibilities and benefits of pitching blades, Gipe (2009)
noted that small HAWTs can achieve 25%-40% improvement in their power
output. A straight and fixed bladed VAWT doesn’t compromise with the
improvement of flow dynamics. This needs a special treatment, which is the
major objective of the present research work.

e Often times, the measurements of any wind or tidal turbine are made in
uniform flow conditions. When there are directional changes and turbulence
in the flow, the assumption of uniformity is no longer valid. When the axis
of HAWT rotor is aligned with the flow direction, Loland (2011) explained
that these unsteady, non-uniform and turbulent flow conditions disturb the
optimal operation and thus reduce the power production. This causes the
capacity factor of a HAWT, as defined by the ratio of actual output to
potential output over a given period of time, also drops. The VAWTs do not
encounter such performance issues due to their omnidirectional operation.

e In a given set of operating conditions, better fluid dynamic performance can
be achieved with a HAWT with twisted blades than that with straight blades.
Obviously, twisted blades are difficult to manufacture. But, VAWT with
straight blades provides a solution to operate in optimal flow speeds. Much
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better performance can be achieved by regularizing the torque characteristics
by incorporating the helical blades (Priegue et al., 2015; Armstrong, 2011).

e The installation process is another feature that differentiates both systems.
The geometry of the VAWTs is so simple that it offers the feasibility to
get installed in arrays without disturbing each other. These turbines can
be installed more densely without any operational issues in getting higher
output. But, HAWTs interfere with each other when there is not enough
space between the successive turbines.

This above discussion reveals the fact that VAWTSs are not as much optimized
and exploited as they could have been, due to the complexity associated with
its flow dynamics. VAWT is surely an effective green energy source in terms of
production, installation and operation. With new developments in design and
technology, VAWTs can be used in much better way to extract the power in op-
timum conditions. More research projects and development programs in this area
can bring commercial success to these machines.

1.3 Problem statement

Energy demands are ever-increasing phenomena across the world. With boosting
technological applications and human interest in realizing more sophisticated life,
21st century is characterized by rigorous needs for energy as never before. Coal
was the prime and only energy source in early 20th century. This raw material
was competed by oil and gas after Second World War and there was a drastic
shift from carbon to hydrocarbon based energy sources due to their higher energy
density. Robelius (2007) noted that fossil fuels supply 40% of total energy for
global needs, and also supplied various estimations of the depletion of oil & gas
and cost predictions of traditional energy supply.

Apart from the concern about energy resources and availability, the sensitive
issue lies in the environmental impact created by the consumption of hydrocarbon
fuels. Several global organizations such as Division of Early Warning and Assess-
ment of UNEP-France, World Meteorological Organization-Switzerland, Global
Facility for Disaster Reduction and Recovery, International Water Association-
London, United Nations Framework Convention on Climate Change-Germany,
Arctic Monitoring and Assessment Program, Norway have been adequately ad-
dressing the climate change issues and greenhouse effect. Richardson et al. (2009)
identified that there was a drastic increase in greenhouse emissions in past half
century all over the world. Their study noted how climate indicators including
mean surface temperature, sea level rise, ocean temperatures, ocean acidification
etc. .. are already showing abnormal variations. On one hand, these implications
pose serious problem to the energy world. On the other hand, more energy is

6
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sought to meet increasing needs. Renewable energy sources in this context are free
and inexhaustible which are available in abundance.

The Darrieus type is the most common vertical axis turbine model used in
tidal and wind energy industry. A typical Darrieus rotor is simple in construction
and generally consists of 2 to 4 blades. The system rotates at higher speeds than
the incoming flow for better power characteristics so that the tip-speed ratio is
maintained more than 1. Although Darrieus turbines require no blade pitch control
for synchronous applications (Singhal et al., 2009), an efficient pitch control of the
blade, as it travels through azimuth, can increase the torque characteristics (Cheng

et al., 2012; Lazaukas, 1992).

1.4 Research objectives

The development of advanced methods to enhance the performance of a conven-
tional energy device such as a Darrieus tidal turbine requires a base for construct-
ing the techniques. A deeper knowledge of the local flow field around the blades
is necessary to apply these techniques in real flow conditions. Taking this into
consideration, this thesis sets out the following objectives.

e Development of blade pitch control laws for preventing the vortex formation
based on ideal flow concepts and analytical calculation of torsor effects.

e Numerical evaluation of flow fields and turbine’s performance with fixed and
pitching blades for comparing the real flow conditions with ideal ones.

e Identification of feasible blade pitching regimes for performance optimization.

e Experimental validation of computational results using torque and velocity
measurements.

1.5 Scope and limitations

This study presents a comprehensive investigation of a vertical axis water turbine
of Darrieus type with straight and fixed/pitching blades. A concrete base for devel-
oping the pitch control laws was constructed with a focus on improving the power
characteristics of the turbine and controlling the vortex shedding from the blades.
This analytical work is based on the potential flow framework and supported by
CFD analysis. An experimental investigation completes these analyses to provide
all facets of an effective research on developing a hydroturbine. The design param-
eters concerned in this study cover free-stream velocity (V;), tip-speed ratio (\)
and solidity of the turbine (o). For pitching blade studies, various pitching regimes
were tested. The relationship between the turbine’s performance and various flow

7
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variables required numerous parametric studies, which led to acquire the optimum
operating and design conditions.

In this research, only NACA 0015 blades were considered for the sake of sim-
plicity. In developing the turbine models, 100% manufacturing accuracy with
allowable tolerance were assumed. During the experimental studies, power trans-
mission losses from motor to turbine were neglected. Uncertainties in the motor’s
operation as well as the carriage’s linear motion were found in the order of +1%,
which were specially treated to assess their propagation in the solution domain.

Another critical limitation of this study is the confinement of the computa-
tional and experimental analysis to 2D hydrofoil under constant flow and tur-
bine’s rotational velocities. Such investigations have reduced the computational
cost, laboratory efforts and time. Therefore, more sophisticated models may be
required to examine complex physics such as dynamic stall, vortex formation and
dispersion, blade-vortex interaction etc... in 3D analysis.

1.6 Structure of the dissertation

This dissertation is divided into 7 chapters; Figure 1.3 shows the coherent process
by linking all chapters which the project has followed during the course of time.

Presenting the background of the current project topic, Chapter 1 - INTRO-
DUCTION establishes the research platform by discussing the need for green en-
ergy sources, rationale for the project, objectives, scope and limitations of the re-
search. Chapter 2 - LITERATURE REVIEW consists of a survey of scholar and
industrial works related to the project. It also presents the evolution of researches
in Darrieus turbine design with fixed and pitching blades with an emphasis on
analytical models, computational analysis and experimental studies with an equal
importance of design parameters. Such a review of existing sources of information
can justify the need for the present research by identifying the gaps and therefore
lay a path to build an efficient methodology to proceed with the project.

Chapter 3 - COUCHET POTENTIAL & PITCH CONTROL LAW portrays
the analytical framework with complete hydrodynamic analysis and the develop-
ment of a pitching blade control law, which is based on the potential flow concepts.
The objective of preventing the vortex formation from the blades is achieved by
imposing a constant circulation around the moving blades. A complete demonstra-
tion of the pitch control methodology through mathematical exertion is presented
alongside the identification of effective pitch control regimes.

This theoretical work leads to the evaluation of conventional Darrieus tur-
bine both numerically and experimentally. Chapter 4 - FIXED BLADE MODEL:
COMPUTATIONAL ANALYSIS starts with the fundamental understanding of
CFD applications followed by the computational methodology in detail. Compu-
tational analysis for benchmarking was performed using a commercial CFD solver,

8
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Figure 1.3: Information flow chart of the dissertation

Star CCM+ where overset meshes were used to incorporate superposing body mo-
tions. Pre-processing, processing and post-processing steps are described and the
need for result validation is explained. A full range of CFD results are presented
and analyzed.

Understanding the importance of validating the computational results, Chap-
ter 5 - FIXED BLADE MODEL: EXPERIMENTAL ANALYSIS describes the
laboratory methodology adapted in this research. A digital Particle Image Ve-
locimetry (PIV) system, fully synchronized with torque acquisition set-up is used.
The torque and PIV results are used to validate the CFD findings. The effect of
tip-speed ratio A, solidity ¢ and free-stream velocity V, was calculated. Quan-
titative results mainly comprise the torque measurements and power coefficient
evolution, while a qualitative analysis is based on flow field structures around the
blade (local) as well as turbine (global).

The effectiveness of the constant circulation applied to the blades is explained
and analyzed in Chapter 6 - PITCHING BLADE MODEL: COMPUTATIONAL
ANALYSIS. While exploring the pros and cons of this framework, a variable cir-
culation imparted to the blades is examined and its performance is tested against
that of the classical turbine and constant circulation schemes. Corresponding pres-
sure, velocity and vorticity fields, and power characteristics are presented, leaving
the concluding remarks to the next chapter.

Chapter 7 - CONCLUSION AND RECOMMENDATIONS summarizes the
key revelations of the analytical, numerical and experimental analysis of Darrieus
turbine’s hydrodynamics with fixed and pitching blades, in order to prove that
not only the research objectives have been fulfilled but also contribute to present
day research activities in fluid mechanics. This report ends with constructive
recommendations to build a forward path for future research.
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2.1 Introduction

In Chapter 1, the introduction for research project was provided where the tidal
energy sources were identified as effective alternatives to hydrocarbon fuels for in-
creasing energy demands across the world. The motivation to reduce the carbon
footprint and hence the risks associated with global warming constitutes the key
driving force to develop the renewable energy technologies. This chapter presents
detailed information of a vertical axis tidal turbine including the terminology used
in developing a device, its working principle and salient studies conducted to test
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such a device computationally and in laboratory. However, the delated informa-
tion supplied by numerous scholars pertained to the present research topic is likely
to throw the reader into a turmoil state. This chapter therefore reviews the ex-
isting literature in 5 sections. Starting with the discussion of Darrieus turbine
operation, the design parameters and their influence on the turbine’s performance
is explained. In the next section, the investigation methods usually employed to
investigate the performance of a Darrieus turbine are clarified. The difference be-
tween the ideal Betz limit and the performance of a turbine in a confined flow
is explained. Finally, relevant scholastic studies on the performance improvement
techniques and their results are demonstrated. The whole structure of literature
review assists the researcher in preparing a suitable methodology. Such a wider,
but not exhaustive, literature review helps to find the gaps in the existing scientific
sources.

2.2 Operation of Darrieus turbine

A Darrieus machine can be either a wind turbine or water turbine whose axis is
positioned in transverse direction to the fluid flow. The principle of operation
was patented by the French engineer, Darrieus in France and USA in 1925 and
1931 respectively. Patent details are available in the references. Irrespective of the
application, all of Darrieus models work on the same principle as shown in Figure
2.1. When an aerodynamic or hydrodynamic profile rotates in a flow transverse
to the axis of rotation, force is generated whose tangential component leads to
the thrust. Before presenting the principle of operation in detail, characteristic
parameters related to the Darrieus machine design are discussed.

ﬂ Attaching
pomt b

Trajectory of
. point *P*

Flow direction

Figure 2.1: Sectional view of Darrieus turbine operation
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2.2.1 Design parameters

Referring to Figure 2.1, consider a Darrieus model with N number of blades of
symmetrical profiles whose chord length is L and rotate at a distance of R from
the rotor’s centre. The point P makes the joint between the blade and connecting
rod of the rotor. The swept area of the turbine A is useful in comparing different
turbines is defined for a straight bladed device as

A=2Rh (2.1)

where h is the height of the rotor.

With this information, the geometry of the turbine is characterized by means of
some dimensionless quantities. One such parameter is the solidity ¢ which defines
the degree of blockage offered by the turbine to the flow. Mathematically, solidity

o is defined by
”— NLh NL

A 2R
The solidity of the blade or the chord-to-radius ratio L/R is now defined as the
ratio of blade chord to the rotor’s radius.

(2.2)

2.2.2 Functional parameters

Apart from the design factors, there are external conditions, called functional
parameters which have major impact on the turbine’s performance. Two such
parameters are the free-stream velocity V, and rotor’s rotational velocity w. A
dimensionless quantity is deduced from these two parameters, called the reduced
velocity or tip-speed ratio A which is defined by

_ R
W

Tip-speed ratio A strongly influences the fluid dynamics across the turbine and

A (2.3)

therefore the turbine’s overall performance. The flow regime is characterized by
the Reynolds number Re, which is the ratio of inertial force to viscous force.
Reynolds number is expressed as

_ RwL AL

v v

Re (2.4)

Here, the blade positioning has no effect on Re during the studies of the local flow
around the blade because the rotational velocity is used in the definition of Re.
Another dimensionless parameter, Mach number M, compares the flow velocity
with the acoustic speed a in order to characterize the compressibility of the flow.

This is defined as R AV
M==2=20 (2.5)

a a
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2.2. OPERATION OF DARRIEUS TURBINE

For hydroturbines, the flows are usually considered as incompressible since M <<
0.3.

2.2.3 Hydrodynamic analysis of Darrieus turbine

V, (not scaled)

W=Rw-Vy

Figure 2.2: Velocity and force vectors acting on the blade at various azimuth
positions

Figure 2.2 shows the velocity vectors and force components around the Darrieus
turbine blade as it travels through the complete azimuth. Effective angle of attack
of the blade v changes with the azimuth angle o and the tip-speed ratio A as the
blade completes a cycle. Equation 2.6 defines this variation of v which can affect
the blade stall phenomenon in a cycle.

sin a
—tan ' —— 2.6
i an ()\.—FCOSOE) (2:6)

The azimuthal variation of the angle of attack v affects the relative velocity W of
the blade. Refer to Figure 2.2, the blade relative velocity W is defined as,

W = \/(VO sina)? + (Vp cosa + Rw)? (2.7)

Equations 2.6 and 2.7 have the graphical representation in Figures 2.3 (a) and 2.3
(b) respectively, where the blade incidence vy and relative velocity W are plotted
as functions of azimuth angle a.

The analysis of effective angle of attack « of the blade and relative velocity
W as a function of tip-speed ratio A forms the platform for the present research.
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Figure 2.3: Azimuthal variation of blade incidence « and relative velocity W for
different tip-speed ratios A

Upcoming chapters will discuss these relations extensively for the computational
analysis. During the blade’s motion along the azimuth, the blade’s incidence plays
an important role in creating the hydrodynamic forces. Therefore, the thrust
and normal forces also vary with the blade’s travel and also with the tip-speed
ratio A. Structural investigation of these forces leads to the analysis of turbine’s
performance. Tangential component of the force F; is of paramount interest in
this research because the assessment of kinetics and their effect on the power
characteristics mainly depends on the tangential force. Figure 2.2 assists to find
the relationship between the tangential and normal components of the force (F;

and F},), and lift and drag forces (F; and Fj), which are defined as

F, = Ficosy + Fgsinvy
F, = F;siny — Fjcos~y

Finally, the performance of the turbine is mainly calculated in terms of the power
output P of the turbine, which is defined as

P=FRuw (2.10)

The dimensionless power factor, called coefficient of power COP is the key param-
eter used in this study to measure and compare the device’s performance under
various conditions. Equation 2.11 defines the COP.

P

cor = 0.5pAVY

(2.11)
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2.3. DARRIEUS TURBINE PERFORMANCE EVALUATION

2.3 Darrieus turbine performance evaluation

2.3.1 Blade thickness and camber

Before discussing the turbine’s design parameters, it is necessary to understand the
suitability of available blade profiles for Darrieus turbine applications. Jacobs and
Sherman (1937) supplied the information of the NACA sections and their perfor-
mance for varying Reynolds number Re, which persuades to select the symmetrical
sections for current research. The computational studies of Danao et al. (2012)
presented the effects of blade thickness and camber on the performance of small
scale Darrieus turbine. Thinner profiles experience higher pressure coefficient and
extract more energy from the fluid flow. Therefore, thinner profiles are better in
performance than the thicker profiles. This study also noted that the profiles with
a smaller camber like LLS0421 yield better performance for Darrieus turbines when
compared to those with higher camber. This is supported by Healy (1978a), where
it is noted that slightly cambered airfoils can provide better performance, with a
proper control on the excessive rotational velocities of the turbine. In the study
of Beri and Yao (2011) about self-starting VAWTs, cambered profiles were proven
to deliver the best performance at optimum flow velocities.

The studies of Healy (1978b) on the examination of symmetrical airfoils using
multiple-stream tube model on a wide range of Reynolds numbers revealed that
thicker sections perform better than the thinner sections at low Re. This is due
to the fact that the thicker profiles can resist stall phenomenon better than the
thinner ones. The disagreement between these results, and those of Danao et
al. (2012), and Beri and Yao (2011) is mainly because of the differences in the
respective numerical methodologies. This type of analysis on the effect of blade
camber on the performance capabilities as well as starting torque has the genesis in
early studies of Baker (1983) and Kirke (1998). The findings of these two studies
consolidated that camber has a positive impact on the starting characteristics as
well as power extraction from the fluid flow during the upwind part of cycle which
would cause a considerable improvement in the overall turbine performance.

MeclIntosh (2009) through the parametric studies identified that the maximum
power coefficients attained by thinner blade profiles are higher than those by
thicker profiles. In addition, profile thickness was found to be an important pa-
rameter in defining the power curve slope; thicker the profile, steeper the power
curve. The optimum tip-speed ratio A,y for thinner airfoils is higher than that
for thicker profiles which reveals that the performance of thicker blade sections is
superior to thinner sections when the tip-speed ratio A rapidly changes during the
operation.

The scope of the present research work does neither comprise the self-starting
capabilities of Darrieus turbine nor the consideration of rapid changes in tip-speed
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ratio A. The choice of blade profile is therefore limited to the simplest design. Also,
the structural stability under hydrodynamic loading is a key consideration for the
blade fabrication during the prototype development. NACA 0015 is the thinnest
usable profile for our experimental model. Based on this argument, NACA 0015
is chosen for CFD studies as well as in prototyping.

2.3.2 Solidity o

For rotating machines, solidity o is one of the major influencing design parameters
as the device performance is concerned. From the definition of solidity o given by
Equation 2.2, it is clear that o is solely a function that decides on the turbine’s
geometry. Due to its importance in influencing the device performance, numerous
articles were published on its effects in turbomachines. The actuator disc theory
(Glauert, 1948) examines theoretical influence of solidity on the overall perfor-
mance. Based on this, Templin (1974) developed a computational model for single
streamtube application which considered o ranging from 0.05 to 0.5. This assumed
a constant velocity induction factor a, which is defined as the free-stream velocity
flow through the actuator disc i.e., (Vi — V2)/Vi. From the results obtained by
Healy (1978b) shown in Figure 2.4, it is noted that the maximum power increases
with increasing solidity until it reaches a certain value, beyond which the peak falls
down at a quicker pace. Also, the optimum operating range identified from COP-A
curves is wider for the turbines with lower solidity. However, there is a danger of
increasing centrifugal stresses in case of low solidity models due to their higher
optimal tip-speed ratio. These studies considered static airfoil data and neglected
blade-wake interactions, which resulted in extremely higher and unrealistic COP
values.

09

08r =04 =03 .

Coefficient of power (COP)

1 2 3 4 5 3 7 ] E]
Tip-speed ratio ()

Figure 2.4: Effect of solidity o on COP curve (Healy, 1978b)
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Figure 2.5: Effect of solidity ¢ on the optimum tip-speed ratio A,y from literature
survey

The primary effect of solidity o on the turbine’s operation is to create the
blockage effect to the incoming flow. The blockage is not merely limited to the
free-stream, but extends to wake. This means that the presence of a solid body
causes the flow to deviate around the turbine as well as create a velocity deficit.
This is because of the recovery of kinetic energy which causes a portion of the fluid
to flow on either side of the rotor to balance the mass budget. Larger solidities
result in greater expansion of the streamtube passing through the rotor and lower
flow velocity within the rotor.

Another key feature is the reduced blade incidence due to the velocity deficit
inside the rotor. At lower values of A, this phenomenon leads to stall. Consul et
al. (2009) explained how the turbine with higher solidity prevents the drop and
rise in the performance. At higher tip-speed ratio A, the blades operate at lower
incidence which results in a loss of efficiency. Chang (2005) identified the usual
range of optimum tip-speed ratio A, for a wide range of solidity. A collection of
published results from research articles for the optimum tip-speed ratio A, for
the corresponding model solidity is plotted in Figure 2.5. Most of the results are
consistent with the Chang’s usual operating range.

As the solidity of the turbine increases, the maximum COP drops and attains
lower operating regions of A. Such turbine models exhibit sharply sloped COP
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curves, compared to low solidity designs. These points are explained by Figure
2.6, where the effects of solidity o on the turbine’s power coefficient is illustrated.
This figure compares the turbine with 0.75 solidity o, which was analyzed using
momentum model by Mays and Holmes (1979), with four different models with
lower solidity, examined by Templin (1974). Higher solidities result in peaky COP
curve with narrow operating range. The maximum COP becomes less sensitive
to the changes in tip-speed ratio until A reaches approximately 5. These studies
accounted for the sensitivity parameter, based on the upper and lower limits of
A for acceptable performance output. The overall trends of the models shown in
Figure 2.6 complement each other.
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Figure 2.6: Effect of solidity o on the turbine’s performance (Kirke, 1998)

Further understanding about the effects of solidity o is available from the study
of Eboibi et al. (2013) where a three-bladed VAWT model with three different
solidities, o = 0.2, 0.6 and 0.98 were computationally investigated. Symmetrical
NACA blades with 12% and 22% thickness distributions were used and compared
for performance and visualization results. As shown in Figure 2.7, the NACA0012
profile was found to have better maximum COP at all of the tip-speed ratios. Both
the sections attained the same optimal tip-speed ratio Ay of 4.5, 2.5 and 2 for the
chosen solidities respectively. All of the solidity models with NACA0022 blades
provided better power features at A less than 3. This result was also supported by
Templin (1974) which stated that the thicker profiles yield better performance at
lower values of A.

This notes on the solidity effects on the overall turbine’s output throws light
on the consideration of o as a key design parameter. In this research, four models
with different solidity o were considered. The solidity o is altered based on the
rotor’s diameter. These models were computationally studied for the performance
measurements as well as flow visualizations and critical analysis is carried out.
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Figure 2.7: Effect of solidity by varying the blade section (Eboibi et al., 2013)

The experimental validation is however conducted only for the base model with
o = 0.533.

2.4 Darrieus turbine investigation methods

There are various methods available to investigate the flow and performance of any
low Reynolds number turbomachine. Broadly, these are classified into computa-
tional and experimental methods. Although both the methods are quite effective in
assessing the VAWT, they have their own advantages and disadvantages from the
stand point of present research. Table 2.1 provides specific knowledge about the
pros and cons of these two methods. The complete validation of numerical results
with experimental process is described in Chapter 4. In this section, we present the
methods of computational and experimental analysis employed by various scholars

in their studies of VAWT.

2.4.1 Numerical studies

The development and application of numerical methodologies for finite volume
methods for the studies of flow problems such as VAWT increase the accuracy,
when compared to vortex or momentum modeling methods. Advanced hardware
capabilities have enabled the application of CFD to complex flow problems at
adequate resource deployment. The end results of a typical CFD study are not only
limited to visualization of flow field across the virtual prototype and measurement
of scalar parameters, but can be extended to more advanced purposes such as
uncertainty analysis and shape/property/process optimization, which may not be
feasible with experimental techniques. Flexibility in modeling the solid body is
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another advantage in CFD studies. The numerical studies do not rely on the
external data since CFD can calculate the flow induced forces on the turbine
model autonomously. Therefore, this research has chosen CFD as an investigation
method for VAWT analysis. This section presents a survey of CFD studies that
were conducted by scholars for VAWT test cases.

2.4.1.1 Fluid dynamics and performance

In the examination of 20 airfoils of both symmetric and non-symmetric type for the
efficiency improvement, Mohamed (2012) noted that no specific profile shape has
been found till now for VAWT application. This study identified the supremacy
of S-1046 section over NACA symmetrical sections for low solidity applications.
In spite of its technical data and relevance to modern VAWT research, this study
suffered from methodological drawbacks such as insufficient mesh resolution par-
ticularly at leading and trailing edges. With reference to experimental data, this
resulted in prediction inaccuracy.

The relationship between the tip-speed ratio A and flow physics is subject to a
number of investigations. One such study was performed by McLaren et al. (2012)
which considered the 3-bladed Darrieus turbine model with NACAO0012 profiles
for CFD studies using SST k — w viscous model. The resulting force coefficients
were validated against experimental results. These results are consistent with the
studies on the low solidity and high solidity models by Templin (1974), and Mays
and Holmes (1979) respectively. This shows that VAWT has experienced a high
fidelity analysis long time ago.

An interesting study on the 2-bladed Darrieus turbine model for dynamic stall
analysis using 2D CFD computations was conducted by Amet et al. (2009) and
the results are in agreement with the experimental data provided by Laneville
and Vittecoq (1986). This study used a refined k — w viscous model, developed
by Kok (1999) and analyzed the effect of extreme operating conditions at A = 2
and A\ = 7. Stalling behaviour was scrutinized as a key difference between the
operation of wind and hydro VAWTs. The largest amount of vortex shedding
during the cycle is associated with undesirable performance of the turbine.

When the self-starting capabilities of a small scale 3-bladed VAWT model was
tested by Untaroiu et al. (2011) using standard k — e turbulence model for both
2D and 3D CFD cases and validated against the laboratory results supplied by
Hill et al. (2008), over-prediction by 2D simulations and under-prediction by 3D
simulations were observed. The validated results in this study are in comparison
with the findings of Howell et al. (2010). However, the incapacity of k— e model to
capture transition at low Reynolds numbers resulted in a limited accuracy. More
accurate near-wall modeling and application of blended turbulence models might
be necessary to capture the transitional effects.
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Computational methods

Experimental methods

Main features

Wide and flexible solid modelling ca-
pabilities

Wide range of turbulence models and
applicability to different media

Capable of simulating the complex
phenomenon (dynamic stall, vor-
tex shedding, BVI etc ...)

Multiple solvers and turbulence models
(RANS, LES, DES etc ...) are

available
Strongly rely on the assumptions made
Excellent post-processing capabilities
User-oriented interface and support fa-
cilities which make 'user-friendly’

Physical reproduction of the flow

Limited number of designs and geom-
etry

Divided into laboratory and field test-
ing procedures

Practical conditions can be realized in
the laboratory experiments

Standardization of the procedure al-
lows the repetition

wide range of kinematic parameters

Uncontrolled structural parameters

Speed and accuracy

Moderate/slow processing depending
on the solver settings and flow
complexities

More accuracy can be accomplished
with additional time resources

Time consuming for the best accuracy
with the deployment of appropri-

ate skills

Almost instantaneous raw measure-
ments

Heavy post processing on advanced
measurements

Cost

High to very high

Huge financial resources are required.
Also, materials, skills and human
efforts are highly needed

Limitations

Fair knowledge and expertise is needed

Large and precise input information is
required

Standard procedure to solve the con-
servation equations is time con-
suming

Proper validation against experimental
data is required

Higher cost propositions cause to as-
sess a low number of parameters

Errors from environmental factors are
possible which cannot be con-
trolled

The size of experimental facility such
as towing tank are limited which
can pose serious limitations like
blockage effect

Measured performance may not be re-
alized in real applications

Table 2.1: Comparison of VAWT investigation methods

For the transient analysis of the flow across a 3-bladed Darrieus turbine with
NACAO0018 sections, lida et al. (2007) carried out Large Eddy Simulation, which
revealed an inverse relationship of flow divergence and dynamic stall phenomenon
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with the tip-speed ratio A. The study however lacked the verification and validation
of the numerical results.

Based on the above discussions, CFD creates an obvious platform for flexible
and acceptable solutions for the VAWT analysis, although the reliability of the
results is always subjective. Higher computational costs that are usually tied up
with the VAWT studies using CFD pose a serious limitation for intensive numerical
analysis. The accuracy of computational studies can be improved with appropriate
definition of boundary conditions and implementation of right methodology. The
credibility of the CFD work is still in need of verification and validation, which is
discussed in the following.

2.4.1.2 Verification and validation

Verification and validation provides a quantitative evaluation of CFD models to
ascertain the trustworthiness of computational results. This involves the compari-
son of numerical findings with experimental results which are considered standard
and more accurate. With sufficient insight and careful practice, the verification
and validation process can reduce, or sometimes avoid, the level of conflict be-
tween the observations of numerical and experimental tests, and bring consistency
with the secondary data sources. An inspection on how scholars have validated
their CFD models in their studies on VAWT was performed and the details are
presented in this section.

The studies of Castelli et al. (2010, 2011) included the validation of CFD
models applied for VAWT studies against wind tunnel experimental results. Since
the purpose of these studies was confined to compare the quality of the results, the
performance of the turbine in terms of COP was only taken into account, but no
flow physics. Such studies have voids in the process of verification and validation
as they could not make a decision of choosing the right CFD model.

The experimental studies on a VAWT model with symmetrical airfoils were
conducted by Howell et al. (2010), taking into account the surface roughness
of the blade and solidity of the model under a range of operating conditions.
Figure 2.8 shows the comparison of numerical and experimental COP. Unlike other
studies mentioned earlier, this study delivered different fashioned COP curves
where 2D CFD model was over-predicting the experimental results and 3D CFD
model was under-predicting at higher values of A. Though a clear knowledge about
the performance of VAWT is acquired by establishing a constructive relationship
between the operating conditions and tested parameters, this study could not
develop the scientific base for adopting the RNG k — € turbulence model.

Extending to further comments, the studies of Castelli et al. (2010, 2011) are
revisited here. Their parametric studies in a low turbulence wind tunnel were used
to validate the 2D numerical results which used realizable k£ — € turbulence model
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Figure 2.8: Verification and validation of 2D and 3D CFD models (Howell et al.,
2010)

with enhanced wall treatment. The selection of the viscous solver was based on
the commercial software documentation.

In the context of over-predicting 2D CFD studies, and concerning the complex-
ities and computational resources associated with 3D computational analysis, the
study of Ferreira et al. (2007) is worth noting. In this study, flow field visualization
was used to verify and validate the 2D numerical modeling for a Darrieus turbine
case. Some of the results for non-dimensional vorticity are shown in Figure 2.9. At
a tip-speed ratio A = 2, both laminar and turbulent solvers were used to capture
the dynamic stall phenomenon and compared with PIV data available from the
investigations of Ferreira et al. (2007). The following two points are concluded
from these studies.

1. Spalart-Almaras model was not successful in predicting the dynamic stall of

a 2D VAWT at lower values of A.

2. k — ¢, LES and DES models exhibited approximately same trends in the
force evolutions for the first half of turbine cycle, but provided dissimilar
vorticity fields. Therefore, mere comparison of global power characteristics
of the turbine is not sufficient for verification and validation.

As an answer to the shortcomings of the studies of Ferreira et al. (2007), a
comprehensive verification and validation of CFD modeling was done by Edwards
et al. (2012). Using the CFD information about pitching airfoil behaviour under
laboratory testing conditions, provided by Lee and Gerontakos (2004), this study
compared both quantitative and qualitative numerical measurements with the ex-
perimental data. This study noted that SST k& — w turbulence model is the best
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Figure 2.9: Comparison of various turbulence models in capturing the non-
dimensional vorticity (Ferreira et al., 2007).

suitable for measuring the force coefficients as well as predicting the flow physics
across the Darrieus turbine. There is a close match between the numerical and
experimental calculations of power curves, but there is a 10° phase lag with CFD
field representation compared to PIV results. It is therefore noted that uncertain-
ties in the phase angle for comparison purpose is very difficult to avoid and an
order of millidegrees for every phase measurement of 10° may be acceptable. Al-
though there are some concerns about the low Reynolds number transition effects
in the CFD studies, the overall performance of SST k& — w model was satisfactory.
Figure 2.10 shows some of these validation results. A number of scholars (McLaren
et al.; 2012; Danao et al., 2012; Amet et al., 2009) have adopted SST k — w for
VAWT studies. Thus, in the present research, SST k —w is used for the turbulence
modeling of the flow across a Darrieus turbine. The rationale for adopting this
model, its fidelity and adequacy for VAWT CFD studies is discussed in Chapter
4.
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Figure 2.10: Verification and validation in the case of pitching airfoil (Edwards et
al., 2012)

Considering the unsteadiness and complexity in the operation of Darrieus
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turbine, a suitable verification and validation process is definitely necessary for
performing a reliable analysis. The computational studies performed during the
present research are therefore complemented by the experimental results.

2.4.2 Experimental studies

Experimental investigation of any flow problem is considered as the most reliable
technique since it tends to replicate realistic operating conditions within the test
facility. There are however some serious limitations including huge costs, require-
ment of numerous technical competences such as manufacturing, data acquisition,
time concerns and many other factors related to equipment and environment.

Sandia National Laboratories carried out the field tests on 5m, 17m and 2m
curved bladed Darrieus wind turbine in 1974 to determine various design elements
and measure machine’s performance. The experiments focus mainly on the effect of
number of blades, 2 and 3, on the turbine’s performance, influence of blade camber
and the design processes such as mounting the accelerometer, drag brake, welding
etc... Such field tests experience the inability to control environmental conditions
and flow parameters, which encourage the laboratory investigations. This section
presents experimental studies performed by various researchers to analyze the flow
across a Darrieus turbine.

2.4.2.1 Particle Image Velocimetry (PIV)

Particle Image Velocimetry (PIV) has been broadly used to measure and analyze
the flow fields. For the flows across the Darrieus turbine, numerous studies were
performed and some of them are referred in this section.

Fujisawa and Shibuya (2000) conducted a PIV campaign for the analysis of a
small scale vertical axis water turbine of Darrieus type with a focus on dynamic
stall in stationary and rotating reference frames. The transient dynamics of stalling
process and shedding of small vortices in pairs were clearly captured when the
velocity vector distributions were used to reconstruct the field. This study pointed
out that the tip-speed ratio A has little effect on the characteristics of the dynamic
stall phenomenon but stall appearance and its growth rate are influenced by the
changes in A. While their experimental study was performed at a Reynolds number
Re=3000, the PIV experiments of Ferreira et al. (2007) took place at a Reynolds
number Re=50000 and 70000 to validate the 2D CFD results of flow past a single-
bladed turbine model at a fixed tip-speed ratio A = 2.

In recognition of above mentioned studies, the PIV experiments performed by
Edwards et al. (2012) and Danao (2012) considered the flow across a Darrieus
turbine with a solidity o of 34% at different tip-speed ratios. These studies at-
tempted to visualize the flow field around the blade at specific azimuth positions
throughout the cycle at a regular phase difference of 10°. Figure 2.11 shows the
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Figure 2.11: PIV visualization of blade stalling at specific azimuth position «
(Edwards et al., 2011)

instantaneous flow patterns of blade stalling for every 10° azimuth position of the
blade. However, some of the azimuth positions could not be covered due to viewing
difficulties. This led to a motivation in PIV studies for present research to acquire
the detailed information about the flow patterns around the blade at every 10° of
azimuth position.

In addition to these references, other studies on PIV studies of hydroturbines
such as flow analysis across underwater tidal power by Doroshenko and Doroshenko
(2014), experimental analysis of flow through a small scale axial water turbine by
Johnson et al. (2013), wake zone modeling for a tidal turbine by Good et al.
(2011) etc ... aimed primarily at PIV measurements and flow visualization for
specific understanding of fundamental flow characteristics of turbines. Following
this insight into the PIV applications for low speed turbine analysis, digital PIV
system which is fully synchronized with other technical systems like torque acqui-
sition is used in this research to explain the Darrieus water turbine performance
and changes in flow fields with respect to the operating conditions.
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2.5. POWER EXTRACTED BY A TURBINE

2.5 Power extracted by a turbine

The flow diversion around the turbine due to the restriction offered by the device
to uniform flow makes the power calculation complex. Precise examination of this
flow diversion needs the consideration of various length scales associated with the
turbine geometry, wake size etc... The work of Consul et al. (2013) is worth
considering here, which developed the numerical models to account for most of
these scales.

2.5.1 Lanchester-Betz theory
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Figure 2.12: Schematic of a turbine in a confined channel flow (Garret and Cum-
mins, 2007)

Consider a turbine stage as shown in Figure 2.12, which has a swept area Ar,
placed in a uniform channel of velocity V; and cross-section A. The assumption
of constant channel area A is valid for low Froude number flows in open-channels,
which is usual in case of tidal turbines. The sectional size of the streamtube going
through the turbine varies from Aq far upstream to A; far downstream with Ap
at the turbine’s location. The flow field development studies consider the pressure
as a sum of static and hydrostatic components. The variation of pressure between
the extremes of streamtube account for the difference of upstream pressure pp and
downstream pressure ps. The immediate upstream and downstream of the turbine
are subjected to the pressure conditions p; and pe respectively. The mean flow
velocity across the turbine is V. The expansion of the streamtube is defined by
the increase in its sectional area from Ay to A; with a flow velocity V;. Beyond the
wake zone, the flow through the area A, is characterized by the velocity V, and
pressure py. This type of uniform flow configuration with no swirling components
is analogous to Lanchester Betz formulation. This means, as A — 0o, p, = pp and
Vo = Vi, A mixing action is assumed at the downstream section to get the flow
returned to uniform velocity V; with a pressure ps.
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From the mass conservation principle applied to an incompressible flow,
AoVo = ArVp = A1V, (2.12)
(A— AV + A V) = AV, (2.13)
Equation 2.13 can be written as
AVa—Vy) = A1(Va — V)) (2.14)

From the momentum conservation principle with incompressible flow assumption,
the force on the turbine F' is calculated from

F = pAVg — p(A = A)Vy — pAiVP + (po — p2) A (2.15)
Bernoulli’s equation for the flow outside the streamtube is given by
1
Do — P2 = §P(V22 - V3) (2.16)

From Equations 2.14 and 2.16,
1
anpAl(Vg—Vl)(Vg—i—Qvl — W) (2.17)

When Bernoulli’s equation for upstream and downstream conditions of the turbine
is combined with Equation 2.16 with uniform pressure outside the streamtube, it

gives .
pi—pe = 5p(Vy = V) (2.18)
which defines the force on the turbine as
1
F = (p: = pe) Ar = 5pAr(Vy — V) (2.19)
Equating the Equations 2.17 and 2.19, we get
Vi(Va+ Vi)
Vp=m=—or = =7 2.20
T2 -V (220)
Neglecting the internal losses, the turbine power P is calculated from
B 1 i+ W) (V2 = V)
P_FVT_QAT VoV W (2.21)
In the limiting case, as A — oo which implies V5 = V4, Equation 2.20 becomes
1
Vr = 5(% + W) (2.22)
This is known as Lanchester-Betz result, which reduces the Equation 2.21 to
1 1 1
Pip= A+ V) = V) = L+ =) (340%)  (229)
where 77 = %. The power produced by the turbine is maximum of 0.59 when 7
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is 1/3. This is the classical Betz limit. Power output of the turbine is however
subject to the flow confinement which is detailed in the next section.

2.5.2 Turbine performance in a confined flow

When the turbine occupies the entire channel section, the blockage effects are
prominent which increase the streamwise velocity across the turbine. At lower
values of A, the coefficient of power COP is controlled by the blade stalling, which
results in power reduction. At higher values of A, predominant blockage effect
increases the blade incidence which results in increased power output. The study
on Consul and Willden (2010) on the operation of Darrieus turbine in a confined
flow revealed that the Betz limit was exceeded by 100% in the case of maximum
blockage effect. In the present study, the CFD studies are performed using the 2D
Darrieus models while the experiments are conducted on the 3D turbine model,
whose blockage effects are different from each other for a given channel width.
In order to eliminate the resulting differences in the performance calculations,
this section revisits the analysis of Garrett and Cummins (2007) on the turbine’s
operation in a confined flow. When the turbine occupies the entire channel section,
the power (reference) is obtained from

Pref - A%(po _pS) (224)

Here, p; is the downstream pressure where low-velocity wake merges with the high
velocity stream. This reference pressure P, is always greater than P due to the
energy loss in the merging action (Garret and Cummins, 2004). Comparing the
momentum terms between the wake region and far downstream,

(A= A)(p2 + V5) + Ai(pa + V) = Aps + V5) (2.25)
From Equations 2.14 and 2.16,

po—ps = go(Va = Vo) Vo +2V; — V) (226)
From Equations 2.24 and 2.26,
Prey = pAVag (Va — Vo) (Va + 2V — V) (2.27)
Introducing the Equations 2.14 and 2.17 in Equation 2.27, we get
Py = FY; (2.28)
and P v 00
FPrer Vo '
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From Equations 2.16 and 2.26,
ps —p2 = p(Vo — Vo) (Vo — V1) (2.30)

Introducing the blockage ratio b as the ratio of turbine sweep area Ar to the
channel sectional area A, then from Equations 2.12 and 2.13,

Vi(Va — Vo) = bV (Vy — V3) (2.31)

With lower blockage effect (say b << 1), using Lanchester-Betz results as
shown in Equation 2.29, we have

P . Vﬂ + V]
Prey 2V

(2.32)

Two observations are made here. Mathematically, turbine’s operation is most
effective when V; = uy. However, the power output becomes zero in this condition.
When maximum power condition is considered by assuming V; = V;/3, then P =
2P,c;/3. This means that only one third of power is lost to the fluid flow. On
the other hand, when the turbine’s geometry offers significant blockage effect (say
1—b<<1), then

Vo 2(1—b)"H (Vo — Vi) (2.33)
with Vp ~ V] and
P=2(1-0b)2ArVi(Vy — V})? (2.34)
This is consistent with the maximum power condition when V; = V4 /3, which gives
16 51 3
Pma..": - 27(1 b) QATVI] (235)

Therefore, a factor of (1 — b)™2 distinguishes the power output from the turbine
in case of flow confinement from that of an isolated turbine i.e., Lanchester-Betz
limit. The power production will still increase as blockage ratio b increases.

2.6 Circulation-based analysis

Several studies on flow analysis of vertical axis wind turbines and hydroturbines
emphasized on the importance of the wake zone in the calculation of forces with
efforts being made to investigate the circulation around the blades as a function of
two periodic variables : the instantaneous angle of attack and relative velocity of
the blades. According to Kelvin’s theorem, in the perfect fluid case, the circulation
of velocity field around a fluid field is constant in time. On considering a fluid field
of great extension around the blades, Kelvin’s theorem requires that a change of
circulation around the blade is compensated by the shedding of opposite circulation
vortices. These vortices are then convected downstream, forming a wake. The
method of singularities can model this type of flow, to calculate the contribution
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of the wake on the flow around the profile (Zanon et al., 2013; Ferreira, 2009)
to derive the forces on the blades. However, the dependency of the discretized
equations in the trailing edge region leads to smaller trailing edge angles which
would finally result in inaccurate solutions.

2.7 Performance improvement

The enhancement of the fluid dynamic efficiency of a rotating machine depends on
the blade design as well as the flow structure around the profile. While discussing
the flow control mechanisms for vertical axis turbine’s performance improvement,
Samsonov and Baklushin (1992) classified these two approaches into five different
ways, out of which the first four deal with the airfoil’s shape alteration and the
final one constitutes the active flow control. Several scholars worked on the struc-
tural optimization of profiles using the shape sensitivity and topology optimization
methods. Carrigan et al. (2012) used differential evolution algorithm coupled with
the geometry modeler, mesher and CFD solver to develop an automated process of
airfoil shape optimization to maximize the power output. Optimization of a Dar-
rieus turbine through blade element momentum theory was performed by Bedon
et al. (2013) who used polynomial interpolations of existing symmetrical airfoil
data to increase the energy production while emphasizing on the consistent perfor-
mance of evolutionary algorithms. A similar optimization technique was employed
by Bavanish and Thyagarajan (2013) for an horizontal axis wind turbine to im-
prove the power coefficient of the device. Nevertheless, there are several quibbles
about the existing shape optimization techniques including possible unknown de-
sign issues during the objective function optimization with design constraints being
imposed. The infeasibility of having larger operating samples for increased geo-
metric degrees of freedom was identified as a problem of localized optimization
(Huyse and Michael, 2001). Furthermore, Drela (1998) noted the need for a poste-
riori smoothing of noisy optimized shapes. Also, due to the severe dependency of
performance improvement on the location of sampled conditions, the performance
of the optimized shapes away from the sampled conditions is disappointing.

Out of numerous research articles and reports available about the Darrieus tur-
bine, most of them are pertinent to wind energy applications. Very few of them are
found related to tidal energy. Belhache et al. (2014) studied computationally the
wake characteristics in the context of deploying multiple marine turbines. There is
a strong influence on the downstream turbine’s performance due to its interaction
with the wake released from the upstream ones. Hyun et al. (2010) studied the
performance of Darrieus turbine using a two-equation turbulence model and com-
pared the results with experimental data. Also, a parametric study for solidity
and camber was performed to optimize the model’s performance. The numeri-
cal simulations conducted by Goude (2012) using two-dimensional vortex method
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revealed the relationship between the channel size and the solution convergence
in terms of required number of turbine rotations. This study also analyzed how
channel boundaries could alter the performance of the turbine.

The wake area is characterized by a velocity deficit which results in shear zones
within the flow field. Another source of unsteady vortices is the blockage effect,
which depends on the turbine’s solidity o, which is a key parameter in terms of
performance. Increasing the number of blades, to a feasible extent, significantly
increases the power output and also alters characteristics of the power curve (Sh-
iono et al., 2000; Consul et al.,; 2009). The parametric studies of Gosselin et al.
(2013) using URANS models revealed that blockage effects are associated with
power extraction characteristics: the performance coefficient increases with the
turbine’s solidity up to a certain optimal value beyond which the turbine’s per-
formance deteriorates. The phenomenon of dynamic stall with critical motion of
leading edge vortex over the suction surface is detrimental to the blade’s power
characteristics (Wang et al.; 2012; Ferreira et al., 2009).

One of the solutions to improve the turbine’s performance is to equip the
turbine with a diffuser to increase the downstream flow section and thus increasing
the incident fluid velocity (Mehmood et al.; 2012; Mehmood et al., 2011). Another
way to limit the flow bypass in order to enhance the performance coefficient is to
stack the turbines one on another and juxtaposing them, facing the tidal flow
(Antheaume et al., 2008). The fluid is then accelerated between the turbines
thereby increasing the power output.

Several scholars have performed aerodynamic and hydrodynamic studies of
Darrieus turbines with H-shaped blades to enhance the efficiency of the device.
Results of Hwang et al. (2009) and Paillard et al. (2013) with pitching blades and
Antheaume et al. (2008) with fixed blades suggested the adverse influence of blade
wake and dynamic stall on the turbine’s overall performance due to the unsteady
forces exerted on the blades. Without taking vortex triggering into account, these
types of turbines are subject to wake interactions over a large part of the rotation,
which can result in cyclic disturbances related to each blade. The importance of
vortex formation during the fluid dynamic analysis was identified by the studies of
Khalid et al. (2013), Ahmadi et al. (2009), Paraschivoiu et al. (2009) and Wang
et al. (2007) applied the potential flow concept for analysing the vertical axis tidal
turbine. Single and two-bladed vertical axis turbines with cavities to ensnare the
vortices, aiming at vortex shedding control were studied by Zannetti et al. (2007).
In this work, the blade profiles were created analytically using conformal mapping
and unsteady flow computations were performed using vortex method. Figure 2.13
shows the respective vorticity control.

From the perspective of improving the efficiency of vertical axis wind turbines,
other work has been done on controlling the rotation of the blades. The objective
of these studies was to maximize the power obtained on the axis of rotation by
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(b) Vortex shedding visualization
Blue dots: clockwise circulations; Red dots: counter-clockwise circulations.

Figure 2.13: Vortex control through analytical modeling (Zannetti et al.; 2007)

controlling the angle of attack of the blades to avoid stall. A torque controlling the
rotation of the profile on its axis can be obtained by the inertia of eccentric weights
on the profile and the restoring force of connecting rods that join the centre of the
turbine and blades (Lazauskas, 1992). Various masses and lengths of connections
were tested using a model of multiple tube current for empirically optimizing the
parameter values collected on the power shaft.

With a deeper insight into the flow characteristics around the profile, adjusting
the profile motion in order to achieve the desired physical patterns around the pro-
file can improve the dynamic efficiency of the blade. One of the ways to accomplish
this is to control the circulation around the blade to avoid eddy formation due to
the rotational motion of the turbine (Duraisamy and Lakshminarayan, 2014). A
critical concern here is how and how much circulation is to be imparted to the
blade. Following the research speculations on the designing aspects such as flap
deployment, trailing edge shape etc. to control the circulation around the profile,
focus has shifted to analysis-based ventures. Shires and Kourkoulis (2013) applied
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a tangential fluid jet to control the blade circulation for a Darrieus turbine. Al-
though there is a certain increase in the overall torque output, this method suffered
from additional drag due to the increased trailing edge thickness. Another viable
technique, implemented by Wilhelm et al. (2010), was to apply an appropriate
pitching to the profile during the device operation which could control the fluid dy-
namic forces experienced by the blade thereby compensating for the unsteady flow
patterns to maximize the turbine’s torque output. But the feasibility of enabling
sudden pitch change associated with larger angular acceleration/deceleration at
specific flow velocities corners this choice. Such control techniques originate from
the fact that the profile is subject to instantaneous angular motion throughout its
azimuthal travel.

The complexity in analysing the performance of a variable pitch Darrieus tur-
bine was identified by Lazauskas (1992). In this study, load characteristics at-
tributed to optimum geometry were considered along with usual design variables
of a vertical axis wind turbine in order to achieve high starting torque, high peak
efficiency and broad operating range. Variable pitching mechanisms achieved by
suitable cam devices were found to be the best solutions to achieve these objec-
tives. While self-acting pitch control systems seem to produce better low speed
torque than the forced pitch device, their performance in real flow conditions was
not described in this study.

Hwang et al. (2006) achieved 30% increment in output power by optimiz-
ing the blade’s pitching angle of a lift-based vertical axis cycloidal wind turbine.
Pitching was controlled by an active control system that ensured the maximum
instantaneous tangential force of each blade. Paraschivoiu et al. (2009) achieved
better performance of a 7 kW wind turbine model of Darrieus type through an
optimized blade pitch control, where the pitching angle was modeled with an ana-
lytical function whose coefficients are used as variables in the optimization process.
Two pitching models were considered in this study : one was the simple sinusoidal
variation and the other was more general, relating closely the blades’ pitch to the
local flow conditions along their circular path. A gain of almost 30% in the annual
energy production was obtained with the polynomial optimal pitch control.

Some analytical work was performed by Rathi (2012) to enhance the power
produced by a vertical axis wind turbine, where a dynamic model for free-pitching
blades was also devised and analyzed. His double-multiple streamtube model based
on Blade Element Momentum theory, with additional modifications was developed
to predict the power generated by a straight bladed, or H-Type Darrieus, wind
turbine with blades of varying pitch. The concept of active blade pitch control
was also examined, with a focus on continuously varying blade pitch to maximize
the blades’ aerodynamic force coefficient driving a rotor at all tip-speed ratios of
operational interest. Performance was greatly improved at lower tip-speed ratio
compared to a rotor with fixed-pitch blades, allowing more power to be generated
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at lower wind speeds.

Sumantraa et al. (2014) and Benedict et al. (2013) investigated the perfor-
mance of a small scale vertical axis turbine utilizing dynamic blade pitching. As
shown in Figure 2.14 (a), the model’s pitch mechanism to instantaneously change
the blade pitch phasing enables the device to adapt itself to changes in wind di-
rection thereby maximizing power extraction. A CFD model was developed and
the model predictions correlated extremely well with test data. The validated
CFD model was used to develop a fundamental understanding of the physics of
power extraction of such a turbine. Both experimental and CFD studies showed
that the turbine efficiency is a strong function of the blade pitching amplitude.
The optimal tip-speed ratio A, depends on the blade pitch kinematics, and it
decreased with increasing pitch amplitude for the symmetric blade pitching case.
CFD analysis showed that the blade extracts all the power in the frontal half of
the circular trajectory, however, it loses power into the flow in the rear half. Fixed-
pitch turbine showed lower efficiency compared to the variable pitch turbines owing
to the massive blade stall in the rear half, caused by the large angle of attack and
high reverse camber. The maximum achievable COP of the turbine increases with
higher Reynolds numbers, however, the fundamental flow physics remains mainly
identical irrespective of the operating Reynolds number. Similar dynamic pitch
control mechanism was used by Chougule and Nielsen (2014) for the vertical axis
turbine model with 3 blades, as shown in Figure 2.14 (b), to achieve improved
performance.

Blade 2

=

Pitch link -~

Vi

Blade 1

<
8

AY
Blade pithN' ng
axis ~

Blade 3 h o

(a) (b)

Figure 2.14: Schematic diagrams of dynamic blade pitch control mechanisms, used

by (a) Benedict et al. (2013), and (b) Chougule and Nielsen (2014)

Bhatta et al. (2008) achieved the pitch control by rotating each individual
blade about its vertical axis, while camber control is realized using a trailing edge
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flap on each blade. Using camber and pitch controls help in creating a greater

force differential across the turbine than using pitch control alone.

Table 2.2

consolidates the gain achieved by different pitch control mechanisms, studied by

various scholars to realize the improved performance.

Reference Analysis method | Pitching mechanism | Max COP rise

Chougule and Multi-body Sinusoidal 12%

Nielsen (2014) simulation

Miau et al. (2012) | Double-multiple —10 < f(ar) < 10 22%
streamtube & CFD | —70 < f(a) < 70 22%

Paraschivoiu Double-Multiple Genetic algorithm based | 11%

et al. (2009) Streamtube model | optimization strategy

Lazauskas (1992) | Double-Multiple Sinusoidal 2%
Streamtube model | Self-acting stabilized 11%

Aeropitch 13%

Soraghan et al. Double-Multiple Analytical model 10%

(2013) Streamtube model

Li-xun et al. CFD Analytical model 19.3%

(2014)

Erickson et al. Experimental Sinusoidal 34%

(2011) and CFD

Gazzano et al. Sinusoidal 15%

(2010) Wake-vortex model | o 0. ed pitching 29%

Table 2.2: Literature summary of the studies on blade pitching mechanisms and
their effectiveness in increasing the performance

2.8 Conclusion

With an introduction to the fundamentals of Darrieus turbine and flow across it,
this chapter provided the information about the influence of various design param-
eters on the performance of a vertical axis turbine. This discussion along with the
information supplied by various scholars conferred the rationale for chosen design
criteria to model and develop the turbine model for current research. The investi-
gation methods used in the studies of VAWT were presented and the details were
summarized in Table 2.1. The effect of flow confinement, where the blockage effects
are no longer negligible, was discussed, which is useful in correcting the turbine’s
performance in the present research. Handful literature exists on the turbine’s
design with pitching blades and their performance analysis. The effectiveness of
these blade pitching techniques was quantified and presented in Table 2.2. The
overall review of state-of-the-art allowed finding the gaps in existing literature. In
this regard, the current research intends to fulfil the following:

1. A very limited information is available about the influence of design param-
eters on the performance of high solidity turbine models (¢ > 0.4). Even
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these studies were mostly dedicated to the COP curve evolution without de-
tailed information about the flow field development. This thesis undertakes
the flow physics in the operation of high solidity turbine models in order
to illustrate the performance characteristics as well as to analyze the flow
dynamics around the blade and across the turbine.

. Majority of the research studies were performed using either computational
or experimental method. A very few studies employed both the techniques
which were however limited to the fundamental analysis of the turbine mod-
els. The detailed investigation about the flow across a turbine is therefore
seeking a complete verification and validation. In the present work, com-
putational fluid dynamics (CFD) was used for the evaluation of turbine’s
performance. These numerical results are validated using experimental anal-
ysis for power curves as well as flow field variables. Both the techniques are
compared for different flow parameters to institute the validity of individual
methods. While the computational examination remains the key investiga-
tion method, the experiments are conducted to complement the numerical
analysis.

. The vortex control and performance improvement of the turbine constitute
the central objective of the present research. Various scholars experimented
the blade pitching techniques which were mostly based on either sinusoidal
motion or crank-type mechanism. This project develops dynamic pitch con-
trol laws based on potential flow concepts. Such motion control of the blade
about its hydrodynamic centre is based on a mathematical framework that
creates a scientific base for vortex control and, at the same time, performance
improvement.

38



CHAPTER 3

LOOUCHET POTENTIAL & PITCH CONTROL LAW

Contents
3.1 Imtroduction . .. ... .. .. ... 39
3.2 Conformal transformation and Schwartz-Villat theorem . . .. 39
3.2.1 Couchet theory . . . .. .. ... ... ... ... 40
3.2.2 Calculation of forces on the profile . . ... ... ... 45
3.3 Application of Couchet theory to Darrieus turbine . . . . . . . 47
3.3.1 Profile in angular motion . . . . . . .. ... 47
3.3.2  Study of control law in a uniform flow . ... ... .. 51
34 Conclusion . . ... .. ... e 57

3.1 Introduction

The theoretical framework of Couchet (1976) supplies the concept of the imposi-
tion of constant circulation to the profile motion within a fluid flow. With the ap-
plication of conformal transformation and generalization of the Kutta-Joukowsky
condition, Couchet developed the analytical formulations for the velocity, pressure
and torsor fields for an airfoil in an irrotational flow. When the circulation is sub-
ject to change, vortices behind the airfoil must be considered and corresponding
hypothetical formulation of airfoil motion in the existence of vortex sheet enables
the calculation of pressure and force fields through the method of singularities.
This chapter details the analytical formulation developed by Couchet and its ex-
tension to hydrofoil motion in order to develop the pitch control law to arrest the
vortex shedding. Following this, thorough investigation on the influence of various
design parameters on the blade’s performance is presented.
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3.2 Conformal transformation and Schwartz-Villat
theorem

Conformal transform with inclusion of Laurent expansion can be found in numer-
ous applications. Works of Prosnak (1987) and Klonowska and Prosnak (1996)
used the Laurent series in the transform to map the multiply connected domains.
Deglaire et al. (2008) used the same transform to map the circles onto specific
wing profiles for fast vortex particle simulations.

The usual practice of calculating the velocity potential around a cylinder first,
and then extending it to more complex shapes using conformal transformation
Z — H(z) is illustrated in Figure 3.1, showing the transformation of the cylinder
interior |Z| < a into a wing profile.

Y4
z=H(Z)
. - - EEE—— - >
X Z=H'(2) X
4—
Z- plane with velocity (U-iV) (Z) z- plane with velocity (u-iv) (z)
and potential F (Z) and potential f (z)

Figure 3.1: Transformation of cylinder into an airfoil

A general form of the conformal transformation for a profile with its centre at
Z =0is

_g. M n
H(Z)=Z+ 7ttt (3.1)

Defining the velocity potential associated to the flow over a cylinder as F(Z, t)
and that after the transformation as f(z,t) so that

/ Py /m L (3.2)

circle ﬁ N ofile dz
When applied to a circle of radius a to map into a flat plate of length 4a, the
Joukowsky transformation function is given by

{12

H(Z):Z—k? (3.3)
with Z = ae*® a € [0,2n]. Then z = H(ae®) = 2acosa
H(Z)=0&1- :—; = 0. This represents two points Z = a and —a on the
circle and which correspond to the end points of the flat plate, 2 = —2a and 2a.
In addition, the Schwartz-Villat theorem calculates the function at all external
points of a circle if the imaginary part of a complex function is known on the circle.
ap

If a function G(Z,t) is expressed using Laurent series as G(Z,t) = ao + Y32, 2,
then VZ with |Z| > a,
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1 Z'
G(Z?t) = —; ot %dzf + ap (34)

where C = {Z,|Z| = a} and ¥ = Im(G).

3.2.1 Couchet theory

Under ideal conditions, the flow is free from variations and turbulence, and there-
fore treated as irrotational. The work of Couchet (1976) is considered from here-
after to develop the motion laws for a profile.

- 5 Profile

Figure 3.2: Schematic of flow around the cylinder (left) and its transformed map
for profile motion (right)

For an ideal fluid flow around a circular profile, represented by |Z| = a in a
complex plane, the velocity potential F'(Z,t) associated with the flow is obtained
from the velocity components U and —V, which satisfy the Cauchy equations so

that
ou a(-V)

£ ) ...Incompressible flow 35
OU _ V) rrotationalfi '
5y = 5x  --lrrotationalflow
The velocity around the cylinder is holomorphic and follows the Laurent series
as o0 oo A
U—iV=3 AZ"+ A+ —= (3.6)
n=1 n=1
According to residue theorem to determine the coefficient A_;,
U—iVdz=2irA_; r
or = A =—i— (3.7)
U—-iVdz=T 2m
c+

Here, C* is the contour traced in anticlockwise direction around the cylinder and
I" is the circulation of the velocity field on C*. The velocity at infinity is bounded
and the coefficients A; = 0, Vi > 1 and Ay = V. Therefore, velocity potential
F(Z,t) associated with the flow is obtained from
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F(Z.t) = V7 + QL nZ 4Gz (3.8)

Ly a

where G(Z,t) = By + § B and T is circulation around the circle.
k=1

It is now required to define the boundary conditions associated to the pro-
file motion before determining the function G(Z,t) and the free stream velocity.
Consider the profile with centre O and zero lift axis (O, Z) obtained by conformal
transformation of the circle |Z| = a as shown in Figure 3.2. The profile is set at
an incidence of § = (Zo,Z) in Ty : (Oo, @0, Yo, Z0) and the fluid at infinity is in
the reference frame of T}, : (Oh, @0, ¥ o, Z0) which is the uniform translation of
To. T : (O, ., ?0) is related to the profile. The velocity at infinity is zero in
T3 and therefore the velocity potential now takes the form

F(Z.t) = QLm (5) +G(Z,1) (3.9)

Ly a

The velocity components « and v, relative to Tj, are expressed in the system of
profile axis such that

?ﬂm’dﬂ"@* —u? +vYy (3.10)

And, the complex potential associated with this velocity is f(z,t) so that

df

U w (3.11)

If [(t) and m(t) are the velocity components of O in the reference frame T,
then the speed of the profile centre O in the translated reference frame is

Vo =1t)Z +m(t) 7 (3.12)

The relative velocity on the profile in complex vector form is therefore given
by L
d, ) y
7flm'dfT = (d_i) — (E +im + 152‘) (3.13)

Slip condition subjects the profile contour to 7 fluid/T * = 0, where 7 is the
normal to the contour. This can also be written as Im (Vﬂm-d;;rdz) = 0 on the
profile contour. Defining ¥ = I'm(f), the boundary condition is expressed as

dip = —mdz + ldy — & (xdz + ydy)

Y =ly —mz— g (3:2 + y2) + C(t) (3.14)

The function G(Z,t) can be determined from the imaginary part of the po-
tential function. Referring to Equation 3.9, In (%) = ia, ¥V Z € C. Thus,
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Im|G(Z,t)] = Im[F(Z,t)] on the circle, which can be written as
Im [F (Z € circle,t)]=Im[f (2 € profile, t)]
=1 (2 € profile, t) = ly — mz — 3(272 +1%) (3.15)

Since the imaginary part of the function G(Z,t) is known on the circle, the
function at all points outside of the circle can be known according to Schwartz-
Villat theorem, given by Equation 3.4. Thus,

1 W—ma =5 (a”+y”)

G(Z,t) = —

— /. s dZ' = 1(t)GYZ)+m(t)G*(Z)+6G*(Z)

(3.16)
where 2’ + iy’ = H (Z') is a point on the profile and C* is the circle with |Z| = a.
The differential expressions G!, G? and G® mentioned in Equation 3.16 are defined
in Table 3.1.

G-term Deﬁmtlon Circle with |Z|= a Flat plate [-2a, 24a]

G'(Z) -ifois Lde H(Z)-Z - 7 0
G2 (Z) L. Z, FEodZ i (Z H(Z)-%) —2i%
G3 (Z) fC"’ + de fC+ H(Z’)H(Z’)de —i%;

Table 3.1: G-terms for circle and flat plate

The resulting Couchet potential, as a function of circulation I', takes the form

Fp= %ln (%) F1(t)GL(Z) +m(t) G2 (Z) + §G* (Z) (3.17)

The velocity field in the translated reference frame T around the profile is
obtained by differentiating the velocity potential with respect to z. Since the com-

plex potential F(Z,t) is known, the flow velocity components can be determined

by

(u — i’U) (Z, f,) — df((:; t) _ dF((if?t)
1 dF(Z,t) 1 dG T
TH(Z) dZ T H(Z) (dZ (Z,t) - %Z) (3.18)

From the definition of G in Table 3.1 and Equation 3.18,

(uw—iv) (z,t) = (1— H’l(Z)) (I —im)+
1 a® 6 d z' —I—y' . I
T (Z) ((* tim) st ondz e =7 m) (3.19)
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3.2. CONFORMAL TRANS. & SCHWARTZ-VILLAT THEOREM

In the case of a flat plate, H' (Z) =1 — %27 and the velocity field in the translated
reference frame is

2w

22 (m +6%2) — IZ
(u—iv)(z,t):i[ ( Zj_;) (3.20)

The Kutta-Joukowsky condition is satisfied when the velocity at tip H(a) = Z;
is finite and the necessary condition, referring to Equation 3.18, is

dG r

Noting the cusp of trailing edge as H(a), then
T dG* dG? . dG?
Eﬁ = IE(G) =+ mﬁ(a) =+ 5%1_11}1 E(Z) (322)
For the original flow geometry of circle |Z| = a, this results in
dG* )
a2z (@ =0
dG? _
a7z =2 (3.23)

dG? S 1. d 2 +9? .,
ﬁﬁgz (_EE?—% dZ Jo+ 7' — ZdZ )

Q J

The necessary condition for a finite velocity at the tip is obtained from Equa-
tions 3.22 and 3.23 as
[ = 47a (m + Q) (3.24)

For example, in the case of a flat plate, Q = %%s (a) with G* (Z) = —?Ig%, which

results in the following condition of finite velocity at the trailing edge
' = 4ma(m + da) (3.25)

Note: In the stationary case, § = 0, and m = —Vjsinéd. Then the condition of
finite velocity at the trailing edge becomes,

T s
iy = —2iVpsin(d)
[ = 4maVysin(6) (3.26)

On the other hand, as the circulation I' in Equation 3.25 is constant, and ac-
cording to Kelvin theorem, the flow is characterised as irrotational. The condition
of finite velocity at the trailing edge imposes a constant velocity projection of ab-
scissa point z = a over ¥ in the reference frame 7| as shown in Figure 3.3. The
irrotationality and the concept of potential flow applied in a constant circulation
framework in this condition is fulfilled.
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N (\/
N A

%

!

Figure 3.3: Velocity of point £ = @ must remain constant along 7 to satisfy the
finite velocity condition at the trailing edge

3.2.2 Calculation of forces on the profile

3.2.2.1 Pressure on the profile

Having obtained the analytical expression of the velocity field around the profile,
the objective now is to determine the expression of the pressure field to calculate
the torsor efforts of the fluid on the blade. In the Galilean reference 7§, the Euler
equation can be written as
., - 2
Viiarr  —— [ |Vrwia/ O . ] N
p [% + grad “fo + 70tViia my ¥ VﬂmdﬁTél = —grad p (3.27)
| I

where p is the pressure and ﬁﬂmdﬂ% = uZ + vy. The flow is assumed to be
potential and the velocity field relative to the reference Tj is derived from the
potential, denoted by ¢o(xo, Yo, t), such that

P v — el — o+ s — -+ 07
fluid/T), = —gradpy = UTp + Volfo = UT + VY
_dn . _ Do (3.28)
o= 6.’50? 0 5‘y0

—
The Euler equation is then reduced to grad (p%'% + p”z—;ﬂp + p) = 0, and provides
the Bernoulli equation for unsteady potential flow as

1 2 2 9o
P+ 5P (w* +?) +p = C(0) (3.29)
The velocity potential p(x,y,t) is defined by u = %ﬁ, v = %yﬁ A fixed point A(z,y)

in the reference frame T is identified by the reference frame T by

—
O:]A Lo (:‘E?y?t)
Yo (,9,1)
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Since V}Md in AT} = grac?gou = gra&cp, at all points i.e.

A(:‘E? y) = (370(:17} Y, t): yﬂ($, Y, t)) ? QO(:E, Y, 1t’) = QOD(LU(](LE, Y, t):' y[)(x; Y, t) ? 1t’)

Thus,
9 _ 0po0%g  Opo0yo  O%0

ot  Oxg Ot 0Oy, Ot ot
0

where % and % are the velocity components of the point A in the reference

frame T. Therefore,

Op 0po = 9o

—) — —
r doo - Varr + — = Viwid in arr - V. —_ 3.30
ot radayo - Vasry + B fluid in A/TY " VA/T, + ot ( )

The velocity of the point A is a function of that of the point O by the relation:
Vamy = Vosry + 02 x (2 +y) = (L(t) — by) Z+ (m (t) + 6z) 7 (3.31)

From Equations 3.30 and 3.31,

%—f =u (J (t) — 5y) +v (m (t) + 5:1:) + %. (3.32)
The Bernoulli equation therefore becomes:
p:—%p (u2—|—v2) —I—p(u (I—Sy) +’U(m+5$)) —p%o. (3.33)

3.2.2.2 Resultant forces exerted by the fluid flow

If X and Y are the force components of F fluid—sprofile €xpressed in the system of
profile frame T,

X +iY = / ipdz (3.34)
Since Bernoulli equation is used to express the pressure as a function of the velocity
potential,
=0+
—5\ 2
P af \" . / : ; iy / Op
X +iY = 5 /C+ (dz) dz —H,p\ . (I +im + ?,Jz) dgo) zp\ B dzl (3.35)

N " y
(1) (2) (3)

Using the residue theorem, the first integral in the Equation 3.35 yields zero.
| +im and § in the second integral do not depend on ¢. Therefore, s dp =
Jot %d&: + %ygdy which is equal to [+ V fiuiq /T - tds =T.

Since ¢ = Re (G' (Z,t) — Lln (%) ), then

2dp = 2dRe (G (Z,1)) + =d (—%m (E) ) — d(2Re () —Re (G) dz — %%dz

a
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On integrating this expression over the profile contour gives:

il 2
sdp= [ d(zRe(@) — [ Re(G)dz- 4
./c"' v Jet + 2w /
=0(ctis a dosed co'ntcm,r) =0(using residue theorem)

Therefore, the second integral becomes (I + im)T — 6l where I = [,, Re(G)dz.
Looking at the third integral,

[ B [ G [ () )

B ORe (G (Z,1)) 2r 9 (T
_/.g+—6t dz+/ ua( a)da.

—0

Therefore, Equation 3.35 becomes

X +iY =ip(l+im)T + pdl — (3.36)

where I = [, Re(G)dz. For example, in case of a flat plate with a length of 4a,
I = 4mwa®mi(t) (3.37)

3.2.2.3 Moment about the centre

Let A(z(s),y(s)) be a point on the profile contour, then the moment about point
o W:Lﬁx dFFdprofie (3.38)
Since the flow is planar, Mp = Mg;‘“m*”’”"f e .7 such that

Mo = /c+ pxdzx + pydy = Re [/c+ pz@]. (3.39)
Using the boundary condition di) = —mdz + ldy — 0 (xzdzx + ydy),

Mo = Re

/+ _%pz(;ﬁf) dz + pz (L (t) — im (t) — i6%) dp — pz%—f@] . (3.40)

2

Since [+ z(g’g) dz = [4z2(u—w)’dz = [+ z(2m +h + 54 ) dz and
i [+ 2Zdp in Equation 3.40 yield pure imaginary results, 1ts contrlbutlon to My
is zero. Recalling [+ zdp = —I and defining J = 1 [+ Re (G (Z,t))d (r?), Mo is

calculated from

(3.41)

Mo = —pRe l(f &) —em @)+ djl

dt
For example, in case of a flat plate of length 4a, [ G* (Z)d (r*) = —i [+ %;d (r?) =
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ma'. Therefore, J in this case becomes,

J = 2ma*s. (3.42)

3.3 Apglication of Couchet theory to Darrieus
turbine

3.3.1 Profile in angular motion

With an intention to apply the compatibility condition obtained in section 3.2.1
to the blades of a vertical axis water turbine, the finite velocity condition at the
trailing edge is translated into a pitch control law for the profile. The flow is thus
presumed to be irrotational as the profile rotation and its control are compatible
with potential flow.

For the sake of simplicity, a single blade profile is considered, which is placed
in a uniform flow of velocity VD = VoZy. The influence of other blades is neglected.
Let the axis of rotation be (O, ?0) and its rotational velocity wZo. The profile
chord length is 2L(= 4a), having its centre at O, and axis of zero lift (O, %) is
related by the connection to a branch of pivot axis (P, ?ﬂ) so that (ﬁ = R?l.
Azimuthal position of the blade is denoted by the angle o, which is subtended by
', and T, or 70 and 71. Angular velocity of the profile is the time rate of
change of a. In order to satisfy the finite velocity condition at the trailing edge
of the profile, the angle 6 (?1, ?) subtended by the blade with the tangent of its
trajectory at P should be controlled. The vector ﬁ = kL?, with k£ € [—1,0.5]
is fixed between the centre of the profile O and its axis of control in rotation.
To : (Oo, @0, ¥ o, Zo) is the fixed coordinate system, T}, : (O}, @0, ¥ o, Z0) is the
free-stream reference frame and T : (O,?, 7, 70) is the frame related to the
profile. Details are presented in Figure 3.4.

L -l !
3} Il.\ (‘)/
Vv, =¥, o ‘7/

—_———— -~ oy
KL fﬁ‘ N WY ] s
[ J2)" 2 S S S Y

74
R N
T o
o, G

Figure 3.4: Kinematics of a pitching blade attached to the Darrieus rotor
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On the profile, the velocity of point O with respect to 7§ is denoted by
Vom =L)Z+m(®)§ (3.43)

By changing the reference frame,
70;’1}1 = V)O/Tg - V)OGT[;/TO

where 70;3"0 = vpﬂro + (ﬁ X QTXTD = —wal — kL ({u‘ + 9) g and 7O€T6XTD =

VoZo. Therefore, the velocity components in Equation 3.43 become,
l(t) = — (Rwecos (#) + Vycos (a+86) ) (3.44)
m (t) = Rwsin () + Vpsin (o + 6) —kL (w + 9) (3.45)

Equation 3.25 delivered the necessary condition for the profile to obtain a potential
flow without vortex shedding. In case of a flat plate of length 2L = 4a, its rota-

tional speed relative to the reference frame T} is 67y = (w + 9) Zp. The condition
for finite velocity at the trailing edge can be written as

T =2rL (m () + (w+6) g) (3.46)
From Equations 3.44 - 3.46, the condition for finite velocity at the trailing edge is
[ =2rL (Rwsin (0) + Vosin (o +0) + (1 — 2k) (w + ) g) (3.47)

Defining the tip-speed ratio (A) as Rw/V, and the influencing parameter (E) as
(1 —2k)L/R, the constant circulation I" imposed on the profile can be formulated
as

I' =27 L(Vy + Rw)sinf (3.48)
where 3 is the equivalent static profile incidence with respect to the relative velocity
W (= Vo + Rw). Noticing that 4 = w-L the compatibility between the profile’s
motion and the potential flow is expressed by the equation

do 2 1y . 2 . 2 .
%ZE(I—FX)Smﬁ —I—Esmﬂ —Esm(ﬂ—l—a) (3.49)

The velocity field around the profile can be analytically expressed using Equations
3.20 and 3.45,

2a2 (Rwsin (0) + Vpsin (e +6) —kL (w + 9) + (w + 9) “—ZZ) _ %
72 _ o2
Z

. . .. ' u ' v ) _ Z _ Z _z
For non-dimensionalizing, let v/ = e V= Z' =5 =% and 2/ = £. After

decomposition of the rational fraction into simple elements and replacing % by

(u— ) (2,t) =1

the second member of the differential equation, the velocity field can be written
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as

21’(1 5 (L+A)sinf — Asinf —sin (6 + «) )—(1+)~.)5111/5’)+

u — v (2,t) =

27" +1
i1 2k (Asin® +sin(f+a) —(1+A)sinf)
Zf
_2(T3(1+ )_(1+A)sinﬁ)_i%(l+%) (3.50)
= 27 +1 Z |

where 2/ = H(Z') = 7'+
Z-plane. The vortex centre at origin in this plane has a potential varying between
1/ (z’ + /2% — 1) with Z = |z’ + /27 — 1| > 1 in the plane of the profile. The
velocity associated with this potential is finite when 2’ — 0, and decreases in 1/2
for |2/| > 1 . The vortex centre at 2’=0.5 is located on the leading edge, where
the speed is infinite. For a profile whose radius of curvature at the leading edge

. The velocity field is described by two vortices in the

is non-zero, the velocity is finite in 2/ = —1. The condition for the finite velocity
at the trailing edge is therefore translated into the motion compatibility with the
potential flow assumption.

With the idea of Equations 3.36 and 3.41, keeping the same notations, the hydro-
dynamic torsor on the point O on unit profile scale can be expressed as,

:p(éif—m(t)f’)?—i—p( ()T — 471'&“"“)7

fluid—profile

{fluid — profile} = M)Oﬂmd—)profﬂe _ ., (J O+ 2?1'0,4%) —
The kinematics of turbine blade are such that
0=0+«
l(t) = — (Rwecos (0) + Vycos (a+6) ) (3.51)

m (t) = Rwsin (f) + Vysin (o + 6) —kL (w + 6')

where 6 is the solution of the differential Equation 3.49. The dimensionless com-
ponents of the torsor of the fluid on the profile are noted as,

fluid—profile )
P .7
X' = 5
pVy L
fluid—profile
v F Y (3.52)
pVo' L
luid ofile
e M)Of —prof . _2‘)
0= T RLe

According to Equations 3.36, 3.37, 3.41 and 3.42, and further assuming a constant
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CHAPTER 3. COUCHET POTENTIAL & PITCH CONTROL LAW

rotational velocity w for the turbine, then Equation 3.52 becomes

, 1 , _ 2k )
X ——2‘;'1'(1_2IIC (Asinf +sin (0 +a) ) — m(l—l—)\)smﬁ )
! . ’II"I'E)\2
Y' = —2m (Acosf +cos(0+ a) ) (k(1+ A)sinf) + ﬁcosﬂ
2 _
M{, = mw(Acosf + cos(0 + «)) ()& sin@ + sin(f + a) + Sk—;kﬂm) -
TE\? 0
41— 2k) °°

where k = ﬁg[(l +A)sin8 — Asinf —sin (6 + @) |.

To evaluate the torque available for power generation, the moment due to fluid
action at O, needs to be calculated. For this, the system is decomposed into two
elements, one is the combination of the shaft Oyz; and the link Oy P and second
is the turbine blade. The torsor of the fluid on second element and that of the
second on first element are expressed as,

X 0
{fluid—=2}=¢ Y 0
b Mo R (3.53)
X1 0
{2=1=q¢ Yu 0
0 Mar ) paga)

Applying the fundamental principle of dynamics at the point P in the second
element while neglecting the mass of the blade,

X —|— X12 — 0 XQ] — X
Y+Y.=0 therefore v, =Y  with Mp = Mp — kLY (3.54)
Mp + My3p =0 My p = My,

The action of the fluid on the blade is therefore equal to the action of the
blade on first element. The moment on the shaft per unit scale is My, = Mp +
Rsinf Y — Rcosf X. Dimensionless moment about Oo by pV2I? is denoted by
My, which is equal to

, , sin # , cosf _,
MO[]:MO—I—( 7 —k)Y— B X (3.55)

Here, the torque transmission from second to first element requires a motor and
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therefore the connection between these two elements is not modelled.

3.3.2 Study of control law in a uniform flow

Figure 3.5 shows the solution for Equation 3.49 which is of nonlinear-first-order
type using the Runge-Kutta method of order 4. Although initially there is a short
transient behaviour, the solution converges quickly to a single 27-periodic solution
for 6 > 7 approximately.

2

5 ' H ;
1 : :
o 1_5[ ------ S TRt
G TN : e
] N —— SSSSE——
05| 7 . : :
= s £ : A
T 054/ A S T
3 i / \ P f
C =i T : \: : []
L S SF SR e = R
S }\ : !f' AN i
= RN : PN !
2 B N PN ST AR
kS | N . /
o 4 l_ ........... e it SO
15 i i i
0 180 360 540

Azimuth position of blade () in degrees

Figure 3.5: 8 (a) for E=0.2 and A = 1.25 with no circulation for different initial
conditions. Solutions rapidly converge to the same periodic law. This solution sta-
bility with respect to the initial conditions is true for other values of the parameters

E, A and f for values of |#(0)[lower than /2.

3.3.2.1 Effect of A

The physical interpretation of the device performance is attributed to limits of
A. For simple cases, the control law defined by Equation 3.49 can be expressed
analytically whereas the solution must be consistent with numerical results for lim-
iting cases. Figure 3.6 shows the positioning of the blade under various operating
conditions while Figure 3.7 presents the blade’s positioning for different values of
A for a given circulation corresponding to § = 0.1 rad.

For A close to zero, the velocity of point P on the blade is negligible compared
with the flow velocity. If the incidence of the plate # + « is constant, the steady
flow over the fixed plate is the solution for ideal fluid flow. For A tending to infinity,
Equation 3.49 results in % = %sinﬁ —1- %Sinﬂ . When A >> 1, the average
value of # is approximately equal to sin™! (sin8 — E/2) .

For A\ = 0.5, a periodic oscillation of the solution around the straight line
# = B — a is observed. The shape of the solution is unchanged up to a certain

value of tip speed ratio Ag, beyond which the solution acquires a new shape. This
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critical value of Ap is a function of 5. For f = 0.1 rad, Ao is approximately equal
to 0.895. The amplitude of the oscillations decreases as A increases.

...... > =372
X

(a) (b)
Turbine blade controlled at low w with constant § + « (left) and high w with
constant € (right) for A — oo

g
3 IJ‘_HE-.
1 3 e _ L T E
3y — 2 \x‘-,fil
c (d)

Profile position controlled by the law 8(a) for A= 0.5 (left) and A=0.9 (right).
Apparent velocity is shown by green arrows and the leading edge of the profile is
marked by a blue dot

Figure 3.6: Influence of operating conditions on blade position that follows pitch
control law

Figure 3.8 shows the plot of profile’s orientation # with apparent velocity and
that at leading edge for various values of A\. The variations of apparent velocity
are compensated by the angular variations so that the circulation around the plate
is kept constant. The necessary condition of compatibility of profile’s motion with
a potential flow is thus verified. From Equation 3.36, the components of torsor of
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Blade incidence (o) in radians
Blade incidence (o) in radians
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0 180 360 540 720 0 180 360 540 720
Blade azimuthal position (o) in degrees Blade azimuthal position (o) in degrees

Figure 3.7: Solution for the control law of 6(a) using forth order Runge-Kutta
method for f=0.1 and £=0.4

Blade incidence (0) in radians

sk \- o
Conti uous_j!o% at leading Sdgg
) 1 | ndied © apparent wlod
0 45 90 135w w0 210 A5 360

Blade azimuthal position (o) in degress

Figure 3.8: Control law for §(«) for tip-speed ratio A > 1. Curvature effects are
not negligible at high rotational velocities as they decrease here the angle 8 about
0.2 radians relative to a straight apparent flow.

the fluid on the profile in the reference frame (O, E, 5) are

X = —pmI +mpl*m (w +9)
—_— — —

steady unsteady

Y = pIT — mpl¥i
e~z (3.56)

steady  unsteady

T o

Mo = — wplm — —pl*f
S—— 8
steady unsteady )
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where each force component is expressed as the sum of steady and unsteady terms.
Figure 3.9 shows the evolution of the steady and unsteady components of force
and moment for different values of tip-speed ratio A. It is seen that the oscillations
in the unsteady component in X-force increase with tip-speed ratio A up to the
critical value of about 0.9. Later, it tends to retain a stable evolution. The
unsteady component however exhibits increased oscillations as A increases. The
unsteady component of Y-force and moment are almost equal to zero irrespective
of the tip-speed ratio. Also, the oscillatory structures of these two parameters
increase in amplitude with increasing A\. For A close to its critical value, a local
disturbance in the evolution curves of torsor elements is noticed soon after every
half rotation.

3.3.2.2 Effect of parameters E and

According to the definition of the parameter E' in section 3.3.1, moving the axis
of rotation from (P, %) to the leading edge of the profile is equivalent to the
calculation of the control law by lengthening the chord or shortening the distance
R between the profile and axis of turbine. As seen in Figure 3.10, the solution
is very sensitive to the parameter E' due to the effect of curvature of the velocity
field in the reference frame T for the larger rotational velocities. For lower positive
values of E so that |sin 8 — E/2| < 1, the solution oscillates around a constant
value of 6, equal to sin™! (sin 3 — E//2) . The curvature of the velocity field results
in an increase (or a decrease if k > 0.5) of the angle between the apparent velocity,
carried by the tangent to the trajectory of the point P, and the profile. If the
parameter F is too high to impart sufficient effects on the profile to compensate
for the curvature of the velocity field, the case of [sin 5 — E/2| > 1 leads to such
a control that the profile is rotated about its axis (P, Z) at high velocity. As a
result, unsteady rotational effects maintain the circulation around the profile. On
the other hand, smaller values of F', say 0.4, increase the effect of profile sufficiently
to compensate for the curvature of velocity field where the flow can be considered
as quasi-stationary in the reference frame 7.

As per the definition of the circulation given by Equation 3.48, the parameter
[ conditions the circulation I" imposed on the profile. As shown in Equation 3.56,
the steady terms of the force expressions are explicit functions of the imposed
circulation I, therefore 3 is an influential parameter in the hydrodynamic analysis.
In addition, this plays an important role in the calculation of unsteady force and
moment terms. The critical tip-speed ratio Ay inversely varies with 3. Higher
values of f increase the circulation around the blade. In order to conserve the
circulation, the blade must be subject to higher rotational speed about point P
which increases the unsteady effects.

When A << 1, the flow is set around the profile which is at a constant incidence
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Figure 3.9: History of steady and unsteady components of force and moment
through three turbine rotations for different values of tip-speed ratio A\. These
calculations are based on a free-stream velocity Vy = 1 m/s, constant imposed
circulation corresponding to 5 = +45° and k = —0.5 for rotor radius of 0.3 m.
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Figure 3.10: Control law as a function of E for f=0.1 and A=5 (left), and as a
function of 8 for E=0.4 and A=5 (right) in reference T}

(0 + ). The resultant force is approximately —pVoT'jo. For tip-speed ratio A close
to the critical value Ag, both steady and unsteady terms are involved in the force
calculations with the later dominating at specific azimuthal locations. Figure 3.11
(a) shows the plot of moments per blade for two cycles for A = 0.9, in which the
jumps are noticed at a about 200°. However, the evolution of the moment is much
smoother for A > 1. Figure 3.11 (b) shows the resultant moment at the turbine’s
centre for different values of the circulation imposed around the blades for A = 2.
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Figure 3.11: Torque evolution as a function of imparted circulation to the blades
for Vo = 1 m/s. (a) Moment of a single blade at the centre of the turbine at A\g =
0.9, and (b) Resultant moment of 4 blades at A = 2
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3.4 Conclusion

The objective of this chapter was to examine whether potential flow conditions
could be applied to real flow situations in order to gain the advantage on ideal flow
behaviour with constant circulation. The irrotational flow over an arbitrary profile
was formulated using conformal mapping. A prospective potential flow application
on the basis of Couchet theory is involved in the development of a control law that
decides the blade pitching. Such a reduction of the flow problem comprised the
generalization of the Kutta-Joukowski condition for the profile’s motion. In this
chapter, the hydrodynamic forces and moment acting on the profile in ideal flow
conditions were calculated. In addition, the effect of tip-speed ratio A and design
parameters E and 8 on the blade’s performance was quantified. The application of
pitch control law in the real flow conditions is however limited due to viscous losses
and rotational effects, which are presented in Chapter 6. Before examining the
effectiveness of this blade pitch control using CFD studies, benchmarking analysis
of a classical Darrieus turbine with fixed blades is necessary. Chapter 4 and 5
will therefore present the numerical and experimental investigations of fixed blade
model respectively.
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4.1. INTRODUCTION

4.1 Introduction

The process of modeling a physical problem, creating an appropriate mesh and
solving the governing equations for an accurate solution is usually not straightfor-
ward. The computational solution is always the result of many assumptions and
compromises, involving the concepts of designing, discretization, fluid dynamics,
turbulence modeling etc... The hydrodynamic flow across a Darrieus turbine is one
such complex problem to solve and analyze since the flow phenomenon includes
unsteadiness and turbulence. A comprehensive investigation of the device perfor-
mance and a substantial enhancement in its power characteristics can be realized
with a good understanding of the exact flow mechanism. Apart from analytical
and experimental approaches, CFD has been an effective tool to predict the flow
physics in both research and industrial applications. Table 4.1 shows the list, not
exhaustive, of CFD studies performed by various researchers on flow analysis of
vertical axis water/wind turbine of Darrieus type. The purpose of this chapter is
to present a suitable CFD implementation methodology by splitting the process
into the three key themes: pre-processing, processing and post-processing.

4.2 Pre-processing

Pre-processing activities consists of creating the geometrical representation of Dar-
rieus hydroturbine and an appropriate spatial discretization for turbulence mod-
eling. Since the turbine model has straight blades, only 2D computations are
targeted by neglecting the three-dimensional relieving effects.

4.2.1 CAD model

The replication of real-time physics in the computational setting and quality of
numerical results fundamentally depend on the development of right CAD model
and mesh generation. The vertical axis turbine model for numerical simulations
consists of a four-blade rotor system with NACA 0015 profiles. Before developing
the CAD model, the hydrofoil shape study was performed which was important
to understand the hydrodynamic forces around the blade during the turbine’s
rotation. NACA 0015 profile is given by the NACA 4-digit equations reported
in Jacobs et al. (1933). Table 4.2 provides the basic design specifications of the
turbine model for numerical studies.

The solidity of the turbine o, as defined by the Equation 2.2, is equal to 0.533
for the base model. The size of the computational domain is in consistent with
the towing tank dimensions, which is used for the experiments. Also, the do-
main size ensured the complete flow development with no flow reversal during the
simulations.
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4.2. PRE-PROCESSING

Parameter Specification
Blade section NACA 0015
Chord length (L) 0.08 m
Number of blades (N) 4
Rotor diameter (D) 0.6 m

Table 4.2: Design specifications for Darrieus turbine

4.2.2 Meshing

The flexibility of the computational mesh structure is associated with the adapt-
ability and accuracy of the flow analysis system in order to evaluate the level
of geometrical complexity it can handle and the degree of control it offers over
the resolution of flow features (Baker et al., 2007). The primary function of the
computational grid is to fit the solution domain and decompose its volume into
sub-domains, called control volumes or cells, where the conservation equations are
solved. The continuous flow problem is thus discretized into numerous small prob-
lems. Anderson (1995) gave more details on the numerical implementation behind
the mesh generation.

4.2.2.1 Finite volume method

Star CCM+ uses finite volume method (FVM) where the numerical solver employs
a cell-centred finite volume method to evaluate the partial differential equations
based on control volume integration to compute the flow variables at cell-centroid
(Versteeg and Malalasekera, 1995). Though this process looks similar to finite dif-
ference method, FVM works well with both structured and unstructured meshes.
The FVM uses Gauss divergence theorem to convert the volume integrals into
surface integrals and hence the value from cell faces into cell surfaces. The dis-
cretization of conservation equations can be described by considering a transport
scalar variable ( whose unsteady conservation equation for an arbitrary control
volume v is given in an integral form:

8pc oo —
[ + f pCidA = f [VCdA + / Se.dv (4.1)

where p, 1, /—T, I'; and S; represent the fluid density, velocity vector, surface area
vector for the volume v, diffusion coefficient for { and source of { per unit volume
respectively. When applied Equation 4.1 to a finite cell whose volume is V with
number of enclosing faces Ny,ce, the discretized form of conservation equation

becomes
apc Nfc:ces Nfaces

SVt 2 priip Ay = 3 LN A+ 5 (42)
7 7
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where (y is the amount of ( convected through the face f, py(ri f./_l' 7 is the mass
flux through the face f. Here Ef = |/—Tf|ﬁf where |ﬂf| is the face area and 7i;
represents the unit normal vector ejecting outwards of the face f. While the values
of scalar property ( are stored at the cell centroid, Equation 4.2 required the face
centred values (y, which necessitates the interpolation of { from cell centre to faces.
These can be done by using 1st order scheme or 2nd order scheme. In First Order
Upwind (FOU) the values at cell faces are the averaged values with adjacent cell
centres and in Second Order Upwind (SOU), the values are the averaged with next
two cells. However, FOU method produces numerical diffusion as the discretized
equations are more diffused than the original equations and even more diffusion for
large gradients, while the SOU method gives a smooth solution with less numerical
diffusion with more time as it requires more cells in numerical calculations. Tu et
al. (2008) explained that FOU method converges faster than the SOU method,
but this analysis requires more accurate prediction of secondary flow and boundary
layer flow structures, where SOU is more useful. This will help to predict correct
flow properties in flow analysis for retrieving a solution.

4.2.2.2 Mesh structure

Mesh representations are classified as structured and unstructured grids depend-
ing on the regularity in cell connections. Simple and regular geometries can have
structured mesh while complex models have unstructured ones. Structured meshes
usually have the quadrilateral and hexahedral cells for 2D and 3D geometries re-
spectively, while triangular and tetrahedral cells are present in unstructured 2D
and 3D meshes. The structured meshes are usually space efficient and provide
quicker solution convergence and better resolution. On the other hand, the un-
structured meshes are space inefficient due to the need for an explicit storage of
neighbourhood connectivity. Another type is the "hybrid meshing’ which com-
prises the combination of structured and unstructured grid portions. Thompson
et al. (1997) discussed in detail the grids types in CFD applications. In the present
project, structured meshes are preferred due to relative simplicity in the geome-
try and anticipated CPU effort for a large number of computations. Figure 4.1
shows the typical structured mesh around the hydrofoil. The Chimera technique
used for mesh motion however makes the grid unstructured at the interface. Next
subsection provides more details on overset meshing.

4.2.2.3 Overset meshing

To incorporate the different geometrical features and their own particular motion
in the computational domain, meshing was performed using Chimera technique.
This is regarded as a part of Schwartz decomposition methods (Saad, 1996) as a
compound finite-volume grid which offers the regions overlapping and sliding over
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Tt

T
TTT LT TTT]

Figure 4.1: Structured mesh around the hydrofoil

each other within a common computational domain. Such technique uses Chimera
interpolation (Steger et al., 1983) and simplifies the simulation strategy to han-
dle relative motions between different regions, and flow over complex geometries
with dynamic motions. Ease in dealing with complex motions using Chimera tech-
nique can thus enable the system optimization process. Hadzic (2005) detailed the
overset meshing schemes used in Star CCM+-.

A recent literature is available on the CFD analysis of Darrieus turbines us-
ing Chimera meshes. The parametric studies of NREL Phase VI turbine by Li
et al. (2012) and Zahle et al. (2009), using overset meshes for incompressible
RANS solvers Ship-lowa and EllipSys3D, revealed the three-dimensional aerody-
namic effects. These results were in close comparison with the experimental ones.
In the study of Chow and Dam (2011), overset meshes were used to characterize
the geometric modifications of turbine blade and analyze the corresponding aero-
dynamics. Several scholars (Zhang et al., 2007; Noack and Boger, 2009; Quon and
Smith, 2015; Houzeaux et al., 2014 and Rolland et al., 2013) used Chimera meshes
to study the relative motions between the regions within the same flow domain. In
this study, O-type Chimera meshes m1, m2, m3 and m4 around respective blade
profiles were created to apply individual superposed motion to the blades in order
to simulate both the rotation of the turbine and blade-pitching within the com-
putational domain. The mesh representation is shown in Figure 4.2. Each of the
meshes around the hydrofoils was structurally meshed with 40x40 diametrical grid
points. The background rectangular mesh m5 consists of 575x375 cells in x- and y-
directions with a refined cylindrical zone that accommodates the four meshes, m1
- m4. The cell connectivity information between overset and background meshes
was obtained by implicit hole cutting scheme. Works of Chan et al. (2012), and
Lakshminarayan and Baeder (2010) provide more details on this.

When Chimera meshing is performed, one or more overset regions with indi-
vidual mesh specifications are created over the background region. An interface is
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Figure 4.2: Mesh visualization and sub-zones of computational domain. Near wall
modeling is shown in inset

Owerzet Cell Status

Active cells in
background mesh

Bl Acceptor cells
[ |Passive cells

. [l Active cells in
overset mesh

Figure 4.3: Overset cell status (left) and mesh workflow (right)

generally used to connect tightly these two regions to pass the numerical informa-
tion from each other during the computations with a negligible level of iteration
errors. When the simulations are run, the equations are solved only in the active
cells in the background and overset regions and the data is transferred to and fro
through acceptor cells at the interface by means of distance weighted interpola-
tion. Conservation equations are solved within the acceptor cells and passive cells
remain inactive except when the overset mesh moves (Tran et al., 2014; Swidan,
2013). The flux between the active and acceptor cells is computed the same way
as between two active cells. This entire scheme is identical to a single continuous
mesh, which prevents prolonged convergence duration for complex motion analysis.
Figure 4.3 shows the overset cell status and mesh work flow design.
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4.2.2.4 Basic validation

The meshing strategy implemented in current study is aimed to avoid bottlenecks
of conventional meshing processes around the moving bodies. At the same time, it
is important to profess that current meshing process is 'fit-for purpose’. Therefore,
a basic mesh validation is performed for the pressure coefficient plot around the
blade. Figure 4.4 shows the Cp-plot produced by overset and continuous meshes
at various angles of attack. It is clear that the overset meshes are as effective
as continuous mesh for the same near-wall resolution. This reveals the tightest
coupling between the background and moving regions through acceptor cells.

5 T T T T T T T T T
moa=0"
B o=30
B o=60°

o Qwerset mesh
— Continucus mesh

3 |
o 0.4 0z 03 0.4 0s 0 oy 0E [uk:] 1

xfc

Figure 4.4: Preliminary validation of overset mesh for pressure coefficient distri-
bution over the blade at three different azimuth positions

4.2.3 Boundary conditions

The boundary conditions for two-dimensional unsteady incompressible hydrody-
namic flow are similar to those applied by Biadgo et al. (2013). The set of
coordinate systems and boundary conditions are shown in Figure 4.5. In order
to achieve a unique solution, velocity inlet and static pressure outlet conditions
are specified for all of the computations presented in the next chapters. The inlet
boundary condition specification includes the velocity components and turbulence
parameters such as turbulence intensity Tu and eddy viscosity ratio p,/u, which
are used to calculate the kinetic energy k and its specific dissipation rate w when
two-equation turbulence models are used. A symmetry boundary condition is ap-
plied to top and bottom faces of the computational domain which create a mirror
effect for the flow. These two faces are thus constrained with no velocity and
scalar quantity gradients normal to the boundary. Wall specification is given to
the blades where no-slip condition prevails at all times to ensure the real flow
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across the rotor. Furthermore, a set of realistic backflow conditions is also spec-
ified to minimize the convergence difficulties in order to increase the robustness
of calculation and prevent the back flow which does destabilize the computational

code.
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Figure 4.5: Schematic of boundary conditions and coordinate systems

4.3 Processing

4.3.1 Solver algorithm

The set of equations solved in this study are the mass and momentum conservation
equations. No energy equation is considered since there is no heat transfer involved.
All simulations are performed with unsteady state segregated, implicit solver for-
mulation. This formulation employs a pressure correction scheme, whereby the
momentum equations are solved sequentially for the velocity components using
the best available estimate for the pressure distribution. Subsequently, the pres-
sure correction is calculated from a derived Poisson equation and the process is
repeated until the continuity equation is satisfied. The pressure correction scheme
uses SIMPLE (Semi-Implicit Method for Pressure-Linked Equations) algorithm
for the simulations. This algorithm provides necessary coupling between the cal-
culated velocity field and the pressure field for segregated solution of the conserva-
tion equations. In addition, the bounded-central scheme employed by Star CCM+
solver is adapted in computations using polyhedral meshes.
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4.3.2 Turbulence modeling and closure

Turbulence is inherently a three-dimensional phenomenon, characterized by ran-
dom fluctuations of flow parameters, unsteadiness, unpredictability, coherent struc-
tures called ’eddies’, and broad spectrum of length and velocity scales. These
scales, which describe the dissipation of the turbulent kinetic energy k, play an
important role in distinguishing the turbulence intensity T'u in the flow. These
two parameters are defined as

k= S+ 4 ) (4.3)
(3k)'2
Tu= -3 (4.4)
Uref

where v/, v" and w' are the fluctuating velocity components and U, is the reference
velocity. The assumption of isotropic turbulence implies 42 = v”2 = w2 so that

,qu

Ure_f

which is identical to the RMS value of a fluctuating velocity component.

(4.5)

Tut‘so =

The transfer of kinetic energy from the mean flow to turbulent structures is
primarily associated with these scales of eddies. This energy transfer is directed
towards the smallest scales, called ’Kolmogorov microscales’, where the Reynolds
number is unity that causes viscous dissipation of the turbulent kinetic energy.

Turbulent flow analysis of marine energy systems is not a new problem. Masters
et al. (2012) coupled blade element momentum with k — e turbulence model
to assess the marine turbine’s performance under various operating conditions.
Shives and Crawford (2014) attempted to predict the wake characteristics and
power output more accurately in case of marine turbine farms by limiting the
eddy-viscosity in close proximity to the turbine rotor to reduce the initial mixing
rate. They also added a turbulence source terms while modeling the near-wake
region. As compared with the experimental analysis, this additional modification
caused an under-prediction of turbulence when the vortices break-down. Gant
and Stallard (2008) studied the wake behaviour of marine turbines using URANS
models and compared the device performance with the steady flow conditions.

4.3.2.1 Mathematical background

On a general note, the mathematical illustration of turbulence modeling com-
mences with the notion of Reynolds decomposition, which defines any instanta-
neous flow variable ( as

(=(+¢ (4.6)
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where ¢ and ¢’ are the mean and fluctuating components respectively. The mean
component is obtained from

= é / M it (4.7)

The importance of choosing the right time interval At is worth noting. Theoretical
idea of At — oo is not possible in practice. For steady flows, accurate results can
be obtained with At greater than the time scales of largest eddies. However,
unsteady flows require At,s smaller than the time scales associated with the tran-
sient behaviour of the mean flow. Sengupta (2012) and Wilcox (1998) noted the
difference between the magnitudes of Aty and Aty as of several orders.

When the Equations 4.6 and 4.7 are invoked in the time-averaged conservation
equations,; the Reynolds Averaged Navier-Stokes (RANS) equations are obtained
which are defined as

V.U=0

DU 0 ——
—— 4+ p—(uu)=-VP U
T + p@a:j (uju}) VP +uV

(4.8)

Compared to general conservation equations, Equation 4.8 introduces a new stress

tensor wjuj, called Reynolds stresses. This distinguishes the turbulence modeling

from mean flow formulation. Rewriting the momentum equation as

DU
pﬁ = —VP + V.Tij (49)
where oU.  8U
= (L Ty g 4.10

This means that any real fluid flow experiences 6 additional stress components.
Three of them are shear stresses, given by

T T = —pu'v T

zy — Tyz Tz

ZzZT

and remaining are normal components, defined as

Too = —pU? Ty =—p? T = —pu? (4.12)

Since the shear stresses in Equation 4.11 depend on the correlation between
two perpendicular components, they may be zero when the velocity fluctuations
are independent. The normal components in Equation 4.12 have however non-zero
values as they are the functions of squared velocity fluctuations. Turbulent flows
typically have the turbulent shear stresses greater than viscous stresses due to
coherent structure of turbulent eddies.

The RANS formulation used for modeling the turbulent flows complexifies the
Navier-Stokes equations due to six additional unknown quantities, which exhibit
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the concern about closure problem. New governing equations for the Reynolds
stresses can be framed in order to close the problem. Another approach is to
use eddy viscosity models, which is related to flow gradients. Based on these two
methods, numerous turbulence models are available in CFD engineering. Although
the fundamental governing equations are identical for all the models, additional
variables appear due to the presence of turbulence that can be modeled with
various models. Out of numerous turbulence models provided by Star CCM+, one-
equation and two-equation models which are basically eddy viscosity models, are
tried to choose the best suitable for low Reynolds number water turbine modeling.
Following sections describe these turbulence models in detail.

4.3.2.2 Spalart-Allmaras model

This is a simple one equation model which solves the modeled transport equation
for the turbulent viscosity p;. It does not require the calculation of length scale
related to local shear layer thickness. The transport equation for the Spalart-
Allmaras model for the transport variable ( , is given by

0 o o ) ¢\ 2

J J J

— Y.+ 5

(4.13)
where G¢ and Y; are the generation and destruction terms of turbulent viscosity
respectively due to wall blocking and viscous damping. S; is the user-defined
source term. The default model constants are given by

i = 0.1355, Cyy = 0.622, 0 = 2/3,Cyy = 7.1
% n 1+ Che

Cw] — ﬁ2 ?Cw2 — 0.3’ Cws — 2.0

0¢
The turbulent viscosity p; is computed from the equation

pe = pC fur (4.14)

where f,; is the viscous damping function.

4.3.2.3 Standard k£ — € model

This is a semi-empirical model and known for robustness, reasonable accuracy and
economy. Standard k — € model solves the following transport equations for the
variables turbulent kinetic energy k and its dissipation rate e.

ot Ox; Ox o/ Ox;

0 0 0 ok
= (k) + (pku;) = —— l(# + &) —l +Gr+ Gy — pe — Yy + S (4.15)
J J
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PR

(4.16)

where G} and G represent the generation of turbulent kinetic energy due to mean

0 0 0 pe\ Oe €
gt P9 + g, Pew) = 5 K’“ * ae) a:r:j]  Creg (Gt CseGi) = Capp

velocity gradients and buoyancy respectively. Y), is the contribution of fluctuating
dilatation in compressible turbulence to the overall dissipation rate. The eddy

viscosity p; is computed from
L2

pe = pCy - (4.17)
Here, C,, is a model constant whose value is 0.09 by default. Other model constants
are

Chre = 1.44, Coe = 192,01, = 1.0, 0, = 1.3

S;. and S, are the user defined source terms.

4.3.2.4 Wilcox k£ —w model

While using the two-equation turbulence models, first equation uses the turbulent
kinetic energy k as a variable, but there is a huge variety in selecting a variable
for the second equation (Kolmogorov, 1942; Prandtl, 1945). After the use of
dissipation rate of turbulent kinetic energy €, the next widely-used variable is the
specific dissipation rate of k, denoted by w. This model introduced by Wilcox
(1988, 1993) incorporates the modifications for low Reynolds number effects and
shear flow spreading. This feature makes the k—w model suitable for wall-bounded
flows and free-shear flows.

4.3.2.5 BSL k — w model

After the evaluation of complementary strengths and weaknesses of different two-
equation models, Menter (1993, 1994) came up with a practical hybrid model.
This uses Wilcox’s k — w model within the boundary layer and a transformation
of the k — € model into a £ — w model, characterized by € = Szkw outside of the
boundary layer. Apart from the dissimilar model constants, the major difference
between the conventional Wilcox and hybrid models is the inclusion of additional
cross-diffusion term in the later for w formulation. The new model equations for
k and w are derived by adding the Wilcox k£ — w equations times a function F}
and the transformed k — € times 1 — F}. The function F}) is one in the viscous
sub-layer and zero outside of the boundary layer. The blending takes place in the
wake region of the boundary layer.

4.3.2.6 Shear Stress Transport (SST) k —w model

The shear stress transport (SST) model incorporates the BSL turbulence model
with the addition of a function to limit the turbulent shear stress (Menter, 1994).
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The transport equations for SST k — w model are

0 0 0 ok

E(Pk‘) + 8—3:3-(’9;6%) =~ oz, (Fka—%) + Gk — Yk + Sk (4.18)
0 0 0 Ow
a(p&)) + a_’,{,',i (pwui) = 8—% (Fﬁ‘_,a—%) + Gw — Yw + Dw + Sw (419)

where Gy and G, are the generation terms of turbulent kinetic energy and its
specific dissipation rate respectively. I'x and I, are the effective diffusivity of
k and w, and Y, and Y, are the respective dissipation terms of k and w due to
turbulence. D, is the cross-diffusive term, and the user-defined sources are denoted

by Sk and S,,.

The origins of this model lie in the observation that when applied to bound-
ary layer problems, one of the major differences between eddy-viscosity and full
Reynolds stress models is that the latter account for the effect of the transport of
the principal turbulent shear stress 7, = — pu'v'. The importance of modelling
such an effect has been demonstrated by the success of the Johnson-King (JK)
model. The JK model is a transport equation for the turbulent shear stress that
is based on Bradshaw’s assumption that the shear stress in a boundary layer is
proportional to the turbulent kinetic energy

o, = ParK (4.20)

T

where a; is a constant. By comparison, in two-equation models, the shear stress
is calculated from the Boussinesq assumption

’ . 6%;’
T:.c‘:mj - #’t 63}'3

(4.21)
As described by Menter (1992), this can be written as

, productiony,
. =P ————ark 4.22
Tauy pV dissipation;, o (4.22)

where

ou; \’
productiony, = 241,5;;.5: = |1t (a_u) (4.23)
L

As noted by Driver (cited by Menter, 1994), the production term is much
greater than the dissipation term in the boundary layer flows with adverse pressure
gradients. Therefore, Equation 4.21 overpredicts 7 compared to Equation 4.20.
When the production is equal to dissipation, these two equation become similar if

72



CHAPTER 4. FIXED BLADE MODEL: CFD ANALYSIS

4.3.3 Solution methods

Throughout the project, 2nd order upwind scheme was used to calculate fluid flow
properties. Moreover the 2nd order upwind scheme is also used to evaluate the
turbulent values of kinetic energy and dissipation rate. In the first order upwind
technique, scalar properties at current cell faces are derived from the upstream cell
values from the previous iteration.

Upwind Scheme is a technique which uses upstream values to calculate the
current cell values. Similarly second order upwinding method uses the cell values
of two adjacent cells to compute the face value of current cell.

4.3.4 Solution controls

Numerical methods used to solve the governing equations for the fluid flow most
often employ one or more iteration procedures. By their nature, iterative solution
methods require a convergence criterion that is used to decide when the iterations
can be terminated. In many cases, iteration methods are supplemented with re-
laxation techniques. The criteria depend on specifications of the problem being
solved and may change during the evolution of problem.

The selected criteria also depend on the numerical formulation. Star CCM+
solver has the under relaxation factors to control the effect of previous iteration
on current iteration. The relationship between the under-relaxation factor y, the
scalar value ¢ and resulting change in the scalar value A( is given by

C = Cold + XAC (4.24)

Table 4.3 shows the list of under-relaxation factors by default. Since no divergence
issues arose, these default values were left unchanged throughout the computa-
tional work.

Parameter Under-relaxation factor
Velocity 0.8
Pressure 0.2
Turbulence intensity 0.8
Turbulence viscosity 1

Table 4.3: Under-relaxation factors used in the computations

4.3.5 Temporal disretization

Any flow problem can be solved in steady or unsteady formulations. A steady
condition can be applied when the flow structures remain constant in time. In
unsteady conditions, flow variables change temporally which requires a special
treatment while solving the problem computationally. Due to the unsteady nature
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of the flow patterns around the Darrieus hydroturbine, only transient simulations
are performed throughout the project.

In transient computations, the conservation equations are discretized in both
space and time. The temporal discretization involves the integration of each term

in the differential equations over a given time-step At.

The time evolution of a variable ( is given by
o
ot

where the function F' incorporates any spatial discretization. Using forward dif-

F(C) (4.25)

ferences, the first and second-order accurate temporal discretization are given as

Cn+1 o Cn B 1
—F— = P (4.26)

and gent _ gn 4 enet
n+1 noy (e
= F(¢™! 4.27
e (™) (1.27)
where n is the value at the current time level (¢), n+ 1 the value at the next time
level (t + At), and n — 1 the value at the previous time level (¢ — At). Depending

on which level of accuracy is chosen, the Equation 4.26 or 4.27 is solved iteratively

at each time level for ("' which is called implicit time integration.

The time-step, At, applied for the time-marching is the determining parameter
of stability and convergence of the solution. The Courant-Friedrichs-Levy C'FL
criterion states the following stability condition

Uy,

CFL=At) <1 (4.28)

i

where CF'L is the Courant number, Az; the length interval (eg. of the cell), and
Uy, the velocity in z;-direction. While the C'F'L condition is a requirement for
explicit schemes, this is not the case for implicit schemes. However, it provides a
suitable first estimate for the time-step. Equation 4.28 states that At < Az;/u,,.
As the local flow velocities in flowfield are not known a priori, a range of time-steps
need to be employed in order to find the appropriate value in terms of convergence
and computational efficiency.

In implicit formulation, there is no criterion for the solution stability for deter-
mining the time-step size At. In order to predict the time-dependent flow processes
accurately, it is however important to set a suitable value for At. In the present
computations, At is chosen such that the number of inner iterations per time step
would ensure solution convergence as the flow time proceeds. A typical transient
flow problem has a quicker start-up which rapidly decays further. A smaller At
is therefore chosen initially which can gradually be increased for further flow time
steps. Convective cell Courant number within the solution domain is a measure

74



CHAPTER 4. FIXED BLADE MODEL: CFD ANALYSIS

to check if the time-step size is appropriate or not. Figure 4.6 shows that the cell
Courant number is less than 1 for major portion of the domain while it is less than

10 in more sensitive regions around the blades which is acceptable (Vahdati et al.,
1992).

Figure 4.6: Cell convective Courant number

4.3.6 Computational considerations

The complexity of the physics involved in the simulation and size of the computa-
tional domain invoked the use of the Windows based 5 eight-core cluster located
at Institut PPRIME in ENSMA. This cluster was operated from a local system
which has an 8 GB system memory and 3GHz processing speed. Each computation
was performed on a specific server. Due to the expected transient behaviour of the
CFD solution within the first half of the turbine’s rotation, the solution for the first
rotation cycle was not taken into consideration. Following the significant differ-
ences in the flow fields, transition to the complete flow development was identified
after the first rotation cycle is completed. Although these differences in the flow
field development were found negligible during the second rotation of the turbine,
only the flow solution corresponding to the third rotation cycle is considered for
all of the cases to ensure sufficient development of the wake zone downstream of
the turbine.

4.4 Post-processing

During the solution process, the residuals of computation and the evolution of the
flow parameters such as blade loading with respect to iteration / flow time are
plotted to assess the convergence behaviour. Once the solution is converged, the
last data set consisting of the information about the velocity and pressure at each
mesh node is stored as the final solution. In order to interpret the computational
findings, the entire data must be reduced to an intelligible size, which enables criti-
cal analyzes of different simulations and comparison with external data. Following
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types of post-processing are used along the turbine’s cycle during the computa-
tional studies.

e Solution file of last computation to resume the process if necessary

Hydrodynamic loading on the blades

Pressure distribution on the blades

Contour plots (pressure, velocity, vorticity etc ...)

Vector plots

Streamline plots

Composed scenes that show more than one of the above in a single figure

In addition to direct retrieval of various vector and contour plots, and force
data from the solver output for standard visualization, additional post-processing
techniques are required to present the performance data and visualization of ad-
vanced flow parameters. The calculation of turbine’s performance parameters such
as torque and coefficient of power (COP) are calculated from the hydrodynamic
load distribution over the blades for one complete cycle. The calculated COP val-
ues, as key indicator of performance and design improvement, are further used to
develop response surfaces for different models and operating conditions.

In spite of strong capabilities of any commercial CFD package in processing
and presenting the output data in a customized manner, it is generally necessary
to extract the field data of different flow variables from the solution domain us-
ing an external post-processing tool. This is particularly important in calculating
advanced parameters to have an enhanced physical understanding. One such pa-
rameter is (Q-criterion which identifies coherent vortical structures within the flow
field. Tecplot is used as a common visualization platform for both computational
and experimental results. Also, additional images and plots were obtained using
Matlab for comparing the results of theoretical, numerical and experimental data.

4.5 Fidelity and adequacy of numerical models

Existence of several numerical models and their adaptable suitability to a spe-
cific flow problem opens the doors for uncertain or sometimes wrong results. It
is therefore necessary to examine the selected models, particularly mesh type and
turbulence model, based on their fidelity and adequacy. As discussed in section 4.2,
Chimera technique is a realistic option for spatial discretization in order to incor-
porate multiple motions in the domain. While alleviating the drawbacks of sliding
interface for simulating the relative motion between different regions, Chimera
grids offer its suitability for high fidelity moving mesh computations (Zagaris et
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al., 2010; Gerolymo et al., 2002). However there is a functional requirement for ef-
ficient inter-grid connectivity between the moving and non-moving regions, which
considerably increases the simulation memory as well as computational cost. Also,
weak interface causes solution instabilities.

While the availability of numerous grid schemes to discretize the flow domain
create a wider scope for meshing possibilities, this also leads to a little confusion
in choosing the right mesh topology. A critical evaluation of solver’s capabilities
and sensitivities is therefore necessary for selecting the best suitable mesh type.
Baker (2005) provided a basic understanding of different mesh types for their ease
of use and viscous accuracy. From Figure 4.7, it is clear that better accuracy
in viscous flow modeling demands increasing efforts in handling the mesh. The
structured multiblock grids are known to produce the most accurate results at
higher difficulty while the case is reverse with simple Cartesian grids. On a com-
promise, the structured overset meshes bring a acceptable accuracy at manageable
grid complexity which is a key trait in simulating the large flow domains.
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Figure 4.7: Dependence of computational effort on the mesh type (Baker, 2005)

Misconceptions about discretization such as fine meshes with coarse time steps
or coarse meshes with fine time steps, were avoided to prevent poor quality results.
Numerical errors due to iterative procedures, spatial and temporal discretization
etc ... were properly handled and uncertainty analysis was taken into consideration.

Complexity in the physics of achieving specific objectives such as vortex shed-
ding from the blades raises more concern about the definition of boundary condi-
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tions and the selection of right solver. This is evident from the work of Schmidt
and Thiele (2002) in which the performance of various turbulence models were
assessed to simulate the flow over wall-mounted cubes. Several scholars described
the unsatisfactory performance of RANS modeling due to number of options avail-
able that would go wrong unless they are properly managed. The capabilities
of SST k — w were deeply understood by the author in efficiently analysing par-
tially separated flows. To my experience, there is a dramatic difference between
k — € and k — w models in predicting the effective viscosity distributions, which
is one of the key parameters in this project. Although this might not influence
the overall analysis to a larger extent, one may lose the confidence in the adapted
methodology.

The reason why k& — w model is considered superior to k& — € model is that
the former doesn’t need wall damping functions when it is applied throughout the
boundary layer. Wilcox (1998) noted the advantage of implementing k — w model
over k — € in case of wall bounded flows where adverse pressure gradients prevail.
However, a precise specification of the specific dissipation rate of turbulent kinetic
energy for the free-stream flow is necessary for k—w model. Although an arbitrary
value can be assumed for w, there is a serious dependency of solution accuracy on
the input value of w (Menter, 1992).

One of the major contributions of SST k& — w model to increase the trust on
the computational results, particularly for low Reynolds number flows, is that the
model with the best near wall treatment can reflexively switch from wall function
approach to low-Reynolds number scheme depending on the grid spacing which
usually provides improved performance compared to other RANS models. Al-
though some scholars (Lutum and Cottier, 2011; Ravi et al., 2013) argued that
SST k — w tends to predict excessive and early transition, the model is more suit-
able for complex boundary layer flows with flow separation under adverse pressure
gradient. To the end of numerical stability, shear stress transport model is bet-
ter than others as it does employ viscous damping functions but straightforward
Dirichlet boundary conditions. All these considerations made SST k£ — w model
a workhorse for the present project. In Chapter 5, the strengths and drawbacks
of these numerical models will be visually described through the validation, which
will make firm comments on their applicability and limitations in real problems.

4.6 Mesh independence study

In order to establish better accuracy in computations, mesh dependency is inves-
tigated for specifics of solution domain such as instantaneous torque value and
the number of cells in each flow region. As the size of computational domain is
concerned, the focus is primarily directed to the number of cells and nodes. To
examine the mesh independence issues, the simulation results of torque evolution
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for one blade for one complete cycle are considered. Figure 4.8 compares the per-
formance of three different meshes, whose statistics are furnished in Table 4.4.
The results obtained from all of the three meshes are similar for azimuth position
a € [0°,110°). There is a vortex shedding from the blade as the blade is about to
commence its second quadrant of rotation and blade-vortex interaction during its
travel in the third quadrant. These physical phenomena are reflected in the mesh
independence study for a € [110°,300°]. The coarser resolution (Mesh 1) has failed
in capturing the vortex shedding while Mesh 2 and 3 have successfully resolved
this. With due consideration of CPU effort needed for highly refined meshes, this
study continued with the fine’ mesh (Mesh 2).

40

s Mesh 1 (coarse)

/‘: """"" Mesh 2 (fine)
0r /f N Mesh 3 (finer)
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Figure 4.8: Mesh independence study for a velocity V5 = 1 m/s and tip-speed ratio
A=2

Cells in each overset region  Cells in background region

Mesh 1 26902 284046
Mesh 2 29657 320985
Mesh 3 33235 361083

Table 4.4: Statistics of different meshes

4.7 Benchmarking

The importance of benchmarking studies in CFD analysis and validation was iden-
tified by laccarino (2001). In the present study, a classical Darrieus turbine with
fixed blades is examined using moving meshes. These results are later compared
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Tip-speed ratio (A) Free-stream velocity (V;)

15 1.0, 1.5, 2.0, 2.5, 3.0
2.0 1.0, 1.5, 2.0, 2.5, 3.0
25 1.0, 1.5, 2.0, 2.5, 3.0
3.0 1.0, 1.5, 2.0, 2.5, 3.0
35 1.0, 1.5, 2.0, 2.5, 3.0

Table 4.5: CFD test matrix for benchmarking studies

with pitching blades for global quantitative results as well as flow fields across the
turbine for different azimuth positions. Table 4.5 provides the analysis matrix of
operating conditions for which the benchmarking studies were performed. The
baseline case consists of tip-speed ratio A=2 and free-stream velocity V5 = 1 m/s.

CFD predictions of the torque evolution of a single blade as it travels around
the azimuth for a free stream velocity of 1 m/s over a range of tip-speed ratios
are shown in Figure 4.9(a). The blade kinematics provides the information about
the blade’s local incidence with respect to the incident velocity which is the key in
calculating the torque. Positive torque represents the power extraction resulting in
propulsion from the flow and negative results in power loss. If the blade’s motion
and the tangential hydrodynamic force experienced by the blade are in the same
direction, then the torque will be positive, otherwise torque will be negative which
will lead to power lost to the flow. It is interesting to notice that most propulsive
and power loss features are attributed to the front half of the blade’s rotation
(0° < a < 180°) while the rear half is comparatively silent in torque fluctuations.
One can see the decreasing trend in torque evolution in the rear half of the cycle
as the tip-speed ratio A increases. The product of instantaneous torque 1" acting
on the blade and rotational velocity of the device w gives the power P produced by
the blade at a given instant. With swept area A of the device and fluid density p
being known, the Coefficient of Power COP is then calculated using the Equation
2.11.

4.7.1 Effect of tip-speed ratio A

One of the most influential parameters in designing any rotating machine is the tip-
speed ratio A whose effect is critical in identifying the optimal operating conditions
to obtain the maximum performance. Recalling the illustration of power output
of the turbine in a confined flow as presented in section 2.5, the corrected COPs
here are calculated from

COPoorrected - (1 - b)Q-COPcalcutated (429)

where b is the blockage ratio. Since all of the CFD studies are performed in a
2D domain with a width of 1.6m, the corresponding blockage ratio b is equal to
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0.375. Figure 4.9(b) shows the corrected COP plots of the device for different
velocities. The optimal value for tip-speed ratio A, was found to be 2.5 beyond
which the performance characteristics deteriorate. The mean torque proportionally
increases with tip-speed ratio A and reaches the maximum at A = 2.5 and then falls
down. In the limiting cases (vanishing or infinite A), the turbine will rotate just
neutrally without producing energy. The COP curve on the left side of the peak
is controlled by the blade stall, which is associated with low values of A and high
values of relative incidence. These results are consistent with the studies of Ionescu
(2014), Malaul and Dumitrescu (2014), Gosselin et al. (2013) and Samaraweera
(2010). On the other hand, relative incidence decreases on the right side of the
peak which leads to lower power output. Reynolds effect is not very significant for
the classical Darrieus case. The shape of the COP-\ curve is mainly dependent on
the hydrofoil’s design and solidity o of the turbine (Bryden et al., 1998). These
results are consistent with the turbines of similar o studied by lonescu et al. (2014).
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Figure 4.9: CFD analysis of classical Darrieus turbine with fixed blades. Instan-
taneous torque plot for a single blade for a complete cycle (left), and Corrected
COP vs tip speed ratio A (right)

4.7.2 Flow field visualization

Before understanding the complete picture of the hydrodynamic forces experienced
by the blades at different azimuth position, it is necessary to observe the velocity
fields around the blades. This is conveniently obtained from CFD computations.
For the sake of understanding, the blade azimuth position « is discriminated from
the global azimuth position of the turbine W. Figure 4.10 shows the difference
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between these two variables. « is related to the location of an individual blade
with respect to the reference axes while ¥ describes the angular positioning of the
turbine as a whole relative to the reference axes.

0'.:4%” Xﬂlsﬂ

£\

w

y=45°
a=135° .. 4 a=225°

Figure 4.10: Illustration of blade azimuth position a and global azimuth position
of turbine ¥

Figure 4.11 portrays the computationally predicted instantaneous velocity vec-
tors across the turbine when the global azimuth position ¥ corresponds to 0°.
Momentum loss due to power extraction downstream of the turbine is evident.
Figure 4.12 shows the instantaneous normalized velocity components plotted at
different horizontal distances, both upstream and downstream, from the turbine’s
centre. While the velocity profile is flat at 2R (=0.6 m) ahead of the turbine, con-
siderable fluctuations are observed within the rotor and downstream. Variation
in the velocity components is not observed at a distance 2R ahead of the turbine,
while the Y-range of [-2R, 2R] is critical with considerable fluctuations. It means
that a large portion of velocity variations is concentrated within 1 m diameter
around the turbine’s centre, for a given diameter of 0.6 m and a tip-speed ratio
A = 2 and free-stream velocity Vo = 1 m/s. There is a serious drop in X-velocity
as the flow enters and progresses the turbine’s region. This results in a very low
impact velocity in X-direction of the flow onto the blade at a = 270° for X = R.
From Figures 4.11 and 4.12, it is concluded that the X-velocity almost remains
unchanged as the flow passes from the centre to the rear half of the turbine, which
is consistent with the torque extraction depicted in Figure 4.9(a). On the other
hand, the turbine’s angular motion in counter-clockwise rotation attempts to devi-
ate the flow upwards which contributes to a more pulsating Y-velocity component.
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Figure 4.11: Instantaneous velocity vectors around a 2D Darrieus turbine with
fixed blades for a tip-speed ratio A=2 and free-stream velocity V,=1 m/s
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Figure 4.12: Normalized velocity components in X (top) and Y (bottom) directions
across the turbine at various azimuth positions of the blade

4.7.3 Torque extraction

With the information available from the velocity fields, the forces experienced by
the blade can be scrutinized as the blade positioning during the turbine rotation
is associated with varying angles of attack. Figure 4.13 assists with pressure coef-
ficient contour plot, superimposed by streamlines at a global azimuth position ¥
of 0°. For A = 2 and V; = 1 m/s, the actual apparent velocity deviates from the
theoretical kinematics, resulting in low values of both lift and drag, and slightly
negative torque. Power output increases as the blade passes through the frontal
half of turbine’s cycle. Most interestingly, 90° azimuth location of the blade corre-
sponding to half way down the frontal half is associated with the maximum power
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Figure 4.13: Hydrodynamic analysis of torque extraction from the turbine using
the computational pressure field with streamlines superimposed when the turbine

is at an azimuth position ¥ equal to 0°

output due to its large apparent incidence. The blade profile at quarter cycle
location experiences a huge pressure differential between both of its sides; high
pressure region on left and low pressure zone on right side. Further moving down,
the blade at a = 180° provides almost no power and this trend continues through
the rear half of the cycle with negligible jumps. The flow fields across the turbine
when W is equal to 30° and 60° is presented in Figure 4.14 allowing to complete the
observations made at ¥ = 0°. The consistent increase in the streamtube expansion
over this area is materialized by a distributed pattern of streamlines, associated

with inherent power loss.

4.7.4 Vorticity field around the blade

One of the objectives of this study is to understand the vorticity distribution
and reduce the vortex shedding from the blade. A careful examination is carried
out to characterize the vorticity fields around the blade and possible blade-vortex
interaction (BVI). Since the vorticity field around the blade is insignificant for o €
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Figure 4.14: CFD predictions of flow patterns during the turbine’s operation with
a tip-speed ratio A = 2 and free-stream velocity V; = 1 m/s at different global
azimuthal positions ¥

[270, 90], the present discussion is confined to a = 90°—270°. The complete vortex
shedding process and interaction between the blade and vortex are manifested in
Figure 4.15 for a tip-speed ratio A of 2 and free-stream velocity Vy =1.5 m/s.
The BVI is not necessarily to be with either leading edge vortex or trailing edge
vortex. For instance, in the present case, the leading edge vortex is released
at about a = 154° and is later interacted by the same blade in the following
rotation whereas the trailing edge vortex released half a cycle earlier is interacted
by the following blade. When the turbine rotates at higher speeds, corresponding
to larger values of tip-speed ratio A, the wake developed by the blade convects
downstream relatively slowly while the following blade can quickly catch-up these
flow structures and therefore strong blade-vortex interaction will be more likely to
generate unsteady vortices. There is a possible impact of blade-vortex interaction
on the strength of the vortex developed in the next portion of cycle and on the
global fluid dynamic loading on the blade. The fluid interaction with the vortex
shedding from the blade can lead to localized flow perturbations in the blade
incidence due to influenced hydrodynamic loading on it.
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Azimuth

position Vorticity contour Comments

a small vortex is started on the low-
pressure side. No vortex is shed from

the blade.

Flow is attached to the profile, although
a = 93.4° @

Vortex grows bigger and is about to de-

_ 0
a=123.5 tach from the profile.

Vortex expansion on the low pressure
zone takes place as the blade heads to
hit the vortex released by the preceding
blade.

a = 153.5°

Complexity in the flow characteristics
due to large turbulence scales increases
as there is a vortex-vortex interaction.
At higher tip-speed ratios, these strong
unsteady vortex structures diffuse slowly
compared to the turbine’s rotation and
catch up the following blade.

o = 183.6°

Blade penetrates into the vortex which
results in an impulsive change in the hy-
drodynamic loading of the blade.

a=213.7°

Blade-vortex interaction is ending, re-
sulting vortex is left behind the blade.
Progressive reattachment of the flow
over the blade is evident. Another
weak vortex detaches from leading edge,
which does not survive for a long time.

o = 243.8°

Flow is completely reattached with neg-

_ 0
a=273.9 ligible perturbations.

Vorticity. Magnitude (/s)
10. 68. 126. 184, 242, 300.

Figure 4.15: Vortex shedding and blade-vortex interaction in case of Darrieus
turbine with fixed blades at A=2 and Vp=1.5 m/s
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4.8 Parametric analysis

4.8.1 Effect of free-stream velocity V}
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Figure 4.16: Effect of free-stream velocity Vi on the turbine’s coefficient of power

COP

Figure 4.16 (a) shows the azimuthal variation of power coefficient COP with
the free-stream velocity V; for a single blade for one complete cycle. Although
the global trend of torque throughout the azimuth seems invariable, the peaks of
the COP curve explicitly change with respect to Vj. It is obvious that the power
extraction capacity during the front half of the cycle proportionally increases with
Vo due to higher relative incidence of the blade while no significant effect on the
rear half of cycle is evident because low relative incidence of the blade. It is
observed from Figure 4.16 (b) that the maximum achievable coefficient of power
increases with increasing V;,. It is interesting to notice that the rate of increase in
coefficient of power decreases with the increase in Vj.

Effect of free-stream velocity Vp on the flow pattern around the turbine rotor
is presented in Figure 4.17 through the CFD predicted pressure contours with
streamlines. All of the images correspond to the rotor’s position at a global azimuth
position ¥ = 0°. Three major observations are made. The first observation is
concerned about the local flow field around the blade. Although the rotational
motion of the turbine is reflected in the flow field through the slight deviation of
streamlines, the blade at the azimuth position a = 0° seems well-aligned with the
incoming flow. Dissimilarity in the pressure contours are highlighted at o = 90°
where the pressure on the upper surface of the blade boosts-up as Vj increases.
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.....

dA=2,Vy=15m/s (e) A=2,V,=2.0m/s (f) A=2,V,=2.5m/s

Figure 4.17: Effect of Reynolds number on the flow across the turbine

This means that the blade at this location is capable of producing higher lift force.
This is also the reason for extracting the largest amount of power during the
front-half of the cycle. At a = 1807, the pressure variations on the blade’s upper
surface keep increasing with local Reynolds number while no significant effects are
observed at a = 270°.

Looking at the streamline orientation within the rotor, it is clearly affected by
the changes in V). The streamlines downstream of the rotor are largely influenced
for Vj less than 1 m/s (i.e. for the first three cases), while little impact is seen for
Vo greater than 1 m/s. Finally, as expected, there is a clear magnification of scalar
contours. Also, the marker distance on the streamlines is proportionally increased
with Vp. Apart from these expected and consistent changes in the flow field across
the rotor with free-stream velocity, there is no fundamental disparity in the flow
physics which concludes that it is possible to scale the experimental results of low
Reynolds number flows around the turbine to full-scale analysis.

4.8.2 Effect of solidity o

One of the major operational problems with the Darrieus turbines, weather it is in
wind or tidal applications, is the vibration of the device due to cyclic loading on
the blades exerted by the fluid flow. Although the vibrations due to imbalanced
designing can be fixed during the manufacturing process, the loading behaviour
of tangential and radial forces on the blades is difficult to control. When the
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rotational speed of the turbine is controlled to exploit the maximum power, the
device gets excited. Generally, the normal force component plays the major role
in this phenomenon. As shown in Figure 4.18, helical blades can distribute the
cyclic loading to some extent. But the penalty is higher manufacturing costs.
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Figure 4.18: Instantaneous torque coefficient with straight and helical blades
(Alaimo et al., 2015)

The role of solidity ¢ of the turbine is noteworthy regarding the vibrations as
well as the overall performance. High solidities would result in relatively lower
rotational speeds, hence there would a chuck on the device excitation. However,
there is a penalty in the power characteristics of the turbine with higher solidities
because of decreased hydrodynamic efficiency of the blade. High solidity designs
are known for larger chord-to-radius ratio L/ R, higher rate of pitching motions and
possible blade-vortex interactions, which make the flow physics different and more
complex than the low solidity models (Sheldahl et al., 1980; McLaren et al., 2012a,
2012b). This made the motivation to study the effect of solidity on the flow field
development across the turbine, although the improvement of device efficiency is
out of the scope of present research. The studies about the solidity effects using
streamtube models by Paraschivoiu (1988), Sheldahl et al. (1980) and South
and Rangi (1975) lack the detailed information about the vorticity distributions.
To this end, URANS modeling has become captious for field analysis as well as
performance evaluation.

Model no. Chord (L) Radius (R) Solidity (¢) L/R Rotational velocity w for A =2

1 0.08 m 0.20 m 0.800 0.40 10 rad/s
2 0.08 m 0.25 m 0.640 0.32 8 rad/s

3 (base) 0.08 m 0.30 m 0.533 0.27 6.67 rad/s
4 0.08 m 0.35m 0.457 0.23 5.71 rad/s

Table 4.6: Turbine models under study on the basis of solidity o
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To study the effects of turbine solidity on the flow development and overall
performance, four cases with different rotor radius were tested. The design details
of these four models are presented in Table 4.6. Solidity ¢ has an inverse relation-
ship with the rotor diameter; lowest solidity indicates the largest size of the rotor.
The results presented in this section correspond to the same operating conditions
of tip-speed ratio A = 2 and free-stream velocity V, = 1m/s.
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Figure 4.19: Effect of solidity on the distribution of force coefficients

The computational findings of force coefficients through the azimuth in Figure
4.19 shows the instantaneous impact of solidity o on the blade loading. Most of
the loading is concentrated during the front half of the cycle between the azimuth
angle 0° < W < 1807 and least loading is witnessed during the rear half of the cycle
of 180° < ¥ < 360°. The fluctuations in the normal force distribution which leads
to turbine’s vibrations decrease with the solidity o. The difference in the tangential
force distribution with solidity which contributes to the thrust is articulated in the
Figure 4.20(a) through the variation of torque. The global effect of solidity o on
the turbine’s performance is quantified in terms of the COP plots which are shown
in Figure 4.20(b). It is shown that larger solidity models produce lower power
due to reduced area swept by the turbine. At higher solidity o, the initial part
of the COP curve is bumpy, which becomes straight as the solidity o decreases.
Although the optimum tip-speed ratio A,,; remains identical for all of the models,
the maximum value of COP is attained with the lowest solidity model.

Figure 4.21 shows the contour plots of COP on the dimensions of operational
conditions for Model 1 (¢ = 0.8) and Model 3 (¢ = 0.533). For a given operating
range of 1 < Vj < 3, the comparison between the two plots demonstrate that the
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Figure 4.20: Effect of solidity on the turbine’s torque characteristics

model with higher solidity has the maximum COP of 0.16 (27% of the Betz limit)
whereas the model with lower solidity has the peak COP of 0.33 (56% of the Betz
limit), which corresponds to a difference of more than 100% in the performance.
Another observation is about the operating range which is wider for lower solidity
model compared to the higher o due to the reasons mentioned in section 2.5.

Free-stream velocity (Vo) inm/s
Free-stream velocity (VO) inm/s

1 15 2 25 3

Tip-speed ratio (i) ' Tip-speed ratio (1)
(a) o = 0.8 (Model 1) (b) o = 0.533 (Model 3)

Figure 4.21: Effect of solidity o on COP distribution under different operating
conditions
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Figure 4.22: Relationship between effective angle of attack 7, reduced frequency
F, and tip-speed ratio A

The ratio of blade chord to the rotor radius gives the chord-to-radius ratio
(L/R), which makes an important design criterion from dynamics standpoint.
Since the chord of the blade is kept constant throughout the studies, the changes
in local Reynolds number and hence the stall angle do not exist. On the other
hand, larger sizes of the rotor definitely increase the power output with increasing
loads on the blades. Also, there are serious cost implications with the higher ro-
tor diameters. The reason for examining the ratio L/R is that it determines how
prone the turbine is to dynamic stall once the blade incidence exceeds the static
stall angle (Amet et al., 2009). Recalling the Equation, which relates the blade
incidence -y, azimuth position a and tip-speed ratio A, the reduced frequency as
given by Amet et al. (2009) is defined by

L 1

R 20\ — 1)bpmas
Figure 4.22 shows the composite plots of v—a relationship and reduced frequencies
for the selected turbines models. Considering the static stall angle of NACA 0015
to be 149, the occurrence of stall is strongly predicted for all of the models. It is also
revealed by Migliore et al. (2012) that the models with larger /R values generally
exhibit enhanced flow curvature effects and hence affect the blade efficiency. Since

F= (4.30)

the efficiency measurements are not covered in this research, further evaluations
were not performed at this point of time.

Figure 4.23 shows the vorticity contours on the left, and integrated pressure-
velocity distributions on the right for the four models listed in Table 4.6. The
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complexity of the flow field is relatively higher for the highest solidity design (Model
1) and following the decreasing trend as the solidity decreases. This is mainly due
to the rapidly pitching blades which are more likely to shed vortices. As all of
the pictures correspond to an azimuth position ¥ = 09, there is a clear distinction
between the solidity models in terms of the distance d between the blade at bottom
of the cycle and the strong vortex ahead of it. As the solidity ¢ increases, the
distance d decreases, and therefore the models with sufficiently large solidity may
not experience the blade-vortex interaction. Also, the size of the wake region
downstream of the rotor obviously decreases with the solidity o.

4.9 Conclusion

While explaining the CFD methodology adapted in this research, this chapter
provided the turbine model specifications and spatial discretization and appropri-
ate boundary conditions. The processing details mainly illustrated the turbulence
modeling techniques with temporal discretization and computing considerations to
meet the time and resource constraints. The fidelity and adequacy of the chosen
computational models was discussed which highlighted that the SST k — w viscous
model is the most suitable for the flow across a low speed Darrieus turbine. The
reference test case of tip-speed ratio A=2 is discussed. In addition to the effect of
tip-speed ratio A, the torque extraction mechanism, flow field development around
the blade as well as the turbine were detailed. The turbulence modeling exercise
was extended to parametric studies to investigate the effect of free-stream velocity
Vo. For A=2, the maximum COP attained by the base turbine model with the so-
lidity 0=0.533 yielded a COP of 56% of Betz limit. The optimum tip-speed ratio
Aopt Was found to be approximately 2.5. In order to validate the CFD results, the
experimental investigation for the flow across the Darrieus turbine should be avail-
able. Next chapter illustrates the details of experimental campaign, the results of
performance and flow fields which would complement to the numerical analysis.
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5.1 Introduction

Experimental campaigns that were carried out during this research project tar-
geted to acquire quantitative measurements of the Darrieus turbine in terms of
power characteristics as well as the relevant analysis of the flow around the blades
and across the turbine at various azimuth positions under different operating con-
ditions. This chapter presents the details of the experimental facility and the
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procedures used to acquire full-range power characteristics of the turbine. Fol-
lowing this, complete set-up of the PIV system used for flow measurements and
processing steps are discussed. Finally, the performance and flow field visualiza-
tions of various parameters obtained from CFD studies are validated using the
PIV results.

The experimental facility at Institute Pprime for towing tank tests had been
adapted to the study of cross-flow turbine at the beginning of this project (Bard-
well, 2013). Since the standard set-up and operational procedure for turbine test-
ing was already put in place which was adapted for present study, the Author’s
contribution to the experimental campaign was mainly in generating the low veloc-
ity flow environment, instantaneous data acquisition and post-processing. Starting
with the fundamentals of PIV experimental equipment, this chapter provides the
explanations about each procedure and presents the measurement results.

5.2 Two-dimensional two-component Particle Im-

age Velocimetry (2-D 2-C PIV)

In this research, the experimental investigation of flow across the Darrieus turbine
used Two-dimensional two-component Particle Image Velocimetry (2-D 2-C PIV)
system. The fundamental idea of PIV in fluid mechanics experiments is to capture
the image doublet of the flow with certain time gap between them. Appropriate
seeding in the flow domain of interest is necessary to scatter the light which is
captured in these images. This light is generated from a source of laser illumination
which creates a plane of seeding particles. The apparent motion of the particles
in successive images provides the displacement vector. The velocity vectors are
constructed by dividing the particle displacement by the time step between the
images. A typical 2-D 2-C PIV set-up comprises a number of components which
mainly include:

1. Neutrally buoyant, light reflective particles
2. A laser generator to create a sheet of illumination to locate the particles
3. A camera to capture the light scattered by the particles

4. A PIV software for image acquisition and data processing

Taking these major components into consideration, the following sections describe
the instruments as well as methods used for PIV study in this research.

5.2.1 Tracer particles

PIV measurement of velocity vectors within the flow field is basically performed
through the cross-correlation of successive images of tracer particles. In this regard,
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the particle’s response in attaining the motion equilibrium with the fluid flow is
very important. This can be quantified by using Stoke’s number Si, defined as

™Vo
Sp = 5.1
k=7 (5.1)
where 7 is the particle response time, calculated from
de2
=P 5.2
=18 (5.2)

Here, V} is the flow velocity, L. is the characteristic dimension which is the chord
length of the blade in present study, p, is the tracer particle density, d is the
particle diameter and p is the dynamic viscosity of the fluid. Lower S; (say, <0.1)
would yield a tracing error of less than 1%. For the motion equilibrium between
the flow and tracer particles, the particle response time 7 must be less than the
smallest time scale of the flow. These considerations allowed the tracer particles
to follow the flow without noticeable deviation.

Apart from particle’s response time, the size of the particles matters to trace
them clearly. On one hand, too small particles, although being good flow trac-
ers, cannot scatter the laser light adequately due to size limitation. On the other
hand, too large particles pose the mass inertia issues. Light scatters at Mie regime
with the particles of the order of micro-metric size which is greater than the laser
wavelength. The strongest scattering happens in-line of incident light while the
weakest scattering occurs perpendicular to the camera view. Since scattering in-
tensity plays an important role in the quality of PIV images, possibly maximum
sized particles are always sought of.

5.2.2 Integration window

Cross-correlation process is used to obtain the mean particle displacement in the
observation window. The tracer particle density should be within suitable range;
under-seeding would miss the statistical accuracy while over-seeding would cause
multiphase flow. Literature shows that the desirable range of particle density is
10° — 10'? particles/m® which confirms a minimum of 10 particles per integration
window (Cruz, 2008). The window size is however difficult to determine due to
the occurrence of huge velocity changes within the domain. Too small window
may lose the particles while too large window unavoidably yields mean flow con-
ditions. Multi-pass approach plots the solution for this problem where the process
commences with the larger window and pre-shifts small sized windows of next
passes by means of the distance measured at current pass. This continues until
the smallest feasible window size is achieved. Such multi-pass technique is com-
bined with the window deformation techniques based on the spatial gradients. In
order to enhance the utilization of measurement data, it is advised to overlap the
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neighbouring observation windows.

5.2.3 PIV processing software

The complete PIV measurement system involves various interdependent sub-systems
such as laser illuminators, cameras, torque measurements etc... Various PIV hard-
ware and software are available in the market that could meet the modern engineer-
ing and research requirements. The current experimental study used RD Vision
EG and Hiris for synchronous images, sensors for data acquisition and LaVision
Davis 8 for PIV image processing.

5.2.4 Image reconstruction
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Figure 5.1: Calibration target

Image reconstruction is the process of acquiring the displacement vectors in
the plane of particles by projecting the raw data from the image plane back to the
object plane through a mapping function. The calibration based reconstruction
procedure uses a typical mapping function, defined as

q=9(Q) (5.3)

where ¢ is generally a polynomial function consisting of unknown coefficients.
These coefficients are determined by least-square methods because the number of
calibration points on the target is usually more than the number of polynomial
coefficients. The calibration target used in PIV experiments is normally a metal
plate with predefined grid points on it. For the present experimental set-up, two
images of calibration plate are necessary, as shown in Figure 5.1, to calibrate the
two cameras used for image capturing.
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5.3 Experimental apparatus and procedure

5.3.1 Turbine model

The turbine model consists of 4 straight and fixed blades of length 0.4 m with
NACA 0015 cross-section. The rotor diameter is 0.6 m and the blade chord
length is 8 cm. The top flange is made of stainless steel. Polymethylmethacrylate
(PMMA) used for the bottom flange allows the cameras to capture the flow around
the blades. Figure 5.2 shows the turbine model used in the experimental studies.

Figure 5.2: Turbine model used in experimental studies

5.3.2 Towing tank facility

In this study, the experiments were performed in the towing tank, which was
20 m in length, 1.5 m wide and 1.3 m deep with optically transparent side and
bottom walls to allow laser beam and PIV image capture respectively, as shown in
Figure 5.3 (a). The towing tank provided a turbulence-free environment and could
host the water-turbine, with a blockage ratio b as defined in section 2.5, equal to
0.1231. This ensures some blockage effects to the flow passage. A Leroy Somer
Compabloc reversible generator (CB3135 SB3) with 5.65 reduction ratio was used
to rotate the turbine whose nominal power is 3.4 kW at 2400 RPM. An NCTE
Series 2200-75 rotary torque sensor was fitted to generator shaft along with an
angular index in order to measure the hydrodynamic loads acting on the model.
Since the experiments were conducted for various tip-speed ratios ranging from
0.5 - 5 and different flow velocities from 0.5m/s - 1.5m/s; the duration for data
acquisition and hence the sample rate were different from case to case for a given
distance of turbine’s linear motion.

5.3.3 Flow diagnostics

In addition to the torque measurements, a high-resolution Particle Image Velocime-
try (PIV) system was employed to realize comprehensive flow field measurements
to quantify major characteristics of the unsteady flow around the model. For the

99



5.3. EXPERIMENTAL APPARATUS AND PROCEDURE

(c) (d)
(a) Turbine model in the starting zone of the towing tank; (b) Optical
arrangement for laser beam separation (¢) CCD cameras; (d) Instantaneous laser
sheet on the mid-plane of the turbine

Figure 5.3: Experimental facility and instruments

PIV measurements, a 532nm wavelength & 200m.J pulse dual-head Nd:YAG laser
(Quantel Big Sky) was used to supply illumination, which was separated into two
horizontal sheets on an optic table and entering the towing tank diagonally from
a side window as shown in Figure 5.3 (b). The thickness of the laser sheet in
measurement region was about 1.5 mm. Figure 5.3 (¢) shows two Jai CV-M2
dual-frame CCD cameras (1600x1200 pixels, 15 fps max.) situated below the tow-
ing tank capture the PIV images on a 1000 mm x 700 mm area, through the tank
windows and transparent bottom flange of the turbine. Seeding was comprised of
20pum mean diameter Polyamide particles. The CCD cameras and the laser were
connected to the host computer through a Digital Delay Generator (RD-Vision
EG), which controlled the timing of the laser illumination and the image acquisi-
tion. The PIV system synchronized with the torque acquisition and the angular
index yields phase-locked sequences of image sets. Figure 5.4 shows the schematic
of the PIV system used in the present study. The towing motion was initiated so
that one of the turbine’s blades enters the PIV window at zero azimuth position.
This phase control between the carriage and the turbine was achieved by using
the angular index as a start-up signal to the carriage drive. RD Vision EG digi-
tal delay generator was used for this purpose which delayed the arbitrary initial
angular position to achieve a final 10° resolution for entire cycle. This led to a
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number of experiments nm,q, for each flow configuration as shown in Table 5.1.
The PIV timing loop was adjusted in such a way that the successive velocity fields
for 10-multiplied angular displacements were obtained.

Free stream Tip-speed Phase difference between Reconstructed phase angles

velocity (V) in m/s  ratio (A)  consecutive frames (@) with A¢ =10°
0.25 2.0 10
0.50 2.0 20 0, 10 (Rypae = 2)
0.75 2.0 30 0, 10, 20 (Nypar = 3)
1.00 1.5 20 0, 10 (Nmaz = 2)
1.00 2.0 30 0, 10, 20 (Nypaz = 3)
1.00 2.5 40 0, 10, 20, 30 (Nypez = 4)
1.5 2 40 0, 10, 20, 30 (Npee = 4)

Table 5.1: The maximum number of runs 7,4, required for each flow configuration
to obtain a 10° angular resolution of blade positioning

Once the turbine crosses the laser trigger, the illumination starts and images
are captured. This provides the flow information of 0.3 m upstream of the turbine.
Laser and cameras continue to operate even after the turbine passes the field of
view, which gives the downstream flow information corresponding to 1.4 m.

Apart from the nature of flow and boundary conditions, the quantification of
flow variables around the blade at any position during its operation is usually in
negotiation with the laser light in the measurement plane as well as its reflec-
tion on blade’s surface, and the applied features for PIV post-processing. In this
study, instantaneous PIV measurements were obtained by dual-frame FFT cross-
correlation using DaVis 8 Imaging Software developed by La Vision. Velocity
maps were post-processed using 4-step multipass algorithm of 64x64 and 32x32
pixels respectively and iterative image deformation, in order to overcome in-plane
pair loss limitation. An effective overlap of 50% was used in image processing
to further increase the spatial resolution. The velocity vectors are formed by the
velocity components (Vx and Vy) and the vorticity was derived from the curl of
velocity vectors. The number of frames and hence the image set size varied along
with the flow configuration since the PIV window is stationary and fixed in size,
and camera frame rate was limited.
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5.4 Time-dependent torque acquisition

AT *M'MHf

T

—— Measurement data
Ar — Time-averaged torque []

0 1 2 3 4 5 B 7 3 9 10
Time (s)

Figure 5.5: Time sequence of torque measurement

Torque measurements were carried out using the load cell connected to Lab-
View software through a 16-bit resolution digital acquisition system. In order
to increase the reliability of the results obtained from experimental studies, each
experiment was repeated three times. Typical performance results of a turbine
model consist of the measurements of hydrodynamic forces acting on the water
turbine and the torque characteristics. Figure 5.5 shows the filtered sample re-
sult of torque measurement of the turbine model at a tip-speed ratio A = 2 and
free-stream velocity Vy = 1m/s and Figure 5.6 show the corresponding histogram
of the measured torque. It is noted that the instantaneous loads acting on the
turbine were highly unsteady in nature. The mean and standard deviation of the
measured torque were found to be 1.3702 Nm and 1.4007 Nm respectively.

Noticing the importance of tip-speed ratio A in the conceptual design of wind
and water turbines, several scholars performed parametric studies to find the op-
timum tip-speed ratio beyond which the performance characteristics of the device
deteriorate. This optimum value of tip-speed ratio is the key in determining the
range of favourable operating conditions. Hu et al. (2012) studied the influence
of tip-speed ratio on the dynamic wind loads and wake characteristics in terms of
thrust and moment coefficients of the wind turbine model. Chaitep et al. (2011)
and Biadgo et al. (2013) conducted similar studies using experiments and CFD
tools respectively to evaluate the turbine’s rotation, torque and power output with
respect to operating conditions. To this end, the effect of A on the model’s propul-
sive performance was examined systematically. For a given free stream velocity
Vo, the rotational speed of the turbine was adjusted to have a desired value of A
to see the performance characteristics of the turbine at various values of A rang-
ing from 0.5 to 5. This process was repeated for different free stream velocities,
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5.4. TIME-DEPENDENT TORQUE ACQUISITION
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Figure 5.6: Histogram of torque measurement

from 0.5m/s to 1.5m/s. Figure 5.7 compares the histogram plots of instantaneous
torque measurement data sets for considered set of tip-speed ratio A values.

0 e L[ i : b S L
-12 -10 8 -B -4 -2 u] 2 4
Torque value

Figure 5.7: Histograms of torque measurements for A ranging from 0.5 to 4

While the histogram of A = 1 achieved the maximum of all the plots, it is
evident that the mean value of torque increases as A increases from 0.5 and reaches
the maximum at tip-speed ratio A = 2. Beyond this optimal value of tip-speed
ratio, the mean torque diminishes. In the limiting case of higher A, the turbine will
rotate just neutrally without producing energy. The evolution of torque profiles for
different values of A and Vj, is shown in Figure 5.8. Each of these curves shows the
instantaneous torque developed by the turbine for a complete cycle. The average
of each curve gives the amount of torque T' generated by the device. The variation
of mean torque T with the operating conditions is shown in Figure 5.9. Refer to
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Figure 5.8: Experimental measurements of instantaneous torque for a complete
cycle for different values of A and Vp

Figure 5.9 (a), as noted by Spera (1994), blade stall controls the portion of the
curve lying on the left side of the peak, where tip-speed ratio A is relatively lower.
When the turbine spins at lower RPM, the relative incidence of the blade is larger.
As the angle of attack increases beyond the stall angle, flow separation behind
the blade occurs. At higher RPM, the blade experiences the flow with higher
relative velocity. Desired flow characteristics can be obtained when an optimal
blade incidence allows larger relative velocity. With higher tip-speed-ratio, the
relative incidence of the blade decreases considerably and results in lower values
of the torque. Figure 5.9 (b) shows that the maximum torque was achieved at a
tip-speed ratio A = 2 for free stream velocities Vj larger than 1m/s.
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Figure 5.9: Experimental results of the variation of torque with A and V}

5.5 Validation of CFD results

This section presents the validation of computationally calculated power coeffi-
cients under different operating conditions against experimental measurements.
In both approaches, the flow confinement is taken into consideration and therefore
corrected COP values for blockage effects in 2D flow for CFD and 3D flow for
experiments are plotted. The 0.6m x 0.4m sized turbine when placed in the flow
channel of 1.3m x 1.5m produces a blockage ratio of b= 0.1231. Therefore, the
3D flow conditions in experimental studies produced one third of blockage effect
developed in 2D CFD environment. Equation 4.29 is therefore used to consider
the blockage effects in both of the investigation methods. Figure 5.10 presents
the uncorrected and corrected COP curves obtained from both numerical and ex-
perimental studies. Consideration of blockage effects thus creates a comparison
between the 2D and 3D flow environments.

Looking at the physics of power extraction, since the turbine’s rotational ve-
locity corrections were not performed, the effect of bearing and windage losses in
the experimental studies were expected to appear in the final results, which would
lead to over-predictions of computational results. This is evident particularly at
higher rotational speeds. The power curve plots reveal several observations, which
are presented here. Firstly, there is a close match between the computational and
experimental results at tip-speed ratio A < 2. Thereafter, spanwise flow variations
are reflected in the experimental results, which were missing in the 2D computa-
tional studies. With CFD, the maximum value of power coefficient is obtained at
a tip-speed ratio A,y is close to 2.5. From this value of A, huge difference between
the computational and experimental COP values is observed. The blade span of
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Figure 5.10: Comparison of computational and experimental calculations of un-

corrected COP (left) and corrected COP (right)

0.4m which was completely immersed in the fluid during the experiments produce
the realistic 3D flow, where the numerical studies clearly missed the 3D relieving
effects. In addition, the numerical studies did not consider the energy losses due
to the friction. The shape of the COP curves and the difference between the nu-
merical and experimental values are consistent with the observations of Howell et
al. (2010). Table 5.2 shows the entire series of experiments and corresponding
uncorrected and corrected COP values. Further investigations are necessary to

validate the flow field observations of CFD against PIV, which are presented in
the following sections.
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Ftree—strea:m fI‘ip—sp.eed Turbine RPS | Power (P) in W | COP Corrected
velocity (Vp) in m/s | ratio (A) in m/s COP
0.5 0.133 0.042 0,0028 0,0022
1.0 0.265 -0.642 -0,0429 | -0,0330
1.5 0.398 -0.800 -0,0535 | -0,0412
2.0 0.531 -0.240 -0,0160 | -0,0124
0.50 2.5 0.663 3.105 0,2075 0,1598
3.0 0.796 1.265 0,0845 0,0651
3.5 0.928 -1.108 -0,0740 | -0,0570
4.0 1.061 -11.160 -0,7458 | -0,5743
4.5 1.194 -17.740 -1,1856 | -0,9129
5.0 1.326 -28.070 -1,8759 | -1,4444
0.5 0.199 -0.490 -0,0097 | -0,0075
1.0 0.398 -1.040 -0,0206 | -0,0159
1.5 0.597 0.435 0,0086 0,0066
2.0 0.796 3.525 0,0698 0,0537
0.75 2.5 0.995 5.434 0,1076 0,0829
3.0 1.194 -1.348 -0,0267 | -0,0206
3.5 1.393 -21.480 -0,4253 | -0,3275
4.0 1.592 -44.070 -0,8726 | -0,6719
4.5 1.790 -78.190 -1,5483 | -1,1922
5.0 1.989 -117.200 -2,3207 | -1,7870
0.5 0.265 -0.600 -0,0050 | -0,0039
1.0 0.531 -7.110 -0,0594 | -0,0457
1.5 0.796 3.210 0,0268 0,0206
2.0 1.061 9.125 0,6098 0,4696
1.00 2.5 1.326 10.420 0,0870 0,0670
3.0 1.592 -11.920 -0,0996 | -0,0767
3.5 1.857 -63.260 -0,5285 | -0,4069
4.0 2.122 -120.600 -1,0075 | -0,7757
4.5 2.387 -206.000 -1,7209 | -1,3251
0.5 0.332 0.499 0,0021 0,0016
1.0 0.663 -7.010 -0,0300 | -0,0231
1.5 0.995 5.828 0,0249 0,0192
1.95 2.0 1.326 27.999 0,1198 0,0922
2.5 1.658 27.068 0,1158 0,0891
3.0 1.989 -32.920 -0,1408 | -0,1084
3.5 2.321 -126.199 -0,5398 | -0,4156
4.0 2.653 -274.459 -1,1739 | -0,9039
0.5 0.398 1.678 0,0042 0,0032
1.0 0.796 -13.641 -0,0338 | -0,0260
1.5 1.194 16.326 0,0404 0,0311
15 2.0 1.592 54.772 0,1356 0,1044
2.9 1.989 33.632 0,0832 0,0641
3.0 2.387 -74.858 -0,1853 | -0,1427
3.5 2.785 -240.119 -0,5943 | -0,4576
4.0 3.183 -448.032 -1,1090 | -0,8539

Table 5.2: Consolidation of the experimental measurements of turbine performance
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5.6 PIV measurements

The purpose of using two large fields of view was to capture at least one complete
rotation of the turbine at any given linear speed. This provided access to observing
sufficiently large amount of data in the observation plane. Along with a careful
experimental setup, this procedure needs the data to be merged without any spatial
and phase offset. As reported by Lemaire et al. (2002), a dual camera PIV setup
is always complex due to strict requirement of camera alignment and timing. A
scaling factor of 0.40625 mm/pixel in both x- and y- directions was applied to
fit the cameras’ view planes of 0.65x0.4875 m? in size with its resolution. Since
the two cameras constituted two isolated systems, the vector fields were computed
independently. The velocity fields were then stitched using an appropriate scheme
with an overlapping region of 46 pixels as shown in the Figure 5.11. The images

in this figure correspond to a tip-speed ratio A = 2 and free-stream velocity V =
0.5m/s.

Figure 5.11: Process of merging the raw images taken by 2 cameras
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Figure 5.12: Streamlines plot from the resultant image for A = 2 and Vj = 0.5m/s
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Dependence of PIV process on the Lagrangian approach seeks the particle
motion to exactly follow the fluid’s motion. The time lag between successive
frames was so chosen that the particles were traced with sufficient resolution while
the errors due to out-of-plane particles were reduced. Another challenge in the PIV
post-processing was to identify the blade’s position with reference to the vector
mapping. Figure 5.12 shows the velocity magnitude distribution with streamline
pattern at global azimuth position ¥ = 50° approximately for A = 2 and V; =
0.5m/s.

5.7 Phase-locked PIV measurements

Phased-locked PIV measurements are critical to obtain more detailed observation
and interpretation of flow physics with respect to the blade’s azimuth position.
The phasing between the towing carriage and the rotating turbine was provided by
using the turbine’s angular index as a start-up signal to the carriage drive. Suitable
delays then allowed phase-locked measurements to be carried out to arbitrary
initial angular position (0°, 10°, 20°, 30°) and angular resolution (10°) with a level
of uncertainty of a few milliseconds. The PIV timing loop was also adjusted so that
successive velocity fields correspond to angular displacements that were multiples
of 10, ensuring the full rotation cycle to be covered. An optical sensor situated on
the towing rail was used to generate a pulse as input to the Digital Delay Generator
to prompt the PIV system for the phased-locked PIV measurements. Depending
on the defined tip-speed ratio, correct time delay was calculated for each velocity
configuration which was added to the input signal from tachometer in order to
acquire the images at every 10° of blade’s azimuth position with negligible error
in angular measurement.

More detailed experimental analysis of the flow around the turbine model could
be obtained from phase-locked PIV measurements, by accounting for the azimuth
position of the blade. Combined flow field of phase-locked measurement and ran-
dom one provides the instantaneous flow. Wernert et al. (1999) considered a much
larger sample size in their investigation of phase-averaging of velocity vectors in
order to realize a reasonable mean. As noted Ferreira et al. (2009), evaluation of
complex vortical structures is critical due to their randomness in both strength and
position. Such analysis can quantify the magnitude and distribution of random
components. Despite the interest in such studies, higher degree of unsteadiness in
the fluid dynamics and random disturbances challenge the success of accomplish-
ing well-resoled phase-lock PIV measurements (Ramasamy and Leishman, 2006;
Massouh and Dobrev, 2008).

Phase angle represents the angle between the measurement plane and the pre-
defined position of the turbine’s blade. Ferreira et al. (2009) studied the flow
around the wind turbine blade at its azimuth position at 113° and Yang et al.
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A=2Vo=1m/s A=2,Vy=15m/s

U = 90°

Figure 5.13: Velocity fields at various azimuth positions

(2011) did with a phase angle of 15°. Green et al. (2012) examined the turbu-
lence characteristics of unsteady wake in case of a horizontal axis wind turbine
by catching ten consecutive downstream locations through a length of six rotor
diameters. With the aim of resolving the lowest possible phase angle, the present
study captured the complete cycle of the turbine with a phase angle of 10° so
that 35 azimuth positions were covered for one rotation. Although the phase-
locked measurements were performed at all of the flow configurations, the results
presented here mainly focus on the optimum tip-speed ratio A = 2 for the model
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Figure 5.14: Vorticity fields at various azimuth positions

under study. Common fluid dynamic characteristics such as accelerated flow in red
colour contour are observed over the suction side of the blade during the analysis
of velocity field distribution as seen in Figure 5.13. The size of this accelerated
region is governed by the strength of local vortex. Counter-clockwise rotation of
the turbine attempts to shift the stream-wise velocity field upwards as the turbine
moves forward. This is the reason why relatively lower velocity scales prevailed at
the bottom.

Productive characteristics of the device can be assessed with appropriate knowl-
edge about the flow patterns inside and downstream of the rotor system. Paraschivoiu
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(2002) and Islam et al. (2008) presented theoretical models to forecast the torque
using the information of velocity field around the rotor. Based on the concept of
momentum model, Templin (1974) and Paraschivoiu and Declaux (1983) proposed
streamtube models for vertical axis wind turbine. As reported by Strickland et al.
(1979), this study used the velocity field in the measurement plane to calculate the
vorticity distribution. Figure 5.14 shows the vorticity distribution with consider-
able degree of its interaction with following blades. The instantaneous location of
this interaction depends on the flow parameters. The vortex sheet spreads wider
and making a faster skewed-trajectory downstream of the rotor due to the self-
induction of the unsteady vortices. As explained by Scheurich (2011), this would
result in unsteady torsional and bending loads on the rotor shaft. Complexity
in the vortex shedding mechanism constitutes the formation of strong vortex in
the initial stage which breaks down swiftly. This dismantle is caused by the self-
induced velocity components of blade vorticity that warps and muddles the shed
vortex into multiple structures.

5.7.1 Velocity gradients

Accuracy in capturing the velocity gradients is very important as they are the ma-
jor components of turbulence generation term in the flow conservation equations.
In complex flow situations, it is always difficult to capture the exact gradients of
any flow variable (Freeborn, 2008). Figure 5.15 shows the streamwise velocity gra-
dient measured using CFD (left) and PIV (right) for a tip speed ratio A = 2 and
free-stream velocity Vo = 1m/s. In the PIV investigation, the velocity gradient
was measured from the spatial differentiation of the velocity field. This process
intensifies the noise in the global velocity fields. A limitation from the second order
approximation in CFD analysis and particle lag in PIV studies might be expected
particularly in complex scenarios such as vortex formation and its interaction with
the blade. When calculating the velocity gradients particularly around the blade,
amplified levels of noise in the global fieldview. Nguyen and Wells (2006) explained
several reasons for this. Some of them are smaller displacements of tracer particles,
laser reflections, uncertainties in the velocity vector locations etc...

5.7.2 Vorticity measurements

A lot of information available in the existing literature about the wake formation,
vortex dynamics and blade-vortex interaction in the context of Darrieus turbine
highlights the importance of unsteady flow physics as the blade travels through the
azimuth. The complex wake dynamics resulting from the real flow conditions are
not only due to the leading or trailing edge vortex releases from the blade but also
their interaction with the blades during their downstream passage. This section
presents more details on the observations of vorticity fields around the blade at
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Figure 5.15: CFD and PIV predictions of velocity gradients in flow direction (left
to right) at successive azimuth positions for A = 2 and V5 = 1 m/s
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periodic azimuth positions under different operating conditions.

Figure 5.16 depicts the phase-locked PIV measurements of vorticity magnitude
on a concentrated scale (for better visualization) at phase angles of 20-multiples
corresponding to respective azimuth positions of the blade through one complete
operation cycle at a tip-speed ratio A = 2 and free-stream velocity Vy = 1m/s.
The flow remains attached to the blade for the azimuth position between 60° and
100°. At a = 120°, vortex gets detached from the blade surface on its pressure
side, and developed and expanded until o = 220°. Unsteady vortex structures,
separation regions and blade-vortex interactions were clearly visualized in the PIV
results. During this phase, a relatively low-strength trailing edge vortex was shed
at @ = 180°. Beyond a = 240°, a progressive reattachment is observed with
leading and trailing edge vortices following the downstream fluid motion. Presence
of another vortex was found between a = 0° and a = 40° that disappeared during

a = 40° to a = 60°. These observations are in comparison with the studies of
Nobile et al. (2011), Wang et al. (2010) and Ferreira et al. (2009).

Fo=1m/s, 1=2

Vorticity Magnitude ( /s )

0 10 20 30 40 50 GO0 70 80 S0 100

Figure 5.16: Phase-locked measurements of vorticity field around the blade for a
complete cycle

Apart from the mechanism of vortex shedding, the present study throws light
on another serious consideration, which is blade-vortex interaction. The distur-
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Figure 5.17: Vorticity fields around the blade during a € [90°, 270

bances released from the blade during its passage through a € [150°, 240°| interact
with the following blade as identified in Figure 5.16 for a tip-speed ratio A = 2
and Vy = 1m/s. The effect of free-stream velocity V; on the formation of vortical
structures in terms of their strength, location and motion is illustrated in Figure
5.17. This interaction is not necessarily to be with either leading edge vortex or
trailing edge vortex. For instance, in the base case of Vj = 1m/s, the leading
edge vortex released at a = 1507 is later interacted by the following blade whereas
the trailing edge vortex released in the half past cycle participates in a similar
phenomenon. When the turbine rotates at higher speeds, corresponding to larger
values of A, the wake developed by the blade convects downstream relatively slowly
while the following blade can quickly catch-up these flow structures and therefore
strong blade-vortex interaction will be more likely to generate unsteady vortices.
There is a possible impact of blade-vortex interaction on the strength of the vortex
developed in the next portion of the cycle and on the global fluid dynamic load-
ing on the blade. The fluid interaction with the vortex shedding from the blade
can lead to localized flow perturbations in the blade incidence due to influenced
hydrodynamic loading on it. Scheurich et al. (2011) highlighted the disagree-
ment between the experimental and numerical results in the existing literature
on rotating devices, which was caused by the insufficient fidelity in modeling the
blade-vortex interaction in CFD studies.

Figure 5.18 shows the comparison between computational and experimental
predictions of vorticity contours around the blade at every 30° of azimuth position
«, integrated with the torque evolution for one complete cycle when the turbine
runs at a tip-speed ratio A = 2 and free-stream velocity V; = 0.5m/s. Roosenboom
et al. (2009) experienced the under-prediction of URANS computations compared
to PIV studies for the analysis of propeller slipstream due to the relaxed mesh
size as well as simplification of flow problem. Unlike this, the present study shows
a good comparison between the numerical and computational results. URANS
seems to be capable of capturing the larger, but smoother, vortex shedding from
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Figure 5.18: CFD and PIV predictions of vorticity fields around the blade at suc-
cessive azimuth positions, superimposed on torque curve for A=2 and V,=0.5m/s
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the blade at a = 120°, its downstream motion, and diffusion with time as shown
at a = 210°. These observations are consistent with the studies of Sorensen and
Michelsen (2004).

It is important to ascertain that, through fluid viscosity, the diffusion process
of the vortex generated from the solid boundaries is typically a three-dimensional
phenomenon. Since the CFD computations are limited to single-plane studies,
the vortex diffusion takes place only in two dimensions. This generally leads to
huge and concentrated vorticity structures. URANS modeling however targets
not to resolve the Reynolds stress tensor, but to model it. In addition, the strong
non-linearities associated with the vortex dynamics during a € [120°, 240°] are
reflected through small discrepancies between the CFD and PIV results during
this interval.

5.7.3 Q-criterion

In order to locate the coherent vorticity patterns in the flow field, The velocity
gradient tensor can be used to manifest advanced vortex identification methods.
Jeong and Hussain (1995) identified the ways to express the vorticity fields in
terms of certain criterion methods such as () and A, a penetrating insight is
provided by Kolar (2007) about using these criteria to describe the location of
vortex structures particularly around the solid boundaries and their convection.
Such criteria are better than a simple representation of vorticity fields since they
are able to differentiate the effects of swirling motion and pure shear in the context
of vortex creation. Although the 2D nature of the flow field data generated by
PIV studies pose a limitation on the application of Q-criterion, literature supports
its relevance for planar calculations. More details about Q-criterion are available
in the study of Haller (2005).

Velocity
Gradient

CEEBEERE8BEE o

Figure 5.19: Experimental evaluation of Q-criterion for A = 2 and V5 = 1 m/s

Mathematically, Q-criterion is the second invariant of the velocity curl (VV)
across the flow field. The pictorial description is provided in the Figure 5.19.
When the magnitude of vorticity is larger than that of fluid element strain rate,
QQ attains the positive values. In that case, if the local pressure is less than the
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Figure 5.20: Computation of QQ-criterion around the blade using CFD (URANS)
and PIV (phase-locked) methods for A = 2 and V5 = 0.5 m/s

ambient pressure, Q-criterion is said to be satisfied. To illustrate the vorticity dis-
tribution in near-blade region, the azimuthal variation of QQ-criterion is visualized
in Figure 5.20. Good validation of computational results against PIV measure-
ments is achieved. Since the flow dynamics during the bottom half of the cycle are
paramount with vortex generation and convection, the discussion here is limited
to the blade azimuth position a € [90°, 270°]. The vortex formed near the upper
leading edge of the blade after passing half upstream cycle rolls up and detached
from the blade due to stall effect. There is some over-prediction of tip-vortices by
CFD, which are comparatively weaker than the leading edge vortices. Also, the
computational results missed the skewness attained by the vortex peaks after be-
ing detached from the blades and convected downstream. The tip vortices formed
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Figure 5.21: Influence of free-stream velocity on the flow field development. Vor-
ticity isolines for Q=2 are superimposed on velocity contours

at @ = 90° and a = 2707 are relatively weak due to the thrust force at these
locations is very small. The Q-criterion reveals that the vortices generated at both
leading and trailing edges of the blade seem to be stable within the turbine since
no breakdown is observed which imply that the Reynolds stresses inside the blade
trajectory are also stable.

Extending these local observations to entire flow field, Figure 5.21 presents the
full cycle of turbine’s rotation with 30° phase difference at a tip-speed ratio A = 2
and different free-stream velocity V. The pictures show the velocity magnitude
contours with constant isolines of Q-criterion (=2). Obviously, the complexity in
the flow field in terms of unsteadiness increases with increasing V;. The vorticity
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streaks leaving the trailing edge of the blade confer the exact trajectory of the
blade during the early portion of the upstream cycle whereas the streaks during
the lower portion of the cycle are disturbed and form local peaks. The vortices
shed unsteadily are likely to follow the free-stream and convect downstream.

5.8 Conclusion

This chapter has presented the experimental methodology involving apparatus
and processes to characterize the low Reynolds number flow around the Darrieus
water turbine. The complexity of the entire set-up due to the incorporation of
synchronization between different mechanical and PIV systems was discussed in
detail. In a nut-shell, advanced methods were used in the standard PIV technique
to enhance the fidelity. This experimental study mainly contributes to the present

research in two ways.

e The performance investigation in terms of quantitative measurements such
as torque and coefficient of power COP: These parameters largely dependent
on the operation conditions, which was seen in Chapter 4, a parametric ex-
perimental study was performed to validate the numerical results. The 2D
CFD results and 3D experimental finds of power characteristics were com-
pared by taking the blockage effects into account. The operating region of a
low-velocity and high-solidity Darrieus turbine as explored through numer-
ical study is thus compared with the experimental results in this chapter.
As COP curve is concerned, there is a good comparison between the two
investigation methods at lower A\. The inconsistency however arises at A > 2
and the reasons were explained.

e The qualitative analysis of Darrieus turbine through the flow field observa-
tion around the blade as well as across the turbine using PIV set-up: The
experimental evaluation flow field was committed to precise characterization
of the whole system to realize anticipated instantaneous phase-locked mea-
surements for every 10° of turbine’s phase angle without compromising on
the usual errors that occur in the PIV studies. Starting with the general
field observations of velocity and vorticity contours across the turbine at
different azimuth positions, the importance of measuring the velocity gra-
dients was identified. The velocity gradient was calculated from the spatial
differentiation of velocity field. In order to achieve the global objective of
vortex control in this research, a close examination of vorticity distribution
is required, which was realized by the instantaneous measurements of vor-
ticity magnitude. The coherent vortex structures within the flow field were
identified using the Q-criterion, which was calculated from the 2nd invariant

of velocity curl.
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5.8. CONCLUSION

There achieved a good comparison between the computational and experimen-
tal studies for all of the flow field parameters mentioned above. This draws a
conclusion that the numerical methodology adapted in this research can be safely
applied to investigate the effectiveness of pitching. Also, the conceptual knowl-
edge gained through the evaluation of vortex dynamics in the present and previous
chapters allow assessing if the application of Couchet theory would be efficient in
controlling the vortex shedding from the blades. Inclusive investigation in this
regard is presented in Chapter 6.
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LPITCHING BLADE MODEL: COMPUTATIONAL
ANALYSIS
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6.1 Introduction

In addition to conventional studies about the vertical axis water turbine of Dar-
rieus type using CFD and PIV methods, a systematic set of computational studies
were carried out to investigate the influence of dynamically pitching blades on the
turbine’s performance. The kinematics of the blade pitching motion, which was
discussed in Chapter 3, were numerically applied and tested on classical turbine
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6.2. CONSTANT CIRCULATION IMPARTED TO THE BLADES

model. Before illustrating these results, the computational methodology adapted
to serve the analysis of the pitching motion of the blades is detailed in the next sec-
tion. The effectiveness of the pitching blades under constant circulation framework
was assessed in both quantitative and qualitative terms, and compared with the
performance of the classical Darrieus turbine. The benefits and disadvantages of
the formulation of constant circulation were identified which led to improvement in
the system by subjecting the blades to variable circulation. Not only the base work
of this formulation and its influence on the device performance is described, but
the sensitivity of the pitching regime transition is quantified in this chapter. These
discussions form the basis to develop a VAW'T prototype with pitching blades for
the first demonstrator and its kinematics are provided at the end of this chapter.

6.2 Constant circulation imparted to the blades

Finite Volume
Discretization

CAD Model

(Overset
meshes)

Potential Flow Analysis &
Blade Pitch Control Law

!

Tabulated Motion

Results

Post-Processing

Problem Setup

Figure 6.1: Process flow chart of CFD simulations for multiple motions in the
computational domain

Desired evolution of flow structures around the blade during the turbine’s rota-
tion is possible by imposing a pitch to the profile with respect to free-stream flow
direction by means of the control law given in Equation 3.7. This section presents
the application of various equivalent angles of the blade’s relative incidence. This
differential equation is used to tabulate the blade’s incidence at discrete azimuth
positions for a complete rotation of the turbine. The motion data is then ap-
plied to each blade during the simulation. The schematic process flow chart of the
numerical computations is presented in Figure 6.1.

For a tip-speed ratio A ranging from 1.5 to 3.5, Figure 6.2 shows the blade
orientation and corresponding variation of blade incidence # at different azimuth
angles a for § values of +10°, +5° and —5° in the first and second rows respectively.
The third row shows the corresponding torque evolution of one blade through a
single rotation for the studied values of A.
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6.2.1 Torque extraction

Recalling the Equation 3.49, for A — oo the blades get a fixed pitching orientation.
A further quantitative analysis based on the torque measurements is shown in
Figure 6.2, which shows the instantaneous torque T' produced by a single blade
as it moves through the azimuth. The effect of imposing a constant circulation to
the blades is strongly demonstrated by the smooth and even-fashioned evolution
of the instantaneous torque compared to the classical Darrieus case with fixed
blades. It is important to notice that the blade provides a positive torque and
hence becomes propulsive during the first half of the cycle for positive values of 3,
but loses power to the flow during the second half of the cycle as it operates in the
reverse position and larger incidence. Since the circulation is preserved throughout
the cycle, the resulting tangential force acts only in one direction, i.e. downwards,
throughout the cycle. This makes the front half of the cycle propulsive and rear
half of the cycle losing power to flow. The viscous drag on top of this phenomenon
causes additional power loss. The overall effect of constant circulation around the
blades is therefore that the power loss during one complete rotation is either equal
or more than the extracted power. This leads to negative power coefficients that
would not be of any practical interest. This goes much worse as the tip-speed ratio
A increases. For negative 8 (here —5°), power is lost during the first half of the
cycle, but not recovered in the second half as dynamic stall is observed. However,
the blade’s performance during the second half of the cycle is comparatively better
than for positive § values.

6.2.2 Flow field evolution

Compared to Figure 4.12 corresponding to the fixed-blade design, the fluctuations
in the normalized velocity components in X- and Y-directions have shrunk when
the blade is given a certain pitching, which are presented in Figure 6.3. Except at
X = +R away from the rotor centre on horizontal line, these velocity components
remain almost quiet. Particularly with positive values of [, the linearity in the
velocity has greatly increased in the downstream region which was highly jagged
with fixed blades. This implies a more uniform flow structure in the domain.
On the other hand, in the case of f = —5?, there is a little extra oscillation
which is still less than the fixed blade model. In addition to this information, it
is pointed out that 8 = +5° provides a much more stable flow, while +10° and
—5% impose the feasible extreme values for 5. This analysis is supplemented by
the characteristic streamlines superimposed on the pressure coefficient as shown
in Figure 6.4. Unlike the disturbed streamline pattern around the turbine with
fixed blades, depicted in Figure 4.14, the streamlines orient themselves around
the blades in an orderly manner. Also, it is observed that the time integrated
markers in case of fixed blades are quite irregular, while the pitching blades are
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Figure 6.2: Comparison of different blade pitch regimes in terms of blade orienta-
tion (top row), blade incidence (2nd row) and calculated torque for one cycle (3rd
row)
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(a) U = 0° T (b) U =30° (c) ¥ = 60°

Pitching blades corresponding to § = +10°

(a) U = 0° (b) ¥ = 30° | (c) T = 60°

Pitching blades corresponding to § = +5°

(a) U = 0° (b) ¥ = 30° (c) T = 60°

Pitching blades corresponding to § = —5°

Figure 6.4: Flow fields presented by pressure coefficient with superimposed stream-
lines across the Darrieus turbine with pitching blades at same operating conditions
of A=2 and Vy=1m/s at different global azimuth positions ¥

characterized by evenly spaced markers. Such systematic patterns of streamlines
attract to employ multiple turbines in arrays due to the absence of chaotic wake.

6.2.3 Vorticity field around the pitching blade

The vorticity contours in Figure 6.5 correspond to the tip-speed ratio A = 2 and
similar trends were observed for other values of A for a given circulation (or f3).
When g = +5°, even for large values of a, the angle of incidence is comparatively
lower and therefore the flow is completely attached to the blade and the flow field
remains vorticity free. On the other hand, the limiting cases of [ equal to +10°
and —5? slightly missed the credibility of completely arresting the vortex shedding
from the blades. Particularly, a turbine operating with a constant blade circulation
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with = —5° produces comparatively stronger vortices shed from each blade as
they follow a streamwise motion. In this case, the vortex zone begins to appear
for a approaching 150° and shedding occurs around a = 200°. It is also observed
that the extension of the wake zone strongly depends on the angle of incidence of
the blade. Interestingly, there is no noticeable interaction between the blades and
the vortices shed by preceding blades in any of these 3 cases.

Vorticity: Magnitude (/s)
126. 184. 242. 300.

10, 68.

Figure 6.5: Vorticity fields obtained for g = +10°, +5° and —5°, illustrating the
efficiency and limits of the associated vortex shedding control

6.2.4 Comparison between analytical and computational
results

Figure 6.6 shows the comparison of analytical results against the CFD computa-
tions for the histories of tangential and normal forces acting on the blade through-
out its azimuthal travel. When looking at them as functions of the tip-speed ratio
A, the quantified differences between both the approaches are justified by the ap-
plication of viscous effects and no-slip boundary conditions. From these plots,
three points are made clear: firstly, the discrepancy between the two approaches
for the tangential force is more evident during the front half of the blade’s rota-
tion. This is partly because the drag is not taken into account in the potential
flow formulation. Next, the evolution of the tangential force using CFD is such
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Figure 6.6: Comparison of the analytical results (dotted lines) and CFD predic-

tions (continuous) for force coefficients acting on the pitching blade following the
control law with 8 = +5° for a free-stream velocity Vo = 1 m/s

that the curve becomes more anti-symmetrical as the tip-speed ratio A increases.
Finally, the discrepancy between CFD and theory is exacerbated by the increased
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tip-speed ratio A for tangential as well as normal force evolution.

On the other hand, there is a considerable influence of imposed circulation T" (or
) to the blade on the evolution of tangential and normal forces. Good comparison
between the theoretical and computational results are observed for § = +10°
and +5° while there is a discrepancy between the two approaches for § = 0° or
less. Although the tangential force calculation is very much similar by both the
approaches approximately until a = 150° for § = —5, the stalling phenomenon
and vortex shedding process deviate the CFD solution from theoretical analysis
thereafter. From the tangential force curves, it is clear that = +10° is the most
beneficial for the front half of the cycle while f = —5° for the rear half. Although
8 = 0° is a consideration for rear half of the cycle, this study proceeds further with
8 = —5°. Therefore, within the stringent limitations on the imposed circulation,
the idea is to combine the solutions of the best performance for the front half of
the cycle and least detrimental for the rear half.

6.2.5 Fixed blade vesrus pitching blade

0.4

0

Turbine with fixed blades :

—— Pitching bledes (p=+10% "

11| — Pitching blades (g=+58") | .. ... S N _

~— Pitching blades (p=-5") j

5 3 25 7 35
Tip-speed ratio (&)

-0.8

Coefficient of power (COP)

Figure 6.7: Comparison between fixed and pitching blades for COP

Having understood the operating principle of a pitching VAWT, it would be
interesting to compare it to a fixed-blade VAWT and also try to quantify the
differences in performance characteristics. Although the idea of blade pitching is
successful in suppressing the vortex shedding, blade-vortex interaction, and cre-
ating a smoother flow across the turbine, the power characteristics are however
deteriorated compared to the fixed-blade design. Figure 6.7 shows the difference
between the corrected coefficient of power COP (refer Equation to 4.29) obtained
from pitching blades and that from fixed blades. Even though the torque mea-
surements from experimental studies of classical Darrieus turbine with fixed blades
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6.3. VARIABLE CIRCULATION IMPARTED TO THE BLADES

are consistent with the CFD results, the present study is confined to only the nu-
merical analysis for the purpose of validating the analytical methods developed in

Chapter 3.

6.3 Variable circulation imparted to the blades

As understood so far, the success of controlling the vortex shedding from the
Darrieus turbine with pitching blades at any given tip-speed ratio A results in power
lost to the fluid flow due to the blades subject to large negative incidences for more
than half of the operation cycle. One way to improve the propulsive characteristics
of the device without losing the emphasis on the vorticity distribution is to apply
a blade pitching based on two different values of the circulation during the cycle.
As noticed in Figure 6.2, the first half of the cycle is propulsive while the rear half
is equally losing the power for # equal to +5% and +10°. On the other hand, the
rear half of the cycle for § = —5° is losing less power when compared to positive
values of 5. An efficient merge of the blade’s incidence corresponding to 8 equal
to +10° or +5? in the front half of the cycle and —5° in the rear half of the cycle
can result in a fully propulsive cycle. The key issues here are:

B The optimal location of the transition points on the § — « profile, in order to
maximize the power output. These points were identified by careful exami-
nation of instantaneous torque plots in Figure 6.2. The transition is needed
between the point where the torque profile switches from positive to nega-
tive or vice versa. Therefore, each cycle is normally subject to appropriate
transition twice.

B Transition scheme used to switch from one value of S to the other must
avoid massive vortex shedding. Various transition methods including sinu-
soidal, horizontal, polynomial fit etc ... were checked. Figure 6.8 depicts the
horizontal and polynomial transition schemes.

The three transition laws analysed in this study are,

Law 1 S equal to +10° for the front half of the cycle followed by 8 equal to -5 for
the rear half with a set of transition points P; for A=[1.5, 3.5]

Law 2 [ equal to +5° for the front half of the cycle followed by 8 equal to —5° for
the rear half with a set of transition points P, for A=[1.5, 3.5]

Law 3 [ equal to +5° for the front half of the cycle followed by g equal to —5° for
the rear half with a set of transition points P, for A =[1.5, 3.5]
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Figure 6.8: # — a relationship for horizontal and polynomial transition schemes
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Figure 6.9: Comparison of horizontal and polynomial transition fit for torque
evolution

Figure 6.9 shows the numerical instability and resulting peaks in the torque curves
when the horizontal connection between the two pitching regimes is made. For a
smooth transition, a polynomial interpolation fitted on the slopes of # — a profiles
is used.

6.3.1 Torque enhancement

The blade orientation, corresponding plots of blade incidence # against azimuth
position « highlighting the transition part, and instantaneous torque measure-
ments using CFD analysis are furnished in Figure 6.10. It is clear from the torque
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Figure 6.10: Comparison of different blade pitch regimes in terms of blade orienta-
tion (top row), corresponding plot for a complete rotation (2nd row) and calculated
torque for one cycle (3rd row). (a) g = +10° — —5° (b) f = +5° — —5° and (c)
B = +5° — —5° with transition points of 5 = +10° — —5°
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evolution plots that the blade pitching with variable circulation has successfully
improved the overall power output by eliminating the blade stall in the rear part of
the cycle thereby reducing the amount of power lost to the fluid flow. In addition,
the second transition (8 = +5° — —5°) has a small adverse effect on the front part
of the cycle where the peak of propulsive characteristic has slightly fallen down
compared to that of the classical Darrieus turbine with fixed blades.

6.3.2 Flow field analysis

Typical velocity deficit profiles at different horizontal locations for the turbine with
variable circulation imparted to the blades are shown in Figure 6.11. Comparing
to similar plots as shown in Figures 4.12 and 6.3 for fixed blade model and pitching
blade turbine with constant circulation around the blades respectively, the rather
vivid impact of variable circulation framework on the distributions of the normal-
ized velocity components is clearly seen. The distribution of normalized velocity
components V;/Vy and V,/V} is relatively invariant at 2R upstream. Compared to
the fixed blade design, there is a clear reduction in the streamwise as well as lateral
velocity perturbations with the blades subject to variable circulation. Besides the
increased overall uniformity in the velocity component distribution compared to
the case of flow across a conventional Drarieus turbine, the key difference lies in
the location of peak velocities. For instance, at W = 30°, the peak of streamwise
velocity component V,/V, was at the centre of the turbine in case of fixed blade
model, whereas it is at R downstream in case of variable circulation framework.
The largest variations in the velocity components are mostly located at R down-
stream. Another key observation is the lateral perturbation velocity distribution
which is quite variable with § = +5° — —5° compared to any other design. These
variations cyclically vary, increasing from ¥ = 0? to ¥ = 60° and then decreas-
ing. Compared to the two 8 formulations, the distribution of V,/V} in the case of
B = +10° — —5° is lower than that in the case of § = +5% — —5°.

Figure 6.12 shows the entire flow fields for the Darrieus turbine with pitching
blades subjected to variable circulation. The stream tube expansion is not signifi-
cant here, when compared to that with fixed blades. It is important to note that
the flow remains essentially unperturbed compared to the fixed blades case.

6.3.3 Vorticity field around the variable pitching blades

The effectiveness of the proposed transition laws is compared through the vorticity
contours at the same scale in Figure 6.13 for a tip-speed ratio A = 2 and free-stream
velocity Vy = 1 m/s in suppressing the severe vortex shedding from the blades and
thus avoiding any possible blade-vortex interaction. Although the transition of 3
from +10° to —5 is comparatively better than that from +5° to —5°, both laws
perform similarly well in controlling the drastic sheds of vortex observed with the
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Figure 6.11: Velocity components in their normal directions at various distances
from the rotor’s centre with different blade pitching laws

fixed blades. In spite of localized vortex shedding that generate little spots of
vorticity from the variable pitching blades due to the transition from one regime
to the other, there is no blade-vortex interaction as only two regular vortex alleys
are shed.

6.3.4 Analysis of Coefficient of Power COP

In order to assess the overall effect of the variable blade pitching concept, the
corrected coefficient of power is plotted in Figure 6.14 for all of the transition
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Figure 6.12: Pressure coefficient distribution with streamlines superimposed of
variable pitching blades at operating conditions of A = 2 and V; = 1 m/s at
different azimuth positions ¥
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Figure 6.13: Vorticity fields of the turbine with variable blade pitching

cases. Compared to the classical Darrieus turbine with fixed blades shown in
Figure 4.9(b), more than 100% gain in the performance for tip-speed ratios A=1.5
and A=2 is evident with the transition f = +10° — —5° Another important
conclusion is that the optimal tip-speed ratio A, with this transition is 3 while
the case of fixed blades provides A, = 2.5.

With the transition 8 = +5° — —5°, the COP is increased for more than 250%
compared to the fixed blade design for a tip speed ratio A = 1.5. Thereafter, both
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the designs follow the same trend until the optimum tip speed ratio Agp= 2.5 is
reached. The performance of this transition for A beyond the optimum value is
inferior to the classical case with fixed blades. Comparatively, the transition case
of # from +5? to —5° using the same transition points of Law 1 i.e. the transition
of # from +10° to —5°, results in lower performances and is of no interest.
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Figure 6.14: Comparison of COPs for different blade pitch regimes. (a) f =
+10° — —5° (b) 8 = +5° — —5% and (c¢) 8 = +5° — —5° with transition points
of B = +10° — —5°

6.3.5 Comparison between fixed blades and variable pitch-
ing blades

The effect of blade pitching on the turbine’s performance is plotted in Figure
6.15 for a fixed free-stream velocity Vo=1 m/s. With reference to the classical
Darrieus turbine with fixed blades, the quantitative difference in COP can be
measured in three different locations; before, on and after the peak at A=2.5. At
lower rotational speeds, the performance with pitching blades is much better than
that with the fixed blades. Pitch control laws, as proposed in section 6.2, exhibit
different behaviours. Law 1 is steadily producing better COP with tip-speed ratio
A until it reaches the optimal value for A = 3, while Law 2 delivers oscillating COP
values, which is however better than fixed blades up to A = 2.5. After this, Law 1
is still better than fixed blade model but Law 2 has deteriorated the performance.
Another important observation is that the optimal value of tip-speed ratio with
Law 1 has shifted from 2.5 to 3, which means that the operational range of the
turbine is improved. Law 3 on the other hand produces a comparable power at

lower tip-speed ratios and becomes very inferior than fixed blade model at medium
or higher values of A.
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6.4 Effect of solidity o

With the aim of assessing the application of proposed blade pitching technique
to different sizes of rotor, simulations were performed to the four solidity models,
as presented in Table 4.6. These computations were carried at a constant free-
stream velocity Vy = 1m/s with a variable rotor angular velocity w. The resulting
power curves for the chosen solidity models in comparison with those of classical
Darrieus turbine with fixed blades are plotted in Figure 6.16. From the section
4.7.2, it is understood that the higher solidity models should operate at lower
angular velocities to achieve the maximum power output. This is valid for the
pitching blade models too, which can be observed from the peak of COP curve
shifting towards higher values of A as o decreases. This shows that the A, is a
function of o.

Model 1, the highest solidity model with 0=0.8, exhibits similar performance at
tip-speed ratio A close to 1.5 for both fixed and pitching blade models. Dramatic
jump in the COP is then observed with 94% increase in the peak COP with
pitching blades. Also, the oscillating nature of COP evolution is vanished which
can provide a better operating range. Model 2 for which 0=0.64 experiences a
consistent increase in COP values with 47% rise in the maximum COP value at
A = 3. The trends of COP curves are quite similar for the base model with
o = 0.533 and the lowest solidity model with o = 0.457. The increase in the
maximum COP values for Model 3 and Model 4 are 25% and 17% respectively. It
is therefore noted that the maximum COP value evolved inversely with o. This
probably means that, for lesser solidities, the blades are more independent from
each other, which favours the applicability of Couchet theory on each single blade.
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Figure 6.16: Effect of solidity ¢ on pitching blade model

6.5 Sensitivity analysis of transition points

The performance augmentation and efficiency improvement is significantly sensi-
tive to the turbine to off-design conditions (Hau, 2013; Fuglsang and Bak, 2004).
In the same way, it is definitive that identification of right locations for the tran-
sition is as important as the transition scheme, because the pitching control law
is very sensitive to the azimuthal location where the blade changes its incidence
regime, as shown in Figure 6.14. Therefore, further analysis was made to measure
the effect of transition points on the device performance. Figure 6.17 quantifies
the sensitivity of turbine’s performance on choosing the transition location. Here,
the sensitivity of pitch regime transition from § = +10° to § = —5° is tested for
a tip-speed ratio A = 2.5 and free-stream velocity V5 = 1 m/s. It is important to
notice that, out of 4 transition locations as shown, only one point at the 3rd spot
is shifted to right by 3% as the profile embraces the pitching regime of 8 = —5°.
The corresponding drop in the turbine’s output is over 4%.
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6.6 Conclusion

The objective of this chapter was to examine whether potential flow conditions
could be applied to real flow situations in order to gain the advantage on ideal flow
behaviour with constant circulation. The analytical construction of the irrotational
flow over an arbitrary profile formulated in Chapter 3 and prospective potential
flow application on the basis of Couchet theory yielded the control law that decides
the blade pitching. This chapter computationally analysed the application of this
control law in real flows. The complexity in handling both constant circulation
paradigm and punctual circulation changes for better performance is highlighted.
The use of the SST k — w turbulence model for performing numerical analysis of
pitching blade performance after validating against classical Darrieus case provided
satisfactory results. Beyond the kinematic or dynamic laws suggested by various
scholars, the development of more sophisticated, physics-based, control laws were
analysed. A precise characterization of the circulation to be applied to the blades
not only to prevent the vortex shedding but also to improve the propulsive features
has been undertaken in order to identify the most appropriate blade pitch regimes.
Considering the real conditions of fluid flow and assumptions in replicating the
practical device operation in 2D CFD computations, a feasible range of blade
pitching control laws have been identified. The constant circulation paradigm was
successfully applied within these limits, resulting in the suppression of most of the
vortex shedding and in a quasi unperturbed wake. The design of transition laws
between two fixed values of circulation allowed maximizing the coefficient of power

141



6.6. CONCLUSION

COP while ensuring that vortices are shed at the transition locations only. These
results may allow the use of multiple turbines in a denser network which cannot be
achieved using conventional devices, with a limited impact on the surroundings. In
order to test the effectiveness of the proposed pitching laws in the laboratory, two
experimental demonstrators, one with the blades following the control law 5 = 5°
and second with § = +10° — —5° are developed. The former is to suppress the
vortex shedding from a conventional machine, while the latter is to optimize the
machine’s performance. Appendix II shows the pitching mechanism and related
kinematics of the prototype.
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7.1 Overview

Considering the scope of this research project, the literature survey as presented in
Chapter 2 concluded that better understanding would be needed in the following
areas of the study to progress in the research.

= Hydrodynamic analysis of the Darrieus turbine by understanding the design
and functional parameters: key knowledge was developed from this about
the velocity and force vectors around the blade, and power characteristics of
the device.
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= Performance analysis of the Darrieus turbine by considering the fundamental
blade designing and solidity o of the turbine: most of the scholars chose the
profiles for Darrieus turbine on the basis of two-dimensional static studies.
This discussion led to choose NACA 0015 profile to build the blade model
for computational and experimental studies. Apart from the solidity o of
0.533 for the base turbine model, three other models with different solidity
were taken into consideration for CFD studies.

= Turbine investigation methods including CFD and PIV techniques for de-
tailed examination of the flow across the turbine: while focusing on the
advantages of each of the techniques, the drawbacks were also addressed
through existing case details supplied by different scholars.

= Effect of flow confinement on the turbine’s performance: The Lanchester-
Betz theory revisited by Garrett and Cummins (2007), and blockage effects
were considered as the turbine occupies considerable space in the flow pas-
sage.

= Performance improvement of Darrieus turbine: a constant circulation frame-
work was identified as a concept to enhance the power output of the turbine
where the blade was subject to instantaneous pitching motion throughout
its azimuthal travel.

With this comprehensive knowledge, this study proceeded in a coherent way
from concept phase (mathematical approach) to CFD study of the Darrieus tur-
bine (numerical assessment), and torque and PIV measurements of the device
(experimental analysis). Finally, the design was improved in terms of power char-
acteristics and vortex shedding by the application of pitching blades. This study
therefore contributes to the current research area in three main ways:

1. Unlike the existing blade pitch control methods which were proposed by var-
ious scholars based on a simple rules such as sinusoidal or crank-type mech-
anism, the present pitch control mechanism considered the formulation of
constant circulation around the blade. The detailed mathematical construct
and force & moment calculations were presented in Chapter 3.

2. Exhaustive computational investigation of the flow across the Darrieus tur-
bine model with fixed blades and their validation against experimental stud-
ies were presented in Chapter 4 and 5 respectively. These techniques includ-
ing the methodology, and rationale for choosing corresponding approaches
and apparatus were documented. The results comprised the power curves,
flow field visualizations, vortex shedding and blade-vortex interaction. Fur-
thermore, the parametric studies were performed to assess the effect of free-
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stream velocity Vp and turbine’s solidity . The uncertainties in the exper-
imental studies were quantified using probabilistic collocation method and
statistics of blade’s force evolution were extracted. Appendix I presents the
details and results of this study.

3. The pitch control laws developed in Chapter 3 were tested using new CFD
methodology whose details were presented in Chapter 6. Based on the power
output of blades under constant circulation, new pitch control laws for the
blades with variable circulation were developed and tested. These interroga-
tions revealed that the performance of Darrieus turbine increases with vari-
able circulation imposed on the blades with definite vortex patterns released
from the blades.

The summary of these results and discussions can be extended to present the
concluding remarks about the new research activities performed on the low-velocity
vertical axis water turbine. The following sections describe these points.

7.2 Advancements of VAWT research techniques

In spite of exhaustive studies on the Darrieus turbines in wind as well as tidal ap-
plications, the mathematical models, although they may satisfactorily match with
experimental results, cannot be used for understanding the detailed flow physics.
There is a clear need for computational investigation with sufficient verification
and validation to accomplish this. Besides adding the general observations about
the flow field development and power output, this study used some advanced tech-
niques in a number of ways for more detailed evaluations. Table 7.1 outlines the
tools and techniques used throughout the project.

7.2.1 Performance testing of Darrieus turbine

The force and moment measurements constitute the fundamental means to test
the Darrieus turbine. For the fixed-blade turbine model, the full curves of the
coefficient of power COP for different free-stream velocities and tip-speed ratios
were constructed using CFD and experimental methods. Also, the effect of solid-
ity on the power curve evolution is critically analyzed under different operating
conditions. For the pitching-blade turbine model, these investigations were based
on the theoretical and computational studies. This cross-validation provided a
close comparison between all of the three investigation methods and the results
were consistent with the existing literature. In addition, the torque extraction
methodology presented in section 5.4 can be used by other researchers to carry
out towing tank experiments of Darrieus turbine with pitching blades to obtain
the performance measurements.
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Investigation method Techniques used

Analytical Conformal transformation and Couchet theory

Blade pitch control under constant circulation

Blade pitch control under variable circulation

Overset meshes

Validation of analytical results against CFD findings

for tangential & normal forces

Velocity fields and pressure profiles

Vorticity and QQ-criterion contours

Identification of uncertainties in the experiments and

their quantification using stochastic collocation

1. Dual camera system to capture larger flow area and

velocity field merging

PIV system synchronized with torque acquisition system

3. Phase-locked measurements to acquire the flow
around the blade for every 10° azimuth position

4. Validation of CFD results against PIV findings for

power curves, velocity gradients, vorticity and Q

Star CCM+ for CFD

RD Vision Hiris, EG and LaVision Davis

LabVIEW for data acquisition

Tecplot for post-processing

Matlab for analytical analysis and post-processing

Computational

e el

Al

Experimental

b

Tools used

Al S

Table 7.1: Tools and techniques used in this research

7.2.2 Computational modeling

Emerging techniques in handling the heavy geometries and meshes, adaptive meth-
ods and high-end computing capabilities made the CFD studies of flow across a
VAWT more feasible and economical than ever before. The key challenges are
however stay in capturing the non-linearities in the flow physics such as flow sepa-
ration & reattachment, vortex shedding and blade-vortex interaction etc. Due to
the strong dependence of turbine’s performance on these phenomena, accurate pre-
diction of flow physics is necessary for quality results. The relative motion between
different regions of the geometries such as turbine rotation and blade pitching
pose another defiance by lacking the interface conservation. Multiblock dynamic
meshing, proposed by Ding et al. (2014), combines the radial basis functions
and transfinite interpolation which is expected to have better accuracy. Another
choice may be spring analogy which is robust although computationally expensive
(Schmidt and Stoevesandt, 2014). With appropriate turbulence solution strategy
and controls, the CFD studies produced results on the pressure coefficient, stream-
lines, velocity magnitude, plots of force components and Q-criterion. Since one of
the objectives of this study is to control the vortex shedding from the blades, the
vorticity contours including its development, detachment from the blade and its in-
teraction with the blade under different operating conditions were produced by the
CFD studies. Multiple motions (fluid flow, turbine’s rotation and blade pitching

146



CHAPTER 7. CONCLUSION AND RECOMMENDATIONS

during the operation) were incorporated within the computational domain with-
out missing any quality in the output. This allowed comparing the performance of
Darrieus turbine with fixed and pitching blades to optimize the blade’s orientation
with respect to incoming flow for the betterment of performance.

7.2.3 Experimental studies

A number of studies on the PIV analysis of VAWT flows were available in the
literature. The experimental investigation in the present research not only added
the fundamental analyzes of the flow past the Darrieus turbine, but presented de-
tailed information about the velocity gradients, vorticity contours, and Q-criterion
which were used to validate the computational approach. The PIV system was
completely synchronized with torque acquisition apparatus. The extended qual-
itative measurements for every 10° of blade azimuth provided more information
about the instantaneous changes and development of the flow field. The size of
the measurement window was increased by incorporating two cameras to capture
the complete turbine which necessitated precise merging of two raw images. The
results obtained from such experimental campaign are meant to contribute to sci-
entific research with the field measurements for a complete turbine cycle with
different tip-speed ratios. The specific experimental set-up can be used to transfer
the knowledge and allow researchers to perform the enhanced performance tests
of full-scale or more complex turbine models in the laboratory.

7.3 Understanding the flow physics of fixed-blade
turbine modeF

7.3.1 Reference case: tip-speed ratio A = 2

For the sake of simplicity, inclusive flow physics is understood by considering the
near-blade flow field (local) and full-sized flow field (global). As explained in sec-
tion 2.2, the operation of a Darrieus turbine is characterized by large variations of
effective blade incidence. Both numerical and experimental studies in this research
identified the azimuthwise evolution of flow parameters and vortex shedding. The
cyclic observations of flow field for every rotation of the turbine was noticed as
a feature of the repetitiveness of complex processes such as vortex release and
blade-vortex interaction.

At a tip-speed ratio A=2, the flow field images showed that the leading edge
vortex was found at early azimuth position ( 60°) of the blade during the front
half of the cycle. This vortex rolled-up to over the suction side of the blade
and thus increase the lift force before it was shed from the blade. A series of
vortical structures were released from leading and trailing edges and the process
becomes quite erratic as the blade passes a = 180°. Beyond this point where the
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blade positioning aligns with the effective flow direction, the flow reattachment was
possible. The vortex formation, its strength and release from the bade depends on
the free-stream velocity V5. When Vj = 0.5m/s; a weaker vortex was formed near
the blade leading edge which was shed at about oo = 160°. When V} is increased
to 1m/s and 1.5m/s, the vortex was relatively stronger and shed early during the
front half of the cycle. Also, higher values of V; were observed to cause severe
blade-vortex interactions which were likely to impact the entire flow pattern of the
cycle.

The vorticity and Q-criterion contours obtained from CFD and PIV studies
showed the accuracy of capturing the flow physics under different operating condi-
tions. Next section takes on these comparisons in detail by considering more flow
parameters.

7.3.2 Velocity gradients

Good comparison between the CFD-simulated flow field and PIV visualisations
was witnessed through the measurements of the velocity gradients for a tip-speed
ratio A = 2. The velocity gradient of in the direction of uniform flow across
the turbine for a complete cycle was calculated. Although there is a good match
between the major flow variations on a whole, CFD was found to be over-predicting
the peak values. A slight delay in major flow interactions was identified in the
numerical results. Also, there is some discrepancy between the computational and
experimental results at the onset of vortex shedding and its interaction with the

blade.

7.4 Blade pitching

Based on the seminal work of Couchet (1976), the blade pitch control laws as a
function of azimuth position were developed, which were expected to ensure the
suppression of vortex shedding from the blades. This was possible by imposing
a constant circulation to the blade. The mathematical construct of this work in
Chapter 3 also provided the analytical calculation of the blade operated in this
formulation. 2D CFD studies were performed to assess the influence of blade pitch-
ing kinematics on the turbine’s performance at different tip-speed ratios. Good
comparison between these analytical results and CFD analysis for tangential and
normal force components was achieved, which was presented in Chapter 6. This
CFD model was used to foster the knowledge obtained from the analytical anal-
ysis in terms of power extraction, flowfield development and vortex control. The
specific remarks of this investigation are outlined below.

1. Both analytical and CFD studies revealed that the performance of the tur-
bine with constant circulation imposed to the blades varies with the pitching
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amplitude, defined by the angle 3. A series of 8 values from —5° to +10°
was tested at different tip-speed ratios using CFD to compare the analytical
results.

2. For all the positive values of 8 considered in this study, it was found that
the blade extracts the power only during the front half of the cycle and loses
the same or even more power during the rear half of the cycle. This caused
the coefficient of power COP to evolve as a sinusoidal curve. This is because
of larger virtual camber and flow induced incidence during the front half
which increases the power extraction. When these models are compared with
the classical Darrieus turbine, the fixed blade model produces better power
than the pitching blades. However, the constant circulation based pitch
control formulation produced almost no power, which was circumvented by
subjecting the blades to variable circulation.

3. For the turbine model with variable circulation imposed to blades, increasing
the tip speed ratio A improved the power extraction features throughout the
cycle. The practical operating range of these models is better than that of
the fixed blade model as the optimal tip-speed ratio A,y is increased for the
turbine with pitching blade. This means that A, is certainly dependent on
the blade kinematics.

4. The numerical study showed that there is a slight increment in the coefficient
of power COP with the free-stream velocity V;,. This improvement reflects
the increase of power extracted from the flow during the front half of the
cycle with higher free-stream velocities, which was caused by increased lift-
to-drag ratio. The rate of increase in COP was however found decreasing
with increasing V). The power in the rear half remained relatively unchanged
with increasing Reynolds number for the pitching kinematics investigated in
the present study.

5. The active blade pitching mechanism by means of cam system was devel-
oped to model a Darrieus turbine prototype, where the pitching motion of
the blade is kinematically coupled to rotor’s rotation. This mechanism of
changing the blade’s orientation with respect to incoming flow is instanta-
neous and predefined which is expected to offer better performance in terms
of power output as well as vortex control. The corresponding demonstrator
was built and future experimental investigations are planned.

7.5 Further work

Even though a large number of studies were performed on the design and de-
velopment of Darrieus turbines for wind and tidal applications for past three
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decades, there are still several gaps in the published material as fundamental is-
sues are concerned. These must be properly considered to develop better designs
and techniques. One such attempt is made through this thesis work. Despite
the appreciable progress achieved by the present research on the marine turbine
and its performance improvement, realization of the developed methodologies and
proposed techniques in real applications are yet to be made. The mathematical
models of constant circulation framework, theoretical concepts of pitching blades
are plentifully supplied by the literature. This substantial information along with
the knowledge obtained during the present research unravelled that the pitching
blade models are very difficult to develop. In addition, the additional complex-
ity in understanding the kinematics and flow physics associated with the pitching
blade models pose serious challenges at the development end. The scarcity of
fully-adequate computational and experimental models is another cause to fail in
addressing the design issues of advanced techniques. For a conclusive study to be
conducted, these aspects should be taken into account. It is therefore imperative
to recognise the key areas where additional efforts are needed. Starting with a dis-
cussion on the continuation of current project, this section is dedicated to provide
the following recommendations from practical application view point.

7.5.1 Blade-wise force measurements

The present research offered the base knowledge of experimental and measure-
ment methods which is used to provide constructive recommendations for further
improvement in the turbine’s performance, which are outlined here.

1. Use of lighter materials and blades not only allow the weight reduction, but
permit the smaller bearing and simple supporting elements. Such facility
leads to reduced form drag of the set-up. Also, the lighter blades can be spun
at higher RPM without any damage which enables to test the operations of
higher tip-speed ratios and blade Reynolds numbers.

2. The blade-wise force and moment variations as the turbine rotates, which
was missed in the present research. This data is vital for validating the
theoretical and computational models. The lighter blades are less prone to
errors in this process of obtaining accurate force measurements.

7.5.2 Flow analysis

In the present study, the PIV computation of local flow fields around the blade
at different azimuth positions and global flow fields across the turbine were found
immensely helpful in understanding the variations of pressure, velocity and circu-
lation. New explorations may be interesting to have additional information about
the flow criticalities, which are outlined here.
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1. The effect of adverse pressure gradients in defining the behaviour of flow
separation and reattachment is necessary to be quantified for comparing
with the CFD results as well as possible design improvements.

2. The PIV measurements in the present study were limited to the two-dimensional
and two-component flow system. The visualization along the blade span,
particularly at the blade tips and supporting structures are important for
better understanding of flow dynamics. A stereo PIV or Tomo PIV study
can provide the three-dimensional and three-component analysis.

3. With the PIV facility, fully synchronized with force measurement system,
this possibility needs further investigation from the tidal turbine standpoint.

7.5.3 Experimental analysis of pitching blade design

Starting from understanding the kinematics and hydrodynamics of a Darrieus tur-
bine, this thesis work provides the preliminary studies on the application of the
blade pitch control laws which were tested and compared with classical turbine
using CFD. The experimental campaign for PIV studies of the fixed blade model
was successfully conducted and full range results were obtained, analyzed and
presented. The design and development of the turbine with pitching blades and
supporting cam system was completed by the end of the study. The CAD design
of the pitching blade model was developed, which is shown in Figure 7.1. See
Appendix II for the complete cam mechanism design. The 2D model was para-
metrically analyzed using CFD to assess its performance under a wide range of
operating conditions and with different solidities. In furtherance, the experimen-
tal studies of pitching blade model are needed in order to have a consolidated
information about the device performance in different flow conditions.

(a) Top view (b) Isometric view

Figure 7.1: Computational model of Darrieus turbine with pitching blades
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7.5.4 Vertical axis tidal turbines at larger scale

This work provided the tests and new concepts for conventional turbine models
and new designs with pitching blades. It is interesting to transfer these ideas and
findings to a larger scale to check if the assessments made in this study would hold
their stand and similar performance trends could be accomplished. One of the key
notifications is that the rotor geometry was neglected and the blade Reynolds num-
ber is in the order of 10°, which may be feasible for real applications. Literature
survey shows that higher Reynolds number models at larger scales were compu-
tationally modelled where the inlet turbulence levels were increased. Such tests
yielded considerable changes in the power characteristics of the turbine (Edwards,
2012). Therefore, careful testing strategies should be ensured for prospective future
studies. On the other hand, the funding limitations and schedule barriers oblige
an appropriate assessment of development possibilities for large scale deployment.

7.5.5 Vertical axis tidal turbines in real situations

One significant difference between the investigations made in this study and those
in real situations is the flow confinement. Although majority of research articles at-
tempted to replicate the real flow environment in their investigations, the present
research included significant blockage effects in both computational and experi-
mental studies. In order to transfer the performance measurements to real flow
conditions, these blockage effects should be nullified. Also, the flow confinement
imposes additional wall effects on the flow domain which considerably change the
physics and therefore should be quantified. The approximate match between the
experimental and computational flow conditions did not answer the adequacy of
assessment procedure. Therefore, a clear requirement for large domain and 3D
CFD models is identified which would dramatically increase the computational
cost.

7.5.6 Alternative design configurations

It is obvious that the geometrical design parameters of Darrieus turbines greatly
influence the overall performance. The studies of Tirkey et al. (2014) and Gos-
selin et al. (2013) quantified the changes in the turbine’s power curves when the
different design parameters such as blade profile, number of blades, aspect ratio,
solidity etc... were tested. With the general information provided by such para-
metric studies, it is interesting to optimize the geometrical shape for improved
performance. An adjoint solver in the CFD framework can be used to derive the
best possible geometry while the boundary conditions can be optimized by using
the statistical techniques such as Design of Experiments (DOE), response surface
etc... Commercial CFD software Ansys Fluent has these techniques built in the
project workbench while Star CCM+ can be coupled with external tool boxes
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such as CAESES and modeFRONTIER for multi-objective optimization process.
Numerous possible studies can be conducted using these coupled solvers for im-
proved designs to emerge. Detailed CFD studies of optimized geometries can allow
revisiting the mathematical models. Corresponding observations of flow physics
using experimental studies will therefore be a new area of interest for prospective
researchers.
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APPENDIX I: UNCERTAINTY ANALYSIS

The concept of stochastic collocation is primarily based on interpolation of func-
tion for chosen random variables at specific nodes within the stochastic space.
The mathematical implementation of stochastic collocation method in this study

follows Xiu (2010).

I.1 Stochastic flow model

For stochastic modeling, two random variables are considered which are free-stream
velocity V) and rotational velocity w of the turbine. These two variables are dealt
separately in order to discriminate their influence level on the performance charac-
teristics of the turbine. The reason for selecting these four as random parameters
to construct the stochastic space is that these are typical characterizing variables
of torque evolution and hence the power output. One of the critical concerns in
probabilistic collocation is to select an appropriate base to support the random dis-
tributions (Ghanem and Spanos, 1991). Considered random variables with mean
i and standard deviation o are defined by

I/O = ﬂ‘Vg +|‘5’V0.’IL
W= Uy + 0,.u

The so-constructed stochastic space with predefined mean g and standard devi-
ation o of considered random variables is furnished in Table I.1. The standard
deviations of free-stream velocity Vj, and the turbine’s rotational velocity w men-
tioned here are observed in experiments. The stochastic calculations are carried
out on a 8x8 Clenshaw-Curtis quadrature based 2D stochastic grid, as shown in
Figure I.1.
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Figure I.1: Clenshaw-Curtis quadrature based stochastic space

Mean () | Std dev (o) Support
Free-stream velocity (Vo) 1 m/s 0.007 m/s | [0.993, 1.007
Rotational velocity (w) | 6.667 rad/s | 0.067 rad/s | [6.600, 6.734

Table I.1: Stochastic space of uncertain variables

1.2 Results

Figures 1.2 and 1.3 show the plot of statistical moments of the tangential and
normal force components for individual random variables. The largest deviations
in the force coefficients are observed at the azimuthal locations where the vortex is
released from the blade and where the blade-vortex interaction occurs. As the flow
non-linearities are reported in the stochastic solution, it is easy to identify the zone
of maximum sensitivity, which is 180° < a < 270°. Compared to tangential force,
the amount of deviation in the normal force is more. The cumulative effect of
both the uncertainties in the flow domain boosts the solution deviation to greater
extent, which is shown in Figure [.4. This understanding lays a path to classify
the uncertain variables according to their influence on the solution variability.
Figure 1.5 shows the interpolated response surface of coefficient of power COP,
constructed on the probabilistic space of uncertainty analysis. Red coloured aster-
isks on the response surface represent the deterministic cubature nodes of uncertain
variables. It is clear that the rotational velocity w is more influential than the free-
stream velocity V; since the response surface seems sensitive to the changes in w.
While the inverse relationship between free-stream velocity V, and COP is evident
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Figure [.4: p + o of tangential & normal force coefficients with uncertainties in

both V, and w.
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Figure 1.5: Response surface of COP on the uncertain dimensions of Vj and w.

within the uncertain dimensional space, the surface plot reveals that the perfor-
mance of the turbine is appreciably influenced by the randomness in the boundary
conditions.

176



_____APPENDIX II: PITCHING MECHANISM DESIGN

II.1 Model design

In order to develop an instrumented VAWT prototype with the pitching blade,
a forced pitch actuation mechanism is used. The objective is to have the blades
being subjected to the desired pitch angle defined by the differential Equation 3.49.
This mechanism consists of a cam and control rod to geometrically set the pitching
dynamics. Refer to Figure I1.1, let R, be the mean radius of the base circle from

Lp

| & -'\\
S\
b 3 . Il -

Figure II.1: Blade pitch kinematics and definition of coordinate system on a pitch-
ing blade model.

which the cam profile is derived. The coordinates of an arbitrary point on the this
circle at a given azimuth position « are calculated from

1 = R.cos(a — ap) (IL.1)

y1 = R.sin(a — ap) (I1.2)
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I1.2. PROTOTYPE

where aq is the angle used to position the sliding rod on the cam and to actuate the
pivoting blade through a lever of length d. Let L, be the effective displacement of
pullrod pivot of the blade which is also equal to the distance between the (z1, y1)
and the cam coordinates (z., y.) at ap so that the shape of the cam track is
defined by the control law. This relationship defines the cam shape through its
profile coordinates, which are given by

ze = x1 + Ly cos(a) (I1.3)
Ye = Y1 + Lysin(a) (IL.4)

where L, = d.tan(f). Figure I1.2 shows the plan and side views of the draft of
cam and its mount.
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Figure I1.2: Plan and side views of cam for 8 = +5°.

II.2 Prototype

The complete mechanism of cam and control rod of the Darrieus turbine model
for experimental investigation is shown in Figure I1.3. The cam is grooved on the
under-face of the cam mount. The cam follower which is attached to the end of
the pullrod moves along this cam track. The other end of the rod connects with
the pullrod pivot of the blade. A slider assembly fixed to the blade allows a low-
friction sliding action to the blade so that the follower’s motion through the cam
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track is translated into the blade pitching as it travels through the azimuth. The
position of the blade pivot is at the hydrodynamic centre of the profile.

Pull rod Cam follower Cam Cam mount

Figure I1.3: Forced pitch actuation mechanism.

The location of blade pivot and pullrod pivot, the pullrod motion and slider as-
sembly design were selected without considering their respective inertial moments,
centrifugal loads and friction. Therefore, an obvious deviation in the performance
measurements using experiments from the numerical results is expected.
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Résumé

L’étude développée dans cette these concerne le contrdle des performances et des
lachers tourbillonnaires au cours du cycle de rotation d'une hydrolienne a axe vertical de type
Darrieus. L'élaboration d'une famille de lois de commande d'incidence de pales exploitant le
principe de conservation de la circulation autour de profils en mouvement permet ici le
contréle du fonctionnement de [|’hydrolienne ainsi que la maitrise de son sillage
tourbillonnaire afin de préserver I’environnement.

L'écoulement 2D est simulé a l'aide du solveur incompressible de Star CCM+ afin de
mettre en évidence l'effet de ce type de contrdle sur le rendement de la turbine pour différents
points de fonctionnement. Ce modéle CFD a été utilisé pour améliorer I'analyse analytique en
ce qui concerne l'extraction de Il'énergie, la compréhension de I’écoulement autour de
I’hydrolienne et le contréle des tourbillons générés. La nouveauté de cette étude est
I'élaboration de lois de commande de pales d’hydrolienne, basées sur des valeurs constantes et
transitoires de la circulation, afin d’augmenter la puissance de la turbine tout en garantissant
un controle efficace de la vorticité et ainsi prévenir de l'interaction entre les tourbillons et les
pales. Une bonne comparaison est réalisée entre les résultats analytiques et numériques
concernant les forces hydrodynamiques.

En outre, une campagne d’essais a été¢ menée afin d’acquérir des mesures quantitatives
sur une hydrolienne de type Darrieus & pales fixes en terme de puissance, mais aussi des
résultats qualitatifs pertinents comme la visualisation de I'écoulement autour des pales a
différentes positions et pour différents points de fonctionnement. La mise en place compléte
d’un systeme PIV pour les mesures qualitatives et les étapes de traitement sont discutées et les
divers paramétres obtenus a partir des études CFD sont validées en utilisant ces résultats PIV.
['étude expérimentale dans la présente recherche apporte des informations détaillées sur les
gradients de pression et de vitesse, les contours de vorticité et le critére Q qui ont servi &
valider les visualisations obtenues numériquement.

Mots clefs : Hydrolienne, Contrdle, Circulation, Sillage, PTV, CFD

Abstract

With key applications in marine renewable energy, the vertical axis water turhine can
use current or tidal energy in an eco-friendly manner. However, it is difficult to reconcile
optimal performance of hydrokinetic turbines and compliance with the aquatic environment as
the main drawback of the turbines is the formation of non-linear flow structures caused by the
unsteady movement of the blades. Eddies in the flow are advected and can interact with other
blades, which leads to a reduction in power output. To limit this phenomenon, the turbines
operate at high speeds, which are likely to reduce the shaft power. High speeds of rotation
also forbid the passage of aquatic animals, and are the cause of a suction effect on the
sediments.

The objective of this thesis work is twofold. First, it aims to develop a blade pitch
control to get the flow adjusted around the blade profile at any given flow configuration by
incorporating the profile's motion with respect to incident flow. Such a system intends to
achieve the objective of operating at reduced speeds without vortical releases, which should
allow achieving a high torque without causing damage to the environment.



This thesis work is mainly carried out in three phases. In the first phase, the irrotational
flow over an arbitrary profile is formulated using conformal mapping. Prospective potential flow
application on the basis of Couchet theory (1976) is involved in the development of a control law
that decides the blade pitching in a constant circulation framework. In the second phase, a
numerical validation of the developed analytical work is presented using CFD to examine how the
theoretical formulation can be effectively applied to Darrieus turbines. In the final phase, two
prototypes are developed, one is classical Darrieus turbine with fixed blades, and other is the
turbine with pitching blades for experimental measurements of performance as well as flow fields
(by PIV) in order to validate the computational results.

Kevwords : Water turbine, Control, Circulation, Wake, PTV, CFD



