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Abstract

This thesis uses microwaves as probe of carbon nanotube quantum dot circuits. In a

first experiment, a microwave excitation is directly applied to a circuit electrode for a

quantum dot in the Kondo regime. We provide the first frequency-amplitude charac-

terisation of the Kondo zero-bias conductance. Preliminary data are consistent with

predicted universal behaviour. We present two other experiments, where quantum dot

circuits are embedded in microwave resonators. Cavity photons probe charge relaxation

resistance and photon emission in a quantum dot coupled to normal and superconduct-

ing reservoirs in presence of Coulomb repulsion. Our observations validate a modelling

in terms of the circuit linear response. We also present the first implementation of a

Cooper pair splitter in cavity. The strong coupling regime is achieved, a premiere with

quantum dot circuits. Our findings support the idea, that mesoscopic quantum electro-

dynamics is a fruitful toolbox in the context of both fields of quantum transport and

quantum information science.

Key words: Carbon nanotube quantum dots; Cavity quantum electrodynamics; Kondo

effect; Charge relaxation resistance; Photon-assisted tunnelling; Cooper pair splitter.

Résumé

Cette thèse utilise les micro-ondes pour étudier des circuits de bôıtes quantiques à base

de nanotubes de carbone. Dans une première expérience, l’excitation micro-onde est ap-

pliquée directement sur une électrode du circuit pour une bôıte quantique dans le régime

Kondo. Nous réalisons la première caractérisation fréquence-amplitude de la conduc-

tance Kondo à biais nul. Des données préliminaires sont en accord avec la prédiction

de réponse universelle. Nous présentons deux autres expériences, où les bôıtes quan-

tiques sont insérées dans des résonateurs micro-ondes. Les photons de la cavité sondent

la résistance de relaxation de charge et l’émission de photon dans une bôıte quantique

couplée à des réservoirs normaux et supraconducteurs, en présence de répulsion coulom-

bienne. Nos observations valident une modélisation en terme de réponse linéaire du

circuit. Nous présentons aussi la première implémentation d’une lame séparatrice à

paires de Cooper en cavité. Le régime de couplage fort est atteint, une première avec

des circuits de bôıtes quantiques. Nos résultats renforcent l’idée que l’électrodynamique

quantique mésoscopique est une bôıte à outils fructueuse, aussi bien dans le contexte du

domaine du transport quantique que dans celui de l’information quantique.

Mots clés : Bôıtes quantiques en nanotubes de carbone ; Electrodynamique quantique

en cavité ; Effet Kondo ; Résistance de relaxation de charge ; Effet tunnel photo-assisté;

Lame séparatrice à paires de Cooper.
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Acronyms

AC Alternative current
ABS Andreev Bound States
AFM Atomic force microscope
B/AB Bonding/Anti-bonding
CNT Carbon nanotube
CPS Cooper pair splitter
CPW Coplanar waveguide
cQED Circuit quantum electrodynamics
CQED Cavity quantum electrodynamics
CVD Chemical vapour deposition
DC Direct current
DOS Density of states
DQD Double quantum dot
ENS Ecole Normale Superieure
FWHM Full width at half maximum
IF Intermediate frequency
IPA Isopropanol
LO Local oscillator
MC Mixing chamber
MIBK Methyl-iso-butyl ketone
MW Microwave
NMR Nuclear magnetic resonance
NW Nanowire
PAT Photon-assisted tunnelling
PCB Printed circuit board
PMMA Poly methyl methacrylate
QD Quantum dot
QED Quantum electrodynamics
RF Radio frequency
RIE Reactive ion etching
RMS Root mean square
RWA Rotating wave approximation
SEM Scanning electron microscope
SIS Superconductor-Insulator-Superconductor
SMA SubMiniature version A (microwave connector norm)
SWNT Single wall carbon nanotube
UHV Ultra high vacuum
UV Ultra-violet
VNA Vectorial network analyser
2DEG Two-dimensional electron gas
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Notations

αg Capacitive lever-arm of gate electrode on dot
∆ Superconducting gap
∆E Energy level spacing in a dot
∆cd Frequency detuning between cavity and drive frequency
∆qd Frequency detuning between qubit and drive frequency
ǫ0 Vacuum dielectric permittivity (unless specified)
ǫi Energy of the dot bare energy level i
ǫd Dressed orbital level in the single level case
ǫδ Energy detuning between the dots of the double quantum dot
ǫΣ Energy direction perpendicular to ǫdelta, (average energy of the

two dots)
ǫin Driving amplitude at the input of the cavity
γ Relaxation rate of a qubit
Γ Sum of tunnelling energies between dot and left and right leads

ΓL/R

Γ̃i Tunnelling energy between dot and lead i, dressed by the Fermi
distribution in the lead.

ΓN/S Tunnelling rate between dot and normal/superconducting lead

Γ2 Decoherence rate of a qubit (inverse of T ∗
2 )

Γφ Pure dephasing rate of a qubit
λ Wavelength
Λ0 Half of κ (half-FWHM of square amplitude for a bare cavity pul-

sation spectrum)
∆Λ0 Cavity linewidth shift (change in Λ0 induced by the circuit)
κ Cavity decay rate (or bandwith)
κi Cavity decay rate due to loss at the port i of the cavity
µ(N) Electrochemical potential of dot with N electrons
µL/R Electrochemical potential of left/right lead

µB Bohr magneton
ν Density of states in a normal lead (unless specified)
χ Charge susceptibility of a dot single-level
χqb Susceptibility of qubit coupled to the resonator (a nought index

refers to ground state)
ϕ Microwave phase
∆ϕ Microwave phase variation induced by the circuit
Ω Larmor frequency of a qubit
ωc Cavity resonance pulsation (ω0 in chapter 5)
∆ω0 Cavity pulsation shift induced by the circuit with respect to bare

cavity
ωd Cavity drive pulsation (ωRF in chapter 5)
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A Amplitude of microwave transmitted signal
A0 Amplitude of transmitted signal for a bare cavity
∆A Change in amplitude induced by the circuit with respect to bare

cavity
â Photonic field annihilation operator
B Magnetic field
∆Bnuc

z Zeeman energy difference between left and right dot, caused by
nuclear spins

Cg Capacitance from dot d to its local gate
CL/R Capacitance from dot d to left/right lead

Cm Capacitance between two coupled dots
CΣ Sum of all capacitances on dot d
e Electron charge
Eadd(N) addition energy in the N-electron ground state (so to add electron

N+1)
fc Cavity fundamental mode frequency
∆f−3dB FWHM of square amplitude, or equivalently width of transmitted

signal at -3dB, for a bare cavity frequency spectrum
g Coupling strength between cavity and qubit, or cavity and a dot

single-orbital
gi Coupling to cavity field of the dot orbital i (level modulation)
G Differential conductance through the device
GQ Conductance quantum
GON/OFF Kondo conductance with/without microwave excitation

h Planck constant
I Current through the device; cavity field quadrature

Ĩ Current calculated from numerical integration of the conductance
J Energy separation between singlet S and spin 0 triplet T0, called

exchange coupling
kB Boltzmann constant
n0 Number of photons in a bare cavity at the resonance frequency
n Cavity average photon number (unless specified)
n̂i Charge number operator of level i in a single dot
N Average number of electrons on the dot (unless specified)
Q Quality factor; cavity field quadrature
RAC Quantum charge relaxation resistance
t inter-dot tunnel coupling; time (unless specified)
teh Non-local Cooper pair injection matrix element
tindee Superconducting induced inter-dot tunnel coupling
ti tunnelling matrix element between dot and lead i for a single dot
tL/R tunnelling matrix element between superconductor and left/right

dot in a CPS
T temperature; cavity transmission
TK Kondo temperature
T ∗
2 Coherence time

U Coulomb charging energy on the dot
Um Mutual charging energy between two coupled dots
Vg(i) Gate voltage (labelled i)

VSD Source-drain or bias voltage (Vb in chapter 5)
Vi Electrical potential on electrode i
VΣ, Vδ Axis of the rotated frame Vg,L-Vg,R

V⊥ Photonic pseudopotential



Introduction

This thesis work lies at the intersection of quantum transport [1], light-matter

interaction [2] and quantum information science [3]. In the following we provide a

brief overview of these fields, which does not target exhaustiveness, but rather aims at

highlighting the links between this thesis and its larger scientific context.

Quantum transport

Quantum transport refers to the study of electrical circuits, which cannot be described

by the classical laws of electronics. Quantum effects typically occur for small (∼ µm)

and cold circuits. Consequently, quantum transport experiments require the fabrication

of low-dimensional objects, where at least one of the three object dimensions (height,

length, width) is small. Because of their intermediate size between macroscopic and

microscopic scales, these circuits are called mesoscopic. Experimentally, they are cooled

down to cryogenic temperature (below 4K or equivalently below −269◦C) and usually

characterised by electrical current measurements.

Since the 1980s, the diversity of circuits displaying quantum features has constantly

broadened, renewing the field. Mesoscopic circuits can be made exclusively out of metals,

deposited in layers or wires. A metallic circuit (so-called atomic contact) can even been

done by creating a single atom contact between two pieces of metal. Metals can also be

used as electrodes, contacting other materials. Semiconductors have been widely used to

create two-dimensional electron gas (a plane where electrons can move), semiconducting

wires and self-assembled quantum dots. Molecule-based circuits have been studied,

in particular using carbon structures like fullerenes and carbon nanotubes. Another

carbon-based material, graphene, is the archetype of single- or few-atomic-layer thick

materials, which are a current active research topic. Quantum transport studies in

other recently discovered materials (e.g. topological insulators, oxide interfaces) are also

topical.
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Quantum transport is not only characterised by a large variety of circuits but also of phe-

nomena. Here we stress two important properties of electrons to understand quantum

transport. First, one should think of electrons as waves and not only as particles. Inter-

ferences between electronic waves account for several phenomena (e.g electronic Fabry-

Perot, weak/strong localization, Aharonov-Bohm effect), and allows to make quantum

optics experiments with electrons instead of photons. A key parameter to quantify the

importance of the wavy nature of electrons is the phase coherence length Lϕ. This

parameter corresponds to the length over which the phase of an electronic wave is pre-

served. If Lϕ is longer than the circuit size, one needs to take the electron wavy nature

into account.

Second, the possible states for electrons in low-dimensional objects are constrained.

Each electron is described by a unique set of discrete numbers, which values are al-

lowed/forbidden depending on the circuit properties. In a wire, each allowed set of

numbers is a channel. The number of channels N in a conductor determines the elec-

trical conductance, a bit like the number of lanes on the highway determines the traffic

fluidity. Consequently, the conductance is quantised in integer multiples of the conduc-

tance quantum (G = NGQ with GQ = e2/h), the hallmark of quantum transport [4].

The variety of quantum transport phenomena is nourished by the variety of electrodes,

which can be used in mesoscopic circuits. Indeed, the nature of the circuit metallic ele-

ments strongly affects the rules governing electron transport. The use of ferromagnetic

metals enables to engineer spin-dependent electronic transport properties, a field called

spintronics [5, 6]. The use of superconductors is also broad enough to be a field on its

own, called mesoscopic superconductivity. It allows to engineer non-dissipative circuits,

the base element being the Josephson junction, which is made of two superconductors

separated by a thin oxide layer. The study of superconductors in proximity with various

non-superconducting elements has been a long-standing research interest. Chapter 5 and

6 of this thesis fit in this context. Since the 2000’s, some circuits based on Josephson

junctions appeared as promising in the context of quantum information processing, as

reviewed below.

In this thesis, we study a particular class of mesoscopic circuits called quantum dots

circuits [7]. Quantum dots are zero-dimensional objects, meaning that their size is

reduced in the three spatial dimensions (height, width, length). Quantum dots play

the role of electron boxes. They can be realised starting from higher-dimensional ob-

jects, provided that electrodes are used to ultimately confine electrons in small volumes.

For example we use carbon nanotubes as base material to fabricate our quantum dots

circuits [8]. Carbon nanotubes are relatively easily produced and offer the additional

advantage of good quantisation of the transverse wave-vector. Because of both their spe-

cific crystalline structure and one-dimensional character, they have only four conduction
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channels. Quantum dot circuits display most of the quantum transport phenomena men-

tioned above, with the advantage of parameters tunability, provided by gate electrodes.

An important effect, which can be studied in quantum dots, is Kondo physics, one of

condensed matter core topic, as it is the simplest situation with many-body interac-

tions. The spin of an electron confined in the quantum dot is interacting with the many

electron spins of the contacting electrodes, which models the presence of a magnetic

impurity in a metal. This phenomenon is considered in chapter 4. Finally, the fact that

electrons in quantum dots have specific states with discrete energies, is a common point

with natural atoms and molecules. This explains, why they may be seen as artificial

atoms and molecules. Those ”atomic-like” energy levels make quantum dots a candidate

platform for quantum computing.

More generally, quantum transport can be viewed today as an ensemble of both emerg-

ing and mature fields, depending on whether the circuits under study are poorly or

exquisitely controlled and understood. If one masters the quantum transport properties

of mesoscopic circuits, one can envision exploiting this quantum behaviour to engineer

quantum machines. The community of superconducting circuits is currently the most

advanced along this path, followed by the quantum dot circuits community. In the next

section, we make a rough state of the art of the use of superconducting circuits and

quantum dots circuits for quantum information processing. We particularly stress on

how these two fields relate to each other.

Solid-state quantum information processing

Quantum algorithms are theoretically more efficient than classical ones to solve certain

classes of problems. In particular they are naturally well suited to deal with quantum

systems. The base element is a logical qubit, the counterpart of the classical bit, which

can be either 0 or 1. In contrast, a qubit is not solely either in |0〉 or in |1〉, but

it can be in any superposition of the two quantum states |0〉 and |1〉. The hardware

realisation of logical qubits, which states can be controlled both jointly and separately,

has fostered intense research over the last two decades. A logical qubit relies on one

or several physical qubits, which are quantum systems with two states (called two-level

systems). In practice suitable physical systems may have more states, as long as two

of them can be selectively addressed. Historically, experimental quantum information

emerged in the late 90’s in the Nuclear Magnetic Resonance (NMR) [9] and Atomic

Molecular and Optical (AMO) [10] physics communities. Since then, others systems have

been proposed and investigated for building physical qubits, like for instance electronic

circuits or defects in solid, and the list does not stop there. Before focusing on circuits,

which are our system of interest, we want to stress that they are candidates among
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many others in the world-wide active research quest for quantum computing. These

fields progress in parallel, and feed each other. Superconducting circuits and quantum

dots circuits are the two circuit families, which are being investigated for building a

solid-state quantum information processing platform, with the advantages of versatility

and potential scalability.

Superconducting qubits are based on quantum states of macroscopic electrical quanti-

ties, like currents and voltages. The existence of such quantum states with possibly long

life times relies on superconductivity special properties. Originally these qubits were

controlled by applying electrical microwave pulses on the circuit electrodes. Since 2004

the field has taken over the tools of cavity quantum electrodynamics (CQED)[11], and

qubits are now routinely controlled using the microwave photons of superconducting

cavities [12]. Historically, CQED developed in atomic physics to study the interaction

between a single atom and a single photon in a cavity. These pioneer studies of light-

matter interaction at the most elementary level allowed to test fundamental laws of

quantum physics [13]. The concepts and methods developed in this framework [14, 15]

resulted in exquisite control over quantum individual systems [16], rewarded by Serge

Haroche’s nobel Prize in 2012. CQED originally inspired its circuit version (labelled

cQED), and the two fields remain close in their present development [17–19]. cQED

benefits from tunability of qubit frequencies and light-matter coupling strengths, which

are fixed by nature for atoms. In addition, nanofabrication techniques enable the more

versatile realisation of complex systems, with multiple qubits and cavities. cQED is a

very active research field, where progress in microwave quantum optics (e.g quantum-

limited detection, single-photon pulse shaping) goes hand-by-hand with a better control

over an increasing number of qubits (e.g state stabilization, qubit entanglement). We

will see in the last section, that the tremendous success of applying CQED methods to

superconducting qubits recently inspired the ”neighbour” quantum dot qubit commu-

nity.

In contrast to superconducting qubits, qubits in quantum dots are based on quantum

states of microscopic quantities. In particular the use of electron spins trapped in quan-

tum dots for quantum computing was proposed in 1998 [20], and has been explored

experimentally ever since. Indeed the electron spin is a good variable to encode a qubit

state, as it has naturally two states (up or down), and is not easily affected by environ-

ment charge fluctuations. The other side of the coin is that it is not easily controlled and

measured. The manipulation of one qubit involves magnetic and/or electric microwave

excitations, and is now well controlled for several qubit types [21]. However, in com-

parison with superconducting circuits, there is a lack of reliable coupling between two

qubits in conventional quantum dots [22–25]. This has only been achieved very recently

with quantum dots based on single defects in silicon [26]. In all these experiments, the
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coupling between qubits was local and concerned neighbouring spins. This thesis is re-

lated to two proposed strategies to couple more distant spins.

First, the use of a superconductor coupled to two dots has been suggested to couple

moderately separated spin qubits [27, 28]. In chapter 6, we present an experiment on

such a device, the so-called Cooper pair splitter. The principle is to extract a Cooper

pair from a central superconducting electrode, and to split the two electrons forming

the pair into two separated dots. If the Cooper pair splitter circuit is suitably designed,

it is predicted to preserve the entanglement of the split Cooper pairs. Entanglement is

the ”most quantum” and counter-intuitive property of quantum physics, at the basis of

quantum computing efficiency. While distant entangled photons pairs are routinely pro-

duced in quantum optics laboratories [29], it is interesting to note that the same has not

been achieved with individual electrons, so far. Cooper pair splitters have been studied

in quantum transport experiments [30–37] which assessed the splitting of particle pairs,

but could not state on injection coherence, nor on spins entanglement.

Alternatively spin qubits could be coupled over macroscopic length scales by using mi-

crowave cavity photons as ”quantum bus”. This strategy is directly inspired by the

superconducting qubits community, which improved such cavity-mediated two-qubits

coupling since the early demonstration in 2007 [38, 39]. The coupling between distant

qubits is one important reason, that originally motivated the study of quantum dots

coupled to microwave resonators [40, 41]. Chapters 5 and 6 present some experiments

belonging to this new field of mesocopic QED, which combines mesoscopic circuits and

cQED techniques. Along with former experiments, our work supports the idea that

mesoscopic QED is a prolific toolbox in the context of both fields of quantum transport

and quantum information science, as we discuss in the following section.

Mesoscopic QED

Mesoscopic QED consists in coupling mesoscopic conductors to microwave cavity pho-

tons. The field is still emerging, since the original experiments of 2011-2012, where

quantum dots [42–44] and a superconductor-insulating-superconductor (SIS) junction

[45] were first embedded into microwave cavities. We focus on quantum dots, which are

the circuits under study in this thesis. Experiments carried out over the five past years

(∼ 20) are shortly reviewed in section 2.2.4 of this thesis, and more extensively in the

review [46]. Below, we give general arguments, highlighting the diversity of situations,

in which cavities presently appear as, or are predicted to be, instrumental.

Historically, the idea of placing quantum dot circuits in cavities came along with the

proposals of using quantum dots for quantum information [40, 41, 47, 48]. Transport

measurements require the coupling to many degrees of freedom (the electrode electrons),
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which often weakens quantum states (a phenomenon called decoherence). In contrast,

cavities can reveal electrons moving from one dot to the other, in the absence of any

charge transfer to electrodes. This allows to study the internal dynamics of almost iso-

lated artificial molecules. Most experiments focused on charge transfer in double dots

[43, 49–53], the artificial equivalent of diatomic molecules. Photon-emission induced by

double dots was recently observed, a step towards the realisation of a quantum-dot-based

laser, which ranges among early expectations of mesoscopic QED [47].

However, the realisation of long distance two-qubits coupling via the cavity remains a

long-term goal of the community. The control of spin qubits with microwave cavity

photons has not been demonstrated so far. This is challenging, since the spin intrinsic

coupling to the cavity electromagnetic field is far too small to be exploited. Recently the

coupling of a single electron spin to cavity photons has been achieved, by engineering a

coupling between the electron spin and electron spatial position [54]. This is a promising

step towards the control of spin qubits with microwaves. However, using cavity photons

to control the state of a circuit is more demanding than using photons as a probe of the

circuit state. A prerequisite for control is to reach the so-called strong coupling regime,

characterised by the possibility of coherent excitation transfer between qubit and cavity.

Before this work (see chapter 6), this regime had not been realised in the mesoscopic

community.

However, weaker coupling regimes are sufficient for cavity measurements to be instru-

mental in probing ”atomic-like” mesoscopic circuits with cavity photons. For example,

cavities have been proposed theoretically to investigate the coherence of Cooper pair

injection in Cooper pair devices [55, 56]. As discussed in previous section, coherent

Cooper pair splitting is still an open issue, which is strongly related to demonstrat-

ing the possibility of generating distant entangled electrons in a solid-state environment.

The main original goal of this thesis was to address this question by embedding a Cooper

pair splitter in a microwave cavity. Chapter 6 presents the first experimental crossed-

characterisation of a Cooper pair splitter device, combining currents and cavity field

measurements.

Another motivation for placing circuits in cavities is to probe quantum transport in a

complementary way, as usual continuous current measurements do. The relevance of

mesoscopic QED tools applied to this purpose was revealed experimentally, rather than

anticipated in early proposals. One aspect is to study the circuit frequency response to

the GHz excitation caused by the cavity electromagnetic field. However, experimental

studies of electronic transport dynamics started way before the advent of mesoscopic

QED, by applying microwave excitations directly to the circuit electrodes. Historically,

the first experiment of this type was performed in 1963 with a SIS junction [57]. It re-

vealed that microwaves can induce DC transport by so-called photon-assisted-tunnelling
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(PAT) processes. Since then, PAT has been widely explored in various systems, like junc-

tions and quantum dots [58]. The input of microwaves to investigate quantum transport

is further illustrated in section 2.1. One example is the investigation of the Kondo effect

under microwave excitation, which started a decade ago [59–61] and is further explored

in our chapter 4.

Nevertheless a cQED architecture offers more than a mode of circuit excitation at finite-

frequency. Due to the circuit-cavity coupling, measuring the resonator transmission

reveals information about the circuit, which could not be accessed by transport mea-

surements alone. Resonant cavities with high finesse can be a more sensitive probe to

electronic transport than current measurements, as the experiment of chapter 5 illus-

trates for PAT between a dot and a superconductor. Beyond quantitative differences,

cavity and transport signals can be qualitatively different, even in a transport situation

with measurable currents. Such a situation was first reported in a crossed cavity-current

study of transport through a double quantum dot [52]. The combination of both cav-

ity and current measurements appeared as beneficial for characterising the device more

completely. Finally, cavities reveal charge displacements, which are intrinsically absent

of electrical current signals, because they do not result in net charge transport from

one contacting electrode to another. For example, the cavity electromagnetic field is

sensitive to back-and-forth electron transfer between a quantum dot level and a single

contacting electrode. This situation was first studied in [62], and is explored in greater

details in our chapter 5, giving strong insight into charge tunnelling dynamics.

The manuscript is organized as follows. Chapter 1 is dedicated to the description of

quantum transport in quantum dot circuits. In addition to introducing general basic

concepts, we specifically focus on Kondo physics and the effect of superconducting con-

tacts, which correspond to the physical situations investigated in this thesis. Chapter

2 details the scientific context and specific theoretical tools of mesoscopic QED. Ex-

perimental methods are the object of chapter 3, from sample fabrication to transport

and cavity measurement techniques at cryogenic temperature. The next three chapters

present original results, which have been obtained during this thesis. We summarize

below the main achievements for each of them.

Dynamics of Kondo effect at finite frequency

Chapter 4 belongs to the long-standing studies of finite-frequency effects in mesoscopic

circuits, where microwaves excitations are applied directly to the circuit electrode. Here,

we do not use a cavity but a fast gate to probe the finite-frequency response of a quantum

dot in the Kondo regime. We report the second observation of radiation-induced Kondo

satellite peaks, primarily observed in a GaAs two-dimensional electron gas [60] (figure
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Figure 1: (a) Phenomenology of the finite-frequency response of the Kondo conduc-
tance vs bias voltage VSD, as a function of the microwave excitation amplitude VAC , at
f=19GHz. (b) Scaled Amplitude-frequency evolution of Kondo resonance. GON/GOFF

is the ratio between the Kondo conductances at zero-bias, with and without microwave
excitation. The axis are the scaled amplitude V = eVAC/kBTK and scaled frequency

F = hf/kBTK .

1a). Using an independent in-situ amplitude calibration, we provide the first quantitative

measurement of the amplitude-frequency dependence of the Kondo conductance with an

AC bias (figure 1b). The Kondo resonance is found to be less affected at higher excitation

frequencies, in agreement with Kaminski et al theoretical paper [63]. We describe our

data quantitatively using an Ansatz, which bridges between expressions given in this

paper for two limiting regimes of parameters. Measurement on two Kondo resonances

with very different TK allows to make some statements on universality. We find a good

scaling of the conductance with the scaled amplitude V = eVAC/kBTK . In the more

limited parameter range we could explore, our data is also consistent with a scaling of

the conductance with the scaled frequency F = hf/kBTK .

Cavity photons as a probe of tunnelling dynamics between a discrete level

and fermionic reservoirs

In chapter 5, we present experimental data and theoretical modelling of the behaviour of

a single quantum dot in a carbon nanotube, coupled to normal metal (N) and supercon-

ducting (S) reservoirs, and embedded in a high finesse microwave cavity. We observe a

large variety of effects depending on the values of the tunnel rates and on the bias voltage

applied to the device. In any case transport and cavity signals differ clearly, supporting

the idea that a crossed-measurements of both yields a more accurate characterisation of

the device.



Introduction 12

Figure 2: Comparison between the experimental cavity linewidth shift ∆Λ0 and
square cavity frequency shift (∆ω0)

2 using a scaling factor α. These shifts result from
dissipation and dispersion induced by a S-dot-N circuit at zero-bias. The scaling factor
α depends on the tunnelling rate ΓN between the dot and the normal electrode N. We

also show as blue and red full lines the calculated ∆Λ0 and (∆ω0)
2.

For intermediate tunnel rates ΓN and zero-bias voltage, current is zero, while the cavity

frequency shift ∆ω0 and linewidth shift ∆Λ0 follow a relation, which is independent of

the quantum dot orbital energy ǫd (figure 2c and d). This behaviour is related to the

universality of the quantum charge relaxation resistance RAC predicted by Büttiker et

al. [64, 65], and observed only in a strongly spin-polarised GaAs quantum dot so far [66].

We present the first experimental investigation of quantum charge relaxation in the spin-

degenerate interacting case. Our observations are consistent with recent theory works,

which suggest that the universality of the charge relaxation resistance RAC persists in

this limit [67, 68]. More precisely, our experiment confirms that RAC is independent

from the dot orbital energy, a property which could not be probed in reference [66], and

which is already valid for intermediate tunnel rates (ΓN/ω0 ∼ 2.5). Panels a and b of

figure 2 show that the scaling behaviour breaks down for smaller tunnel rates.

For bias voltage eVb out of the superconducting gap ∆, there can be an increase in the

cavity amplitude A (blue areas), which reveals photon-assisted tunnelling between the

dot and the BCS peaks of the superconducting reservoir (figure 3e). In contrast, the

experimental conductance map shown in figure 3a can be reproduced by a model (3b),

which does not include any microwave excitation. As PAT a priori leads to specific

signatures in conductance measurements, this indicates the cavity superior sensitivity

to detect PAT events with respect to current measurements. PAT between a dot and

a superconductor was never observed experimentally before, even with DC transport.
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Figure 3: Panels (a), (c) and (e): Measured linear conductance G, phase shift ∆ϕ
and total amplitude A of the transmitted microwave signal, versus the dot gate voltage
Vg and the bias voltage Vb. Panels (b), (d) and (d): Predictions based on calculations
of the charge susceptibility for a S-dot-N system. The white colour in the amplitude
colour code corresponds to the bare cavity amplitude in panels (e) and (f). Panels (1),
(2) and (3): Electric potential configuration corresponding to the black points in panel

(d).
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Figure 4: (a) Cavity phase shift ∆ϕ colour plot in the gate-gate rotated plane VΣ-Vδ

for a bias voltage VSD = −0.16mV . Here, the sign change reveals a resonance between
an electronic transition of the CPS device and the cavity mode. (b) Observation of
Rabi splitting in the cavity spectrum, indicating a strong coupling of the CPS device
to cavity photons. The influence of the cavity input power is measured and modelled

(full lines) for n0 ≈ 0.6 and n0 ≈ 6.5 (bare cavity equivalent photon numbers).

Here, we report the possibility of photon emission by a dot coupled to reservoirs, against

the common idea that reservoirs are synonym of dissipation only.

Remarkably, the formalism we use is able to reproduce quantitatively all the measured

quantities, in the large variety of effects we observe (figures 2 and 3). Our work is

the first experimental test of the cavity response theoretical description in terms of

charge susceptibility. The validation of this recently proposed approach [69–72] lays the

foundations for the study of others nanocircuits coupled to cavities, involving any type

of fermionic reservoirs (normal, superconducting, ferromagnetic).

Strong coupling of a Cooper pair splitter to cavity photons

In chapter 6, we present the first implementation of a Cooper pair splitter in a microwave

resonator. The cavity appears as a powerful probe, as it reveals features which are ei-

ther absent or hardly resolvable in transport signals. We observe the resonant coupling

between electronic transitions of the device and cavity photons (figure 4a). From an

energetic analysis, we show that this observation is conditioned to the subgap position

of the electronic states involved in the resonant transition(s). Importantly, the strong

coupling regime is achieved, which had never been realised before with quantum dot cir-

cuits. We provide a semi-classical modelling of the non-trivial Rabi splitting dependence

with the photon number (figure 4b). A full interpretation of the CPS microscopic states,

which are involved in this strong coupling to cavity photons, needs further analysis.
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In macroscopic conductors, electronic transport is well described by treating elec-

trons as particles. Their dual wave nature has to be taken into account as soon as the

phase of the electronic wavefunction is preserved along the conductor size. Research on

quantum transport boomed in the 90’s with the advent of nano-lithography techniques.

Mesoscopic circuits could be fabricated to be smaller than the phase coherence length,

which typically reaches a few microns below 1K.

One branch of quantum transport is the study of quantum dot circuits. They consist in

artificial zero-dimensional objects made out of molecules, single-wall carbon nanotubes,

graphene, semiconducting nanowires or two-dimensional electron gases (2DEG), which

are contacted with electrodes. Versatility of nanolithography offers the possibility to re-

alise different circuit geometries from single to multiple dot. These dots can be connected

to various conductors like normal metals, superconductors or ferromagnetic metals.

This chapter introduces the concepts of quantum transport, that are involved in the

understanding of this thesis work. The basics of quantum dot circuits are introduced in

1.1. The ability to exchange electrons with the electrodes defines two classes of systems,

that are further addressed. ”Closed dots” (section 1.2) exploits the long lifetime of

electrons on the dots to realise two-level systems, which can be used as qubits in the

context of quantum information. ”Open dots” give rise to many-body phenomena and

in particular to Kondo physics (section 1.3), considered as the archetype of many-body

effects. 1.4 is dedicated to quantum dots connected to superconductors.

1.1 Transport phenomenology in quantum dots

A quantum dot (QD) is a zero-dimensional system, which has discrete energy levels.

The energy levels of a quantum dot can be filled with electrons very much like an

atom [73], which explains why quantum dots are sometimes referred to as artificial

atoms. Transport measurement is a way to perform the quantum dot spectroscopy

since the 90’s. The quantum dot is contacted to reservoirs, with which it can exchange

electrons, and it is capacitively coupled to one or more gate electrodes, which vary the dot

electrostatic potential (figure 1.1). Along with the extrinsic energy scale kBT imposed

by temperature, three intrinsic energy scales mainly characterise electronic transport

through QDs.

1.1.1 Energy scales

Thermal energy All experiments presented in this thesis were performed in a dilution

refridgerator cryostat with base temperature close to 16 mK. The relevant temperature
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Figure 1.1: Principle of quantum dot transport spectroscopy. A quantum dot
is a zero-dimensional object (dark grey), which has discrete energy levels, separated by
∆E. In transport experiments, it is contacted to source and drain electrodes. Each
contact i ∈ (R,L) is characterised by a tunnelling rate Γi/~ and a capacitance Ci.
A gate electrode is capacitively coupled to the dot via the capacitance Cg. The gate
voltage Vg enables to tune the position of the energy levels with respect to the reservoirs
chemical potential. The ability to charge the dot is basically captured by the dot total
capacitance CΣ, which is the sum of CL, CR and Cg. Standard transport measurement
are performed by applying a bias voltage VSD to the source electrode, while the current

is amplified and measured through the drain electrode.

to interprete transport measurements is the electronic temperature. From conductance

measurement, an upper bound for the electronic temperature around 50 mK (kBTel ≈
4µeV ∼ GHz) has been extracted (section 3.2.2.2).

Energy-level spacing In objects of finite size, electrons have a discrete spectrum.

The energy-level spacing in a quantum dot with typical size L is given by the interference

condition ∆E =
hvF
2L

where vF is the Fermi velocity. In principle, the size of the dot

is set by the electrode geometry, but disorder may induce smaller effective dots. The

discrete levels created by confinement form the dot main spectrum and are referred to

as orbitals by analogy with real atomic orbitals. Like their natural counterparts, orbital

levels in QDs can be degenerate in presence of internal electronic degrees of freedom. In

principle, orbitals in carbon nanotubes exhibit a four-fold degeneracy coming from spin

and valley two-fold degeneracies, arising from the graphene structure of the nanotube

wall. A small object behaves as a quantum dot, if the separation between energy levels

∆E is observable at the experiment temperature (∆E > kBT ). In carbon nanotubes

vF ≈ 106ms−1, so L = 400nm gives ∆E ≈ 5meV (∼ THz). The resulting condition on

the temperature is T . 10K, which is reached with liquid 4He.
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Charging energy Confining electrons in a small island costs energy because of Coulomb

repulsion. The presence of each extra electron on the island costs the charging energy

U corresponding to a capacitance CΣ. It can be estimated by calculating the geomet-

rical capacitance of a 100nm x 100nm island facing a 100nm distant gate electrode :

CΣ = ǫ0ǫrS/d ≈ 10−18ǫr F . Depending on the material relative permittivity, this gives

U =
e2

CΣ
≈ 10− 100meV . Typically, in our carbon nanotube QDs, U ≈ 10meV (∼ few

THz). The charging energy is often thought about as the energy to add an extra electron

on a confined object. This is true for small metallic islands, where charging effects are

important but energy levels quantisation can be neglected (∆E ≪ U). However, this

is generally not correct for quantum dots. There the addition energy Eadd(N) required

to add a (N + 1)th electron on the quantum dot involve the charging energy U and the

energy spacing ∆E(N) between levels N and N +1. This term can be zero if the levels

N and N + 1 are degenerate.

Tunnelling rate Electrodes can be seen as electron reservoirs, which can exchange

electrons with the dot at the tunnel rate Γ/~. This parameter is mainly set by the

electronic density in the leads, and the overlap between lead and dot wavefunctions.

The latter depends on the electron potential landscape, which is partly set by the fab-

rication process and partly tuned by gate voltages. The degree of tunability depends

on materials and processes, and is currently higher for 2DEGs and nanowires than for

carbon nanotubes. If Γ > kBT , the barriers transparency rules the electrons degree of

confinement in the dot, hence the energy levels width. Discrete levels can be observed in

a dot provided that Γ < ∆E. If the thermal energy is dominating, the level broadening

is controlled by kBT . Tunnelling rates between dot and leads measured in our nanotube

devices are in the µeV −meV range (∼100 MHz to few hundreds of GHz).

1.1.2 Transport regimes

The interplay between ∆E, U and Γ determines the transport regime and the conduc-

tance features in the plane defined by gate voltage Vg and bias voltage VSD axis (figure

1.2).

• Coulomb blockade regime : Γ, kT ≪ ∆E . U. In this regime (detailed in

1.2.1), transport is dominated by Coulomb repulsion between electrons. Colour

plot of the differential conductance as a function of Vg and VSD shows diamond-

shaped patterns. In the diamond-shaped blockade regions, no current flows and the

number of electrons N is fixed, while within the cross-shaped regions, the patterns

reflect the spectra of transitions between N and N+1 electrons.
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Figure 1.2: Electronic spectroscopy of a carbon nanotube exhibiting the three regimes
of transport : Coulomb blockade, Kondo and Fabry-Perot. The corresponding charac-
teristic features in a conductance colour plot versus gate and bias voltage are respec-
tively : Coulomb diamonds, Kondo ridges and Fabry-Perot checker-board. For each
regime a schematics of the QD recalls the relevant parameter hierarchy between the
level energy spacing ∆E, the Coulomb energy U and the tunnelling energy Γ. The
Kondo resonance results in an effective peak in the density of states at zero-bias, which
width defines the Kondo temperature TK . Here the thermal energy is the smallest

energy scale.

• Kondo regime : kT < Γ < ∆E . U. This regime (object of section 1.3) ap-

pears in carbon nanotubes with fairly transparent tunnel barriers, but still in the

Coulomb blockade regime. It is characterised by the Kondo ridge, a zero bias

conductance resonance inside the Coulomb diamonds.

• Fabry-Perot regime : kT, U ≪ Γ . ∆E. In this regime, the barriers transmis-

sion dominates over charging effects. The dot is open and interference phenomena

take place in the nanotube waveguide, like Fabry-Perot interferences occur in op-

tical cavities. This results in a checker-board pattern for the differential conduc-

tance.
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1.2 ”Closed” quantum dots

”Closed” quantum dots have low tunnelling rates to reservoirs, which means that they

are nearly isolated from the leads. Coulomb blockade physics dominates : the dot

state is essentially defined by the number of charges. Charge stability diagram for

single and double QD are explained in 1.2.1.1 and 1.2.2.1. In nearly isolated dots1,

transport is described by the master equation approach (1.2.1.2). As electron dwell

time in dots is rather long (0.05ms ∼ 20kHz in [74]), charge is a good quantum number.

This is exploited to make charge qubits in double QDs (1.2.2.2). Because of its higher

robustness to decoherence, the electron spin degree of freedom is at the core of many

qubits proposals as illustrated in 1.2.2.3.

1.2.1 Coulomb blockade

1.2.1.1 Coulomb diamonds

On an isolated island the number of charge must be an integer because of charge quan-

tisation. A quantum dot contacted to reservoirs remains a Coulomb blockade sys-

tem where the charge number is well defined, provided that it is ”isolated enough”.

More precisely the energy fluctuations must be much lower than the charging energy :

max(Γ, kBT ) ≪ U . In this case electron transport through the dot is blocked except if

the addition energy is supplied by an external voltage source. Conductance map in the

Vg-VSD plane shows Coulomb diamonds, where the charge number on the dot is fixed

(no transport). Each diamond corresponds to the N-electron ground state. Boundaries

of N-electron diamond can be found using the constant interaction model. It is based on

the two following assumptions. Electronic interactions inside the dot and between dot

and its environment are constant and parametrized by the total capacitance of the dot

: CΣ = Cg + CL + CR where Cg is the dot capacitance to the gate and CL/CR the dot

capacitance to the left/right lead. Effects of interactions on the ”chemical” energy-level

spectrum are neglected, and the single-particle energy-level spectrum (the set of {ǫi})
holds, whatever the electron number. In this framework, the total energy of the dot

with N electrons in the ground state is :

E(N) = Eel(N) +

N∑

i=1

ǫi (1.1)

1when Γ is the smallest energy scale in the system
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The first term is the electrostatic energy :

Eel(N) =
e2

2CΣ

(
N − CgVg + CLVL + CRVR

e

)2

(1.2)

The second term is a ”chemical” part : it is the sum of the single-particle spectrum energy

ǫi over all occupied orbital levels i. The N-electron ground state is stable if all four single-

electron transfer processes between dot and leads are forbidden for energetic reasons.

The energy difference caused by a tunnelling event has two terms : the electrochemical

potential µ(N + 1) for adding (−µ(N) for extracting) one electron to (from) the dot

and the electrostatic energy eVi (−eVi) for adding (extracting) an electron to (from) the

electrode i.

µ(N) = E(N)− E(N − 1) (1.3)

The set of following inequalities define the Coulomb blockade regime because single-

electron transfers cannot happen if they cost energy.

From left lead to dot : ∆E = µ(N + 1)− eVL > 0

From dot to left lead : ∆E = −µ(N) + eVL > 0

From right lead to dot : ∆E = µ(N + 1)− eVR > 0

From dot to right lead : ∆E = −µ(N) + eVR > 0

(1.4)

In our experimental situation, VL = VSD and VR = 0, so conditions 1.4 result in :

eVSD <

(
N +

1

2

)
e2

CL
− Cg

CL
eVg +

CΣ

CL
ǫN+1

eVSD < −
(
N − 1

2

)
e2

CΣ − CL
+

Cg

CΣ − CL
eVg −

CΣ

CΣ − CL
ǫN

eVSD >

(
N − 1

2

)
e2

CL
− Cg

CL
eVg +

CΣ

CL
ǫN

eVSD > −
(
N +

1

2

)
e2

CΣ − CL
+

Cg

CΣ − CL
eVg −

CΣ

CΣ − CL
ǫN+1

(1.5)

In the eVg-eVSD plane, each condition of 1.5 is a straight line (figure 1.3). The four lines

delimit a diamond, where transport is blocked. The N-diamond height and width reveal

important parameters of the dot. We define the gate voltage Vg,N as the zero-bias degen-

eracy condition between the N-1 and N-electron ground states, that is µ(N,Vg,N , VSD =

0) = 0. For each Vg,N there is a conductance peak (see data of figure 1.2). The differ-

ence e(Vg,N+1 − Vg,N ) corresponds to the distance between consecutive peaks, thus to
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Figure 1.3: Charge stability diagram of a single dot depending on gate
voltage Vg and bias voltage VSD. The blue lines correspond to the set of conditions
1.5. If the bias voltage VSD is applied to the left electrode as depicted in figure 1.1,
the positive and negative slopes are respectively Cg/ (CΣ − CL) and −Cg/CL. Within
a diamond delimited by the lines, the charge on the dot is fixed, and takes an integer
value labelled in green. The N-diamond half-height equals the addition energy Eadd(N)
required to add a N+1 electron. The N-diamond width e(Vg,N+1−Vg,N ) equals Eadd/αg

where αg = Cg/CΣ is the gate capacitive lever arm.

the zero-bias diamond width. Equations 1.1, 1.2 and 1.3 lead to :

µ(N + 1, Vg, VSD = 0) = ǫN+1 + U

(
N +

1

2

)
− eαgVg (1.6)

with the gate capacitive lever arm αg =
Cg

CΣ
.

From this, we deduce eVg,N ≡
(
ǫN+1 + U

(
N +

1

2

))
/αg. Consequently, the zero-bias

width e(Vg,N+1−Vg,N ) is equal to Eadd(N)/αg, with the addition energy in the N-electron

state:

Eadd(N) =
e2

CΣ
+ ǫN+1 − ǫN = U +∆E(N) (1.7)

Diamond slopes are related to capacitances : the positive one is
Cg

CΣ − CL
and the

negative one is −Cg

CL
. The diamond half-height is found to be equal to Eadd. As a

result, the gate capacitive lever arm αg is the ratio between diamond half-height and

zero-bias width.

Note that equation 1.6 shows that the gate voltage actually tunes the dot zero-bias

electrochemical potential. However, it is convenient and wide-spread to say that the

gate voltage tunes the dot level energy. Then equation 1.6 for a certain level d is written
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:

ǫd = ǫ0 − eαgVg = eαg (Vg,0 − Vg) (1.8)

This formulation will be the one further used in this thesis.

1.2.1.2 Master equation for transport : Γ ≪ kBT

Consider a QD in the Coulomb blockade regime, with the additional condition Γ ≪ kBT .

In this case single-electron tunnelling events are sequential and random. This is why a

probabilistic approach to describe transport is appropriate [75]. The system is described

by probabilities pα(t) to be in the state α at time t and tunnelling rates Γ̃α→β/~ giving

the probability per unit time for the system to go from α to β. The master equation is

a balance equation for the probabilities. In the most general case it writes :

~
dpα
dt

= −
∑

β

Γ̃α→β pα +
∑

β

Γ̃β→α pβ (1.9)

In the most simple case of non-degenerate levels, transport at the N-N+1 ground states

degeneracy is ruled by the probabilities p0 and p1 for the last level to be empty or

occupied. In this single level picture, the energy ǫN+1 of the last level is further labelled

ǫd. Transport from (to) the lead i ∈ L,R to (from) the dot happens at a rate Γ̃+
i (Γ̃−

i ).

The total ingoing and outgoing rates are (in energy units) Γ̃± = Γ̃±
L + Γ̃±

R. Counting

incoming and outgoing electrons gives the following master equations :

~
dp0
dt

= −Γ̃+ p0 + Γ̃− p1

~
dp1
dt

= −Γ̃− p1 + Γ̃+ p0

(1.10)

The stationary condition dpα
dt = 0 for all α’s and the normalization condition

∑
α pα = 1

yield the following probabilities :

p0 =
Γ̃−

Γ̃− + Γ̃+

p1 =
Γ̃+

Γ̃− + Γ̃+

(1.11)

Due to current conservation, it is equivalent to count current through left or right lead.

I =
e

~

(
Γ̃+
Lp0 − Γ̃−

Lp1

)
(1.12)
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I =
e

~

(
Γ̃+
L Γ̃

−
R − Γ̃−

L Γ̃
+
R

Γ̃− + Γ̃+

)
(1.13)

The tunnelling energies are obtained using Fermi’s Golden rule, treating the tunnelling

hamiltonian as a perturbation :

Γ̃±
i = Γif (± (ǫd + eVi)) with Γi = 2π|ti|2νi (1.14)

where Vi is the potential applied on lead i ∈ (L,R), ǫd = ǫd,0−eαgVg is the gate tunable

dot level energy and f the Fermi function. νi is the density of state in reservoir i. ti is the

hopping term between an electronic band ki of lead i and the dot, which is taken constant

for all k’s. Taking VL = VSD and VR = 0, and using the identity f(x) + f(−x) = 1, the

current simplifies as :

I =
e

h

ΓLΓR

ΓL + ΓR
(f (ǫd + eVSD)− f (ǫd)) (1.15)

Assuming VSD ≪ kBT , the following Fermi function expansion can be used :

f (ǫd + eVSD) = f (ǫd) + eVSD
1

4kBT cosh2
(

ǫd
2kBT

) (1.16)

The resulting current writes I = GV with the low-bias conductance :

G =
e2

h

ΓLΓR

ΓL + ΓR

1

4kBT cosh2
(

ǫd
2kBT

) (1.17)

This corresponds to a symmetric peak centred in ǫd = 0. Its maximum is a fraction of

the conductance quantum GQ =
e2

h
, which is equal to

1

16

Γ

kBT
for symmetric tunnelling

energies Γ = ΓL + ΓR. The Full Width at Half Maximum (FWHM) in energy units is

FWHM = 4kBT arccosh
(√

2
)
≈ 3.5 kBT .

In practice, our experiments are mostly in the regime kBT . Γ. However equation 1.17

for the conductance is interesting to give an upper bound for the electron temperature

(see 3.2.2.2). Considering spin degeneracy would not invalid this method, as it would

make the peak slightly asymmetric and wider.

1.2.1.3 Resonant tunnelling in the regime: kBT 6 Γ

In the regime kBT . Γ, more quantum effect occur. The situation remains simple

near a Coulomb crossing, if we assume again non-degenerate levels, and treat the filled
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electronic states as a background. It means that a single level with occupancy 0 or 1

is resonant with the leads. This allows to disregard Coulomb interaction, which would

need at least two electrons. In this non-interacting case, the conductance can be derived

exactly either using the Green’s function formalism or the scattering matrix approach :

G =
e2

h

ΓLΓR(
ΓL + ΓR

2

)2

1

1 +

(
2ǫd

ΓL + ΓR

)2 (1.18)

The peak shape is Lorentzian with FWHM = Γ = ΓL+ΓR. The maximum is a fraction

of the conductance quantum, which is set by the asymmetry between left and right tunnel

energies. In the fully symmetric case, the conductance reachesGQ . For degenerate levels

where interactions come into play, Coulomb peaks qualitatively have the same features :

Gmax ∼ e2

h
and FWHM ∼ Γ. Conductance cannot be calculated exactly by analytical

methods in this many-body situation. Numerous theoretical approaches are currently

used to treat many-body problems approximately. In practice, experimental Coulomb

peaks are often fit by a Lorentzian, knowing that height and width are renormalized by

interactions. The Lorentzian shape assumption is convenient, and it is a rather good

approximation, if the peaks are well separated.

1.2.2 Double quantum dots as qubits

The simplest qubit is a two-level system. Examples of natural two-level systems are

spins
1

2
(up and down states) and diatomic molecules (bonding and anti-bonding states).

These can be realised artificially in quantum dot devices : single electron spins in single

quantum dots and double quantum dots.

1.2.2.1 Stability diagram

A double quantum dot consists of two dots i ∈ L,R in series, each tunnel coupled to

a reservoir at rate Γi/~ and capacitively coupled to a local gate Vgi. The coupling

between the two dots has two origins : the Coulomb repulsion parametrized by the

mutual charging energy Um and the tunnelling rate t/~ between the two dots. We

assume the dots to be sufficiently isolated from the leads to be in the Coulomb blockade

regime. If t < kBT , tunnelling can be neglected and the state of the double dot is given

by the occupancies (N, M) of the two dots. Invoking electrostatic arguments similarly to

1.2.1.1, one finds the stable charge state as a function of the gates and bias voltages. At

zero bias, the stability diagram in the gate-gate plane exhibits the so-called honeycomb

pattern (figure 1.4a). The Vgi axis controls the electron number in dot i. The diagonal
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Figure 1.4: Charge stability diagram of a double dot depending on gate voltages VgL

and VgR. (a) displays lines delimiting hexagons, within which a DQD charge state
(N, M) is stable based on electrostatic arguments. N (M) is the electron number on
the left (right) dot. N and M are well defined as long as tunnelling between the dots
t can be neglected. (b) is a zoom showing how the presence of substantial interdot
tunnelling t > kBT modifies the stability diagram close to the degeneracy line between
(N, M+1) and (N+1, M) (dotted grey line). The straight plain grey lines corresponding
to negligible t (like in (a)) turn into an anti-crossing (blue lines). In the first case, the
distance between the lines is given by the mutual charging energy Um, while in the
latter case it accounts for the energy difference E = Um +

√
ǫ2δ + 4t2 between bonding

and anti-bonding hybrid states. ǫδ is the detuning between left and right energy levels.
The perpendicular axis ǫΣ indicates the sum of the dot energies. c is a current colour
plot as a function of left and right gate voltages. As expected, transport is maximum
close to anti-crossings, no matter if they are clearly resolved (like A) or merged (like
B). Indeed both dots are there resonant with the leads. Current may also be measured
along cotunnelling lines, where only one dot is resonant with the leads (feature C).

axis ǫΣ controls the double dot total energy and corresponds to a symmetric charging

of the two dots. The antidiagonal axis ǫδ, usually referred to as detuning, controls the

energy difference between the two dots, and corresponds to internal charge transfer from

one dot to the other.

The stability diagram is often measured by transport measurements (figure 1.4b,c).

There is no current inside any (N, M) hexagon. Single-electron transfer can only occur

if the electrochemical potentials of both dots are aligned with the Fermi level. This

situation is realised at the hexagon vertices called triple points. On the hexagon edges,

only two out of three electrochemical potentials are aligned. The edges in the diagonal

direction are called degeneracy lines or zero-detuning lines : (N, M+1) and (N+1, M)

charge states have the same energy along this segment of length Um. An electron can

oscillate between left and right dots, but current is zero because the energy state does

not lie at the Fermi energy. On the other edges, one dot is resonant with its neighbouring

lead. These edges, called cotunnelling lines, are named after the physical mechanism

that allows transport through the non-resonant dot (see section 1.3.1 for a detailed

explanation).

In presence of substantial interdot tunnelling t > kBT and close to degeneracy (ǫδ < t),

left and right dot charge states hybridise, and the double dot eigenstates are no longer
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(N, M+1) and (N+1, M) states but superpositions of these, namely bonding and anti-

bonding states. This leads to level repulsion, which can be measured in the current in the

gate-gate plane (figure 1.4b). The spacing between the lines corresponds to the energy

to pay to change the charge ground state between adjacent total number of electrons

(from a state with (N+M+1) electrons to ((N+M+1)±1) electrons):

E = Um +
√
ǫ2δ + 4t2 (1.19)

Like the addition energy in a single dot, it has an electrostatic part Um and a chemical

part corresponding to the energy difference between B and AB states.

1.2.2.2 Charge qubit

Close to zero-detuning, B and AB states form a two-level system, that can be used as

a qubit. The anti-crossing control parameter is the detuning ǫδ. The qubit frequency

is given by ~Ω =
√
ǫ2δ + 4t2. Preparing, manipulating and detecting the qubit state

are the elementary operations required by quantum information processing. This was

first achieved in 2003 [76] in GaAs 2DEG applying DC voltage pulses on the drain

electrode and measuring current. The qubit coherence time T2 ∼ ns given in this

experiment remained of the same order of magnitude in following works in GaAs 2DEG

([77], [78]) as well as in Si [79] and carbon nanotube [52]. Although experiments differ

from their qubit operation schemes and host material, charge noise is the shared limiting

decoherence process. Charge noise is due to local charge hopping between potential

minima created by defects. It causes fluctuations in gate potentials, thus in detuning

and qubit frequency. The amplitude of the corresponding 1/f noise density is estimated

to be few 10−4e/
√
Hz with little variations between host materials.

1.2.2.3 Singlet-triplet spin qubit

Poor coherence properties of charge qubits foster research on qubits exploiting the elec-

tron spin degree of freedom. Single spin
1

2
qubit, singlet-triplet qubit in double QD,

exchange-only qubit with 3 electron spins are well established spin qubit architectures.

Other proposals like spin-orbit or valley-spin qubits combine spin with other degrees

of freedom. In the prospect of quantum information processing, current research issues

in the field include operation fidelity, coherence properties, error correction, up-scaling.

The purpose of this section is not to make a review on spin qubits, but to give an insight

into this major topic of QDs by focusing on the singlet-triplet qubit. This particular

choice provides the opportunity to introduce key concepts ruling spin physics in double

dots.
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Figure 1.5: Singlet-triplet qubit principle. (a) depicts the energy level diagram
of a double quantum dot close to the degeneracy line between (0, 2) and (1, 1) as
a function of detuning ǫδ between the two states. Inter-dot tunnelling t results in an
anticrossing between the singlet states S(1, 1) and S(0, 2) and leaves triplets unchanged.
A magnetic field splits the three triplets by the Zeeman splitting |g|µBB. The two
energy levels S and T0 defining the singlet-triplet qubit appear at the first front over the
half-transparent rest of the spectrum. The energy level separation J(ǫδ) is electrically
controlled by ǫδ, which offer the possibility to perform qubit rotation around the z-
axis of the Bloch sphere sketched in (b). Rotation around the x-axis is provided by
the energy difference 2∆Bnuc

Z between |↑↓〉 and |↓↑〉 caused by the inhomogeneity of
random nuclear magnetic fields between left and right dot.

We focus on the degeneracy line between (0, 2) and (1, 1) states. According to Pauli

exclusion principle, two electron on the same orbital level must be in the singlet state

|S〉 = |↑↓〉 − |↓↑〉√
2

(antisymmetric spin wavefuntion). For the (0, 2) charge configuration

to be in a spin triplet T(0, 2), the two electron have to sit on different orbitals. Thus

the orbital energy separates T(0, 2) states from singlet ground state S(0, 2). In the (1,

1) charge configuration, spins sit on different orbitals, so the four spin states are degen-

erate : there is one singlet state S(1, 1) (spin 0) and three triplets (spin 1) T− = |↓↓〉,
T0 =

|↑↓〉+ |↓↑〉√
2

, T+ = |↑↑〉. Electron tunnelling between the two dots preserves spin,

so it can only hybridise S(0, 2) with S(1, 1), while triplets remain unchanged. Applying

a magnetic field lifts the triplet degeneracy by separating T± from T0 by the Zeeman

splitting ∆BZ = ∓|g|µBB. Under this condition, T0 and the hybridised singlet labelled

S form a two-level system that can be operated as a qubit. For commodity the qubit

state is depicted on a Bloch sphere with T0 and S as north and south poles and |↑↓〉 and
|↓↑〉 as eigenstates of the x-axis.

First implementation of such singlet-triplet qubit has been realised in GaAs 2DEG dou-

ble QD [22]. Initialization, manipulation sequences like Rabi oscillations and spin-echo,

as well as readout were demonstrated. Initialization of a singlet state close to S(1, 1)
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consists in two steps : first go to positive detuning to obtain S(0, 2), second apply a

pulse to end up in the negative detuning region. Full manipulation of a qubit requires to

control the energy difference between z-axis eigenstates as well as between x-axis eigen-

states corresponding to rotation around z or x axis of the Bloch sphere. Here rotation

around the z axis is electrically controlled. The energy separation J(ǫδ) between S and

T0 strongly depends on ǫδ : for large negative detuning J(ǫδ) → 0 and close to zero-

detuning J becomes large J(ǫ = 0) = t. J-pulse can be easily performed by applying

gate voltage pulses. Rotation around the x-axis is much less controlled. Due to the inho-

mogeneity of nuclear spins orientation, electron spins in each dot experience a different

local magnetic field. ∆Bnuc
Z is the Zeeman energy difference between left and right dot.

|↓↑〉 and |↑↓〉 are eigenstates of this hamiltonian term with energies ±∆Bnuc
Z . ∆Bnuc

Z

varies on a typical time scale, which limits the coherence time : T ∗
2 ≈ 10ns. Spin-echo

experiments enable to compensate the effect of random nuclear fields and gives access

to the enhanced coherence time T2 = 1.2µs. The readout of the qubit state after ma-

nipulation is a projective measurement on S(0, 2) and relies on Pauli blockade. A pulse

is applied towards S(0, 2) stability region. If the qubit is in the S state, it has a finite

projection to S(0, 2) and ends up in S(0, 2) state. In contrast a qubit in T0 is orthogonal

to S(0,2), and stays in T(0), that is a (1, 1) charge state. Using this spin-to-charge

conversion mechanism, the qubit state is inferred from a charge sensing measurement of

the dot charge state.

1.3 Kondo physics

Kondo physics occurs whenever a discrete degenerate state interacts with a fermionic

reservoir. This general situation is a model system for many-body problems. That is

why Kondo effect is a central issue in condensed matter, and has a long and rich his-

tory on both experimental and theoretical sides. The historical Kondo effect concerns

a spin
1

2
interacting with an electron gas. First experimental observations were made

in metals containing magnetic impurities back in the 1930s [80]. In such metals, resis-

tivity increases below a certain temperature (usually around 10K), which is unexpected

as all standard scattering processes (electron-phonon and electron-electron) get frozen

at low-temperature. An explanation was brought by Kondo in 1964 [81] based on an

antiferromagnetic exchange interaction between the impurity and the electron spins.

Refined theoretical description was provided by the renormalization group theory de-

veloped by Wilson in 1975 on the particular case of the Kondo problem [82]. The field

has been renewed in the late 90s in the context of quantum dots. In the odd occupancy

regime, a single electron sits on the last occupied spin-degenerate level, and plays the

role of the magnetic impurity. The tunnel coupling to the leads mediates the exchange
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interaction between dot and reservoirs spins (1.3.1). The advantages of such artificial

impurities lie in the variety and tunability of devices. More exotic Kondo systems can

be explored based on spin 1 [83] or orbital [84] degeneracies. Only spin
1

2
Kondo effect

will be described in this section.

1.3.1 From Anderson model to Kondo physics

The Anderson hamiltonian addresses the problem of an impurity in a metal. It is adapted

to describe quantum dots in the following way :

H = Hd +Hleads +Ht (1.20)

The dot hamiltonian Hd disregards all levels except the last occupied. It describes

a single spin-degenerate level at energy ǫd with occupation n̂d =
∑

σ∈(↑, ↓) d
†
σdσ (dσ

annihilates an electron with spin σ) and charging energy U.

Hd = ǫdn̂d +
U

2
n̂d (n̂d − 1) (1.21)

The lead hamiltonian writes :

Hleads =
∑

α∈(L,R),k,σ

(ǫkσ − µα) c
†
αkσcαkσ (1.22)

where k labels the orbital degree of freedom in the leads, and α ∈ (L, R) refers to the

left/right lead. Finally, the tunnelling hamiltonian writes :

Ht =
∑

α∈(L,R),k,σ

tαd
†
σcαkσ + h.c (1.23)

Consider the situation when the gate voltage is tuned inside a Coulomb diamond with an

odd number of electrons. This so-called ”local moment” regime corresponds to 〈n̂d〉 = 1.

Single-electron processes are blocked because both empty and doubly-occupied states

have energies E0 = 0 and E2 = 2ǫd + U higher than the single-occupied state energy

E1 = ǫd. However second-order tunnelling processes occur involving a zero or double

occupancy virtual state. To describe the local moment regime, it is convenient to derive

an effective hamiltonian in the single occupancy subspace. Schrieffer and Wolf proposed

a canonical transformation HS = eiSHe−iS [85] that removes tunnelling linear terms,

which pull the system out of the single-occupancy subspace. The term HS is developed

to second order in tunnelling, and only processes conserving single-occupancy are kept
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Figure 1.6: Second-order tunnelling processes occuring within the single-
occcupancy subspace. At each step the black level indicates the dot state. From an
initial state with one spin-up electron at energy E1 the dot can spent a short time in a
doubly-occupied (2) or empty (0) states at energies E2 or E0 higher than E1 (virtual
state). Depending on which spin goes in or out of the dot, the dot ends up in a final
state with the same or opposite spin as in the initial state. Spin-conserving processes
are labelled (sc) and depicted with blue arrows while spin-flipping processes are labelled

(sf) and depicted with orange arrows.

(figure 1.6). This yields to the effective low-energy Anderson hamiltonian :

Heff = Hd +Hleads +Hscattering (1.24)

with :

Hscattering =
∑

αα′

Jαα′

(−→̂
s αα′ .

−→̂
S

)
+

∑

kk′,αα′,σ

Wαα′c†αkσcα′k′σ (1.25)

Both terms come from second-order tunnelling involving empty and doubly-occupied

virtual states, as illustrated by the expressions for the scattering energies :

Jαα′ = 2

(
tαtα′

E2 − E1
+

tαtα′

E0 − E1

)
=

2Utαtα′

(ǫd + U) (−ǫd)
> 0 (1.26)

and

Wαα′ = −1

2

(
tαtα′

E2 − E1
+

tαtα′

E1 − E0

)
=

(2ǫd + U) tαtα′

2 (ǫd + U) (−ǫd)
> 0 (1.27)

However the two terms account for different scattering processes, whether or not the
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spin plays a role. The first term is called the Kondo hamiltonian and expresses an

antiferromagnetic spin-spin interaction between the dot spin
1

2

−→̂
S and the local spin

density of itinerant electron
−→̂
s αα′ =

∑
k,k′,σ,σ′ c

†
αkσ

−→̂
σ σσ′

2
cα′k′σ′ . It involves joint dot

and lead electron spin-flips, while the second term is independent of spin and acts as a

potential scattering.

The picture of a many-body antiferromagnetic exchange interaction is obvious in the

Kondo hamiltonian formula. Replacing the spin density
−→̂
s by a single reservoir electron

spin, we see immediately that at half-filling (ǫd = −U/2), the ground state will be a

singlet formed by the spin sitting on the dot and the reservoir spin. In fact, many

conduction electron spins take part in the formation of a many-body singlet ground

state. They constitute the so-called Kondo cloud.

Current flowing through the device is related to tunnelling rates between reservoirs,

which can be calculated perturbatively with respect to Hscattering. To first order in

Hscattering, the tunnelling amplitude is given by the standard cotunnelling formula. How-

ever, the tunnelling amplitude calculated to second order in Hscattering (fourth order in

tunnelling matrix elements) diverges below a certain energy kBTK , defining the Kondo

temperature TK . This low-energy divergence is caused by the spin-flip scattering term.

Because it was pointed out by Kondo, it was named ”the Kondo problem”.

1.3.2 Kondo resonance conductance and universality

The Kondo problem reveals two main properties of the Kondo effect. Firstly conductance

is high, though inside a Coulomb blocked region. Despite its finite value predicted by

more evolved theoretical models, the conductance at T < TK remains greatly enhanced,

and can reach the value for a perfected transmitted channel
2e2

h
[86]. The low-energy

divergence condition also requires eVSD < kBTK . The Kondo resonance thus manifests

itself by a zero-bias line inside a Coulomb diamond in the Vg − VSD conductance map.

This is the characteristic Kondo ridge. Secondly the emergence of a single energy scale

characterizing the divergence suggests scaling laws involving TK . This makes the success

of the renormalization group theory. All physical quantities are universal functions of

dimensionless parameters, kBTK being the scaling energy. Conductance and current

noise spectral density are functions of
T

TK
,
eVSD

kBTK
,
gµBB

kBTK
. Conductance versus bias

voltage exhibits a peak of width ∼ TK . Measurements for several samples with different

TK collapse on a single function as illustrated on figure 1.7.
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Figure 1.7: Phenomenology of Kondo effect. (a) lower panel displays a conduc-
tance colour plot in the bias-gate voltages plane, while the upper panel shows a gate
line scan at zero bias. Kondo ridges are visible at zero-bias within every other Coulomb
diamond characteristic of double degeneracy (Kondo SU(2)). This means that spin-
degeneracy is the only degeneracy in the system in contrast with four-degeneracy when
additional valley degeneracy matters (Kondo SU(4)). On a gate line scan the Kondo
effect manifests itself as a conductance plateau between Coulomb peaks, which can ei-
ther be constant or exhibit a shallow dip. (b) shows universality of conductance vs bias
voltage at the Kondo resonance. Curves obtained for different samples with different
TK collapse onto a single curve once eVSD is rescaled by TK graph taken from [87].

1.4 Quantum dot circuits with superconducting contacts

Transport in hybrid structures combining normal metals and superconductors was stud-

ied extensively in thin films geometry. Proximity effect was demonstrated, namely the

fact that a normal metal in contact with a superconductor becomes superconducting

over a certain length. Contacting quantum dots with superconducting electrodes was

expected to yield new features in transport.

Some can be intuited by considering the sequential tunnelling regime, where electrons

tunnel one by one because of Coulomb interaction. Considering only quasiparticle trans-

port, formula 1.14 in section 1.2.1.2 shows that the tunnelling energy Γ is dressed by

the density of states of the leads. In case of superconducting contacts, the quasiparti-

cle density of states is zero at low-energy over a 2∆-wide gap, and for higher energies

writes νS(E) =
|E|√

E2 −∆2
νN , ∆ being the superconducting gap. In this so-called

”semiconductor picture” depicted in figure 1.8a and b, current through a S-QD-N de-

vice is expected to exhibit a 2∆-wide gap around zero-bias and maxima at eVSD = ±∆

reflecting peaks in the superconducting density of states (figure 1.8 c). In a S-QD-S

device, these features appear at eVSD = ±2∆ and were observed for the first time in

1995 on metallic grains [89]. They have been reproduced in QDs based on NW, CNT,

self-assembled quantum dots and molecules like fullerenes (see [90] for a review).

In addition to quasiparticle transport, supercurrent carried by Cooper pair may flow

through quantum dots. This can be understood easily in a non-interacting quantum
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Figure 1.8: Simple explanation of different transport features observed in
S-QD-N devices. In the presence of strong interactions transport is dominated by
single-particle sequential tunnelling. It is blocked when the dot energy lies within the
superconducting gap (sketch (a)) and it flows when the bias voltage exceeds the gap
(sketch (a)). (c) shows experimental data corresponding to such parameter regime. In
the opposite regime where Coulomb interactions are negligible, Cooper pairs can tunnel
through the dot ((d)). This can be understood using a scattering formalism using the
concept of Andreev reflection sketched on (e). The existence of sub-gap states named
Andreev Bound States is predicted, which results in sub-gap transport (f) (data taken

from [88]).

dot. Because two electrons with opposite spin can sit on the same energy level, a Cooper

pair can travel through the dot each time an energy level ǫd is resonant with the Cooper

pairs condensate lying at the superconducting chemical potential µS (figure 1.8 d). A

common theoretical approach to derive the sub-gap current is a scattering formalism

invoking Andreev reflections. An Andreev reflection happens at the interface between

a normal metal and a superconductor and consists in the reflection of an electron
−→
k , ↑

into a hole −−→
k , ↓ (figure 1.8 e). The result is the transfer of a Cooper pair from normal

metal to superconductor, or vice-versa via the reverse mechanism. For a confined con-

ductor like a QD, interfaces between the circuit elements also lead to Andreev and/or

normal reflections. The resonance condition predicts the existence of discrete energy

states inside the gap, called Andreev Bound States (ABS). These states carry sub-gap

current, as shown in the data presented in figure 1.8 f.

An alternative theoretical approach to describe quantum dots contacted to supercon-

ducting electrodes is the hamiltonian formalism. In section 1.4.1 we derive an effective

hamiltonian for a Dot-S device in the large gap limit. In section 1.4.2 we address the
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Figure 1.9: Parameters regime for the effective description of the S-QD device given
by equation 1.34 to be valid. Γ = 2π|t|2νN has also to be much smaller than ∆.

Cooper pair splitter device, which is a central topic of this thesis. While the splitting of

Cooper pairs into two different quantum dots can be described as crossed Andreev re-

flections, the hamiltonian approach is better suited to understand the device microscopic

states.

1.4.1 Proximity effect in a quantum dot

We consider a spin-degenerate single-level non-interacting quantum dot connected to

one superconducting electrode with a large gap ∆. The energy reference is the super-

conductor chemical potential, which is set to zero. The dot energy level ǫd lies deep

inside the gap. This implies ∆E ≫ ∆ ≫ Γ ≫ U and ǫd ≪ ∆. The situation is depicted

on figure 1.9 and is described by the following hamiltonian :

H = Hd +Hsc +Ht (1.28)

Hd = ǫdn̂d is the dot hamiltonian with U=0 (section 1.3.1). The superconducting

electrode is described by :

Hsc =
∑

k,σ

Ekσγ
†
kσγkσ (1.29)

where γkσ annihilates a Bogoliubov quasiparticle with energy Ek =
√
ξ2k +∆2. ξk is

the normal state single electron energy. Bogoliubov quasiparticles are excitations of the

BCS ground state and thus verify γkσ |BCS〉 = 0. They are superpositions of electron

and hole excitations. More precisely :

γk,↑ = ukck↑ − vkc
†
−k↓

γ†−k↓ = u∗kc
†
−k↓ + v∗kck↑

(1.30)
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with

uk = e
−i
φ

2

√√√√√1

2


1 +

ξk√
∆2 + ξ2k




vk = −e
i
φ

2

√√√√√1

2


1− ξk√

∆2 + ξ2k




(1.31)

Ht describes electron tunnelling between the dot and the superconducting contact.

Adapting formula 1.23 to the single contact case yields Ht = t
∑

k,σ d
†
σckσ + h.c.

At low-temperature there are no excitations in the superconductor. An effective hamil-

tonian can be derived in this subspace. As Ht is linear in γ, it creates Bogoliubov

excitations. It can be eliminated to first order by performing a Schrieffer-Wolff trans-

formation similarly to section 1.3.1 : HS = eiSHe−iS with :

S = i
∑

kσ

(Xkσγkσ − h.c.) (1.32)

and :

Xk↑ =
tu∗k

Ek − ǫd
d†↑ +

t∗v∗k
Ek + ǫd

d↓

Xk↓ =
tu∗k

Ek − ǫd
d†↓ −

t∗v∗k
Ek + ǫd

d↑

(1.33)

The general principle of a Schrieffer-Wolff transformation and the mathematical check

of the specific transformation given by 1.32 and 1.33 are presented in appendix A. After

calculation detailed in appendix A, the expansion of HS to second-order in t yields the

following effective hamiltonian Hd,eff for the QD :

Hd,eff = ǫ̃dn̂d +
(
ΓCd

†
↑d

†
↓ + h.c.

)
+ constant (1.34)

The dot energy

ǫ̃d = ǫd


1− π|t|2ν 1√

∆2 − ǫ2d


 (1.35)

is renormalized by the presence of the superconductor. However the main effect of the

superconductor is to hybridise the dot empty and doubly-occupied states via the matrix

element ΓC = πt2eiφν
1√

1−
(ǫd
∆

)2 , where ν is the normal density of states at the Fermi
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Figure 1.10: Sketch of a Cooper pair splitter device. A central superconducting
electrode (blue) is contacted to both left and right dot of a double dot (purple). The two
lateral contacts of the double dot are normal electrodes (green). Electrons transport in
the desired working regime is drawn in red : Cooper pairs from the superconductor get
split into spatially separated orbitals, while keeping the spin singlet character of the

pair. Each electron then tunnels independently to the closest lead.

level. The matrix representation of Hd,eff in the (|0〉 , |↑↓〉 , |↑〉 , |↓〉) basis is :

Hd,eff =




0 Γ∗
C 0 0

ΓC 2ǫ̃d 0 0

0 0 ǫ̃d 0

0 0 0 ǫ̃d




(1.36)

By diagonalizing the even occupancy block, one finds the following eigenstates :

|Ψ±〉 =


 Γ∗

C√
|ΓC |2 + E±

+
E±√

|ΓC |2 + E±
d†↑d

†
↓


 |0〉 (1.37)

with eigenenergies :

E± = ǫ̃d ±
√

ǫ̃d
2 + |Γ|2 (1.38)

Equation 1.37 shows that the dot states in presence of a superconductor have a very

similar structure as Cooper pairs uk + vkc
†
k↑c

†
−k↓. Superconducting correlations are

induced on the dot : this can been seen as an ”atomistic” proximity effect.
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1.4.2 Cooper pair splitter

A Cooper pair splitter exploits the proximity effect in a beamsplitter geometry (figure

1.10). A central superconducting electrode is contacted to both left and right dot of

a double dot. The two lateral contacts of the double dot are normal electrodes. We

first discuss the superconducting-double-dot system alone and forget about the normal

reservoirs. Superconducting correlations may be induced locally in each dot as described

in the single dot case. In addition non-local superconducting correlations are induced:

the two electrons forming a Cooper pair are split and one sits on each dot. Strong

Coulomb interactions make on-site double-occupancy unlikely, which highly favours non-

local correlations with respect to local correlations. Taking the same path as in previous

section an effective hamiltonian can be derived in the large gap limit from the following

original double-dot-S hamiltonian :

H =
∑

i∈L,R
ǫin̂i +

∑

k,σ

Ekσγ
†
kσγkσ +

∑

i∈L,R


ti

∑

k,σ

d†i,σckσe
ik·ri + h.c


 (1.39)

with ri the spatial coordinate, where tunnelling occurs between the superconductor and

dot i. We perform a Schrieffer-Wolff transformation similarly to the single dot case (see

Appendix A for the explicit formula). Expanding to second order in tunnelling rates and

assuming that on-site double occupancy is forbidden, leads to the effective hamiltonian

:

Heff =
∑

i∈L,R
ǫin̂i +

[
teh

(
d†L↑d

†
R↓ − d†L↓d

†
R↑

)
+ tindee

∑

σ

d†LσdRσ + h.c.

]
(1.40)

with the Cooper pair splitting term :

teh = πtLtRe
iφνf(δx)

∑

i∈L,R

1

2

1√
1−

( ǫi
∆

)2 (1.41)

and the superconducting-induced interdot tunnel element :

tindee = −πtLt
∗
Rνf(δx)

ǫL + ǫR
∆

∑

i∈L,R

1

2

1√
1−

( ǫi
∆

)2 (1.42)

which both depend on the geometrical factor :

f(δx) = cos(kF δx)

∑
i F (ǫi)e

−
|δx|

F (ǫi)ξ0
∑

i F (ǫi)
(1.43)
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with F (ǫi) =
1√

1−
( ǫi
∆

)2 and kF the Fermi wavevector. The geometrical factor depends

on the dimension and is given here in the one-dimensional case. Cooper pairs are injected

in the two dots at a distance |δx| = |xL − xR|. f(δx) is normalized, such that f(δx =

0) = 1. For f(δx) not to cancel teh and tindee , |δx| which should be smaller than the

superconducting coherence length ξ0 (ξ0 ∼ 100nm in Aluminium).

Note that Coulomb repulsion was invoked to favour non-local versus local Cooper pair

injection, but was not treated explicitly in the original hamiltonian. We do not expect

the presence of splitting and superconducting-induced interdot tunnelling effects in the

effective hamiltonian to be affected by a full treatment of interactions. However, the

dependence of the coefficients teh and tindee with respect to parameters will be affected by

interactions. This statement extends to the presence of an intrinsic interdot tunnelling

t, which we have not considered above.

The matrix representation in the (|0〉 , |S〉 , |T0〉 , |T+〉 , |T−〉 , |↑ 0〉 , |0 ↑〉 , |↓ 0〉 , |0 ↓〉)

basis is block-diagonal Heff =

(
He 0

0 Ho

)
. The decoupling between even and odd blocks

is expected, because in our description, particles going in or out the double dot can only

be Cooper pairs. The matrix representation in the even sector writes :

He =




0
√
2t∗eh 0 0 0

√
2teh ǫΣ 0 0 0

0 0 ǫΣ 0 0

0 0 0 ǫΣ 0

0 0 0 0 ǫΣ




(1.44)

The superconductor main effect is to hybridise the double dot empty |0〉 = (0, 0) and

singlet |S〉 = S(1, 1) states via the matrix element teh. Triplets remain eigenstates.

Diagonalization of the (|0〉 , |S〉) sector yields eigenstates :

∣∣V1(2)

〉
=

√
2t∗eh√

2|teh|2 + E1(2)

|0〉+
E1(2)√

2|teh|2 + E1(2)

|S〉 (1.45)

with eigenenergies :

EV1(2)
=

1

2

(
ǫΣ ±

√
ǫ2Σ + 8|teh|2

)
(1.46)

The energy levels diagram is shown on figure 1.11. Equation 1.41 shows that to first

order in ǫi/∆, teh does not depend on the dot energies. Taking teh constant, V1 and V2

anti-crossing parameter control is the energy sum ǫΣ = ǫL+ǫR and the minimum energy

splitting between V1 and V2 is 2
√
2teh. V1 and V2 contain the entangled state |S〉, which
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Figure 1.11: Sketch (a) and simplified level diagram (b) of the S-DQD
device. The coherent injection of Cooper pair quantified by the matrix element teh
hybridises empty (yellow) and singlet S(1,1) (blue) states. This results in an anti-
crossing of hybrid states V1 and V2 as a function of the dots energy sum ǫΣ. Minimum
energy separation EV1,2

= 2
√
2teh between these levels happens at ǫΣ,0. Triplets energy

dispersion is not affected by the superconductor and remains linear in ǫΣ.

explains why a Cooper pair splitter is considered as a source of distant entangled spins.

In the odd sector, the matrix representation reads :

Ho =




ǫL tindee 0 0

tind∗ee ǫR 0 0

0 0 ǫL tindee

0 0 tind∗ee ǫR




(1.47)

An interesting effect is the induced energy-dependant hopping term tindee between left

and right dots. This corresponds to a cotunnelling process : an electron from one dot

can virtually excite a quasiparticle in the superconductor and tunnel to the other dot.

Equations 1.42 and 1.41 show that Cooper pair splitting and induced interdot tunnelling

are related by

∣∣∣∣
tindee

teh

∣∣∣∣ =
ǫΣ
∆

. To first order in ǫi/∆, tindee is linear with ǫΣ. Diagonalization

of each (|σ, 0〉 , |0, σ〉) block leads to spin-degenerate bonding |ΨB,σ〉 and antibonding

|ΨAB,σ〉 states :

∣∣ΨB(AB),σ

〉
=

1√(
EB(AB) − ǫR

)2
+ |tindee |2

(
tindee |σ, 0〉+

∣∣tindee

∣∣2

EB(AB) − ǫR
|0, σ〉

)
(1.48)

with eigenenergies :

EB(AB) =
1

2

(
ǫΣ ±

√
ǫ2δ + 4|tindee |2

)
(1.49)

Ideally, the presence of normal leads in the isolated limit ΓL/R ≪ kBT ≪ teh acts as
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a spectroscopic probe, and reveals the level diagram structure without affecting it. At

ǫΣ = ǫΣ,0 hybridization between singlet and empty states is maximum. There the charge

can fluctuate most, and one expects a maximum in the current from the superconductor

to any lead. This is the so-called two-particle resonance as it happens at a fixed value ǫΣ,0

of the sum of the dot energies ǫΣ = ǫL+ǫR. In our simplified model, we see that ǫΣ,0 = 0,

which means that the current resonance due to pair splitting occurs when ǫL = −ǫR.

In more complex cases, ǫΣ,0 is non-zero and may be related to spin-orbit interaction or

coupling between valleys K and K’ [91]. The two-particle resonance is predicted by a

master equation approach [91], which is valid in the sequential tunnelling regime and

when the dot-lead coupling is weaker than the dot-superconductor coupling. The two-

particle resonance in the current was also predicted in the opposite regime, where the

normal contacts are more transparent than the superconducting contact, provided that

∆, U,∆E > eVSD > ΓL/R, kBT [27].

In practice, transport experimental studies of Cooper pair splitter devices [30–35] were

all performed with rather ”open” dots with ΓL,R ∼ ∆ and do not fully correspond to the

two parameter regimes mentioned above. This explains why the two-particle resonance

has not been reported so far. In most studies, pair splitting processes were demonstrated

and evaluated by comparing simultaneously measured left and right current. Based on

a probabilistic analysis, such experiments enable to state that charge pairs preferably

split and go each through a different dot. However they investigate neither coherent

splitting, nor entanglement of the split pairs. Positive noise current cross-correlations

were measured [34]. Historically considered as a proof of the singlet - thus entangled -

nature of the split pairs [92] , it was later demonstrated that such positive correlations

still hold if the splitter is replaced by a chaotic cavity, which destroys phase coherence

[93, 94]. The focus was put on increasing pair splitting compared to competing processes

such as local-pair-injection and elastic cotunnelling. 90% splitting efficiency was achieved

[33]. Recent progress in the field includes the implementation of CPS in graphene [36, 37],

while original experiments were performed with CNT [31] and InAs NW [30].

Further experiments are needed to investigate the coherence of splitting, and entangle-

ment of split pairs. Exploring coherence properties by transport measurements is very

challenging, as tunnelling rate should be high enough for the current to be measurable,

and low enough for the coherence to be preserved. On the contrary, cavity QED is a

natural probe of closed systems, as light-matter interaction was historically exploited to

probe and manipulate atomic degrees of freedom. These tools and concepts have been

applied to on-chip circuit-based ”artificial atoms” embedded in microwave supercon-

ducting resonators. This lead to the emergence of the circuit QED field, which brings

further insight into the dynamics of mesoscopic systems.



Chapter 2

cQED architecture as a probe of

dynamics of mesoscopic systems

2.1 Microwave response of mesoscopic circuits . . . . . . . . . . . . . . . . 43

2.1.1 Universal charge relaxation . . . . . . . . . . . . . . . . . . . . . . . . . . 44

2.1.2 Dynamics of Kondo physics . . . . . . . . . . . . . . . . . . . . . . . . . . 45

2.1.3 ABS spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

2.2 Mesoscopic circuit QED . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

2.2.1 Cavity description : Input-output theory . . . . . . . . . . . . . . . . . . 46

2.2.2 Different coupling schemes to the cavity electromagnetic field . . . . . . . 48

2.2.3 Dissipationless description of a superconducting qubit-cavity system . . . 50

2.2.4 Mesoscopic circuit QED experiments . . . . . . . . . . . . . . . . . . . . . 53

2.3 Linear response of circuit to microwave field . . . . . . . . . . . . . . . 55

2.3.1 Cavity transmission in the circuit linear response regime . . . . . . . . . . 55

2.3.2 Adiabatic limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

2.4 Master equation treatment of coherent coupling between cavity and

circuit electronic transitions . . . . . . . . . . . . . . . . . . . . . . . . . 57

2.4.1 Isolated two-level system . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

2.4.2 Case of a three-level system in a ladder geometry . . . . . . . . . . . . . . 59

42



Chapter 2. cQED architecture as a probe of dynamics of mesoscopic systems 43

Beyond DC transport measurements, one interest of microwave measurements is

to probe the dynamics of mesoscopic systems by using frequencies of the same order

of magnitude as the system relevant energy scales. 2.1 illustrates this principle : the

microwave photon energy is typically close to the tunnelling rate to study charge tun-

nelling dynamics in a quantum dot coupled to a single reservoir, it is close to the Kondo

temperature to study Kondo dynamics, and it is close to ABS energy spacing to perform

ABS spectroscopy.

On top of providing information about dynamics, the use of microwave resonators has

two main motivations. First, coupling a system to a high quality factor resonator is a

widely used strategy to measure it with high sensitivity. This principle is for example

exploited in Atomic Force Microscopy or in mass measurement using piezoelectricity.

In the mesoscopic community, a pioneer work used this strategy in 1995 by coupling a

microwave resonator to mesoscopic rings [95]. Second, the cavity can be in the quantum

regime, and one can perform cQED experiments to explore rich physics about quan-

tum light-matter interaction. This idea is being developed in atomic physics for several

decades. It entered the field of superconducting qubits a decade ago. More recently

cQED architecture were implemented in the mesoscopic circuits community. Finally,

even in the classical regime, cavities probe transport processes in a complementary way

than current measurements. Consequently, simultaneous cavity-current crossed charac-

terisation can be instrumental in the complete understanding of a device. Key concepts

and a brief review of mesoscopic QED are provided in 2.2, as starting point to address

the field. Quantitative theoretical approaches are detailed in 2.3 and 2.4 for two different

coupling regimes.

2.1 Microwave response of mesoscopic circuits

Microwave measurements of mesoscopic circuits provide further knowledge on quantum

transport, in addition to DC measurements. The idea is to probe the system dynamics

by applying an excitation, which frequency is comparable to a device characteristic

energy scale. Microwave resonators are not the only way to apply microwaves to a

mesoscopic circuit. For fifty years, the finite-frequency response of mesoscopic circuits

has been investigated by applying microwave voltage/current signals directly to the

circuit electrodes [57, 58]. In addition to their fundamental interest, such studies also

have a technological interest, as operating nano-electronic devices at high-frequency is

valuable. In the context of quantum information, the operating speed is even more

crucial for fighting decoherence. In this section, we do not aim at reviewing the long-

standing use of microwaves to probe quantum transport. The idea is rather to give a

flavour of it, by presenting selected experiments closely related to this thesis work.
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Figure 2.1: Some experiments using microwaves to probe the dynamics of
mesoscopic circuits. (a) displays the conductance versus bias voltage Vds in the
Kondo regime, while a microwave voltage V ac

ds is applied between source and drain.
From top to bottom the curves are respectively measured with V ac

ds equal to 29, 45,
60, 67, 144 µV . The scale is correct for the bottom curve and each successive curve is
offset by 0.04 e2/h for clarity. Source: [60]. (b) is a sketch of the 2DEG based device,
where charge relaxation was first explored. Gate electrodes polarised with VG form a
quantum point contact which connects a quantum dot (on the right) to a reservoir (on
the left). A large gate electrode is depicted in gold on the quantum dot. It can be
AC biased with a microwave voltage Vac. AC current is collected through the reservoir
electrode. Source: [66]. (c) displays the energy dispersion of the Andreev doublet as a
function of the phase difference δ. A yellow arrow represents a microwave photon, that
can be resonant with the energy 2EA of the doublet transition. Such ABS spectroscopy

was performed in an atomic contact. Source: [96].

2.1.1 Universal charge relaxation

The DC conductance of a non-interacting coherent quantum conductor connected to two

macroscopic reservoirs is given by the Landauer formula :

G = N
e2

h
D (2.1)

where D is the contact transmission and N the number of channels. This formula pre-

dicts conductance quantisation and is at the basis of mesoscopic transport. It was

first observed experimentally in 1988 [4]. The conductor resistance for a single-channel

is transmission dependent and reaches a maximum at perfect transmission Rq =
h

e2
,

which defines the quantum of resistance.
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The simplest system to investigate AC transport is a quantum dot tunnel coupled to

a single reservoir. This has been realised experimentally in a 2DEG [66] (figure 2.1b).

The dot can be charged via the geometrical capacitance Cg of a gate electrode, on which

both DC and microwave voltages can be applied. The measured circuit admittance is

equivalent to the low-frequency response of a series RC circuit (ω ≪ 1

RC
). The total

capacitance is the association of the geometrical capacitance Cg and the quantum ca-

pacitance Cq in series. Cq is associated with the dot level density of states and depends

on the contact transmission as expected. The counter-intuitive though theoretically

predicted result [65, 97] of this experiment is the universality of the associated series

resistance R. Whatever the contact transmission D, this so-called charge relaxation re-

sistance takes a constant value equal to half a resistance quantum : R =
Rq

2
. Chapter

5 presents a related experiment on a S-dot-N device in cavity, where charge dynamics is

explored in a wider range of parameters beyond the limit ω ≪ 1

RC
.

2.1.2 Dynamics of Kondo physics

Applying voltages at microwave frequencies on quantum dots electrodes enables to probe

the dynamics of more complex systems. The AC response of a many-body Kondo

resonance has been addressed theoretically and experimentally. In [60] two modifications

of the Kondo resonance in presence of a microwave bias voltage were reported : a

reduction of the zero-bias resonance peak amplitude and the appearance of satellite

peaks at eVSD = ±~ω (figure 2.1a). Further characterisation of the Kondo resonance

response as a function of amplitude and frequency of the microwave voltage is motivated

by the theoretical prediction of universal behaviour. This study is the object of chapter

4.

2.1.3 ABS spectroscopy

As mentioned in section 1.4 sub-gap states called Andreev Bound States may exist

when small conductors are connected to superconductors. Their existence has been

demonstrated in superconducting atomic contacts by spectroscopic measurements [96,

98]. In such system ABS are predicted to come in doublet with energies ±EA :

EA = ∆

√
1− τ sin2

δ

2
(2.2)

where τ is the transmission probability of a single conduction channel and δ is the

phase difference across the atomic contact. The energy transition 2EA between the

Andreev doublet is thus smaller than 2∆ ≈ 400µeV ∼ 100GHz. This is why microwaves
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Figure 2.2: Input-output formalism. The cavity photonic field â can be probed
thanks to its coupling to external modes. A two-sided cavity is described by the coupling
κ1 and κ2 to physical ports 1 and 2 plus the coupling κL to an effective third mode
accounting for internal losses. The corresponding ingoing b̂in,i and outgoing b̂out,i square
root photon fluxes are shown. Equations 2.8 and 2.9 were obtained by neglecting the

half-transparent flux b̂in,2. This is valid if a sufficient drive is applied on port 1.

are required to perform ABS spectroscopy (figure 2.1c). In the experiment [96, 98] a

voltage-biased Josephson junction was used as on-chip microwave source and detector.

Later on, similar atomic contacts were embedded in a microwave resonator, leading to

the coherent manipulation of ABS by cavity photons [99].

2.2 Mesoscopic circuit QED

Coupling mesoscopic circuits to the GHz electromagnetic field of high-finesse supercon-

ducting microwave resonators provides a sensitive probe of their dynamics. Moreover

quantum experiments involving hybrid light-matter states can be envisioned. We start

by describing the cavity field in absence of mesoscopic circuit (section 2.2.1). 2.2.2

presents how mesoscopic circuits can couple to the cavity field. The illustrative case

of a superconducting qubit is exposed in 2.2.3. As dissipation is negligible the coupled

qubit-cavity system can simply be treated by a Jaynes-Cummings hamiltonian. In 2.2.4

experimental results obtained with mesoscopic circuits are reviewed.

2.2.1 Cavity description : Input-output theory

In this section, we consider a bare cavity, without mesoscopic circuit. The input-output

theory is a usual approach to describe the quantum regime of a cavity coupled to external

modes. We focus on our experimental situation of a two-sided cavity coupled to input
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port 1 and output port 2. Possible internal losses are modelled by the coupling to a third

port labelled L (figure 2.2). Most important quantities are the cavity transmission, which

is measured experimentally and the cavity photon number, which has to be evaluated for

data analysis. We put forward the key steps and assumptions of the derivation starting

from the system hamiltonian (see [100] for more details):

H = Hcav +Hbath +Hcoupling (2.3)

with :

Hcav = ~ωc

(
â†â+

1

2

)

Hbath =
∑
q,i
~ωq,ib̂

†
q,ib̂q,i

Hc,bath = −i
∑
q,i
(fq,iâ

†b̂q,i − f∗
q,ib̂

†
q,iâ)

(2.4)

Hcav corresponds to a single-mode cavity, which is characterised by a resonance pulsation

ωc and a creation operator â†. Operator b̂†q,i creates a photon in mode q and bath

i ∈ (1, 2, L). The coupling term Hc,bath is expressed in the rotating-wave approximation

(RWA). We use the Heisenberg representation Â(t) = eiHt/~Âe−iHt/~. Writing the

evolution equation
˙̂
A(t) =

i

~

[
Ĥ, Â(t)

]
for cavity operator â and external ports operators

b̂q,i leads to a set of coupled equations. Assuming |fq,i|2 = |fi|2 and noting ηi the density

of states in bath i, it can be rewritten as :

˙̂a(t) = −iωcâ(t)−
∑

i∈(1,2,L)

κi
2
â(t)−

∑

i∈(1,2,L)

√
κib̂in,i(t, t0) (2.5)

b̂out,i(t, t1) = b̂in,i(t, t0) +
√
κiâ(t) for i ∈ (1, 2, L) (2.6)

with κi =
2π

~
ηi|fi|2, t0 < t < t1 and :

b̂in,i(t, t0) ≡
fi

~
√
κi

∑

q

e−iωq(t−t0)b̂q(t0)

b̂out,i(t, t1) ≡
fi

~
√
κi

∑

q

e−iωq(t−t1)b̂q(t1)

(2.7)

The cavity is driven only by port 1 because thermal fluctuations of the output port are

supposed to be negligible b̂in,2 ≈ 0. The third port L is an effective description of losses

so by definition b̂in,L = 0. The coupled system of equation simplifies and can be solved
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in the Fourier domain :

â(ω) = −
√
κ1

−i(ω − ωc) +
κ

2

b̂in,1(ω) (2.8)

b̂out,2(ω) = −
√
κ1κ2

−i(ω − ωc) +
κ

2

b̂in,1(ω) (2.9)

with κ = κ1 + κ2 + κL. Note that b̂in,i and b̂out,i have dimensions [T ]−1/2 and can be

interpreted as square roots of ingoing and outgoing photon fluxes. As a result the cavity

input power in case of a monochromatic beam writes Pin = ~ω
〈
b̂†in,1b̂

†
in,1

〉
. Similarly

the cavity output power is Pout = ~ω
〈
b̂†out,2b̂

†
out,2

〉
. The cavity transmission T is the

ratio between outgoing and ingoing propagating fields :

T =

〈
b̂out,2

〉

〈
b̂in,1

〉 = −
√
κ1κ2

−i(ω − ωc) +
κ

2

(2.10)

The bare cavity mean photon number at resonance n0 ≡
〈
â†â
〉
ω=ωc

can be related to

the cavity input or output power using relations 2.8 and 2.9 :

n0 =
|T |2Pin

~ωcκ2
=

Pout

~ωcκ2
(2.11)

For a symmetric cavity κ1 = κ2 and n simplifies as :

n0 =
2
√
PinPout

~ωcκ
(2.12)

This formula is at the basis of our practical evaluation of n0, which is detailed in Ap-

pendix C.

2.2.2 Different coupling schemes to the cavity electromagnetic field

2.2.2.1 Electric coupling

As mesoscopic circuits contain charges, they naturally couple to the cavity electric field.

This electric coupling between tunnelling charges and cavity photons can be expressed

in terms of a scalar photonic pseudopotential [69] :

He−ph = −e

∫
d3r Ψ̂†(−→r )Ψ̂(−→r )︸ ︷︷ ︸

tunnelling
electron density

V⊥(
−→r )(â+ â†)︸ ︷︷ ︸

quantum photonic
pseudopotential

(2.13)
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Figure 2.3: Electric coupling between a mesoscopic circuit and the photonic
field of a cavity. (a) is a sketch of a mesoscopic circuit contacted to gates (green) and
reservoirs (blue), which is embedded in a cavity (purple). The cavity has protrusions,
which shape the photonic potential profile over the circuit. Such spatial variations are
encoded in yellow tones : the higher the photonic potential the brighter the colour. (b)
Qualitative effects of the electrical coupling of a double dot circuit to the cavity field.
In general energy levels are modulated both in the dots and in the reservoirs (g terms,
green arrows). Tunnel couplings are expected to be modulated to a lesser extent (γ
terms, light blue arrows). As g and γ terms are related to spatial overlap between the
level wavefunctions and the photonic potential (equations 2.16 and 2.17), the specific
profile of V⊥ plotted in yellow favours coupling to the dot levels compared to coupling

to leads, and asymmetries the coupling between left and right dots.

where the field operator Ψ̂(−→r ) includes all tunnelling charges in the circuit and â is

the single cavity mode annihilation operator. The possibly strong spatial dependence

of the scalar photonic pseudopotential V⊥(
−→r ) over the circuit length is a particularity

of mesoscopic circuits, which justifies the adapted formalism developed in [69] (figure

2.3a). In contrast, atomic cavity QED frequently assumes a linear spatial dependance

of the photonic potential V⊥(
−→r ) = −→

E0 ·
−→r , while the superconducting qubit community

uses a capacitive circuit model equivalent to coarse-grained spatial variations of V⊥. In

mesoscopic QED V⊥ inhomogeneity mainly comes from the presence of gate and contact

electrodes. Its spatial profile crucially affects the circuit microscopic degrees of freedom

to which photons couple.

This idea is illustrated by expressing He−ph in a tunnelling formalism. The dot circuit

D and each reservoir Rp (p ∈ 1, 2,..., N) are diagonalized independently in the absence

of tunnelling. Each eigenstate j of a subsystem o ∈ {D,R1, R2, ..., RN} is characterised

by the creation operator ĉ†o,j , the wavefunction φo,j(
−→r ) and the eigenenergy ǫo,j . If the

dot/reservoirs tunnel couplings are small, the basis formed by the isolated orbitals is

almost orthogonal and can be used to expand the charge field operator :

Ψ̂†(−→r ) =
∑

o,j

φ∗
o,j(

−→r )ĉ†o,j (2.14)
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Using this decomposition the coupling hamiltonian rewrites He−ph = hint(â+ â†) with :

hint =
∑

o,j

go,j ĉ
†
o,j ĉo,j +

∑

oj 6=o′j′

(
γoj,o′j′ ĉ

†
o,j ĉo′,j′ + h.c.

)
(2.15)

and :

~goj = −e

∫
d3r|φo,j(

−→r )|2V⊥(
−→r ) (2.16)

γoj,o′j′ = −e

∫
d3rφ∗

o,j(
−→r )φo′,j′(

−→r )V⊥(
−→r ) (2.17)

In this framework the effect of cavity field is interpreted in terms of AC modulation

~go,i(â + â†) of energy level ǫo,j and AC modulation γoj,o′j′ of tunnel coupling toj,o′j′

(figure 2.3b). Photo-induced energy shifts affect both dot eigenenergies and reservoir

chemical potentials. Photo-induced tunnel couplings affect tunnelling between dot and

reservoirs, and can also produce internal transitions within the dot. The g terms are

expected to be much larger than the γ term which are proportional to wavefunctions

overlap. Note that a completely homogeneous cavity field is equivalent to a global modu-

lation of the energy scale, thus has no physical effect. In contrast strong heterogeneities

of the photonic potential over the circuit length favours the cavity sensitivity to the

circuit dynamics. For example an asymmetric potential such as depicted on figure 2.3b

allows to probe interdot hopping, as will be shown in section 2.2.4. Ultimately an ad-

equate design of the electrodes geometry would shape at will the photonic potential

profile. This would enable to engineer a wide variety of coupling schemes corresponding

to different physics to be explored.

2.2.2.2 Magnetic coupling

One can think about coupling either the spin momentum or the orbital momentum to

the cavity magnetic field. Direct magnetic coupling between the cavity magnetic field

and a single spin is weak, of order of magnitude going from 10mHz to 50 Hz depending

on the cavity mode volume. Such coupling has been observed using spin ensembles

containing a high number of spins N [101, 102]. State of the art sensitivity is quantum

limited and corresponds to N ≈ 103 spins [103].

2.2.3 Dissipationless description of a superconducting qubit-cavity sys-

tem

The simplest description of a coupled qubit-cavity system is the Jaynes-Cummings model

(figure 2.4a):
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Figure 2.4: Description of a non-dissipative qubit-cavity system. (a) Sketch
of a qubit (grey) coupled to the cavity field (pink) with coupling strength g (turquoise-
blue). (b) Level diagrams (in pulsation unit) of bare qubit (grey) and bare cavity (pink)
coupled by g. Energy level diagrams (in pulsation unit) in the resonant (∆qc = 0) (c)
and dispersive regime (∆qc ≫ g) (d). Uncoupled states are recalled with dashed lines
and grey/pink labels on the sides. Dressed states are represented with plain lines and

labelled in blue in the center.

HJC = ~ωc

(
â†â+

1

2

)

︸ ︷︷ ︸
Hcav

+
~Ω

2
σz

︸ ︷︷ ︸
Hqbit

+ ~g
(
â†σ̂− + σ̂+â

)

︸ ︷︷ ︸
Hc

(2.18)

The first term is the cavity hamiltonian. The qubit is described by the Pauli operator σz

in the (|e〉,|g〉) basis formed by the qubit excited and ground states, separated by energy

~Ω. The last term describes the qubit-cavity electrical coupling characterised by the

coupling constant g (figure 2.4b). It is linear and is obtained under the rotating-wave-

approximation (RWA). The Jaynes-Cummings model is a pure hamiltonian description,

where energy is conserved. Both the cavity decay rate κ and the qubit relaxation rate γ

are neglected. The use of superconductors for the fabrication of qubits and cavities min-

imizes dissipation, and makes this assumption relevant in first approximation. Typically

g ∼ 100MHz > κ ∼ 10MHz > γ ∼ 1MHz. In the case of mesoscopic circuits dissipa-

tion has to be taken into account. However the Jaynes-Cummings model is instructive,

as it captures some physical effects, that will also appear in mesoscopic cQED.
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Here the system is described by the state |q, n〉, where the qubit state q is either g

(ground) or e (excited) and n refers to the Fock state with n photons. The coupling

term g transfers an excitation from qubit to cavity or vice-versa. Thus it couples states

|e, n− 1〉 and |g, n〉 with the same total number of excitations n. Two limiting regimes

can be considered depending on the detuning between qubit and cavity ∆qc = Ω− ωc.

2.2.3.1 Dispersive regime

The dispersive regime corresponds to the limit of large detuning ∆qc ≫ g. The trans-

fer of excitation between the subsystems costs an energy ∆qc not provided by g. As

hybridization between |e, n− 1〉 and |g, n〉 is weak, it is convenient to eliminate the cou-

pling linear term. At second order, the effect of coupling is to shortly excite the system

from |q, n〉 to a virtual state before putting it back to |q, n〉. Globally this leaves the

system unchanged and simply leads to a renormalization of qubit and cavity frequencies.

This is in the same spirit as Schrieffer-Wolff transformation performed in 1.3.1 and 1.4.1.

Here the unitary transformation is :

U = exp

(
g

∆qc

(
âσ̂+ − â†σ̂−

))
(2.19)

with σ̂− = |g〉〈e| = σ̂†
+ The effective hamiltonian to second order in g is :

Heff = ~

(
ωc +

g2

∆qc
σz

)
â†â+

~

2

(
Ω+

g2

∆qc

)
σz (2.20)

In this picture the coupling shifts the qubit frequency by g2/∆qc and the cavity frequency

by σzg
2/∆qc. The cavity resonance frequency is pulled by the coupling to the qubit and

this pull is a function of the qubit state (figure 2.4c). This statement will hold when

replacing ”qubit” by ”quantum dot circuit”. Note that for a positive detuning between

qubit and cavity (∆qc > 0), a qubit in the ground state induces a negative cavity pull.

2.2.3.2 Resonant regime

The resonance condition between qubit and cavity corresponds to ∆qc = 0. Without

coupling the states |e, n〉 and |g, n+ 1〉 corresponding to n+1 excitations would be degen-

erate. Figure 2.4d depicts, how the coupling lifts this degeneracy by 2g
√
n+ 1. Indeed

the subspace with n+1 excitations is diagonal in the maximally entangled states basis

|±, n〉 = (|g, n+ 1〉 ± |e, n〉) /
√
2 with eigenenergies E±,n = (n+ 1) ~ωc ± ~g

√
n+ 1. In

a transmission experiment this pair of states |±, 0〉 will be resolved if the splitting is

larger than the peak linewidth. This is the strong coupling regime achieved for g > κ, γ.
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Figure 2.5: Experimental manifestations of the coupling between quantum
dot circuits and cavity photons. (a) An asymmetric reservoirs-dominant coupling
of a single quantum dot to the photonic field leads to the observation of the same
features in the microwave phase φ as in the differential conductance dI/dV . colour
plots for both quantities versus gate and bias voltages display here Coulomb diamonds
and Kondo ridge, for which a line cut along the dashed lines is shown. Source : [42].
(b) SEM image of the gate structure defining a double quantum dot in a 2DEG. A
gate RG on the right dot is directly contacted to the resonator, thus engineers an
asymmetric coupling to left and right orbitals. Source: [43]. Such a coupling scheme
leads to typical features close to a degeneracy line of a DQD stability diagram, if the
charge qubit frequency comes in resonance with the cavity (c). There is current only
at the triple points. The phase shift (here proportional to the frequency shift) changes
sign along the detuning axis. The amplitude relative variation (here proportional to

the change in cavity linewidth) is negative. Source: [52].

Higher-order pairs are even harder to resolve as they manifest themselves in the trans-

mission spectrum as 2g/
√
n split peaks [104].

2.2.4 Mesoscopic circuit QED experiments

2.2.4.1 Quantum dots

Here we aim at briefly reviewing the experimental work carried out on quantum dot

circuits coupled to microwave resonators over the past five years (more details in [46]).

Coupling between a quantum dot circuit and microwave cavity photons was first reported

for a carbon-nanotube-based single dot [42]. In this experiment the resonance frequency

shift displays the same features as the differential conductance (figure 2.5a). This means
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that the cavity field modulates mainly the leads chemical potentials in an asymmetric

way. The coupling between a double quantum dot and cavity photons was first observed

in a GaAs 2DEG [43]. This was done by increasing the photonic potential on the right

dot using a top gate contacted to the resonator (figure 2.5b). As sketched on figure

2.3b this engineered asymetric potential results in an asymmetric coupling between left

and right dots. Consequently the detuning ǫδ is AC modulated and cavity photons

couple to the charge qubit transition. Thus cavity transmission changes along the zero-

detuning line (figure 2.5c). Sign changes in the cavity resonance frequency shift along

the detuning axis indicates that the cavity is resonant with the charge qubit transition.

Following experiments have mostly investigated a similar asymmetrically coupled double

dot geometry in GaAs [50, 51] and other host materials like carbone nanotubes [49,

52], InAs nanowires [44] and graphene [53]. Photon-induced coupling between distant

quantum dots was investigated with single dots [105] and double dots [106].

In general mesoscopic circuits not only shift the cavity resonance but also broadens it.

Such additional dissipation caused by the circuit results in decrease of the transmitted

amplitude (∆A/A < 0) like in the data of figure 2.5c. However amplitude enhancement

has recently been observed in charge qubits, where transitions between the doublet emit

photons [107–109].

Despite no intrinsic electric coupling and weak magnetic coupling the electronic spin

can be coupled to cavity photons via spin-orbit interaction. This was first achieved very

recently using artificial spin-orbit coupling provided by non-collinear ferromagnetic leads

in a DQD [54].

2.2.4.2 Synthesis of non-classical states by SIS junctions

Other mesoscopic circuits like Josephson junctions or normal metal junctions can be

coupled to microwave resonators. These latter are usually described as an electromag-

netic environment, in which energy can be dissipated, when inelastic tunnelling occurs

in the junction. If a SIS junction is DC biased with |eVSD| < 2∆, Cooper pair tunnelling

is blocked, unless one or several photons absorb the bias energy. Two-photon processes

have been measured [45] and are predicted to produce entangled photon pairs [110] and

bunching statistics [111]. Under certain conditions single-photon-assisted tunnelling is

also expected to create photonic non-classical states like antibunched photons [112]. All

these features are looked for experimentally. The backaction of non-classical light states

on mesocopic conductors is also investigated [113].
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2.3 Linear response of circuit to microwave field

The purpose of this section is to describe how the cavity transmission changes in presence

of a quantum dot circuit, which responses linearly to the microwave field. As the circuit

charge susceptibility will enter the modified formula, high-finesse cavities are a powerful

probe to investigate charge dynamics as will be shown in chapter 5.

2.3.1 Cavity transmission in the circuit linear response regime

We consider a coupling scheme where each QD circuit energy level i is modulated by

the cavity field with the coupling strength gi given by 2.16. There is no modulation of

the lead electrochemical potentials. Modulations of tunnel couplings (γ terms of section

2.2.2) are disregarded. In such a situation the dot-cavity coupling hamiltonian given by

2.15 simplifies as :

He−ph =
∑

i

~gin̂i(â+ â†) (2.21)

The input-output formalism presented for a bare cavity in section 2.2.1 can be adapted in

presence of a quantum dot circuit by replacing Hcav in equation 2.3 with Hsyst = Hcav+

He−ph+Hdot. Hdot describes the bare QD circuit and commutes with â. Here we consider

a monochromatic driving term, which is sufficiently large for quantum fluctuations to

be negligible (photon number n & 10). It is convenient to write this classical drive

explicitly in the total hamiltonian :

H = Hcav +Hbath +Hc,bath +Hdrive︸ ︷︷ ︸
Hd

cav

+He−ph +Hdot (2.22)

with Hdrive = ~ǫinâ
†e−iωdt − ~ǫ∗inâe

iωdt 1 and Hbath and Hc,bath given by 2.4. The

photonic field evolution equation thus becomes :

d

dt
â(t) = −iωcâ(t)−

κ

2
â(t)− i

∑

i

gin̂i −
√
κ1bin,1(t) (2.23)

with bin,1(t) ≃ iǫin√
κ1
e−iωdt. As the cavity is driven with a quasi resonant classical drive, it

is reasonable to treat the cavity field classically : 〈â(t)〉 ≃ āe−iωdt. In this semi-classical

treatment, the coupling term becomes Hsm
e−p =

∑
i ~gin̂i(āe

−iωdt + ā∗eiωdt). The linear

response theory gives the mean response of operator n̂i perturbed linearly by Hsm
e−p :

〈n̂i(t)〉 = ni,0 +
∑

j

gj
(
χ̃i,j(ωd)āe

−iωdt + χ̃i,j(−ωd)ā
∗eiωdt

)
(2.24)

1We simply have extracted from Hc,bath (equation 2.4) the mode Q, which is driven at ωd = ωQ with
energy ~ǫin = −ifQ,1BQ,1.
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with ni,0 the unperturbed level occupation. Equation 2.24 is a definition of the sus-

ceptibility χ̃i,j
2 characterizing the response of the charge occupation of orbital i to a

perturbation which is linear in the charge occupation of orbital j. Averaging equation

2.23 and keeping resonant terms only yields :

ā =
−iǫin

i(ωc − ωd) +
κ

2
+ i
∑
i,j

gigjχ̃i,j(ωd))
(2.25)

By definition, the cavity photon number is n(ωd) =
〈
â†â
〉
ωd
. Here we consider a classical

field, so n = |ā|2, which is a function of the drive frequency. Equation 2.25 shows, that

n is affected by the presence of the circuit. Usually the circuit decreases the photon

number, with respect to the bare cavity photon number at resonance n0. We will see

in chapter 5, that the charge susceptibility of a circuit accounts for photon emission,

resulting in n(ωd = ωc) > n0. Using b̂out,2(t) =
√
κ2â(t) we obtain the transmission :

T =

〈
b̂out,2

〉

〈
b̂in,1

〉 =
−√

κ1κ2

i(ωc − ωd) +
κ

2
+ i
∑
i,j

gigjχ̃i,j(ωd)
(2.26)

This expression shows that the presence of the circuit changes both the cavity resonance

frequency and resonance linewidth. In the case of a single orbital, characterised by a

charge susceptibility χ̃, the frequency shift and the cavity linewidth change are direct

measurement of g2Re{χ̃} and g2 Im{χ̃} respectively. In next section, we only discuss

the adiabatic limit, where the tunnelling dynamics between a QD discrete state and a

lead is much faster than the cavity field : Γ ≫ ωc. Other regimes will be addressed in

chapter 5.

2.3.2 Adiabatic limit

If the charge dynamics of a discrete energy level coupled to a reservoir is much faster

than the cavity frequency, that is Γ/~ ≫ ωc, the effect of the cavity field is no more

than modulating the level energy. In the semi-classical description this writes ǫd(t) =

ǫd + ~g
(
āe−iωdt + ā∗eiωdt

)
. In the adiabatic limit the cavity is not fast enough to probe

the circuit dynamics so that the time-dependant level mean occupation involves the

static function of the level occupation vs energy : n(t) = n0(ǫd(t)). The linear regime is

given by the expansion to first order in ~gā :

n(t) = n0(ǫd) +
∂n0

∂ǫd
~g
(
āe−iωdt + ā∗eiωdt

)
(2.27)

2Here χ̃ has the inverse dimension of g, that is the inverse dimension of a pulsation.
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This development is justified for ~gā ≪ kBT,Γ. Comparing expression 2.27 with 2.24

one finds :

χ̃(ωd) = χ̃(−ωd) = χ̃(ωd ≈ 0) = ~
∂n0

∂ǫd
(2.28)

Recalling the general relationship χ̃(−ωd) = χ̃∗(+ωd), equation 2.28 means that χ̃ is

real. The effect of the circuit comes down to a shift of the resonance frequency related

to the static charge occupation, but no dissipation is induced. This is the same effect,

as previously described in section 2.2.3. Here the frequency shift is given by the sign

of ∂n0
∂ǫd

, which is negative. Indeed we have seen in section 1.2.1.1 that the number of

electrons increases with the gate voltage and ǫd = −eα(Vg − V 0
g ).

2.4 Master equation treatment of coherent coupling be-

tween cavity and circuit electronic transitions

2.4.1 Isolated two-level system

We consider a mesoscopic circuit, where a single transition between electronic states

is close to resonance with the cavity. The quantum dot is assumed to be ”closed”, so

that electronic transport between the dot states and the reservoirs can be neglected.

Under this approximation the system is described by a generalized Jaynes-Cummings

hamiltonian Hd
JC including dissipation :

Hd
JC = Hd

cav +Hd
qubit +Hc (2.29)

In addition to dissipation-less Hcav and Hqubit of 2.18 Hd
cav and Hd

qubit contain coupling

terms to baths, which account for both microwave drive and dissipation. For the cavity

a microscopic description of Hd
cav (defined by 2.22) has been given as the starting point

of the input-output theory (equations 2.4). It yields a photon damping κ and a driving

term ǫin (defined in previous section 2.3) in the photonic field evolution equation (in

magenta in equation). Similarly the qubit decay is phenomenologically described by

a relaxation rate γ and a dephasing rate Γφ. The terms in equation corresponding to

the evolution of the qubit alone appear in blue. Hcoupling is unchanged compared to

the Jaynes-Cummings hamiltonian. It couples the qubit operators and cavity field time

evolution via the terms in cyan in the equations. In the rotating frame of the driving
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field oscillating at ωd the coupled set of evolution equation writes within the RWA :

d

dt
〈â〉 = −

(
i∆cd +

κ

2

)
〈â〉 − iǫin−ig 〈σ̂−〉 (2.30)

d

dt
〈σ̂−〉 = −

(
i∆qd +

γ

2
+ Γφ

)
〈σ̂−〉+ig 〈âσ̂z〉 (2.31)

d

dt
〈σ̂z〉 = −γ (〈σ̂z〉+ 1)−4ig Im

{〈
â†σ̂−

〉}
(2.32)

This system of equations can be solved directly if we make again the semiclassical ap-

proximation, replacing â by ā ≡ 〈â〉 (valid for n & 10). Here, it allows to decouple the

operators means 〈âσ̂z〉 = ā 〈σ̂z〉 and
〈
â†σ̂−

〉
= ā∗ 〈σ̂−〉. In the stationary regime, this

leads to:

ā =
−iǫin

i∆cd +
κ
2 + ig2

〈σ̂z〉
∆qd − iΓ2

(2.33)

We can test the limiting case of a non-dissipative circuit for which Γ2 = 0. The cavity

resonance frequency is shifted by
g2 〈σ̂z〉
∆qd

, while the linewidth is unchanged, in agreement

with the Jaynes-Cummings description of section 2.2.3. Interestingly the cavity field for

the qubit 2.33 has the very same structure as equation 2.25 obtained in previous section

in the linear theory framework. By analogy we can define χqb =
〈σ̂z〉

∆qd − iΓ2
with Γ2 =

γ/2+Γφ. When the qubit is in the ground state, 〈σ̂z〉 = −1 and χqb = χqb,0 =
−1

∆qd − iΓ2
.

Using this formulation one obtains :

ā =
−iǫin

i∆cd +
κ
2 + ig2χqb(ωd)

(2.34)

〈σ̂z〉 =
−1

1− 4|ā|2g2 Im{χqb,0(ωd)}
γ

(2.35)

〈σ̂−〉 = gχqb(ωd)ā (2.36)

When the drive is resonant with the qubit, the cavity frequency is unchanged. Only the

cavity linewidth is affected. For a qubit in the ground state, it is broadened by an addi-

tional damping equal to g2/Γ2. From the equation 2.35, we see the power dependence of

〈σ̂z〉. At low drive ǫin, the qubit is in the ground state 〈σ̂z〉 ≈ −1. Increasing the driving

power leads to an increase in 〈σ̂z〉, which ultimately saturates at 0, meaning equilibrated

mean populations between excited and ground states. In this limit, equation 2.33 shows

that the qubit becomes transparent for the cavity field, thus the bare cavity transmis-

sion is expected to be recovered. This hand-waving reasoning about the dependence of

〈σ̂z〉 and ā as a function of ǫin (or equivalently versus the bare cavity photon number

n0 = 4ǫ2in/κ
2), is confirmed by numerically solving the implicit polynomial equation on

|ā|2, obtained from equations 2.34 and 2.35.
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2.4.2 Case of a three-level system in a ladder geometry

In this section, we use the same formalism and semiclassical assumption as above to treat

the interaction between a three-level system in a ladder geometry and the cavity field.

Such a level structure will be important to interpret data in section 6.3.2. Transition

1 between states |A〉 and |B〉 and transition 2 between |B〉 and |C〉 are both close to

resonant with the cavity. For each state x ∈ (A,B,C) we define σ̂x = |x〉〈x|. The

relaxation transition operators write σ̂1− = |A〉〈B| for transition 1 and σ̂2− = |B〉〈C|
for transition 2. We use the same notations as in previous section, with an additional

index i ∈ (1, 2) to refer to the parameters of transition i. In the drive rotating frame

and within the RWA, the system evolution is governed by the coupled set of equations,

in the semiclassical regime :

d

dt
〈â〉 = −

(
i∆cd +

κ

2

)
〈â〉 − iǫin − ig1 〈σ̂−1〉 − ig2 〈σ̂−2〉 (2.37)

d

dt
〈σ̂−1〉 = −

(
i∆qd1 +

γ1
2

+ Γφ,1

)
〈σ̂−1〉+ ig1 〈â〉 (〈σ̂B〉 − 〈σ̂A〉) (2.38)

d

dt
〈σ̂−2〉 = −

(
i∆qd2 +

γ2
2

+ Γφ,2

)
〈σ̂−2〉+ ig2 〈â〉 (〈σ̂C〉 − 〈σ̂B〉) (2.39)

d

dt
〈σ̂A〉 = γ1 〈σ̂B〉+ 2g1 Im

{〈
â†
〉
〈σ̂−1〉

}
(2.40)

d

dt
〈σ̂B〉 = −γ1 〈σ̂B〉+ γ2 〈σ̂C〉 − 2g1 Im

{〈
â†
〉
〈σ̂−1〉

}
+ 2g2 Im

{〈
â†
〉
〈σ̂−2〉

}
(2.41)

d

dt
〈σ̂C〉 = −γ2 〈σ̂C〉 − 2g2 Im

{〈
â†
〉
〈σ̂−2〉

}
(2.42)

It is convenient to define 〈σ̂z1〉 = 〈σ̂B〉−〈σ̂A〉 and 〈σ̂z2〉 = 〈σ̂C〉−〈σ̂B〉. In the stationary

regime, equations 2.37, 2.38 and 2.39 result in :

ā =
−iǫin

i∆cd +
κ
2 + ig21χqb1(ωd) + ig22χqb2(ωd)

(2.43)

〈σ̂−i〉 = giχqbi(ωd) 〈â〉 for i ∈ (1, 2) (2.44)

which are the two-transition generalization of equations 2.34 and 2.36. The three-level

ladder geometry plays a role in setting the level populations. By definition, the proba-

bilities 〈σ̂x〉 for the system to be in state x, fulfil the condition 〈σ̂A〉+ 〈σ̂B〉+ 〈σ̂C〉 = 1.

Using this relationship in addition to the stationary equations 2.40, 2.41, 2.42, we obtain



Chapter 2. cQED architecture as a probe of dynamics of mesoscopic systems 60

all three 〈σ̂x〉 as a function of the cavity field, or equivalently :

〈σ̂z1〉 =
γ1

2|ā|2g21χqb1,0(ωd)
〈σ̂B〉 (2.45)

〈σ̂z2〉 =
−γ2

γ2 − 2|ā|2g22χqb2,0(ωd)
〈σ̂B〉 (2.46)

〈σ̂B〉 =
1

3− γ1
2|ā|2g21χqb1,0(ωd)

+ γ2
γ2−2|ā|2g22χqb2,0(ωd)

(2.47)

Combining equations 2.45, 2.46, 2.47 with equation 2.43 leads to an implicit polynomial

equation on |ā|2. It can be solved numerically, as a function of the drive pulsation to plot

cavity spectra. The evolution of the spectra, when the driving amplitude ǫin is increased,

differs from the single transition case. In particular, the cavity field maximal amplitude

may evolve in a non-monotonic way. Starting from a certain vacuum value, the field

maximal amplitude can first decrease before increasing up to recovering the bare cavity

spectrum, when the mean populations of the three states A, B, C are equilibrated to

1/3.
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Devices studied in this thesis are carbon nanotube quantum dots embedded in mi-

crowave superconducting coplanar wave-guide resonators. Their fabrication was part

of this thesis work, which has been carried out in the clean room of ENS. The sample

design and fabrication process are described in section 3.1, and fabrication recipes are

gathered in Appendix B. The samples were studied at low temperature, in a new di-

lution cryostat which had to be wired prior to measurements. This part of the setup

is the object of section 3.2.1. Transport and microwave measurements are respectively

explained in 3.2.2 and 3.2.3.

3.1 Nanofabrication

3.1.1 Sample description and outlook of the fabrication process

At the very end of the fabrication process our samples are 10mm ∗ 5mm chips, on which

carbon nanotube quantum dot circuits are sitting in the electric field of a microwave

superconducting coplanar wave-guide (CPW) resonator (figure 3.1). Such resonator is

the microwave on-chip version of an optical Fabry-Perot cavity. It consists of a CPW

transmission line 1, which is cut at both ends by identical finger gaps (figure 3.1a). These

capacitances are the electrical counterparts of non-perfect optical mirrors, which allow

photons to be mainly trapped in the cavity, although they have a finite probability to

enter or leave it via input/output ports. The bigger the capacitances, the higher the

couplings to external modes κi defined in previous chapter. As we use
λ

2
resonators,

there are two antinodes of the electric field, where we can place our quantum dot circuits.

There, the cavity ground plane is interrupted on one side to leave some space for the

carbon nanotube device and its five contact and gate electrodes. Among these DC lines

the central electrode can also be operated at microwave frequencies, as can be seen from

the bonding pads in figure 3.1a. For fabrication reasons it is more convenient to handle

square chips, so that in practice we fabricate two samples on a 10mm ∗ 10mm chip,

as shown in figure 3.1b. Each sample is labelled CPSRES#X, X being L/R for the

left/right side of the chip. On each chip four quantum dot circuits can be placed, one in

each of the four Upper(U)/Lower(L) and Right(R)/Left(L) corners (hence the labelling

UR, UL, LL, LR employed in figure 3.1b). A zoom on the right resonator lower ground

opening (LR) is displayed on figure 3.1c, where the quantum dot device is circled in

white. This Scanning Electron Micrograph has been coloured artificially to highlight

the steps of the sample fabrication. All patterns with the same colour are done during

1This geometry corresponds to ground/insulator/central conductor/insulator/ground, which is no
more than the planar version of a coaxial cable, obtained from a longitudinal cut.



Chapter 3. Experimental methods 63

Figure 3.1: Sample description.(a) is an optical image of our microwave cavity. It
is a coplanar waveguide transmission line (see central zoom) interrupted at both ends by
finger gap capacitances (up and down zooms). 50 Ohm impedance matching bonding
pads enable to connect the cavity to input and output ports. At the two maxima of
the cavity electric field one ground plane is opened to leave space for the device and its
electrodes. The square bonding pads are used to connect 5 DC lines. The central line
can also be addressed in the microwave range, hence the presence of a 50 Ohm adapted
bonding pad. In practice 10mm ∗ 10mm chips are handled, on which two samples are
fabricated, with four areas to place devices (b). (c) is a zoomed SEM picture of the
lower right (LR) area, where the carbon nanotube (CNT) quantum dot (QD) device is
circled in white. Features which are patterned simultaneously are colourized with the
same artificial colour. Numbers in the legend are indicative of steps ordering. Number
3 is the carbon nanotube stamping step, materialized by the mesas stamping imprints

underlined in orange.
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the same step. Steps are performed following the legend number ordering. They are

simply outlined here, and are further described in the following subsections.

0. Sample cleaning

1. Patterning of gold alignment crosses, contacting pads and sample num-

ber (yellow) using standard lift-off electronic lithography (technique detailed in

3.1.3).

2. Niobium coplanar wave-guide resonator and circuit bonding pads and

precontacts (blue) fabrication combining etching and lithography.

3. Carbon nanotube stamping : carbone nanotubes are grown on a separate

quartz substrate containing mesas, which are stamped in the resonator ground

openings. The stamping procedure leads to the transfer of carbon nanotubes onto

the sample. It may occasion mesa imprints, underlined with orange dotted lines.

4. Patterning of the device electrodes : after the localization of nanotubes var-

ious electrodes can be patterned using electronic lithography. Here 2 the number

of steps is set by the number of different employed materials.

This process meets both the need for high quality factor cavities (Q ∼ 104) and for

working carbon nanotube devices. Combining these elements is an experimental chal-

lenge, which has been fostering intense development work in the team before I started.

It resulted in the stamping technique [114], from which I benefited to realise the samples

presented in this thesis.

3.1.2 Sample cleaning

Our 10mm ∗ 10mm chips are obtained by dicing undopped high-resistivity Si/SiO2

wafers. The silicon dioxide layer is 500nm thick, while total thickness is around 500µm.

As wafers are covered by a protection resist layer for dicing, it is necessary to remove this

resist prior to any fabrication step. Our cleaning procedure consists in two successive 5

min ultrasonic bath in acetone, followed by a 5 min ultrasonic bath in isopropyl alcohol

(IPA).

2without using angle evaporation
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Figure 3.2: Principle of lift-off positive electronic lithography. The areas
insulated in step 3 correspond to the metallic patterns in the final step 6.

3.1.3 Patterning of gold alignment crosses, contacting pads and sample

number

All yellow patterns of figure 3.1 are realised in this first step using lift-off positive elec-

tronic lithography. The principle of this technique is summarized in figure 3.2 and is

described below.

• Resist deposition An electro-sensitive resist is deposited on the sample. Poly-

methyl methacrylate (PMMA) is used. To obtain a 500 nm thick resist layer

(sketch 2 of figure 3.2), we put a few PMMA drops on the sample (sketch 1

of figure 3.2) and place it in a spin-coater, where it is rotated during 30s at a

4000 turns/min speed reached with a 4000 turns/min2 acceleration. Then it is

heated at 165◦C for 15 minutes.

• Electronic lithography The sample is then placed in a Scanning Electron Mi-

croscope (SEM). A mask drawn with the SEM software defines the areas, which

are exposed to the electron beam (sketch 3 of figure 3.2). In a positive lithography

insulated areas correspond to the final patterns. The step size and beam aperture

are set depending on the pattern size.

• Development Insulated PMMA is damaged and can be removed by placing the

sample 2 minutes in methyl isobutyl ketone (MIBK) diluted in IPA (proportions

are 1 to 3). As a result there is no more resist on the patterns (sketch 4 of figure

3.2).

• Metal depositionA controllable metallic thin film is deposited all over the sample

(sketch 5 of figure 3.2). We use an ultra-high vacuum (P < 5.10−10 mbar) electron

gun evaporator. Such a low pressure ensures the purity of the deposited metals,
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and is obtained thanks to a cryogenic pump. A focused beam of accelerated

electrons targets a tiny crucible containing the desired metal. The beam heats

the material, causing sublimation. The rapidly cooling vapour condensates on the

sample substrate and thin layers can be created with a high degree of control over

thickness. The thickness is probed by the resonance frequency of a piezoelectric

quartz deposition controller situated inside the chamber, which is sensitive to the

mass of deposited metal. Deposition rates lie between 1.5 and 10 Å/s and depend

on the material.

• Lift-off Acetone dissolves the remaining PMMA, which lifts the metal off except

on the patterned areas, where metals stick on the substrate (sketch 6 of figure

3.2). Depending on its composition and thickness it might be necessary to warm

acetone for the film to lift-off.

Yellow patterns of figure 3.1 are made of Ti(5nm)/Au(40nm) using this technique. Large

alignment crossed (not visible) and sample number are lithographed using a 120µm

beam aperture. Fine alignment crosses and contacting pads are lithographed with 10µm

aperture. These pads made out of noble metal ensure the contact between large and

fine electrodes, in contrast to Nb that gets oxidized.

3.1.4 Niobium coplanar wave-guide resonator and circuit bonding pads

and precontacts

Both the coplanar waveguide resonator and the large circuit structures (bonding pads

and precontacts) are made out of Nb by combining etching and lithography in the

following process :

• Nb deposition Nb deposition is tricky because it has a very high sublimation

temperature. This means that it is hardly compatible with lift-off processes, as

resists are altered by excessive temperatures. Here 150nm thick Nb is deposited

directly over the whole chip, that already has gold patterns made in step 1. Our

electron gun evaporator is powerful enough to evaporate Nb. Most importantly it

is equipped with cryogenic shields and sample holder cooling, which enable to keep

the pressure around 10−9 − 10−8 mbar using liquid nitrogen circulations. This is

crucial for the Nb quality, which directly affects the resonator internal losses κL

introduced in previous chapter.

• Positive lithography The resist is exposed in the resonator gaps (grey-blue areas

on 3.1a or equivalently grey areas on 3.1c). During the designing phase of the mask
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Figure 3.3: Photograph of optical mask (Cr on transparent glass) fabricated
to photo-lithograph resonators and large circuit structures. Taken by M.C.

Dartiailh.

it is convenient to use electronic lithography, as the mask can be changed at will.

Once the design issue is settled, it is more efficient to use optical lithography,

where insulation takes a few seconds compared to several hours using e-beam.

Therefore one has to fabricate a physical mask from a glass plate covered with Cr,

on which resonators are patterned using etching positive electronic lithography

(photography on figure 3.3). We use AZ5214 as photosensitive resist. It is spin-

coated on the chip, and baked. The five contacting pads on the sample have to

be aligned with the lines precontacts on the mask. Sample and mask are put into

contact during insulation. Developing in MIF726 removes the insulated resist.

• Etching Here apparent niobium areas are etched, while niobium areas covered

with resist are protected. Reactive Ion Etching (RIE) with SF6 gas is used to etch

niobium. There is both a chemical and physical action of the fluor ions, which are

formed and accelerated by the plasma field.

• Resist dissolving and cleaning The protection resist is dissolved in acetone.

As some resist tends to remain on the chip, it is completely removed by a 3min

long soft oxygen plasma in the RIE chamber.

3.1.5 Carbon nanotube stamping

The stamps fabrication can be done independently of the first sample fabrication steps.

Mesas are patterned on quartz substrates. CNT are grown on them. Finally the quartz

mesas are stamped in the ground openings of the sample resonators, which leads to the

transfer of CNT. All these steps are detailed in the following subsections.
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3.1.5.1 Stamps fabrication

10mm ∗ 10mm quartz substrates are cleaned. We use lift-off positive electronic lithogra-

phy 3 to pattern a set of four rectangles (with typical size 10µm∗5µm) in each corner of

the quartz substrate. The 250nm thick nickel layer on the rectangles acts as a protection

mask during the etching step. Indeed RIE with O2 and CHF3 etches SiO2 more rapidly

than Ni. To obtain flat mesas, the etching time is set so, that the final Ni thickness

is higher than the square root of the Ni etched thickness. Chemical wet etching of the

residual nickel is done using a FeCl3 solution. The whole process results in 4.2µm high

mesas.

3.1.5.2 Carbon nanotube growth

Carbon nanotubes are grown on the patterned quartz substrates by Chemical Vapour

Deposition. This technique requires a catalyst. The whole recipe is designed to obtain

single walled carbon nanotubes. The catalyst composition is 39mg Fe(NO3)3 − 9H2O,

7.9mg MoO2 and 32mg of Al2O3 nanoparticles diluted in 30mL of IPA. Prior deposition

the catalyst flask has to be agitated with ultrasound for one hour to split molecules

aggregates. After 45 minutes decantation only nanoparticles remain at the liquid surface.

Two drops of catalyst are put on the chip, and dried with nitrogen flow immediately

after the second one. Once catalyst is deposited, the quartz chips are placed in a special

furnace dedicated to nanotubes Chemical Vapour Deposition. This furnace is a long

quartz tube, in which 3 gases are injected : argon Ar (1450 sccm), dihydrogen H2 (200

sccm) and methane CH4 (1140 sccm). The process is the following :

• 5 min purge of the three gases

• heating under argon to obtain a 900◦C temperature

• 8 min dihydrogen

• 10 min dihydrogen and methane (growth step)

• 90 min cooling under dihydrogen and argon

• final cooling under argon
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Figure 3.4: Principle of CNT stamping for combining high finesse microwave
cavity with CVD-grown single wall carbon nanotubes (SWNT). The standard CVD
growth is performed on a quartz substrate containing mesas which we use as stamps in
order to transfer SWNT’s on a clean silicon RF substrate. This can be done at chosen
locations, in this case in the ground plane openings of a superconducting co-planar

microwave resonator. Source: [114]

3.1.5.3 Stamping step

The principle is to flip over the quartz substrate, to align the mesas in front of the

underneath sample ground openings, and to put the mesas in contact with the SiO2

sample to transfer CNT (figure 3.4). Straightforward issues are alignment and contact.

We use the alignment possibilities of the optical masker, which is normally used for

optical lithography. The quartz substrate has to be fixed on a large glass plate, that

can be hold by the masker. The fixing mechanism is crucial for the contact step. As

planarity is never perfect, a rigid sticking makes the contact tricky. Indeed when the two

substrates come closer, they tend to touch each other at other points than the mesas.

In contrast a soft sticking helps in adjusting planarity, and makes the stamping easier.

After trying several methods 4 the most reproducible and successful method consists in

sticking the quartz substrate on the glass plate using double-sided tape. After stamping

our sample silicon chip is imaged with the SEM (figure 3.5). Here the stamps imprints are

visible. The fine alignment crosses lithographed in the first step are used in the imaging

procedure to localize CNTs precisely. Usually a few CNTs have been transferred (figure

3.5 b), and we choose long and accessible single-walled CNTs to host the devices.
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Figure 3.5: CNT localization after stamping.(a) is a SEM picture of a resonator
ground opening area after stamping. The colour code is the same as for figure 3.1.
Stamping imprints of the four mesas are visible. A dotted white square borders the
zoomed area shown in (b). Here the stamping imprints are underlined with dotted
orange lines. The contrast of transferred CNTs has been artificially enhanced for clarity.

Figure 3.6: Device electrodes patterning steps for our final CPS design. The
SEM picture is colourized with the same colour code as 3.1. The SWNT contrast is
artificially enhanced. Three successive processes of lift-off positive electronic lithogra-
phy are performed on the CNT, one for each material. The coupling fork-shape top
gate (red) is fabricated first. Then the superconducting central electrode (green) is
patterned. Finally normal outer contacts and side gates are made simultaneously.
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Figure 3.7: Sample optical image after measurement showing wire bonds
locations

3.1.6 Patterning of the device electrodes

Electrodes are patterned using lift-off positive electronic lithography (section 3.1.3). The

localization images are inserted in the SEM software, making it easy to draw an appro-

priate mask contacting precontact lines to the CNT. The whole process is repeated for

each material composing the device. Our final Cooper pair splitter design, which corre-

sponds to the studies presented in chapter 5 et 6 (sample CPSRES32R), requires three

steps, which are labelled 4a,b,c in 3.1 and 3.6. The first one (4a) consists in fabricating

a fork-shape top gate, which is directly contacted to the resonator central conductor.

It is made of Al2O3(6nm)/Al(50nm)/Pd(20nm). The second one (4b) is the central

superconducting electrode Pd(4nm)/Al(100nm). We use aluminium as a superconduc-

tor and a thin layer of Pd, which enables to contact CNTs and gets superconducting

by proximity effect. The last step (4c) patterns 70nm thick Pd side gates and contact

electrodes. Prior thinking of step 4a to enhance the coupling of the CPS to the cavity

field, we were only performing step 4b and 4c. This is the case of the sample studied in

chapter 4 (CPSRES20R).

3.1.7 Sample mounting and wire-bonding

Final chips are cut into two samples R/L using a diamond tip scriber. After a final

cleaning step in IPA, samples are glued on the sample holder with PMMA. Microbonding

25µm diameter aluminium wires connects the cavity and device electrodes to the sample

holder lines. During microbonding the operator should be connected to electrical ground

at all times to avoid any electrostatic jolt to nanotubes, which would damage them.

3similarly to 3.1.3 with an additional aluminium layer deposition before lithography to avoid charging
effects

4like gluing with PMMA, with and without PDMS
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Figure 3.8: Empty (a) and wired (b) cryostat. White labels indicate the cryostat
plates temperatures and the yellow ones the shields temperatures. The sample is inside

the cylinder indicated in blue.

Figure 3.7 displays an optical image of a sample after measurement. The bonding traces

show numerous bondings, which role is to obtain a well-defined ground. In particular

bondings jumping over the cavity line are crucial to observe a resonance.

3.2 Measurement setup

Our measurement setup is designed to simultaneously perform low-noise transport mea-

surements of the device and microwave cavity transmission measurements at low tem-

perature.

3.2.1 Cryogenics

Temperature sets the upper limit for the resolvable energy scales. In order to study a

CPS device, we crucially need to resolve the Pd/Al superconducting gap, which is of

the order of 100µeV . Taking into account Fermi distribution width gives the condition

3.5kBT ≪ ∆ equivalent to T ≪ 330mK. This justifies the use of a dilution refrigerator,

which provides a base temperature around 20mK. This temperature range also enables to

reach the cavity quantum regime, where the thermal photon number
1

e~ωc/kBT − 1
≪ 1
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or equivalently T ≪ 400mK. Several months of this thesis have been spent in designing

and realizing the wiring of a dry Cryoconcept dilution refrigerator. The photograph

of figure 3.8 shows that it is made of successive plates, which are colder from top to

bottom. A pulse tube provides the cooling power for the first and second stage at 60K

and 4K. The next stages rely on the thermodynamic properties of a mixture of 4He

and 3He. The still sets the temperature of the 800mK stage. The next stage is around

100mK and the last one hosts the mixing chamber (MC), which sets the refrigerator base

temperature. The wiring scheme is sketched on figure 3.9. Our technical choices for DC

and microwave lines are presented and explained in the following subsections. They are

guided by the quest for the best quality measurements, while keeping the refrigerator

working.

3.2.1.1 Precautions imposed by the cryostat

All elements introduced in the cryostat have to be thermalised by anchoring at a given

stage. For this reason all mechanical pieces are made out of oxygen free high conduc-

tivity (OFHC) copper, and are gold plated to prevent oxidation. Additionally cryogenic

grease (ApiezonN) is used to make better thermal contact between pieces. The thermal

conduction between stages should be as low as possible, which explains the use of re-

sistive manganin wires and relatively attenuating CuBe microwave cables. As the 60K,

4K and 800mK stages are equipped with shields, it is crucial to prevent any radiation

going through these stages. Pieces are designed in a way that avoids straight paths for

photons (”Mexican hat”-shaped thermalization pieces for the RF amplifier power supply

on figure 3.12c, trapeze-shaped clamps on figure 3.10a). This is also one justification for

the U-shape of microwave cables, as shown on figure 3.12.

3.2.1.2 DC lines

DC lines are either used to polarise gate electrodes or to apply a bias voltage and measure

current through the device. DC wiring is designed having in mind two major issues :

thermalization and protection from noise.

Thermalization The refrigerator temperature corresponds to the temperature of phonons.

For our electrical measurements this is the temperature of electrons, that matters. This

is why a lot of effort is put to thermalise DC lines at each cryostat temperature stage.

• 60K ; 4K ; 800mK stages Stainless steel flexible coaxial cables are pressed at

each stage in golden copper clamps as shown in figure 3.10a.
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Figure 3.9: Cryostat wiring scheme. There are 17 identical DC lines and 4 mi-
crowave (MW) lines corresponding to cavity input and output and two fast gates.
Microwave wiring is done using CuBe (brown), Cu(light brown) and NbTi (grey) semi-
rigid cables. Thermalization elements are depicted in yellow. Red numbers indicate the

value of discrete attenuators at each stage.
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Figure 3.10: Techniques for thermalizing DC wires. (a) Clamps for thermal-
izing stainless steel coaxial cables at 60K, 4K and 800mK. (b) Clamps for manganin
wires glued with stycast (black epoxy).(c) Lithographed meanders on PCB for thermal-
ization at 20mK and on-chip cms components (R=1kΩ, blue C=1nF, pink C=2.2nF)
forming second-order low-pass filters (surrounded in yellow). The lines are thermalised
by a block shaped in the copper lid, which is covered with a kapton sheet (orange)

glued with stycast (black).

• 100mK stage Manganin wires are glued with stycast5 between a gold plated

copper piece and a brass piece (figure 3.10b).

• 20mK stage As the material thermal conductance decreases with temperature,

the thermalization length increases. Therefore we use micro-lithographed mean-

ders on a PCB, displayed on figure 3.10c. They are thermalised by pressing a

copper block covered with a 200µm thick kapton sheet, which is glued with sty-

cast. Kapton satisfies the joint need for electrical insulation and acceptable ther-

mal conductance. Thermalization occurs over 40cm, which exceeds the estimated

thermalization length of 14cm 6.

Noise minimization The following elements are meant to minimize noise either by

metallic shielding or by filtering.

• Stainless steel coaxial cables are used between 300K and 800mK to protect

the wires from the black body radiation of the cryostat shields.

5This epoxy is compatible with cryogenic temperature and has the particularity to have a thermal
contraction close to copper.

6Such value gives an indication of the relevant order of magnitude but is very uncertain, as they
are few measurements of thermal conductivities at such low temperature. In addition for copper it is
extremely sensitive to the metal purity.
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Figure 3.11: Techniques for minimizing noise in DC wires. (a) A metallic braid
shields the DC wires from the electromagnetic field between the thermalization/filtering
block and the microwave filtering block photographed in (b). (c) shows that DC wires

stay shielded to the very end by metallic tubes, when they reach the sample.

• After the thermalization meanders on the PCB there are second-order low-pass

filters so-called Pi filters(figure 3.10c).

• A metallic braid shields the wires coming out the thermalization/filtering box

before they go in a microwave filtering box (figure 3.11a).

• The microwave filtering box is shown on figure 3.11b. Inside wires are twisted

to increase their length and the box is filled7 with eccosorb CRS 117, a microwave

absorbent.

• A copper tube finally shields the lines and the sample (figure 3.11c).

3.2.1.3 Microwave lines

There are three incoming lines (the cavity input line and two fast gate lines) and one

outgoing line (cavity output line). They satisfy radically different requirements, which

are presented below.

Incoming lines To reach the quantum regime for a non-driven cavity both strong at-

tenuation and thermalization are important. Indeed the cavity is exposed to the thermal

noise of a 50Ω resistor at 20mK plus the 50Ω thermal noise at all stages temperatures,

each attenuated by the following attenuators. All microwaves cables and attenuators

7Note that the wires soldering should not be covered with ecosorb, as thermal-induced mechanical
constraints break the soldering. Therefore we designed holed plastic partitions to protect plugs, while
letting wires going through.
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Figure 3.12: Techniques for microwave wiring. (a) shows the thermalization
clamps for microwave cables (white circle) and for attenuators (yellow circle) and their
anchoring using gold plated copper wires. The U-shape cable portions are visible at
the top of the picture. (b) displays a cryogenic amplifier powered by two twisted pairs
BeCu wires, which are thermalised on a rod shown in (c). The large circle rod base
acts as a ”Mexican hat” shadowing the small holes, which let the wires going through
the plate. The amplifier displayed here is connected in a 4K-test configuration, which

explains why the NbTi cable is not visible.

are thermalised with clamps, which are thermally anchored to a cryostat stage with

gold plated copper thick wire (figure 3.12a). The attenuation values given on 3.9 are

indicative of the lines transmission, but do not provide accurate calibration of the cavity

drive, or of the microwave amplitude applied to fast gates. In-situ power calibration

schemes are required, as chapter 5 will illustrate.

Outgoing line The cavity output line carries the signal of interest, that is the cavity

transmission. As a result attenuation is highly undesirable. For this reason a super-

conducting NbTi microwave wire is used between 20mK and 4K. There it goes in a

35dB gain cryogenic amplifier (figure 3.12b), which only adds a 4K thermal noise to the

signal. To prevent the amplifier noise from going backward onto the sample, two circu-

lators are placed in series at 20mK before the NbTi cable. These are chiral components,

which have 18dB attenuation in one direction. The amplifier is power supplied using

two twisted pairs BeCu wires 8, which are thermalised at 60 and 4K using ”Mexican-hat

shaped” pieces (figure 3.12c).
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Figure 3.13: Low noise transport measurements setup.

3.2.2 DC measurements

3.2.2.1 Low-noise detection

The setup addressing the carbon nanotube is represented on figure 3.13. Using syn-

chronous detection the differential conductance G can be measured in addition to the

current I. The nanotube is polarised by the output voltage Vbias of a voltage divider

adding a continuous voltage VDC typically between −1.5V and 1.5V and a small alter-

native voltage VAC = 15mV , at frequency typically of the order of hundred Hz.

Vbias ≈
2

3

VDC

1000︸ ︷︷ ︸
VSD

+
2

3

VAC

1000︸ ︷︷ ︸
VAC

′

After the divider, the small AC voltage is VAC
′ = 10µV 9. The source-drain continu-

ous voltage VSD typically lies between −1mV and 1mV . The current coming out the

nanotube is amplified with a home-made analogical amplifier with gain 107. Basically

it can be viewed as a transimpedance amplifier (surrounded in dotted blue on figure

3.13), composed of a operational amplifier and a resistance R = 107MΩ. Consequently,

Vout(t, Vsd, Vg) = −R ∗ I(t, Vbias, Vg) with :

I(t, Vbias, Vg) = I(VSD, Vg) +
dI

dV
(VSD, Vg) VAC

′ cos(ωt) (3.1)

810Ω/m
9Such energy corresponds to 3.5kBT with T ≈ 34mK, thus should not cause any extra broadening.
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Figure 3.14: Electronic temperature upper bound. In the Coulomb blockade
regime the width of current steps sets an upper bound to the electronic temperature.
Here the red curve fitting the experimental curve (black) corresponds to Tel = 50 ±

21mK.

In the lock-in the output voltage is multiplied with the local oscillator alternative volt-

age and the total signal goes through a low-pass filter, so that we measure a signal

proportional to the differential conductance :

〈 Vout(t) VAC cos(ωt)〉 → −R ∗ dI

dV
(Vsd, Vg) VAC

′ (3.2)

The advantage to measure at finite frequency is to get rid of high low-frequency noise

(below 10Hz) and 50Hz noise. The noise we get is the noise density of a frequency

window centred on the used AC-frequency (here 77, 77Hz) and wide like the filter band-

width. The AC-frequency is chosen to minimize noise. Devices are first tested at room

temperature to check if CNTs are electrically connected, before being cooled down at

cryogenic temperature.

3.2.2.2 Electronic temperature

As discussed in section 1.2.1.2 and 1.2.1.3, the current step width, or the low-bias con-

ductance FWHM, roughly corresponds to max(3.5kBT,Γ) for a quantum dot in the

Coulomb blocaked regime. This gives an indication on the maximal value of the elec-

tronic temperature. On figure 3.14 a current step in the Coulomb blockade regime

is fitted using the expression given by 1.15. The extracted electronic temperature is

Tel = 50± 21mK, which validates the thermalization technical choices 10.

10at least for the cryostat lines 11 and 14 used as source and drain for this measurement.
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3.2.3 Microwave measurements

The microwave setup drives the cavity and measures its transmission properties (figure

3.15). More precisely we measure the in-phase (I) and out-of-phase (Q) quadratures of

the transmitted signal, from which we deduce the signal phase and amplitude.

The RF source provides power at ωLO in a [1; 20] GHz frequency range. The signal is split

into a reference signal and an excitation signal. Using a mixer the excitation signal is

modulated at the Lock-in frequency ωIF = 2577.77Hz. The amplitude of the modulation

VIF sets the power of the microwave modulated signal at ωLO ± ωIF
11. Discrete room

temperature attenuation Att is chosen depending on the desired cavity input power.

Then the signal goes in the cryostat input line (≈ −68dB attenuation) before reaching

the sample. After a 4K amplification on the cryostat output line (≈ +31dB), the

output signal is further amplified at room temperature (≈ +62dB). The presence of

filters, circulators and attenuators contribute to the signal quality. Finally the output

signal is demodulated in an IQ-mixer, using the reference signal at ωLO. An IQ-mixer

has two channels and introduces a 90◦ phase shift on one channel. This separates the

two signal quadratures. After demodulation at frequency ωIF in the Lock-In, charge

and current amplitudes are extracted :

I = Acos(ϕ) Q = −Asin(ϕ)

from which the modulus A and the phase ϕ of the transmitted signal Aout ≡ Aejϕ can

be deduced :

A =
√

I2 +Q2 ϕ = − arctan

(
Q

I

)

For a bare cavity the transmission T is given by equation 2.10. Making the substitution

i → −j to account for opposite Fourier transform sign conventions between quantum

mechanics and electrical engineering, we obtain :

A =
κ1κ2Ain√

(ω − ωc)2 +
(κ
2

)2 (3.3)

and

ϕ = arg


−

√
κ1κ2Ain

j(ω − ωc) +
κ

2


 (3.4)

Figure 3.16 displays a measurement of the amplitude and phase of the transmitted signal

for a bare cavity with around 120 photons (points) and the fitting curves (plain lines)

given by 3.3 and 3.4. The square of the transmitted signal amplitude is expected to

11For optimal power control VIF should lie between 56 and 200 mV
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Figure 3.15: Microwave measurement chain of the two quadratures I and
Q of the resonator transmitted signal. The dashed blue line encloses the part
of the setup inside the cryostat. Pulsations are indicated in green to illustrate the

modulation/demodulation scheme.
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Figure 3.16: Amplitude and phase of the resonator transmitted signal for
n ≈ 120 photons in the resonator (points). The amplitude A peaks at the resonance

frequency, while the phase ϕ makes a π shift. Fitting the amplitude with 3.3

gives fc = ωc/2π = 6.64809 GHz and ∆f−3dB = κ/2π = 522 kHz, thus Q ≈ 12700. The
plain lines correspond to 3.3 and 3.4 with these fitting parameters.

be a Lorentzian, which peaks at the resonance frequency fc = ωc/2π. The FWHM

∆f−3dB is indicative of the cavity quality, routinely quantified by the quality factor

Q ≡ fc
∆f−3dB

=
ωc

κ
. The phase exhibits a π shift across the resonance. Here fc =

6.64809GHz and Q = 12700. We estimate the bare cavity photon number at resonance

n0 from the bare cavity spectrum, combined with rough calibration of our input and

output lines, as explained in Appendix C. In presence of the nanocircuit the cavity

transmission is modified. Consequently the relevant quantities to measure the influence

of the nanocircuit are the phase shift ∆ϕ = ϕ−ϕ0 and the amplitude relative variation

∆A/A0 = (A − A0)/A0 at the resonance frequency f = fc, the zero index referring to

bare cavity signals.
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We explore the transport properties of a single dot in the Kondo regime under mi-

crowave excitation. We start by mentioning theoretical work on the expected Kondo res-

onance behaviour and by reviewing existing experiments probing this situation. Section

4.2 presents our measurements of the Kondo resonance at equilibrium and qualitative

behaviour under microwave excitation. Section 4.3 contains a quantitative study and

modelling of the Kondo conductance maximum as a function of excitation frequency f

and excitation amplitude VAC . Last section 4.4 addresses the universality property of

this frequency-power dependence.

4.1 Predictions and existing measurements on Kondo dy-

namics

What happens to the Kondo resonance in a quantum dot, if the leads Fermi level and/or

the dot electrochemical potential is modulated at frequency f with amplitude VAC ? This

question, conveniently referred to as the ”AC Kondo” problem, has raised much theo-

retical interest [63, 115–120] and has been so far investigated in three experiments in

GaAs-based 2DEG quantum dots1[59–61]. Theoretical studies on the ”AC Kondo” pre-

dict two main effects: the appearance of satellite Kondo peaks at multiples of hf away

from the central main Kondo resonance and a decrease in the central Kondo peak due

to photonic-induced spin-decoherence. There has been a debate on whether the satellite

peaks could be observed, before the Kondo resonance completely vanishes. Experimen-

tally Elzerman et al did not observe satellites [59], whereas Kogan et al did [60].

Kaminski et al predicted that the conductance at the Kondo resonance is a function of

the scaled dimensionless parameters V =
eVAC

kBTK
and F =

hf

kBTK
[63]. This means, that

even the irradiation-induced decoherence of the Kondo state is governed by a unique

energy scale TK . Such a property is referred to as universality, because the physical law

describing the effect does not depend on the system microscopic properties. Two kinds of

couplings of the AC field to the dot can be distinguished: AC modulation of the energy

level carrying the spin and AC modulation of the bias between source and drain. For an

AC modulation of the dot energy level (”gate-type” coupling), the conductance is almost

unaffected at low frequencies, and decreases all the more that frequency increases. An

AC modulation of bias gives the opposite frequency dependence : conductance is max-

imally reduced for low frequencies and gradually recovers its unperturbed value when

the excitation frequency increases. Testing these predictions requires to measure the

frequency-amplitude dependence of the AC Kondo conductance. This is experimentally

very challenging, as it requires the ability to send a constant excitation amplitude on

1To our knowledge, excluding the work presented in this thesis.
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Figure 4.1: SEM picture of the device studied in this chapter (CPSRES20LR).
It behaves as a single dot, which can biased by applying VSD on the source electrode,
while the current is measured through the drain electrode. A DC gate voltage VG is
applied on a side gate. A microwave excitation VAC at frequency f can be applied on

the central top gate.

the sample, while changing the frequency. In practice microwave setups naturally do not

provide this : at fixed source power, the power on the sample is frequency dependent.

Therefore in-situ calibration is required. Two experiments proposed calibration criteria

based on assumptions about the Kondo response itself [59, 61]. While this strong as-

sumption allowed Hemingway et al. [61] to observe qualitative frequency dependence, it

prevented them from testing the AC Kondo joint frequency-amplitude dependence and

the resulting scaling properties. This calls for a better microwave amplitude control,

which is achieved in our experiment by an independent in-situ calibration. This allows

us to perform a quantitative study of the AC Kondo and to show preliminary results on

universality.

4.2 Kondo phenomenology

4.2.1 Sample

Figure 4.1 shows the sample, on which the measurements presented in this chapter have

been carried out. The process fabrication is the one described in section 3.1 with steps

4b and 4c for electrodes patterning (figure 3.6). The two outer normal electrodes were

connected to the CNT, yielding a room temperature resistance of 71kΩ. In contrast the
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Figure 4.2: Kondo phenomenology at equilibrium. (a) A conductance colour
plot versus gate and bias voltage shows characteristic Kondo ridges. (b) displays a
Kondo resonance conductance peak (black line) at equilibrium (Vac = 0). The red
line is a Lorentzian fit parametrized as given by 4.1 with kBTK = 32.7µeV , GOFF =
0.281(2e2/h), GBG = 0.159(2e2/h). Here data is plotted after a shift of VSD by xc =

0.128meV.

central superconducting electrode was disconnected, and acts as a top gate, which can

be addressed by a microwave source. This is the excitation mode we use to perform our

study of the AC Kondo. Transport measurements as a function of the two side gates show

a single dot behaviour 2. In the following a single side gate is operated with gate voltage

Vg. A DC bias voltage VSD can be applied between the two normal reservoirs. Current

I and differential conductance G are measured as explained in 3.2.2 with V ′
AC = 10µV .

The dot device is embedded in a microwave superconducting resonator, but in this

chapter the latter is neither used as a probe, nor as a microwave excitation mode. No

coupling to the cavity field is observed, which explains, why cavity signal measurements

are not shown here.

4.2.2 Resonance in absence of excitation

Transport measurement in absence of microwave excitation displays Kondo ridges, which

indicate that the sample is in the Kondo regime (figure 4.2a). The Kondo resonance

conductance peak can be fitted by a Lorentzian curve centred on xc with amplitude

GOFF plus a background conductance GBG
3 (figure 4.2b). The peak width is related

to the Kondo temperature and the following fitting parametrization sets our practical

2In the gate-gate plane a current colour plot exhibits parallel lines with a single slope.
3In the Kondo regime, it is common to observe a background conductance, in addition to the Kondo

resonant peak [84]. For instance, there could be a contribution of cotunnelling, which would evolve over
the scale U ≈ 1meV ≫ kBTK , which can be considered as flat over the Kondo resonance versus bias
voltage.
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Figure 4.3: Kondo phenomenology under microwave excitation. Data are
shown for two excitation frequencies: f=12GHz on the left and f=19GHz on the right.
The upper panels are colour plots of the conductance versus bias voltage VSD and
excitation voltage VAC . The lower panels show linear cuts of the same data. The lines
colour encodes the excitation voltage, and the colour code applies to both frequencies.

definition of TK :

G = GBG +
GOFF

1 +
3

8

(
eVSD − xc
kBTK

)2 (4.1)

This parametrization is chosen to recover the SU(2) coefficient of the (quadratic) Fermi

liquid description at low energy [86].

4.2.3 Phenomenology under microwave excitation

Figure 4.3 shows how the Kondo resonance conductance peak is modified by a microwave

excitation. Data are shown for two excitation frequencies: f=12 GHz on the left and

f=19 GHz on the right. The upper panels are colour plots of the conductance versus

bias voltage VSD and excitation voltage VAC . The lower panels show linear cuts of the

same data. The lines colour encodes the excitation voltage, and the colour code applies

to both frequencies.

The Kondo resonance conductance peak decreases, when VAC increases. Above a certain

excitation voltage several peaks are observed. This is where measurements qualitatively
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differs between 12 and 19 GHz. At 12 GHz the Kondo resonance peak splits and the

splitting increases with VAC . At 19 GHz three peaks are simultaneously observed for

VAC = 140µV (green curve). These are the central peak at VSD = 0mV plus two

satellite peaks at ±hf . Over a certain range of excitation voltage the two satellite peaks

locked at ±hf are visible (light and dark blue curves). In the colour plot, it manifests

itself by two vertical lines at ±hf . For VAC > 200µV the splitting between the two

peaks increases like for f=12 GHz. Comparing lines cuts with the same colours ie the

same excitation voltage, it is clear that the drop in conductance at the Kondo resonance

quantitatively differs between 12 and 19 GHz. This is analysed in details in the next

section.

4.3 Power-frequency dependance of Kondo conductance

peak under microwave excitation

4.3.1 In situ microwave amplitude calibration

To study the Kondo response under microwave excitation, it is crucial to know the

microwave voltage applied on the sample. Therefore a calibration of the absolute excita-

tion voltage is needed. In practice, at constant source power, the microwave voltage on

the sample depends on the source frequency. This issue is commonly encountered and

hard to avoid, because of parasite resonant modes coming from e.g. wire bonds, sample

holder. As the Kondo AC response is predicted to be frequency dependent, it is highly

valuable to calibrate the relative excitation voltage between frequencies.

Our in-situ calibration method consists in measuring the current rectification under

microwave excitation in the Coulomb regime. Assuming that the AC excitation simply

modulates the DC current-voltage characteristic I(V)4 leads to the following expression

of the measured current :

〈I (VSD + VAC cosωt)〉︸ ︷︷ ︸
ION

= I (VSD)︸ ︷︷ ︸
IOFF

+
1

4

d2I

dV 2
SD

V 2
AC (4.2)

which is expressed to lowest order in the excitation voltage on the sample VAC
5. For

each frequency a proportionality coefficient c(f) links the sample voltage to the source

voltage : VAC = c(f)VAC,source. Two calibration methods were combined to obtain the

values of c(f) for 61 frequencies between 2.4 and 20 GHz (figure 4.4d). The first method

4This is reasonable in our case since (U ≈ 1meV,Γ ≈ 200µeV ) ≫ ω.
5This is valid if VAC explores the linear part of the characteristic G(VSD), leading to VAC ≪ U ≈

1meV .
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Figure 4.4: Excitation amplitude calibration.(a) The local slope of the con-

ductance G versus bias voltage gives d
2I

dV 2

SD

. Here around VSD = 0.207mV, d
2I

dV 2

SD

=

1.0 10−1A/V 2. (b) Knowing this value, the slope p of the current I as a function
of the square source amplitude VAC,source in the linear regime yields the amplitude

calibration coefficient c(f) =
√

4p/ d2I
dV 2

SD

. Here for f=20GHz p = 0.372nA/V 2 hence

c(f = 20GHz) = 1.2 10−4.(c) shows an iterative relative amplitude calibration. For
each frequency the conductance is successively measured with and without microwave
excitation. Calibration coefficients cn(f) are used to set a VAC ≈ 200µV for each fre-
quency. The new coefficient set cn(f) are deduced from 4.4 with G instead of I. (d)
plots the calibration coefficients c(f) used to obtain the excitation amplitudes VAC for

data presented on figure 4.5.

provides a reliable absolute calibration. In absence of excitation (VAC = 0) d2I
dV 2

SD
is

measured at VSD,0 on the side of a Coulomb diamond. This is the local slope of the

conductance as a function of bias voltage near VSD,0, as depicted on figure 4.4a. Figure

4.4b shows the current at VSD,0 as a function of V 2
AC . We focus on the low excitation

regime, where the dependence is linear in agreement with 4.2. Knowing d2I
dV 2

SD
at VSD,0,

the slope gives access to c(f). Applying this method for each frequency is time-consuming

and the sample working point may change between first and last measured frequencies.

Relative calibration is performed more rapidly and reliably using a second method. The

source voltage is fixed and the frequency is swept. Current is successively measured

with (ON current ION ) and without (OFF current IOFF ) microwave excitation for each

frequency point. Calibration coefficients for different frequencies are related by current
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rectification ratios : 6

c(f2)
2

c(f1)2
=

ION (f2)− IOFF

ION (f1)− IOFF
(4.3)

Relative calibration can be refined by iterating the procedure. We apply a source voltage

VAC,source(f) = VAC,0/cn(f) calculated to apply a constant excitation voltage VAC,0 ≈
200µV . The new relative calibration is deduced from :

cn+1(f2)
2

cn+1(f1)2
=

cn(f2)
2

cn(f1)2
ION (f2)− IOFF

ION (f1)− IOFF
(4.4)

This relation holds replacing the current I by the differential conductance G. Figure

4.4c shows the conductance ON and OFF measurement, which defined the final relative

calibration for some frequencies. To see if our calibration is valid at all gate voltages,

we measure the conductance as a function of gate voltage at finite bias (VSD=0.203mV)

with VAC = 100µV . In majority, curves measured at different excitation frequencies

superpose all over the gate range. This means that for most frequencies, the excitation

mainly applies to the dot bias voltage. For some frequencies, curves do not superpose

over the entire gate range. In this case, the AC excitation a priori applies to both the

dot energy level and bias voltage, possibly with different phases. This mixed regime does

not correspond to the well controlled situation we want to study. The corresponding

frequencies are excluded from the frequency set used for the AC Kondo study. Details

about this frequency selection procedure are given in Appendix D.

4.3.2 Scaled amplitude-frequency conductance map

Gathering all measurements of the Kondo peak conductance under microwave excita-

tion forms a database of 5189 sets of (f, VAC,source, G). Appendix D details the various

measurement types and data extraction procedures. The amplitude calibration coeffi-

cients c(f) plotted on figure 4.4d are used to calculate the excitation amplitude VAC

from VAC,source. The equilibrium Kondo peak under study is the one plotted on figure

4.2b. As the peak is slightly evolving between measurements, it is first measured at

equilibrium prior measuring under excitation. Thus GBG, GOFF and TK are obtained

for each data from the equilibrium resonance fit 4.1 (see Appendix D for the parameter

table). This allows to calculate the excitation scaled frequency F and scaled amplitude

V :

F =
hf

kBTK
V =

eVAC

kBTK
(4.5)

The conductance under excitation GON is obtained by subtracting the background con-

ductance GBG. We assume GBG not be changed by the excitation, as (hf, eVAC) ≪ U .

6This is valid for frequencies with c(f) such, that the lowest-order expansion 4.2 applies.
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Figure 4.5: Scaled Amplitude-frequency evolution of Kondo resonance.(a)
Experimental averaged normalized conductance colour plot as a function of excitation
scaled amplitude V and scaled frequency F. (b) Similar map of the averaged normalized
conductance calculated using the Ansatz formula 4.7. (c) Linear cuts at F=0.69 (red)
and F=2.45 (orange). (d)Linear cuts at V=1.1 (red) and V=1.7 (orange). In both c and
d panels squares correspond to data points, while dots linked by full lines correspond

to the Ansatz. The black dashed line indicates the equilibrium reference.

This assumption is validated by figure 4.3, where conductance curves for all VAC values

merge at high bias voltage. For comparison between data, it is relevant to normalize

GON by the equilibrium conductance GOFF :

GON

GOFF
=

G−GBG

GOFF
(4.6)

The F-V normalized conductance map is represented on figure 4.5a. Because data points

are not uniformly spaced in the F-V plane, we choose a regular grid and create a matrix

by averaging data points in the same cell. Cells with no data points remain blank. Here

the cell size in F is ∆F = 0.16 and in V ∆V = 0.1. Linear cuts at fixed F and fixed V are
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plotted respectively with squares on figure 4.5c and d. An horizontal black dashed line at

1 recalls the equilibrium value. As already shown on figure 4.3, the Kondo conductance

peak decreases, when the amplitude excitation increases. We observe that this behaviour

is frequency-dependant : the higher the frequency, the lower the excitation-induced drop

in Kondo conductance. This trend is more pronounced for F > 1, while GON/GOFF is

rather flat for F < 1.

4.3.3 Ansatz proposed for quantitative analysis

We use the following Ansatz to quantitatively describe our data :

GON

GOFF
(V, F,GOFF ) =

1√
1 +

3

8
V 2α(F,GOFF )

(4.7)

with

α(F,GOFF ) =
1√

1 +

(
16

3

a

π

GOFF

2e2/h

1

F

)−2
(4.8)

where a ∼ 1 is a dimensionless parameter. Expression 4.7 bridges the low-frequency

adiabatic limit and the low-amplitude high-frequency limit predicted in [63] in the case

of AC bias (formula (74)). Indeed limF→0 α(F ) = 1. In this limit, formula 4.7 becomes

frequency-independent and corresponds to the adiabatic averaging of the equilibrium

Kondo Lorentzian peak7. In the opposite limit F ≫ 1 and for V ≪ 1 formula 4.7 leads

to :
GON

GOFF
= 1− a

~

τ ′kBTK
(4.9)

which is equation (74) of [63] with :

~

τ ′kBTK
=

1

π

GOFF

2e2/h

V 2

F
(4.10)

which is equation (72) of [63] without the logarithmic term 1/(lnF )2 in factor. However

the presence of the logarithm in the formula validity parameter range has too little

influence to be tested in our experiment.

The agreement with experimental data is best for a=4.4. We use
GON

GOFF
(V ′ = bV ) with

b=1.1. The latter corrects a reasonable global absolute calibration error of 10%. For

each experimental data set of (F, V) we calculate the value of GON/GOFF predicted by

the Ansatz using the corresponding GOFF experimental value. An F-V colour map of

7 1

T

∫ T

0

1

1 +
3

8
V 2 cos2(ωt)

dt =
1

√

1 +
3

8
V 2
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Figure 4.6: Investigation of universality.(a) displays thin and wide equilibrium
Kondo resonances (black dots), which are fitted with expression 4.1. The thin peak
fit in blue plain line yields parameters close to 4.2b and given in the table D.1 (file 3)
in appendix. The wide peak fit in pink yields kBTK = 95µeV , GOFF = 0.229(2e2/h),
GBG = 0.196(2e2/h). Experimental (b) and Ansatz (c) F-V normalized conductance
map for the wide peak. Comparison of V-dependence (d) and F-dependence (e) of
GON/GOFF for wide (pink) and thin (blue) Kondo peaks to investigate universality.
Squares correspond to experimental data, while dots linked by plain lines plot the

Ansatz.

the Ansatz normalized conductance is obtained similarly to the experimental map and

is displayed on figure 4.5b. It shows a good agreement with experimental data, which is

confirmed by the linear cuts of figure 4.5c and d, where the Ansatz is represented with

dots linked by plain lines.

4.4 Test of universality

A central prediction of Kaminski et al. is the universality of the Kondo peak response to

an AC excitation. This means that the frequency f and amplitude VAC are not the rele-

vant parameters to describe GON/GOFF , but instead F and V, which are frequency and

amplitude scaled by the Kondo temperature. In previous section, we have investigated
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the functional form of GON/GOFF (F, V ) but we have not demonstrated scaling versus

Kondo temperature. The variations in TK were too small for that. Here we present data

measured during a different cryostat run on a Kondo peak with kBTK = 95µeV . Fitted

with the pink line on figure 4.6a, it is three times wider than the peak fitted in blue and

studied in previous section. On the one hand, this is an advantage because TK scales

are very different and scaling should be tested unambiguously. On the other hand, the

investigated scaled frequency range is also three times smaller. Indeed our microwave

source delivers up to 20GHz frequencies, so we are limited to F . 0.84.

Because of thermal cycling the microwave amplitude calibration changed, and a new sets

of coefficients c(f) was determined and used to obtain VAC . The experimental normalized

conductance F-V map for the wide Kondo peak is displayed on 4.6b. We were able to

collect 189 data sets, which is much less than for the thin peak. This explains, why

there are more blank cells than in 4.5, although the cell size is the same (∆F = 0.16 and

∆V = 0.1). Figure 4.6c shows the corresponding Ansatz map, calculated with a=4.4

determined in section 4.3.3, and b=1 (no global absolute calibration adjustment). We

observe a good agreement, which is in favour of GON/GOFF (F, V ) being a universal

function of F and V. To further investigate universality, it is useful to plot GON/GOFF

for wide and thin peaks on the same graph as a function of scaled quantities F and V’8

and see whether curves collapse. Figure 4.6d shows the V-dependence for the F ≈ 0.5

linear cut. Following the colour code of panel a, pink and blue respectively refers to wide

and thin peak. Squares correspond to experimental data, while dots linked by plain lines

plot the Ansatz. As expected the two Ansatz curves merge, up to small discrepancies

due to slightly different GOFF values. For both peaks, experimental data collapse well

onto this curve. This validates the universal amplitude dependence at low frequency.

Figure 4.6e focus on the F-dependence at V ′ ≈ 2.3 and uses the same colour code as

graph c. As mentioned above, the scaled frequency range for the wide peak is narrow,

so that pink data comes down to four points. They fall reasonably well on the blue data

(except the first pink point) and confirm a flat adiabatic behaviour at low frequency.

This is consistent with a universal frequency dependence, although universality in the

pronounced frequency-dependant regime F > 1 could not be investigated.

To conclude our experiment realised on a CNT-based quantum dot provides further un-

derstanding of the AC Kondo problem. We report the second observation of radiation-

induced Kondo satellite peaks, primarily observed in GaAs 2DEG [60]. Using an inde-

pendent in-situ amplitude calibration, we provide the first quantitative measurement of

the amplitude-frequency dependence of the Kondo conductance with an AC bias. The

8The use of V’=bV is required to compare data from thin and wide peaks, that were taken in different
runs, with different calibrations. b=1.1 for the thin peak and b=1 for the wide peak.
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Kondo resonance is found to be less affected at higher excitation frequencies, in agree-

ment with Kaminski et al theoretical paper [63]. We describe our data quantitatively

using an Ansatz, which bridges expressions given in this paper for two limiting regimes

of parameters. Measurement on two Kondo resonances with very different TK allows

to make some statements on universality. We find a good scaling of GON/GOFF with

the scaled amplitude V =
eVAC

kBTK
. In the more limited parameter range we could ex-

plore, our data is also consistent with a scaling of GON/GOFF with the scaled frequency

F =
hf

kBTK
.
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Circuit QED techniques have been recently put forward to investigate the electronic

dynamics in mesoscopic circuits. As discussed in 2.2.4 most experiments with quantum

dots used the coupling to the cavity as a probe of the circuit internal dynamics, with the

prospect of building qubits. Nevertheless, mesoscopic circuits are inseparable from the

existence of electronic reservoirs with Fermi seas, which contributes to the richness of the

field. Indeed the large variety of materials (e.g superconductors or ferromagnets) that

can be used results in a large variety of physical effects from spin-dependent transport

to Andreev Bound States. In this context, it is crucial to understand how tunnelling

processes between a discrete energy level and the continuum of states of a reservoir

can affect cavity photons. This situation is epitomized by a single quantum dot circuit

coupled to a cavity, a case which has been studied elusively so far [42, 62, 105].

In this chapter, we present experimental data and theoretical modelling of the behaviour

of a single quantum dot in a carbon nanotube, coupled to normal metal (N) and super-

conducting (S) reservoirs, and embedded in a high finesse microwave cavity. We first

study a dot discrete orbital coupled only to the N reservoir (section 5.2). This allows

us to investigate the universality of the charge relaxation. As presented in 2.1.1, this

effect had so far been observed only in the AC current through a strongly spin-polarised

and non-interacting GaAs quantum dot [66]. However, the interacting case has raised

an intense theoretical activity recently because Coulomb blockade is ubiquitous in quan-

tum dots[67, 68, 121–125]. Here, we present the first experiment on the universality

of charge relaxation in the spin-degenerate interacting case. In addition our data pro-

vides the first measurement of the dependence of the charge relaxation resistance on

the dot orbital energy. Finally we are able to study, how dissipation evolves going to

the non-adiabatic regime. In section 5.3 the dot level is also coupled to the S reservoir.

For both N-dot and N-dot-S experimental situations the cavity response is described in

terms of the quantum dots charge susceptibility, as described in 2.3. This approach was

recently suggested [69–72] to treat the open contact limit as an alternative to existing

theoretical modelling, which disregard fermionic reservoirs or assume tunnel rates much

smaller than temperature.

5.1 An S-QD-N device embedded in a microwave resonator

The device geometry is visible in figure 5.1b and figure 3.6: a carbon nanotube is con-

tacted to a superconducting contact (S) surrounded by two normal metal (N) contacts,

following the fabrication process detailed in section 3.1. In the regime of parameters

considered here, the whole nanotube section between the two N contacts forms a single
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Figure 5.1: Panels (a) and (b): Scanning electron micrograph of the microwave
resonator and the quantum dot circuit. Panel (c): Principle of our setup. The dot
level is tunnel coupled to the N and S reservoirs and modulated by the cavity electric
field. Panel (d): Current through the S contact versus the effective gate voltage Vg and

the bias voltage Vb.

quantum dot1. An effective gate voltage Vg
2 is used to tune the dot level orbital energy

εd. We connect the S contact to ground and we apply the same bias voltage Vb to the

two N contacts, which can thus be considered as an effective single contact3. The dot is

capacitively coupled to the central conductor of a superconducting coplanar waveguide

cavity through a top gate TG (see figure 5.1a). Using the setup presented in section

3.2.3, we measure the phase ϕ and amplitude A of the transmitted signal at a pulsa-

tion ωRF equal to the bare cavity pulsation ω0 ∼ 2π × 6.65 GHz. The cavity quality

factor is Q ≈ 12800. We determine the phase shift ∆ϕ = ϕ − ϕ0 and the amplitude

shift ∆A = A− A0, which are caused by the presence of the quantum dot circuit, with

respect to the bare cavity transmitted signals labelled with nought subscript. Simulta-

neously, we measure the DC current I and differential conductance G through the dot

as explained in 3.2.2. The current I shows clear signatures of Coulomb blockade with

1For e |Vb| > ∆, the current I versus V L
g and V R

g corresponds to a pattern of parallel lines (figure
E.1 in Appendix).

2Vg = aLV
L
g + aRV

R
g , where V L

g and V R
g are voltages applied to side gate electrodes visible on figure

5.1b
3If one uses two N contacts with a similar structure and the same bias voltage, this only increases

the effective density of states ρN of the normal continuum seen by the quantum dot. In this picture,
the effective tunnel rate ΓN = 2π |tN |2 ρN corresponds to the sum of the tunnel rates of the two real N
contacts.
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Figure 5.2: Measured phase shift ∆ϕ (blue dots) and reduced amplitude shift ∆A/A0

(red dots) of the microwave signal transmitted by the cavity versus the energy εd of the
dot orbital, for Vb = 0 (for clarity, we have plotted the opposite of these signals). The
red and blue lines show the predictions given by equations 5.2 and 5.3 for values of ΓN

and g given in the different panels and T = 60 mK ≃ 0.19ω0.

a charging energy Ec ≈ 1.8 meV (see figure 5.1d). It also vanishes for a bias voltage

Vb smaller than the gap ∆ ≃ 0.17 meV of the S contact. Therefore, for Vb = 0, the

effect of the S contact can be disregarded and the quantum dot circuit corresponds to

an effective N/dot junction, studied in section 5.2. For e |Vb| > ∆, our device enables

the study of quasiparticle transport in a N/dot/S bi-junction, presented in section 5.3.

5.2 Equilibrium charge dynamics in a N-dot junction at

finite frequency

5.2.1 Cavity signals as a probe of charge susceptibility

A single dot level coupled to a N reservoir is the most basic configuration for studying

the light matter interaction in a mesoscopic circuit. Our device realises such a situation
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for Vb = 0 due to the absence of subgap Andreev reflections. Figure 5.2 shows the

cavity signals ∆ϕ (blue dots) and ∆A/A0 (red dots) versus the energy εd of the dot

orbital, for Vb = 0. We observe resonances although I = 0. This means that the cavity

is able to reveal quasiparticle tunnelling between the dot and the N contact even if it

doesn’t lead to a DC current. The four panels correspond to four different dot/reservoir

resonances with decreasing tunnel rates ΓN from left to right and top to bottom. The

phase shift ∆ϕ can be positive as well as negative. Such a behaviour for ∆ϕ has already

been observed in [62]. For ω0 ≪ ΓN , the quantum dot circuit behaves as an effective

capacitance. Electrons can follow very rapidly the variations of the dot potential to fill

in and out the dot, proportionally to the dot density of states. This lead to a negative

frequency shift, as explained in 2.3.2. In contrast, for ω0 ≫ ΓN , the charge current lags

behind the dot potential, so that the dot behaviour becomes inductive. This directly

affects the sign of the frequency shift, hence of ∆ϕ. The cavity dissipation induced by the

quantum dot was not studied in [62]. In contrast with the behaviour of ∆ϕ, we observe

that ∆A remains negative (up to experimental uncertainty), which means that the dot

always damps photons. This effect is maximum, when the dot level is at resonance with

the Fermi energy of the N reservoir (ǫd = 0). One could naively expect that ∆A, which

reveals photon dissipation, will scale with ΓN which is the only dissipation parameter

in our problem. However, this intuition is wrong since ∆A becomes small when ΓN

tends to large values (see figure 5.2a). In fact, the large-ΓN behaviour of ∆A is rather

in agreement with our discussion of the adiabatic case in section 2.3.2, where dissipation

ultimately vanishes.

To understand the data presented in figure 5.2 for other panels than (a), we need an

expression for the charge susceptibility beyond the adiabatic limit to plug into the semi-

classical linear response description of section 2.3. Writing equation 2.26 for the single

orbital case, and using the electrical engineering Fourier transform sign convention, leads

to the following expression for the cavity transmission4:

T =
j
√
κ1κ2

ωRF − ω0 − jΛ0 − g2χ(ωRF )
(5.1)

with Λ0 = κ/2 the bare cavity half-FWHM and χ(ω) = χ̃(ω)∗. The quantum dot charge

susceptibility χ(ω) at any ω can be calculated within the Keldysh formalism as explained

in Appendix E.2.2. In the case of a non-interacting N/dot junction, the susceptibility

χ(ω) can be simplified as equation E.11 of Appendix E.2.2 at zero temperatures and

χ(ω) =

∫ +∞

−∞

dω′

πω

ΓN (f(ω′)− f(ω′ − ω))

(ω′ − εd − iΓN
2 )(ω′ − ω − εd + iΓN

2 )
(5.2)

4Some notations differ : the cavity resonance pulsation changed from ωc to ω0 and the cavity drive
pulsation from ωd to ωRF
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with f(ε) = 1/(1 + exp[ε/kbT ]) for finite temperatures. The use of these expressions

in spite of the presence of Coulomb blockade is relevant due our regime of parameters,

as discussed in section 5.4. We obtain a quantitative agreement between the measured

(∆ϕ,∆A) and the values calculated from the transmission ratio

(1 + (∆A/A0))e
i∆ϕ = Λ0/(Λ0 − ig2χ(ω0)) (5.3)

which follows from equation 5.1 (see red and blue lines in figure 5.2). We use the

same finite temperature T = 60 mK for all the resonances. Then, for each resonance,

we use only two adjustable parameters, namely g and ΓN . Remarkably, we obtain a

good agreement with the data for a wide range of ΓN/ω0 ratios (see figure E.2 for

supplementary resonances). The full functional form of the cavity response is accurately

reproduced by our theory. Such a modelling was not possible for previous experiments

combining (real or effective) single quantum dots with microwave cavities[42, 62, 105].

5.2.2 Investigation of charge relaxation universality

A deeper analysis of the cavity response can be performed by studying the cavity fre-

quency shift ∆ω0 and cavity linewidth shift ∆Λ0, which can be obtained from the exper-

imental signals as ∆ω0 = Λ0(A0/A) sin(∆ϕ) and ∆Λ0 = Λ0 ((A0/A) cos(∆ϕ)− 1) and

modelled theoretically from ∆ω0 + i∆Λ0 = g2χ(ω0)
5. To study the relation between

∆Λ0 and ∆ω0, we define the ratio

θ =
π

2

ω0

g2
(∆ω0)

2

∆Λ0
(5.4)

which can be modelled theoretically as

θ =
π

2
ω0

(Re[χ])2

Im[χ]
(5.5)

The top panel of figure 5.3 shows with a dashed line θ0 = θ(εd = 0) versus ΓN/ω0,

calculated at T = 0 from equations 5.5 and E.11, for a dot level at resonance with the

Fermi energy of the reservoir (εd = 0). The dot behaviour changes from inductive to

capacitive when ΓN increases. Hence, Re[χ] changes sign and θ0 shows the minimum

θ0 = 0 for ΓN ∼ 0.7ω0. Then, in the adiabatic limit ΓN ≫ ω0, θ0 tends to 1. In fact,

this limit is valid for any value of εd, i.e.

lim
ΓN/ω0→+∞

θ(εd) = 1 (5.6)

5In the linear limit where ∆ϕ and ∆A are small, one has ∆ω0 ≃ Λ0∆ϕ and ∆Λ0 ≃ −Λ0∆A/A0 so
that ∆ω0 and ∆Λ0 reveal the cavity frequency and linewidth shifts respectively. However, since we have
strong signals it is more accurate to use the non linear relations given here.
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The full gray line in figure 5.3, top panel, shows θ(εd = 0) for the temperature T =

60 mK, calculated from equations 5.2 and 5.5.

It illustrates that finite temperatures affect quantitatively the behaviour of the system

for low values of ΓN , but equation 5.6 remains valid as soon as ΓN ≫ kBT . A straight-

forward question is whether the non-trivial behaviour of equation 5.6 can be observed

with our experiment. This equation has two important implications. First, it predicts

that the ∆Λ0 and (∆ω0)
2 curves versus εd (or equivalently versus the dot gate voltage

Vg) should be proportional in the open contact limit ΓN ≫ ω0, kBT . Second, it gives

the exact value of the proportionality constant between ∆Λ0 and (∆ω0)
2/g2. The latter

cannot be accessed in our experiment. Indeed, we cannot calibrate the absolute value of

θ because we don’t have an independent experimental determination of the parameter

g. Instead, we determine g and thus θ from a fitting procedure which relies on the as-

sumptions of our theory. Nevertheless, we can test the scaling between ∆Λ0 and (∆ω0)
2

independently of any theoretical assumption, as shown below.

For ΓN > 10ω0, equations 5.2 and 5.5 predict a universal dissipation regime, corre-

sponding to the gray area in the top panel of figure 5.3, where θ0 ≃ 1 and the scaling

between ∆Λ0 and (∆ω0)
2 is closely satisfied. There is also a regime corresponding to the

pink area, where θ0 < 1 but the scaling between ∆Λ0 and (∆ω0)
2 is still approximately

satisfied. Finally, on the left side of the pink area, ∆Λ0 and (∆ω0)
2 do not scale at

all. To illustrate the large variety of regimes achieved with our experiment, we show

with crosses the fitted values of θ0, calculated from equations 5.2 and 5.5, for the fitting

parameter ΓN of the different resonances in figures 5.2 and E.2 and T = 60 mK. We find

two resonances (ΓN = 18.1ω0 and ΓN = 14.3ω0) falling in the gray universal dissipation

area. In this limit, ∆Λ0 ∼ 8g2(ω0/ΓN )2/πω0 vanishes like (ω0/ΓN )2. This explains why

the ∆A signal is significantly smaller than for other resonances (figures 5.2a and E.2).

Since ∆A and thus ∆Λ0 become comparable to the cavity background noise, it is not

possible to test the scaling between ∆Λ0 and (∆ω0)
2 for this resonance. To solve this

problem, one has to use lower values for ω0/ΓN , which fall in the pink approximate

scaling area. We have found two such resonances, for ΓN = 2.40ω0 and ΓN = 2.86ω0.

For these resonances, the proportionality between the experimental ∆Λ0 and (∆ω0)
2

is satisfied to a good accuracy (figure 5.3c and d). Small discrepancies between these

two quantities are visible in the theoretical curves (see red and blue lines in figure 5.3c)

but not resolvable experimentally. Such a scaling behaviour is observed here for the

first time. Finally, we can observe how the scaling behaviour breaks down for smaller

tunnel rates. The crosses in the top panel of figure 5.3 show that we have tested a large

number of ΓN/ω0 ratios in the non-universal regime. When ΓN decreases, the (∆ω0)
2

peak versus εd first becomes wider than the ∆Λ0 peak (not shown), before becoming

strongly non monotonic (See figure 5.3a and b).



Chapter 5. Charge dynamics of a single level coupled to fermionic reservoirs 103

Figure 5.3: Top panel: Ratio θ0 = θ(εd = 0) versus the tunnel rate ΓN , calculated
from equations 5.2, 5.5, and E.11 for T = 0 (black dashed line) and T = 60 mK (gray
full line). The crosses correspond to fitted values of θ0, calculated from equations 5.2
and 5.5 for the different resonances in figures 5.2 and E.2. Bottom panels: Comparison
between the experimental ∆Λ0 and (∆ω0)

2, using the scaling factors θ0 indicated with
arrows in the top panel. We use ΓN/ω0 = 0.16, 1.23, 2.33 and 2.86 from left to right
and top to bottom panels. We also show as blue and red full lines the calculated ∆Λ0

and (∆ω0)
2 .
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The remarkable scaling between ∆Λ0 and (∆ω0)
2 in the regime ΓN ≈ 2.5ω0 is directly

related to the universality of the AC resistance of a quantum dot circuit, which was

predicted by M. Büttiker two decades ago[64, 65], and recently revisited as a Korringa

Shiba relation[68, 122, 126]. More precisely, for a non-interacting N/dot junction (Ec =

0) excited at a frequency ωRF such that ΓN ≫ ωRF , kBT , the AC resistance has been

predicted to tend to RAC = h/4e2θ(εd), which gives RAC = h/4e2 with our spin-

degenerate model, for any gate voltage. This effect can be understood as a quantum

charge relaxation effect, which involves the internal coherent dynamics of the quantum

dot. So far, the universality of the quantum charge relaxation had been observed only

with a strongly spin-polarised GaAs 2-dimensional electron gas device, through the

measurement of the dot AC conductance[66]. Here, we present the second example of

system, i.e. a spin-degenerate carbon nanotube device, whose behaviour is consistent

with this phenomenon. Indeed, the scaling behaviour between ∆Λ0 and (∆ω0)
2 reveals

the independence of RAC from the dot gate voltage Vg (or equivalently the dot orbital

en- ergy ǫd), a property which could not be probed in reference [66], and which is

already valid for intermediate tunnel rates. The fact that we obtain this result in spite

of Coulomb blockade is non trivial, as will be discussed in section 5.4. More generally, we

demonstrate that circuit QED techniques represent a powerful way to study the quantum

charge relaxation in a quantum dot, as discussed theoretically by [69]. Improvements

of our setup could enable an independent experimental determination of g to test the

absolute value of the right member of equation 5.6 (or equivalently RAC)[105].

5.3 Non equilibrium charge dynamics in an S-dot-N bi-

junction

5.3.1 Crossed measurement of dot conductance and cavity response

A common belief is that a fermionic reservoir should necessary damp cavity photons

since it calls for irreversible processes. Is it possible to go against this natural trend ?

To answer this question, we consider the finite bias voltage regime Vb 6= 0 where our

device implements a N/dot/S bi-junction. This can be confirmed from the bi-junction

conductance versus Vb and the dot gate voltage Vg (figure 5.4a). Like in figure 5.1d, we

observe two Coulomb triangles which do not close on the Vb = 0 line but at eVb ∼ ±∆,

and which are shifted along the Vg axis. These features are typical of a N/dot/S structure

and are due to the gap and BCS peaks in the density of states of the S contact [127–129].

The conductance resonances corresponding to an alignment between the dot level and

the BCS peaks display negative differential resistance areas [128] (see red areas in figure

5.4a). This can be understood easily in the limit ΓS ≪ kBT , where, from a Fermi’s
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golden rule argument, the conductance is proportional to the derivative of the BCS

peak [89]. It is also interesting to notice that the conductance above the gap has a small

amplitude |G| < 0.12 × e2/h, which suggests a strong asymmetry between the tunnel

rates ΓN and ΓS to the N and S contacts. A theoretical modeling of the conductance

with equation E.12 of Appendix E.2 confirms that for the dot level considered in this

section, one has ΓS ≪ ΓN < kBT (see figure 5.4b).

We have measured the cavity signals simultaneously with G (figures 5.4c and 5.4e).

Here we see clearly that transport and cavity signals are qualitatively different. A

crossed measurement of the two will therefore enable us to characterise the device more

accurately. In agreement with section 5.2, ∆ϕ and ∆A reveal the resonance between the

dot level and the Fermi energy of the N contact even inside the gap area (e |Vb| < ∆),

in contrast to what happens for G. Sign changes in ∆ϕ similar to those of figure 5.2d

indicate that we are in a regime with ΓS ,ΓN ≪ ω0. The microwave amplitude A shows a

more surprising behaviour. Indeed, the resonances of the dot level with S and N do not

affect similarly the A signal. For e |Vb| > ∆, the resonances with the S contact are closely

followed by an area with ∆A > 0, which indicates a counter-intuitive negative photon

damping (or photon emission) caused by a fermionic reservoir (see dark blue areas in

figure 5.4e). So far, with quantum dots circuits coupled to cavities, photo-emission had

been obtained only due to tunnelling between two discrete dot levels[107–109, 130].

To model the cavity response, we use again equations E.2 and 5.3, with expressions

of Ǧr/a(ω) and Σ̌<(ω) which take into account the finite ΓS (see equations E.4-E.10

of Appendix E.2.2). We can reproduce quantitatively the three signals ∆ϕ, ∆A and G

versus Vb and Vg with a consistent set of parameters (see figures 5.4b, 5.4d and 5.4f). The

good agreement between the data and theory is also visible in figure E.3 of Appendix E.1

for constant values of Vb. In particular, our theory reproduces well the positive ∆A areas.

We take into account the lever arms determining the shift of the dot and reservoir energy

levels with Vb and Vg. We also use the gap value ∆ = 0.17 meV given straightforwardly

by the G(Vb, Vg) map[129]. Then, there remains only 5 adjustable parameters: ΓN , ΓS ,

g, T , and the broadening parameter Γn for the BCS peaks. The multiple signals give

strong constraints on the different adjustable parameters. The agreement with the data

is optimal for ΓN/2π = 0.6 GHz, ΓS/2π = 65 MHz, Γn/2π = 8 GHz, g/2π = 99 MHz,

and T = 90 mK. The equation E.12 used to model the dot conductance has been

obtained in the absence of the cavity (g = 0). This approximation is relevant because the

cavity brings only small corrections to this expression, not resolvable in our experiment.

In contrast, ∆ϕ and A are calculated to second order in g.
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Figure 5.4: Panels (a), (c) and (e): Measured linear conductance G, phase shift ∆ϕ
and total amplitude A of the transmitted microwave signal, versus the dot gate voltage
Vg and the bias voltage Vb. Panels (b), (d) and (d): Predictions from equations E.2, 5.3
and E.12, for ΓN/2π = 0.6 GHz, ΓS/2π = 65 MHz, Γn/2π = 8 GHz, g/2π = 99 MHz,
∆ = 0.17 meV, T = 90 mK, ω0/2π = 6.65 GHz, A0 = 6.1 mV, and Λ0/2π = 0.259 MHz.
The white colour corresponds to A = A0 in panels (e) and (f). Panels (1), (2) and (3):

Electric potential configuration corresponding to the black points in panel (d).
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5.3.2 Photon-assisted tunnelling between a dot and a superconductor

Are the G < 0 and ∆A > 0 effects related? In order to answer this question, figure 5.5

shows A and G versus Vg for a constant bias voltage Vb = 0.336 mV (red dots) together

with the theory for the above parameters (red lines). These signals vary smoothly due

to the large value of Γn. It is very instructive to use a smaller BCS peak broadening

parameter Γn/2π = 1 GHz for the theory (blue lines). The A signal then shows a

cusp when the dot level is at resonance with a BCS peak (gray dashed line (2)) or

shifted by ±~ω0/α (gray dashed lines (1) and (3)), with α the lever arm associated to

Vg. This indicates inelastic tunnelling accompanied by photon absorption or emission

along lines (1) and (3). More precisely, in the configuration corresponding to panel

(1)/(3) of figure 5.5, the BCS peaks of the S contact reinforce the probability of photo-

absorption/emission, leading to a pronounced negative/positive ∆A peak. In contrast,

one keeps ∆A < 0 near the N/dot resonance because the density of states of the N

contact can be considered as constant. As expected, the theoreticalG for Γn/2π = 1 GHz

and g = 0 does not show cusps along lines (1) and (3) since this quantity does not take

into account photon emission or absorption (see blue line in top panel of figure 5.5).

Since the experimental G is dominated by this zeroth order contribution in g, it implies

that the G < 0 and ∆A > 0 effects in our data are not directly related. It is more

correct to state that these effects have a common origin. More precisely, G < 0 is due

to the fact that the DOS of S decreases with energy in certain areas, which leads to a

reduction of the dot current, whereas ∆A > 0 is due to the strong DOS peaks which

reinforce photo-emission. It is important to replace the above results in a wider context.

Photo-assisted tunnelling has been observed for 40 years in SIS junctions [57] and for 25

years in quantum dots with N contacts[58, 131, 132]. In these seminal experiments, a

broad band coupling scheme was used instead of a cavity and the photo-induced current

was directly measured. In this context, one novelty of our work is that we use a highly

resonant microwave technique to inject and probe photons. We send a limited photonic

power on the quantum dot circuit, so that the photo-induced current is not resolvable.

More precisely, along lines (1) and (3), the rate of photons absorption/emission (Γe/a)

by the quantum dot circuit is Γe/a ≃ 2 〈n〉Λ0∆A/A0, with an average photon number

〈n〉 ∼ 120 in the cavity 6. This gives Γe/a ∼ 2MHz, which corresponds to a photo

assisted current of the order of 0.3 pA. For comparison, in [131], the photo assisted

current reaches 30 pA. In spite of this, we can directly detect photo emission/absorption

thanks to the cavity. This demonstrates that circuit QED techniques provide accurate

tools to revisit the physics of photo-assisted tunnelling. Note that many theory papers

6In the semiclassical limit, by combining equations 2.23 and 2.24 with χ(−ω0) = χ(ω0)
∗, one obtains

a photon emission/absorption rate Γe/a = −2g2 Im[χ(ω0)] 〈n〉. Then, for linear cavity signals, one has
∆Λ0 = g2 Im[χ(ω0)] ≃ −Λ0∆A/A0. This gives Γe/a ≃ 2 〈n〉Λ0∆A/A0.
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Figure 5.5: Conductance G and microwave amplitude A versus Vg (red dots), mea-
sured along the dashed line in figure 5.4a for Vb = 0.336 mV, and theory using the
same parameters as in figure 5.4 and Γn/2π = 8 GHz (red lines) or Γn/2π = 1 GHz
(blue lines). The theoretical G for Γn/2π = 1 GHz has been multiplied by 0.2. Panels
(1), (2) and (3) illustrate the transport regimes corresponding to the gray dashed lines.
In panel (2), the dot orbital is resonant with a BCS peak in the DOS of the S reser-
voir. In panels (1)/(3), an electron can pass from the dot orbital to the BCS peak by

absorbing/emitting a cavity photon.

have studied the photo-assisted current between a quantum dot and superconductors

(see for instance [133–137]), but we present the first experimental study of this case, to

our knowledge.

5.4 Summary and discussion

We have studied experimentally the behaviour of a spin-degenerate N/dot/S hybrid

structure based on a carbon nanotube, coupled to a microwave cavity. We have observed

a large variety of effects depending on the values of the tunnel rates and on the bias
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voltage applied to the device. For intermediate tunnel rates and equilibrium conditions,

the cavity frequency and linewidth shifts follow a relation, which is independent of

the quantum dot gate voltage. We have shown that this behaviour is related to the

universality of the quantum charge relaxation resistance predicted by Büttiker et al.

[64, 65] ,and observed only in a strongly spin-polarised GaAs quantum dot so far[66].

We have observed in a controlled way the departure from this universal regime, when

the dot behaviour changes from capacitive to inductive. We have also observed negative

photon damping by the quantum dot circuit, in case of out of equilibrium quasiparticle

tunnelling between the dot and the BCS peaks of the S reservoir. Strikingly, all these

effects can be modelled quantitatively with a single theoretical description. We can

reproduce simultaneously the quantum dot conductance, together with the phase and

amplitude of the microwave signal transmitted by the cavity, versus gate voltage and

versus bias voltage, with only 5 adjustable parameters. This validates a description of

mesoscopic QED experiments in terms of an electronic charge susceptibility.

The fact that a non-interacting theory reproduces well our data is non-trivial since we see

Coulomb blockade. This approach seems relevant in our case because Andreev reflections

and correlations effects induced by interactions (e.g. Kondo effect) are not visible in the

experiment. In the absence of electron/hole and many-body correlations in the dot,

the effect of interactions mainly comes down to decreasing the dot level occupation in

comparison with the non-interacting case. More precisely, due to Coulomb blockade,

the occurrence of a dot/reservoir resonance for a given spin direction is limited by the

occupation of the dot by opposite spins [138]. In this picture, one can expect G and χ

to have the same gate or energy dependences as in the non-interacting case (same peaks

width), but with renormalized amplitudes. This renormalization can be different for

the dot/N and dot/S resonances, for which the dot occupation differs. Actually, with

the non-interacting theory, it is possible to tune the amplitude of the different peaks

in the current and cavity signals by changing the parameters g, ΓN , ΓS , Γn and T .

Therefore, we believe that for our system, these parameters can be simply viewed as

effective parameters renormalized by Coulomb interactions. Note that a temperature

T = 60 mK is optimal to interpret the low bias voltage data of section 5.2, but we need

a higher temperature T = 90 mK to interpret the finite bias voltage data of section

5.3. This may due to heating effects caused by Vb 6= 0, or to interactions since the dot

occupation is modified by out-of-equilibrium transport.

It is important to note that the seminal experiment of [66] was carried out in the strongly

spin polarised and non-interacting regime 7. In contrast, we have presented the first ex-

perimental investigation of quantum charge relaxation in the spin-degenerate interacting

7In the samples of [66], the large top gate capacitance makes the Coulomb energy unusually small,
similar to [139].
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case. Our observations are consistent with recent theory works which suggest that the

universality of the charge relaxation resistance RAC persists in this limit[67, 68]. More

precisely, our experiment confirms that RAC is independent from the dot gate voltage,

at least within our experimental uncertainty. Noticeably, this independence could not

be probed in [66]. We have investigated the deep Coulomb blockade regime, but other

interacting regimes like the Kondo limit can be studied with our technique[42].
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While creating distant entangled photon pairs is routinely done in quantum optics

laboratories, the equivalent for electron pairs has never been achieved. Research efforts in

creating distant entangled electrons are motivated by the curiosity about if and how this

could be achieved, as well as by the potential practical use of such pairs for solid-based

quantum information processing. A strategy proposed in the early 2000’s is to exploit

Cooper pairs in superconductors and superconducting proximity effect to induce non-

local superconducting correlations in quantum dots [27]. In principle, in the appropriate

parameters regime, a Cooper pair splitter device will generate entanglement between two

electron spins sitting in spatially separated orbitals, as introduced in section 1.4.2. In

practice Cooper pair splitter devices have been originally implemented in CNT [31, 33,

88, 129] and InAs NW [30, 32, 34], more recently in graphene [36, 37] and with InAs self-

assembled QD [35]. Transport measurements demonstrated an electronic beam splitter

behaviour by looking at currents signals. However entanglement and coherence of the

split pairs could not be probed. Recently the use of a cavity QED architecture has been

proposed to investigate those properties [55, 56]. Here we present the first experimental

study of a Cooper pair splitter embedded in a microwave cavity. Section 6.1 describes

the sample and setup in this experiment. Simultaneous DC transport and microwave

cavity measurements are shown in sections 6.2 and 6.3. Finally section 6.6 provides

some elements to interpret our observations.

6.1 Sample and setup

Data presented in this chapter have been measured on the same sample as the one of

chapter 5, namely CPSRES32R, although under different operating conditions. The

design is recalled on 6.1 (same as figures 5.1b and 3.6) and fabrication techniques can

be found in 3.1. It is a Cooper pair splitter formed in a carbon nanotube contacted to a

central superconducting electrode S and two lateral normal electrodes N. Energy levels

positions are tuned using two side gates GL and GR. A ”fork-shape” floating top gate

TGRF is contacted to the resonator central conductor. Placed symmetrically above the

two dots, it aims at simultaneously modulating the left and right dot energy levels with

equal amplitude. By comparison with the asymmetric situation depicted in figure 2.3b,

we target the opposite symmetric coupling regime gd,L = gd,R. Figure 6.1 also shows the

specific measurement configuration used for acquiring this chapter transport data. Here

the bias voltage is applied to the superconducting contact, while currents IR, IL and

differential conductances GR, GL through right and left normal contacts are measured

using techniques presented in 3.2.2. The issue in such a measurement is the difference

between the two amplifiers offsets, which results in a spurious bias voltage between left

and right normal electrodes. To minimize this effect, we used the amplifiers with the
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Figure 6.1: Scanning electron micrograph of a Cooper pair splitter circuit
embedded in a microwave resonator (location indicated by a blue rectangle). The
measurement scheme consists in biasing the central superconducting electrode, while
measuring the currents and conductances through the two lateral normal electrodes.

smallest offset difference we found in our lab, namely 3µV . Using the microwave setup

presented in section 3.2.3, we measure the phase ϕ and amplitude A of the transmitted

signal. The cavity quality factor is Q ≈ 12800 for a cavity photon number n0 ≈ 120.

6.2 DC transport

Figure 6.2 shows the characterization of our device by transport measurements. Panels

a and b are colour plots of the right and left differential conductance in the gate-gate

plane for VSD = −0.16mV . More precisely the data are measured using the orthonormal

frame VΣ-Vδ, which results from a 42 degrees clockwise rotation of the original Vg,L-Vg,R

frame1. This choice is justified by thin features in the VΣ direction, which could thus

be resolved in a shorter data acquisition time. GR displays a clear avoided crossing

characteristic of a double dot stability diagram, as presented in section 1.2.2.1. The GL

signal is weaker and measurable only on one orbital branch. Note that the behaviour of

our device changed from single dot to double dot between chapter 5 and this chapter.

This is because we use different values for side gate voltages Vg,L and Vg,R.

Figure 6.2c and d show the right and left currents dependence versus bias voltage VSD

and VΣ. We observe Coulomb blockade and a clear superconducting gap ∆ ≈ 150µV .

Note that the currents displayed here are calculated by numerical integration of the

measured differential conductances : ĨL/R =
∫ VSD

0 GL/R dV ′
SD. This allows to get rid

of the current due to the residual static bias voltage between left and right normal

electrodes, by measuring only the current due to the modulated bias applied on the

1For convenience the frame origin has also been translated.
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Figure 6.2: Device transport measurements.(a) and (b) are colour plots of
the right and left differential conductance in the rotated gate-gate plane VΣ-Vδ for
VSD = −0.16mV . To make comparison easier, colours for GR and GL are the same on
the common range. (c) and (d) show the right and left currents dependence versus bias
voltage VSD and VΣ. Ĩ refers to the current calculated from the numerical integration
of the measured conductance G. (e) show ĨL/R colour plots zoomed onto the sub-gap
area. To make comparison easier, colours for GR and GL are the same on the common

range. The dashes indicate the linear cuts plotted in (g).
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superconductor. We have checked that the difference between measured I and calculated

Ĩ currents is negligible at high bias voltages. However a spurious left-right current of

a few pA is damageable for the study of sub-gap current signals. Figure 6.2e displays

zooms of the currents colour plots c and d in the range VSD ∈ [−0.12; 0.12]mV . It reveals

simultaneous measurable left and right currents of a few pA below the gap. Figure 6.2g

shows linear plots of ĨL/R along cuts at VSD = 0.08mV (top panel, indicated with short

dashes on e) and VSD = −0.08mV (bottom panel, indicated with long dashes on e).

They highlight correlations between left and right current resonances. For negative bias

voltages ĨL and ĨR look opposite, while for positive bias voltages they do not.

6.3 Cavity response

We present here the changes in the cavity resonance occasioned by the Cooper pair

splitter close to a degeneracy line of the stability diagram.

6.3.1 Resonant behaviour

In this section the phase and amplitude of the transmitted microwave signal are measured

at a fixed frequency, equal to the bare cavity frequency fc. Figure 6.3a and b present

the cavity response, measured simultaneously as the transport colour plots a and b of

figure 6.2. Cotunnelling lines, which appeared in the differential conductances, are also

visible in the cavity signals. However the strongest changes in the cavity transmission

occur along the degeneracy line, where there is no measurable DC transport. The cavity

phase shift ∆ϕ overcomes 40 degrees in absolute value and goes from negative to positive

to negative, when the zero-detuning line is crossed. This behaviour is characteristic of

a resonance condition between the frequency of a circuit electronic transition and the

cavity frequency. It has been observed previously for a charge qubit transition [43, 44,

50–52] and a charge-spin hybrid transition [54]. However the specific change in contrast

observed along the zero-detuning line between the two triple points is unusual, and has

not been reported before 2. A resonance condition is also crossed in this direction, as

indicated by the phase sign change. Figure 6.3c is a VΣ-Vδ phase colour plot, similar to

6.3a but measured on a different day 3. The dotted line on 6.3c shows the line cut, where

the cavity signals dependence as a function of bias voltage has been measured right after,

2A change in contrast along the zero-detuning line was reported in [109] and attributed to variable
interdot tunnelling term t. However, the phase signal seems to bridge the two triple points, whereas
ours does not.

3This explains the shifts in gate voltages and the different contrast of the lower cotunnelling line,
which displays here a sign-changing behaviour observed and discussed in previous chapter (figure 5.2d).
Indeed the parameters of carbon nanotube-based circuits are known to evolve over time due to changes
in the electrostatic environment.
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Figure 6.3: Cavity measurements. Phase shift and amplitude of the resonator
transmitted signal measured simultaneously as the transport signals displayed in figure
6.2. (a) and (b) show colour plots in the VΣ-Vδ plane for VSD = −0.16mV , correspond-
ing to 6.2a,b. (c) is a similar phase colour plot also measured for VSD = −0.16mV
but on a different day than (a). It indicates with a dotted line the VΣ line cut at
Vδ = 8.25V , where the bias dependence was measured right after, resulting in (d) and

(e), corresponding to simultaneous transport measurements of 6.2c,d.

leading to figure 6.3d and e. These VSD-VΣ maps (6.3d and e) are the simultaneous cavity

measurements as the transport signals of figure 6.2c and d. Note that the dotted line of

6.3c crosses the resonance condition twice and a dot-lead cotunnelling line. Remarkably,

these two features can also be identified on the cavity phase shift and amplitude maps

versus VSD and VΣ. The cotunnelling line is the shallow straight line with negative

slope. Consistently with 5 it corresponds to the N-dot resonance, which is revealed

by the cavity even below the superconducting gap 4. The resonance condition appears

as a ”V-shape” dispersion line with a minimum, which is reminiscent of the parabolic

dispersion of the transition energy between two anticrossing hybridized levels.

4Note that the N-dot resonance in chapter 5 corresponded to a line with positive slope, in agreement
with the change in biasing contact between the two chapters.
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Figure 6.4: Strong coupling of a CPS device transition to cavity photons.(a)
indicates with a dotted line, for which parameters the cavity spectra shown on 6.4(b)
were measured.(c) The dot on the VΣ-Vδ phase map is where amplitude spectra plotted
(black lines, coloured dots) in (d) were acquired for n0 ≈ 0.6 (blue) and n0 ≈ 6.5
(pink). Plain lines correspond to the semi-classically modelled cavity response coupled
to a three-level ladder. The parameters are given in black on the sketch in (e). The
cooperativity Ci and coherence time T ∗

2,i of each transition i are calculated from the
coupling strength gi, the decoherence rate Γ2,i and the relaxation rate γi.

6.3.2 Strong coupling

An alternative way to characterize the cavity response is to measure how the full spec-

trum of the cavity is modified by the quantum dot circuit. This consists in measuring

the cavity transmitted signal as a function of the input microwave frequency for different

sets of circuit parameters VΣ, Vδ, VSD. For a bare cavity the spectrum is fitted by a

Lorentzian, which gives the resonance frequency and width and the setup transmission

(see section 3.2.3). In principle the circuit induces dispersion and dissipation on the cav-

ity, which can directly be identified by looking at the cavity modified spectrum. Figure
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6.4a indicates with a dotted line in the VΣ-Vδ plane, the parameters for which cavity

spectra are shown on 6.4b. When Vδ goes from 6.4 to 7.5V, it crosses the resonance

condition twice. At these points the cavity spectrum is most strongly affected, because

of its hybridization with the device electronic states. At the contrast maximum in the

VΣ-Vδ phase map (circle on figure 6.4c), the cavity spectrum shows two resolvable peaks

(figure 6.4d), which is the signature of strong coupling between the cavity photonic mode

and the Cooper pair splitter electronic states. We observed the Rabi splitting for two

cavity input power, expressed in terms of corresponding photon numbers for a bare cav-

ity : n0 = 0.6 (blue dots) and n0 = 6.5 (pink dots). These numbers are estimated from

setup transmission measurements detailed in Appendix. The evolution of spectra as a

function of n0 is not the one expected for a two-level transition strongly coupled to a

cavity mode. In this case, and for our parameter range, an increase in the photon num-

ber would result in the merging of the two peaks into the single bare cavity resonance

peak (see discussion in 2.4.1). Instead the opposite behaviour is observed : the curve

measured for n0 = 6.5 shows a larger splitting and lies below the curve for n0 = 0.6.

This can be reproduced invoking a three-level ladder scenario, depicted on figure 6.4e.

Assuming that the two transitions are resonant with the cavity, the semi-classical master

equation treatment exposed in section 2.4.2 leads to the plain lines plotted in 6.4d. The

parameters used to simultaneously reproduce both curves are given in black on figure

6.4e. There are the coupling strength gi, the decoherence rate Γ2,i and the relaxation

rate γi of each transition i. From these parameters the cooperativity Ci =
2gi
κΓ2,i

and

coherence time T ∗
2,i = 1/Γ2,i of each transition i are calculated. The first transition is

much less coupled and much more coherent than the second one, which is the one in the

strong coupling regime.

6.4 Preliminary microscopic interpretation

In this section we provide some arguments to interpret the microscopic nature of the

electronic transitions coupled to the cavity field.

6.4.1 Three-level ladder scenario

In principle, carbon nanotubes are characterized by a four-fold orbital degeneracy, due

to doubly degenerate spin and valley degree of freedom. The valley can be pictured as

the electron orbital moment orientation, corresponding to clockwise or counter-clockwise

”electron movement” around the nanotube. The two possible states for the valley are

usually labelled K and K’. The three-level ladder structure of the spectrum could orig-

inate from the splitting of valley degeneracy ∆K,K′ . It is common to observe valley
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Figure 6.5: Explanation for a ladder scenario.(a) In a simplified treatment the
effect of a splitting ∆K,K′ comes down to splitting the original dark blue spectrum
made of two anticrossing levels. If ∆K,K′ ∼ hfc, and both parameters are also close to
the original minimal level anticrossing, two transitions may be resonant with the cavity
(Here we ignore the dotted fourth level).(b) Dispersion relations of the transitions
energies E1 and E2 as a function of a given electrical anticrossing parameter ǫ. The
curvature of E2 makes this second transition much more sensitive to charge noise than

the first transition with flat dispersion.

splitting in carbon nanotube-based devices due to disorder in the molecular structure.

Values of ∆K,K′ reported in the literature can be as different as 0.1µeV in [54] and

450µeV in [140], so ∆K,K′ ∼ hfc ≈ 25µeV is possible. In a simplified approach, the

effect of valley splitting can be seen as adding a shifted copy of energy levels to the

original spectrum (figure 6.5a). These two arguments about valley splitting allow us

to account for the possible existence of two resonant transitions in a ladder geometry.

The valley-splitting interpretation is supported by the fact that it also provides an ex-

planation for the couplings and coherence rates hierarchy between the two transitions.

On the one hand a transition between states, which differ only by the valley internal

degree of freedom, is not expected to be highly coupled to the cavity electric field. In-

deed their wavefunctions are likely to be rather similar [141]. On the other hand, a flat

transition energy dependence with any electrical control parameter (eg gate voltages)

makes the transition much more insensitive to charge noise (E1 flat dispersion on figure

6.5b). This would explain the long coherence time of the first transition between K, K’

parallel levels. The second transition coherence time order of magnitude is compatible

with the scheme of a two-level hybridized transition exposed to charge noise (E2 curved

dispersion on figure 6.5b). However, so far we have not identified the microscopic degree

of freedom involved in such resonant hybridized two-level system.
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Figure 6.6: Signature of subgap transitions. Transport and cavity simultaneous
measurements of VΣ-Vδ maps for VSD = −0.33mV and VSD = 0.34mV . The sketches
show the circuit electric potential configuration in the parameters regime of the corre-
sponding number position. It shows only one CPS level for explaining the geometry of
the lines corresponding to resonances between CPS and leads. The unoccupied side of
the superconducting density of states is depicted with a lighter colour than the occupied

side.

6.4.2 Sub-gap transitions

We analyse here how the evolution of VΣ-Vδ maps as a function of bias voltage is infor-

mative about the circuit ground state level position, relatively to the superconducting

gap. For |VSD| > ∆ current can flow if a device discrete level lies between a BCS peak

and the normal electrochemical potential, with filled states on one side and empty states

on the other (like for instance in sketch 2 of 6.6). The areas of the VΣ-Vδ plane, where

this condition is fulfilled are the two stripes in the currents maps on figure 6.6. Their

boundaries appear as lines in the cavity signals. It is clearer on amplitude maps, where

the line with strongest contrast corresponds to the resonance with the normal contact

(sketches 3 and 4), while the shallow line reveals tunnelling to the superconducting BCS

peak (sketches 2 and 5). Within the stripes, the circuit ground state energy level lies



Chapter 6. Strong coupling of a Cooper pair splitter to cavity photons 121

inside the superconducting gap, as depicted on sketches 1 and 6. Given that ωc ≪ ∆,

the levels leading to resonant transition(s) lie all below the superconducting gap, in the

central area between the lines (blank in transport). Note that the resonant signals in

the cavity phase shift and amplitude vanish, when the circuit level position leaves the

superconducting gap. To explain this behaviour, one can imagine two different scenarios.

The device spectrum may change and the resonant transitions may not exist any more

in this parameters range. Alternatively the resonant transition(s) still exist, but their

coherence properties (Γ2,i) and/or their population 〈σ̂z,i〉 are modified, resulting in the

observed changes in cavity transmission (see 2.4.2). To conclude the cavity shows a res-

onant behaviour with (a) very coherent electronic transition(s) only when the involved

states lie below the gap.

In this chapter we have studied a Cooper pair splitter embedded in a microwave res-

onator. The cavity appears as a powerful probe, as it reveals features which are either

absent or hardly resolvable in transport signals. Beyond being a powerful probe of the

CPS electronic states, the photonic cavity mode strongly couples to the CPS electronic

degrees of freedom. This hybridization regime had not been reached with quantum dots

circuits so far. Noticeably the position of the electronic states involved in the resonant

transition(s) with respect to the superconducting gap strongly affects the cavity signal

contrast.



Conclusion and perspectives

Summary and conclusion

The experiments presented in this thesis illustrate, that microwaves are a powerful tool

to investigate quantum dot circuits. Microwave excitations can be applied directly to

the circuit electrodes. This technique has been used in some quantum transport exper-

iments for almost fifty years (cite Tien Gordon). This is the excitation method we have

employed to characterise the finite-frequency response of a single quantum dot in the

Kondo regime (chapter 4). We confirm the decrease in the Kondo conductance peak

and the appearance of satellite peaks, which were previously observed in similar experi-

ments. We go further by providing the first frequency-amplitude characterisation of the

Kondo zero-bias conductance. We find that the peak amplitude is more strongly re-

duced for low excitation frequencies. Given our frequency selection procedure, implying

a microwave excitation applied on the leads, this observation matches with theoretical

predictions. To model our data, we propose an Ansatz, which reproduces quantitatively

the conductance dependence versus both frequency and amplitude. We also present

partial experimental data testing the predicted universality of the AC Kondo response

as a function of the scaled excitation parameters eVAC/kBTK and hf/kBTK . Our ob-

servations are consistent with a universal behaviour. However, this property remains to

be experimentally explored over a wider scaled frequency range.

The experiments of chapters 5 and 6 belong to the young field of mesoscopic QED,

as they study quantum dot circuits embedded in microwave resonators. They both

illustrate that a cQED architecture offers more than a mode of circuit excitation at

finite-frequency. Due to the circuit-cavity coupling, measuring the resonator transmis-

sion reveals information about the circuit, which could not be accessed by transport

measurements alone. In chapter 5 the circuit is a single dot coupled to normal and

superconducting leads. At zero-bias, the cavity probes the tunnelling dynamics between

a dot discrete level and a normal continuum. We present the cavity response for a

wide range of tunnel rates, and approach a universal dissipation regime governed by a
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charge relaxation effect. Noticeably this observation concerns a spin-degenerate inter-

acting system, a situation which had been intensively studied theoretically but never

experimentally. At finite bias, the cavity reveals photon-assisted tunnelling between the

dot and the BCS peaks of the superconducting reservoir. This physical effect was never

studied experimentally before, even with DC transport. Here, we report the possibil-

ity of photon emission by a dot coupled to reservoirs, against the common idea that

reservoirs are synonym of dissipation. In chapter 6 we present the first implementation

of a Cooper pair splitter in a microwave resonator. We observe the resonant coupling

between electronic transitions of the device and cavity photons. From an energetic anal-

ysis, we show that this observation is conditioned to the subgap position of the electronic

states involved in the resonant transition(s). Importantly, the strong coupling regime is

achieved, which had never been realised before with quantum dot circuits. We provide

a semi-classical modelling of the non-trivial Rabi splitting dependence with the photon

number. A full interpretation of the CPS microscopic states, which are involved in this

strong coupling to cavity photons, needs further analysis.

Perspectives

Further experimental investigation of Cooper pair splitters in microwave cavities is a

near future perspective of this thesis work. Measuring others samples with different

parameters and in various coupling regimes (e.g dispersive versus resonant) to the cav-

ity would probably be instructive. We plan to use additional experimental knobs to

perform more complete characterisations. Magnetic field comes to mind directly. It

allows to investigate the spin structure of electronic states and to ultimately cross the

superconducting-normal transition. While it was not yet available for this thesis ex-

periments, it has been implemented recently in our experimental setup. In principle,

applying a second microwave tone to the device enables to perform the spectroscopy of

the Cooper pair splitter, a first step towards manipulation. However, it requires a better

control over the driving microwave amplitude versus frequency, that we achieved in this

thesis, and towards which we are working.

While most previous experiments in mesoscopic QED focused on ”atomic-like” circuits,

our results presented in chapter 5) show that cavity QED tools are also powerful to

investigate effects involving tunnelling between a discrete level and fermionic reservoirs.

Beyond the experimental observations themselves, it is the first experimental test of the

cavity response theoretical description in terms of charge susceptibility. Remarkably, this

formalism is able to reproduce quantitatively the large variety of effects we observe. This

lays the foundations for the study of others nanocircuits coupled to cavities, involving

any type of fermionic reservoirs (normal, superconducting, ferromagnetic). This opens
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many possibilities. For instance, the open question of the charge susceptibility in the

Kondo regime could be addressed. Cavity photons could also be instrumental in the

quest of Majorana bound states in topological hybrid nanocircuits [142]. In a different

perspective quantum dots are envisioned to produce non-classical states of light [143] in

the spirit of what is currently looked after with SIS junctions.

Finally it is important to mention that mesoscopic QED fits in the wider context of

hybrid QED. Beyond mesoscopic circuits, the coupling to microwave cavities is a topical

issue for other systems, like for instance spin ensembles and nanomechanical objects. In

the future, these diverse degrees of freedom are expected to be combined to take the most

of their respective strengths, with the purpose of engineering quantum technologies.



Appendix A

QD-S and splitter effective

hamiltonian

This Appendix gives details about the calculation of the effective hamiltonian for the

S-QD system and the splitter device in the large gap limit using a Schrieffer-Wolff

transformation HS = eiSHe−iS (see 1.4). The formula are adapted from [144].

A.1 Schrieffer-Wolff transformation

Using Baker-Hausdorff formula :

HS = H + i[S,H]− 1

2
[S, [S,H]] + ... (A.1)

writing the total hamiltonian H = H0 +Ht and choosing S linear in t yields :

Hs = H0 +Ht + i [S,H0]︸ ︷︷ ︸
first order

+ i [S,Ht]−
1

2
[S, [S,H0]]

︸ ︷︷ ︸
second order

+O(t3) (A.2)

S must be an hermitian operator, which full-fills the cancellation condition :

i[S,H0] = −Ht (A.3)

In this case the second order term simplifies so that :

HS = H0 +
i

2
[S,Ht] (A.4)
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A.2 S-QD device

A.2.1 Check of the Schrieffer-Wolff transformation

The S-QD original hamiltonian decomposes as H = H0 +Ht with:

H0 = Hd +Hsc = ǫdn̂d +
∑

k,σ

Ekσγ
†
kσγkσ (A.5)

and

Ht = t
∑

k,σ

d†σckσ + h.c (A.6)

Here we present the calculation which shows that equation A.3 is satisfied by :

S = i
∑

kσ

(Xkσγkσ − h.c.) (A.7)

with :

Xk↑ =
tu∗k

Ek − ǫd
d†↑ +

t∗v∗k
Ek + ǫd

d↓

Xk↓ =
tu∗k

Ek − ǫd
d†↓ −

t∗v∗k
Ek + ǫd

d↑

(A.8)

A.3 is equivalent to : [
∑

kσ

(Xkσγkσ − h.c.) , H0

]
= Ht (A.9)

Because
[Xkσγkσ − h.c., n̂d] = [Xkσγkσ, n̂d] + h.c.

[
Xkσγkσ − h.c., γ†k′σ′γk′σ′

]
=
[
Xkσγkσ, γ

†
k′σ′γk′σ′

]
+ h.c.

(A.10)

it is enough to calculate [
∑

kσ Xkσγkσ, H0].

[Xkσγkσ, n̂d] = [Xkσ, n̂d]γkσ (A.11)

[
Xkσγkσ, γ

†
k′σ′γk′σ′

]
= Xkσγkσδkk′δσσ′ (A.12)

[Xk↑γk↑, H0] =
∑

k

(ǫd[Xk↑, n̂d] + EkXk↑) γk↑ =
∑

k

(
tu∗kd

†
↑ + t∗v∗kd↓

)
γk↑ (A.13)

[Xk↓γk↓, H0] =
∑

k

(ǫd[Xk↓, n̂d] + EkXk↓) γk↓ =
∑

k

(
tu∗kd

†
↓ − t∗v∗kd↑

)
γk↓ (A.14)
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Ht can be rewritten as a function of Bogoliubov operators using :

ck↑ = u∗kγk↑ + vkγ
†
−k↓

ck↓ = u∗kγk↓ − vkγ
†
−k↑

(A.15)

This yields :

Ht =
∑

k

(
tu∗kd

†
↑ + t∗v∗−kd↓

)
γk↑ +

(
tu∗kd

†
↓ − t∗v∗−kd↑

)
γk↓ + h.c (A.16)

As v∗−k = v∗k the first term equals A.13 and the second term equals A.14. Equations A.13

and A.16 show that other terms are equal to each other as they are simply hermitian

conjugates. Formula A.9 is thus satisfied.

A.2.2 Effective hamiltonian

Ht can be expressed in the following convenient formulation :

Ht =
∑

kσ

Ykσγkσ + h.c. (A.17)

with :
Yk↑ = tu∗kd

†
↑ + t∗v∗kd↓

Yk↓ = tu∗kd
†
↓ − t∗v∗kd↑

(A.18)

Using this formulation equation A.4 writes :

HS = H0 −
1

2




∑

kσ

Xkσγkσ

︸ ︷︷ ︸
A

−h.c.,
∑

k′σ′

Yk′σ′γk′σ′

︸ ︷︷ ︸
B

+h.c.




(A.19)

Using
[
A−A†, B +B†] =

[
A−A†, B

]
+ h.c. only [A,B] and

[
A†, B

]
need to be cal-

culated. The effective hamiltonian is obtained by projecting HS onto the subspace

where the superconductor is in the BCS ground state. Therefore [A,B] is skipped and
[
A†, B

]
= −

∑
kσ YkσX

†
kσ. This results in the following effective hamiltonian for the QD

:

Hd,eff = Hd −
1

2

(
∑

kσ

YkσX
†
kσ + h.c.

)
(A.20)

After simplification, this formula yields the expression 1.34 given in the main text.
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A.3 Cooper pair splitter

For the Cooper pair splitter, the original hamiltonian decomposes as H = H0+Ht with:

H0 =
∑

i∈L,R
ǫin̂i +

∑

k,σ

Ekσγ
†
kσγkσ (A.21)

and

Ht =
∑

i∈L,R


ti

∑

k,σ

d†i,σckσe
ik·ri


+ h.c (A.22)

The Schrieffer-Wolff transformation operator satisfying equation A.3 is :

S = i
∑

i∈L,R

∑

kσ

(
Xi

kσγkσ − h.c.
)

(A.23)

with :

Xi
k↑ =

tiu
∗
ke

ik·ri

Ek − ǫi
d†i,↑ +

t∗i v
∗
ke

−ik·ri

Ek + ǫi
di,↓

Xi
k↓ =

tiu
∗
ke

ik·ri

Ek − ǫi
d†i,↓ −

t∗i v
∗
ke

−ik·ri

Ek + ǫi
di,↑

(A.24)
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Nanofabrication processes

This Appendix gives details about some of the processes developed and used to fabricate

our devices as explained in chapter 3. Not everything is reported but the main processes

are here and can be recombined for a different goal. Some parameters are machine-

dependent and should be adapted for a different tool. In the following, a is the aperture

of the SEM beam; EHT is the acceleration voltage of the SEM; WF is the SEM write-

field; U and V are coordinates on the SEM; US stands for ultrasonics. One layer of

PMMA is baked for 15min at 165◦C and is about 500nm thick.

B.1 CPSRES fabrication roadmap

SiO2 Sample cleaning

5min acetone US bath

5min acetone US bath

5min IPA US bath

Alignment crosses + sample number + contacting pads lithography

lithography time (including settings): 30min/chip

deposition : Ti (5nm)/Au(40nm)

lift-off : 1-2min in warm acetone + pipette

cleaning 2min stripping RIE

Nb cavity fabrication (evaporation, positive optical lithography, RIE, clean-

ing)

NT Fake Stamping in cavity

NT Localisation
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Coupling top gates

fine litho : layer 4

deposition :

e = 15 Angstrom Al (3s at 5 Angst/s) ;10 min oxidation

e = 15 Angstrom Al ;10 min oxidation

e = 15 Angstrom Al ;10 min oxidation

Al : e = 400 Angstrom

Pd : e = 200 Angstrom

lift-off : difficult ! 20 min in warm acetone+pipette+needle

Superconducting contact

fine litho : layer 3

deposition :

Pd : e = 40 Angstrom

Al : e = 840 Angstrom (meant to be 100nm)

lift off : 5 to 10 min in warm acetone + pipette

Normal metallic electrodes

fine lithography : layer 2

deposition : Pd : e = 700 Angstrom

lift off : 2 min in warm acetone + pipette

B.2 Quartz stamps with CNT fabrication

B.2.1 Pillar fabrication

Detach quartz substates from wafer from inner to outer to avoid damage.

Scratch the letter F on the backside with the scriber to able further substrate orientation.

Cleaning :

5 min acetone US

5 min acetone US

5 min IPA US

1 min stripping RIE

Electronic lithography :

spin-coating : double layer PMMA 550

15nm Aluminium deposition (to avoid charging)

lithography:

- settings a=10µm : measure current, origin correction, angle correction, WF alignment
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(100µm x 100µm)

- mask Quartz-wafer : layer 6 ; (U=0,05µm;V=0,05µm) ; step=20nm

remove Aluminium : 1min30 KOH ; 1 min in water

development : 2min MIBK ; 30s IPA

Ni deposition : 2500 Angtrom

lift-off : 1min in warm acetone + needle + 30s US + needle ; rinse 30s in IPA

Etching : 3*30 min in RIE : prog SiO2 (O2+CHF3)

Ni chemical etching by FeCl3 :

1min FeCl3

30s water (big becher)

2 min in water (second big becher)

5 min in water US (small becher)

Pillars are 4,2µm high.

B.2.2 CNT growth

Carbon nanotubes are grown on the patterned quartz substrates by Chemical Vapour

Deposition. This technique requires a catalyst. The whole recipe is designed to obtain

single walled carbon nanotubes. The catalyst composition is 39mg Fe(NO3)3 − 9H2O,

7.9mg MoO2 and 32mg of Al2O3 nanoparticles diluted in 30mL of IPA. Prior deposition

the catalyst flask has to be agitated with ultrasound for one hour to split molecules

aggregates. After 45 minutes decantation only nanoparticles remain at the liquid surface.

Two drops of catalyst are put on the chip, and dried with nitrogen flow immediately

after the second one. Once catalyst is deposited, the quartz chips are placed in a special

furnace dedicated to nanotubes Chemical Vapour Deposition. This furnace is a long

quartz tube, in which 3 gases are injected : argon Ar (1450 sccm), dihydrogen H2 (200

sccm) and methane CH4 (1140 sccm). The process is the following :

• 5 min purge of the three gases

• heating under argon to obtain a 900◦C temperature

• 8 min dihydrogen

• 10 min dihydrogen and methane (growth step)

• 90 min cooling under dihydrogen and argon

• final cooling under argon
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B.3 Nb cavity fabrication

150nm Nb evaporation with evaporator cooled with nitrogen

Positive optical lithography :

mask cleaning : 10min acetone US, 10min IPA US

spin-coating : resin AZ5214 with program 1 (4000-4000-30s)

baking 1min30 at 110C

exposure 8s : mask CPSRES T-geometry (capa 100µm) resonator number 1

development 35s in MIF developer ; rinse 1min in water

If RF pad is shinted, scratch the resist using the needle and rince under water flow

(2min) until there are no dust in resonator gaps any more.

Etching (RIE) :

open SF6 valve

switch laser on and put the spot in the gap where the device will stand.

Wait until penning pressure 10nbar

parameters : EDP range = [0;7]V

Program Nb : RUN

prepare Go to > Purge

Look at EDP signal : it is flat, then it drops and when the etching is completed the

slope changes (either decreases or stabilizes or rises). Wait 10s after the etching end and

click on confirm to stop.

After the 2 purges, vent

close SF6 valve

Lift-off

30s agitation in first warm acetone bath

30s agitation in second warm acetone bath and 2min needle

30s rincing in IPA

Cleaning :

Stripping(RIE) : 3min

if remaining dust : 10s acetone US ; rinse with IPA

B.4 CNT stamping

Clean glass slab

5 min acetone US bath

5 min IPA US bath
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Glue quartz stamp on glass slab

Use white double-sided tape.

Stick a piece of tape in the middle of the slab on the whole slab’s length.

Remove the protection on the top using a scalpel.

Drop the quartz stamp on the tape

Fake stamping on the optical masker

Switch the UV lamp OFF before switching the optical masker ON.

Set the Mode : Align and expose

Arrange the glass slab on the holder so that stamp and sample are roughly aligned.

Quarter by quarter or half by half stamping can be performed.

Find the pillars.

Lift the lever to move sample closer to stamp. Turn UP to have a reasonable focus on

both sample and stamp surfaces.

Perform fine alignment.

Turn the z knob to UP to stamp : you should see interferences in the pillars that is

alternation of green and pink colour. At some point, colour saturates to dark green and

pillar edges are thick and black. STOP ! It may happen that pillars get crashed.

Turn the z knob down. Pull the lever down.

When you switch the aligner off you can skip the cooling time by turning the red button

(left) OFF and ON and switch the lamp back ON for the next person.

Cleaning

Detach quartz stamp from tape by sliding a thin and flexible shade in-between. This

may be destructive.

Remove tape.

Clean glass slide if necessary (tape residues) :

5 min acetone US bath

5 min IPA US bath
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Photon number evaluation

This Appendix gives details about how we estimate the bare cavity photon number at

resonance n0 ≡
〈
â†â
〉
ω=ωc

(see chapter 5 and 6).

All transmission are given at f = 6.648GHz ≈ fc. S21 refers to the transmission

coefficient of the measured element. It can be measured directly with a vectorial network

analyser (VNA).

C.1 Input power Pin calibration

C.1.1 Conversion loss measurement

The RF power going out the mixer is controlled by the IF voltage VIF .

PRF = PIF − CL

The conversion loss CL has been calibrated by measuring the output power of the mixer

using a power meter. There was a discrete attenuation A and a small flexible cable

of estimated attenuation −0.5 dB in-between the mixer and the power meter. The

measured power is related to the CL by the following formula :

Ppowermeter = PIF − CL+A+ cable att

From measurements shown in table C.1.1 we deduce :

CL = 7dB
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Figure C.1: conversion loss measurement table

C.1.2 Cable calibration

C.1.2.1 Room temperature cable

From data sheet of green Radiall 1m cable R286301073 :

S21 (RT cable, in) = −0.9 dB

C.1.2.2 Cryogenic cavity input line transmission

The transmission of line 5 (cavity input line) is measured from cryostat head down to

tube input at room temperature.

Figure C.2: room temperature transmission of cavity input line measured with the
VNA

The transmission of the flexible cable going from the tube entry to the sample holder

cavity input port (figure C.3) has to be added to obtain the global attenuation from

cryostat input to sample holder input port. Thus the global input line attenuation is :

S21 (cryo line , in) = −68.1dB
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Figure C.3: room temperature transmission of the flexible cable cavity input line
measured with the VNA

C.1.3 Conclusion

The sample holder input power Pin in dBm is given by the following formula :

Pin = PIF −CL+A+ S21 (RTcable, in) + S21 (cryo line , in)

Fixed parameters

CL = 7 dB cf C.1.1

S21 (RT cable, in) = −0.9 dB cf C.1.2.1

S21 (cryo line , in) = −68.1 dB cf C.1.2.2

variable parameters

PIF = 10 log10

(
V 2
IF

50 ∗ 10−3

)
with VIF the oscillator rms voltage (V) on the quadrature

I LockIn.

A is the discrete attenuation (dB, negative value) placed at the mixer output.
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C.2 Output power Pout calibration

C.2.1 Output transmission calibration

C.2.1.1 Cryogenic cavity output line transmission

Following the output line upwards one finds 2 copper semi-rigid cables, two shielded

circulators, a copper semi-rigid cable, a dissipationless NbTi cable, a cryogenic amplifier,

a flexible cable and 2 CuBe cables.

From sample holder to cryogenic amplifier Figures C.4, C.5, C.6, C.7 show the

transmission of the 4 elements between the sample holder and the cryogenic amplifier.

The resulting transmission of this part is :

S21 (MC− 4K, out) = −1.9dB

Figure C.4: room temperature transmission of the Cu sample holder cavity output
cable measured with the VNA

From cryogenic amplifier to cryostat head To check that the amplifier works at

cryogenic temperature, we measured with the VNA the transmission of the input line

section from 300K to 4K connected via a flexible cable to the output line section from

4K to 300K (including the amplifier).

S21,meas = A+ S21 (300− 4K, in) + S21 (cable) + S21 (4− 300K, out)
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Figure C.5: room temperature transmission of the Cu cable from tube to circulator
input measured with the VNA

Figure C.6: room temperature transmission of the 2 shielded circulators measured
with the VNA

A = −40 dB is a discrete attenuator added to work in the amplifier linear regime.

S21 (cable) ≈ −0.5 dB (estimation from similar cable measurement)

S21 (300− 4K, in) = −25.1 dB from room temperature transmission measurement (see

figure C.9) of fast gate lines 300-4K section which are identical to the input line 300-4K

section.

From that we deduce the 300-4K output line transmission :

S21 (4− 300K, out) = 33.1dB

The transmission of the global output line in the cryostat results in :

S21 (cryo line ,out) = (MC− 4K, out) + (4− 300K, out) = −1.9+ 33.1 = 31.2dB
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Figure C.7: room temperature transmission of the Cu cable from circulator output
to NbTi cable measured with the VNA

Figure C.8: Transmission at 10mK of the 300K-4K sections of the input and output
lines connected via a flexible cable

C.2.1.2 Room temperature cable transmission

Like in C.1.2.1 from data sheet of green Radiall 1m cable R286301073 :

S21 (RT cable, out) = −0.9 dB

C.2.2 RF table transmission

The RF table transmission is calibrated by linking the mixer output to the amplifier

input using a small flexible cable and a discrete attenuator of known attenuation A (dB).

The measured output power is : Pout,meas = 10 log10

(
amplitude2

50 ∗ 10−3

)
with amplitude =
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Figure C.9: Transmission at room temperature of the 300K-4K sections of fast gate
lines representative for the input line 300-4K transmission

√
I2 +Q2.

Figure C.10: Calibration of RF table transmission

It is related to the table transmission as follows :

Pout,meas = PIF − CL+A+ S21 (cable) + S21 (RF table)

With VIF = 0.2V and A = −90 dB, we measure Pout,meas = −35.9dB (see figureC.10).

Knowing CL = 7 dB and S21 (cable) = −0.5 dB (see figure C.11), one deduces :

S21 (RFtable) = 62.6dB
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Figure C.11: Transmission of cable used for RF table calibration

C.2.3 Conclusion

From measured amplitude (V) the sample output power (dBm) is calculated as follows

:

Pout = Pout,meas − S21 (RFtable)− S21 (RTcable, out)− S21 (cryo line ,out)

Measurement

Pout,meas = 10 log10

(
amplitude2

50 ∗ 10−3

)

amplitude =
√

I2 +Q2

Fixed parameters

S21 (RT cable, out) = −0.9 dB C.2.1.2

S21 (RF table) = 62.6 dB C.2.2

S21 (cryo line , out) = 31.2 dB C.2.1.1

C.3 Photon number

The average photon number in the cavity is computed from the input and output power

of the cavity expressed in W and the cavity resonance parameters :

n =

√
PinPout

hfc π∆f−3dB
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with fc the bare resonance frequency of the cavity and ∆f−3dB the resonance width

at half maximum. Relevant parameters for sample CPSRES32R measurement are pre-

sented on figure C.12.

meas

period

VS

IFDVc

DiscAtt

DdBc

sweep

number f0DMHzc

lambda0

DMHzc ADVc Q

Pin

DdBmc

Pout

DdBmc

S21

DdBc n

1 0.2 S20 4 6P648.055 0.2105 0.07665 15P791 S97 S102.2 S5.2 18P905.5

15before5B 0.2 S40 4 6P648.08075 0.25875 0.0060325 12P847 S117 S124.3 S7.3 121

15after5B 0.2 S40 1 6P643.789 0.294 0.00479 11P299 S117 S126.3 S9.3 84.6

2 0.2 S40 2 6P647.9665 0.2735 0.005555 12P154 S117 S125 S8 105.5

3 0.2 S40 1 6P648.039 0.276 0.005244 12P044 S117 S125.5 S8.5 98.6

1 0.056 S40 1 6P648.085 0.284 0.00155 11P704 S128 S136.1 S8.1 7.9

3 0.056 S40 1 6P648.042 0.302 0.001347 11P007 S128 S137.3 S9.3 6.5

3 0.2 S50 2 6P648.0235 0.268 0.0015345 12P403 S127 S136.2 S9.2 9.4

3 0.056 S50 1 6P648.045 0.325 0.000409 10P228 S138 S147.7 S9.6 0.6

Figure C.12: Photon number and cavity parameters table for various measurement
parameters applied to CPSRES32R
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Supplementary materials on AC

Kondo

This Appendix gives details about the experiment presented in chapter 4.

D.1 Raw data description

The AC response of a thin Kondo peak (TK ≈ 30µeV ) was studied during a first mea-

surement run. This corresponds to data files 0 to 6 ; 13 to 16 ; 18 and 19 in the table

presented in figure D.1. From these files 5189 sets of (f, VAC,source, G) on the Kondo

resonance have been extracted and used for the analysis. After a thermal cycling the

sample displayed a thick Kondo peak (TK ≈ 95µeV ). 189 data points were extracted

from files 9 and 12 and used in the analysis.

Data types are explicitly indicated by the file name. They are three fold. Grayscale f2-

Vac are measurements on the Kondo resonance peak, where the frequency is the sweep-

ing loop, while the excitation voltage is the incremental loop. GrayscaleVgf2OnOff are

gate sweeps for different frequencies at constant VAC , the RF power being successively

switched ON and OFF between sweeps. Multigrayscale-VsdP2-f2 are three loops mea-

surements with the excitation frequency as external loop, the excitation voltage or power

as intermediate loop and the bias voltage as internal loop.

D.2 Power calibration and frequency set

Frequency sets and calibration coefficients differ between thick and thin peaks because

of thermal cycling. Calibration of the thin peak frequencies was obtained by combining
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Figure D.1: Table of Kondo equilibrium parameters associated with each data file.
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Figure D.2: Selection of frequencies with gate-independent calibration. (a)
Conductance measurement at finite bias (VSD = 203µV ) and under AC excitation
VAC = 100µV . Curves at f=2.9, 11.8 and 19.9 GHz superpose at all gate voltages,
while the f=3.3 GHz does not. (b) Conductance measurement at zero bias under AC

excitation (VAC = 100µV ) for the same frequencies.

absolute calibration and relative calibration methods described in the main text. The

resulting c(f) plotted on figure 4.4 are on the same order of magnitude. This is because

they have been preselected to be, otherwise relative powers may vary over tens of dB.

We make this pre-selection to get a similar power range for all frequencies from the 43dB

dynamic power range of our microwave source.

Once calibration is done, we study its gate dependence. We measure the conductance

as a function of gate voltage successively with excitation ON (VAC = 100µV ) and OFF.

This is done at finite bias VSD = 203µV for all calibrated frequencies. As expected

the curves coincide at Vg = −1.095V , where calibration was performed. We keep only

frequencies, which curves superpose entirely. For example we observe on figure D.2a that

frequencies 2.9, 11.8 and 19.9 GHz match well at all gate voltages, while 3.3 GHz does

not. As a result 3.3 GHz is excluded from the study of AC Kondo. In the post-processing

of the thin peak data set, 25 frequencies were excluded starting from 86 frequencies. For

the wide peak, 22 frequencies out of 59 were excluded. Frequencies remaining after this

procedure correspond to an AC excitation mainly applied on the dot bias voltage. When

current rectification is gate-dependent, the AC excitation very likely also applies to the

dot energy level. Kaminski et al [63] predicted an opposite frequency-dependence of

the AC Kondo conductance with this kind of coupling, compared to coupling to bias.

GON/GOFF is predicted to be decreasing with frequency instead to be increasing with

frequency, as we measured. Figure D.2b shows that the Kondo conductance at 3.3 GHz

is higher than at 2.9 GHz and 11.8 GHz, which is consistent with microwaves partly

coupling to the gate. However we chose not to study this mixed coupling regime, as it

is not easy to quantify couplings to bias and to gate separately.
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Figure D.3: Calibration coefficients c(f) for the measurement run of the
wide peak data.

For the wide Kondo peak calibration was performed by iterating a relative calibration

obtained on thin peak. The frequency selection procedure was done. The resulting

coefficients c(f) are plotted on figure D.3. The thermal cycling did not changed absolute

calibration but relative calibration and coupling mode were modified, possibly because

wire bonds moved.

D.3 Data extraction and scaling

Grayscale f2-Vac

The Kondo resonance at equilibrium is measured and fitted to obtain GBG, GOFF and

TK . VSD and Vg are fixed on the Kondo peak during the measurement as a function of

excitation frequency and amplitude. Normalization of the conductance G and scaling of

f and VAC are done as explained in section 4.3.2.

GrayscaleVgf2OnOff

From this measurement we extract the Kondo conductance with and without microwave

excitation for each frequency. As the Kondo resonance conductance at equilibrium shifts

slightly over time, we assume that the background conductance varies between sweeps,

while GOFF is taken constant. We use the GOFF value extracted from the fit done before

measurement and the measured GBG(F ) to calculate the normalized conductance from

4.6.

Multigrayscale-VsdP2-f2

Here the equilibrium Kondo parameters are obtained for each frequency by fitting the

conductance versus VSD measured at the lowest excitation amplitude, provided that
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min(VAC) < 15µV . This is justified by the observation that excitation amplitudes

below this threshold do not affect the Kondo conductance compared to equilibrium.

The conductance values on the Kondo peak are extracted by filtering the points with

VSD closest to the Lorentzian center fitting parameter xc. GON/GOFF , F and V are

calculated with the specific fitting parameters found for the corresponding frequency.

Values tabulated in the table shown on figure D.1 are averaged quantities, with standard

deviation indicated in other columns.



Appendix E

Supplementary materials on

charge relaxation

This Appendix gives details about the experiment presented in chapter 5.

E.1 Experimental supplementary

Although the sample CPSRES32R was designed as a Cooper pair splitter, in the pa-

rameter range of chapter 5, it behaves as a single dot connected to normal and super-

conducting leads. This is indicated by E.1, where current and phase colour plots as a

function of left and right gate voltages show parallel lines.

In order to demonstrate further the quantitative agreement between our theoretical ap-

proach and the data, we present supplementary data together with their theoretical mod-

elling. Figure E.2 shows the cavity signals ∆ϕ and ∆A at Vb = 0 for 11 different quantum

Figure E.1: Current I through the quantum dot (a) and phase cavity signal ϕ (b)
versus V L

g and V R
g corresponding to the data of figure 5.3c and d.

148
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Figure E.2: Cavity signals ∆ϕ (blue dots) and ∆A/A0 (red dots) versus εd for Vb = 0.
The red and blue lines show the predictions given by equations 5.2 and 5.3 for the values
of ΓN and g given in the different panels and T = 60 mK. When a resonance is shown

in the main text, we indicate the corresponding figure number in purple.
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dot/reservoir resonances, including those of figures 5.2 and 5.3 for completeness. Near

each dot/reservoir resonance, we calibrate the bare cavity linewidth Λ0 ∼ 2π×0.26 MHz

and the bare cavity transmission amplitude A0 ∼ 6.1 mV. For the 11 resonances studied,

the dot/photon coupling g varies from 2π × 55 MHz to 2π × 120 MHz and the tunnel

rate ΓN from 2π × 0.9 GHz to 2π × 120 GHz. The average photon number 〈n〉 in our

measurements is estimated from setup transmission calibration. Assuming a 6dB uncer-

tainty we obtain a lower bound 〈n〉 > 20 which ensures the validity of the semi-classical

approximation used in our theory. The agreement between our theory and data also

confirms that we remain in the linear response regime. Otherwise, the width of the

resonances in the cavity response would not match with the theory. Figure E.3 shows

the dot conductance and cavity signals, for different values of Vb, on a wider Vg-scale

than in figure 5.5.

E.2 Theoretical supplementary

E.2.1 Hamiltonian of the quantum dot circuit

In chapter 5, we use ~ = 1 and define most scales as pulsations. To model the behaviour

of our setup, we use the total Hamiltonian 2.22, with

Hdot =
∑

σ

εdd̂
†
σd̂σ +∆

∑

k

(
ĉS†k↑ ĉ

S†
−k↓ +H.c.

)
(E.1)

+
∑

O∈{S,N},k,σ

(
εOk ĉ

O†
kσ ĉ

O
kσ + (tOd̂

†
σ ĉ

O
kσ +H.c)

)

+
∑

k,k′,σ

(
εnkk′ b̂

n†
kk′σ b̂

n
kk′σ + (tnb̂

n†
kk′σ ĉ

S
kσ +H.c.)

)

the Hamiltonian of a single quantum dot contacted to a N and a S contact. Above

d̂†σ [ĉO†
kσ ] creates an electron with spin σ in the orbital with energy εd [εOk ] of the dot

[reservoir O ∈ {S,N}]. To account for the broadening of the BCS peaks in the density

of states of S, we use an auxiliary reservoir n whose states can be populated by the

operators b̂n†kk′σ. For simplicity, each level kσ of S is coupled to an independent set kk′σ

of levels in n. We assume that a bias voltage Vb is applied to the N contact whereas the

S contact is grounded. For simplicity, we disregard Coulomb interactions in the whole

Appendix E.2.
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Figure E.3: Top panel: Measured amplitude A versus Vb and Vg, already shown in
figure 5.4,c. Bottom panels: Measured conductance G (black dots), and cavity signals
∆ϕ (blue dots) and A (red dots) versus Vg, along the dashed lines in the top panel, for
Vb = 0.25, 0.303, and 0.336 mV from left to right. The full red, blue and black lines
show the predictions given by equations E.2, 5.3 and E.12, for the same parameters as
in figure 5.4. The areas in the gray rectangles are enlarged in figure 5.5 of the main

text.



Appendix E. Supplementary materials on charge relaxation 152

E.2.2 Keldysh description of the quantum dot circuit

The quantum dot charge susceptibility χ(ω) can be calculated within the time-dependent

Keldysh formalism [145] as :

χ∗(ω) = −i
∫ dω
2π

Tr
[
Š(ω)Ǧr(ω)Σ̌<(ω)Ǧa(ω)

]
(E.2)

with

Š(ω) = τ̌
(
Ǧr(ω + ω0) + Ǧa(ω − ω0)

)
τ̌ (E.3)

The matrix τ̌ = diag(1,−1) describes the structure of the photon/particle coupling in

the Nambu (electron/hole) space. Note that this degree of freedom is not necessary for

describing the N/dot junction, but we introduce it for treating the N-dot-S bijunction.

Equation E.2 involves the retarded, advanced, and lesser Green’s functions Ǧc of the

quantum dot, with c = r, a,< respectively, which have the structure

Ǧc =




Gc
d̂↑,d̂

†
↑

Gc
d̂↑,d̂↓

Gc
d̂†
↓
,d̂†

↑

Gc
d̂†
↓
,d̂c

↓


 (E.4)

in Nambu space. For any operators A and B, we use Gr
A,B(t) = −iθ(t) 〈{A(t), B(t = 0)}〉

and G<
A,B(t) = i 〈B(t = 0)A(t)〉. From Hamiltonian E.1, one obtains[134, 146]:

Ǧr(ω) =
(
Ǧa(ω)

)†
=
[
ω1̌− Ědot − Σ̌r(ω)

]−1
(E.5)

Ǧ<(ω) = Ǧr(ω)Σ̌<(ω)Ǧa(ω) (E.6)

with

Σ̌r(ω) = −i(ΓN/2)1̌− i(ΓS/2)Č(ω) (E.7)

Σ̌<(ω) = iΓN f̌N (ω) + iΓSf(ω)Re[Č(ω)] (E.8)

Above, we have introduced the diagonal matrices 1̌ = diag(1, 1), Ědot = diag(εd,−εd)

and f̌N (ω) = diag(f(ω − eVb), f(ω + eVb)). The terms Σ̌c(ω) describe the effect of

the N and S reservoirs on the quantum dot Green’s functions in the large bandwidth

approximation. We use tunnel rates Γr = 2π |tr|2 ρr with ρr the density of states per

spin direction in reservoir r ∈ {S,N, n}. For describing electronic correlations in the

superconducting reservoir, we use

Č(ω) =
[

Gω Fω

Fω Gω

]
(E.9)
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with Gω = −i(ω + iΓn
2 )/Dω, Fω = i∆/Dω and

Dω =

√
∆2 − (ω + i

Γn

2
)2 (E.10)

The parameter Γn is often omitted (see for instance [133–137, 146, 147]), but is it essential

to account for the broadening of the BCS peaks which is observed experimentally.

In the case Vb = 0 and ΓS ≪ ΓN ,∆ the effect of the superconducting contact can be

disregarded i.e. ΓS = 0. In this limit, equation E.2 leads to

χ(ω) =
−ΓN

πω(ω − iΓN )
Log[

4ε2d + Γ2
N

4ε2d − (2ω − iΓN )2
] (E.11)

for T = 0 and equation 5.2 for T finite. In the case ΓS 6= 0, we evaluate χ(ω) numerically

from equations E.2, E.3 and E.4-E.10.

For completeness, we mention that the DC current through the spin-degenerate quantum

dot can be calculated for g = 0 as[146]:

I =
2eΓNΓS

h

∫
dω (f(ω − eVb)− f(ω))

[
Ǧr Re[Č]Ǧa

]
11

+
2eΓ2

N

h

∫
dω(f(ω − eVb)− f(ω + eVb))

∣∣Ǧr
12

∣∣2 (E.12)

This expression includes quasiparticle tunneling as well as Andreev processes. With our

non-interacting approach, when ΓS increases, subgap Andreev processes appear much

more quickly than what is expected in the Coulomb blockade regime, because Coulomb

interactions forbid 2e charge fluctuations necessary for Andreev reflections[147]. In our

case, this is not a problem because we have a low ΓS . In figure 5.4b, the onset of the non-

interacting Andreev current is slightly visible, but this current is barely above the noise

level of the data in the top left panel. For values of ΓS larger than in our experiment, it

would be necessary to use an interacting theory to reproduce satisfactorily the data.
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[119] Rosa López, Ramón Aguado, Gloria Platero, and Carlos Tejedor. Kondo Effect

in ac Transport through Quantum Dots. Phys. Rev. Lett., 81(21):4688–4691, nov

1998. ISSN 0031-9007. doi: 10.1103/PhysRevLett.81.4688. URL http://link.

aps.org/doi/10.1103/PhysRevLett.81.4688.

[120] a. Kaminski, Yu. Nazarov, and L. Glazman. Suppression of the Kondo Effect in a

Quantum Dot by External Irradiation. Phys. Rev. Lett., 83(2):384–387, jul 1999.

ISSN 0031-9007. doi: 10.1103/PhysRevLett.83.384. URL http://link.aps.org/

doi/10.1103/PhysRevLett.83.384.
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