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A B S T R AC T

This thesis addresses the high-volume production test problem for Radio Frequency (RF) and millimeter-wave
(mm-wave) circuits. Testing the RF/mm-wave functions of systems-on-chips (SoCs) incurs a very high cost.
Built-in test (BIT) is a promising alternative to facilitate testing and reduce costs, but it is challenging since
it should by no means degrade the performance of the Circuit Under Test (CUT). In this work, we study
a BIT technique which is based on non-intrusive variation-aware sensors. The non-intrusive property is very
appealing for designers since the sensors are totally transparent to the design and, thereby, the test is completely
dissociated from the design. The non-intrusive sensors are dummy analog stages and single layout components
that are copied from the topology of the CUT and are placed on the die in close physical proximity to the
CUT. They simply offer an “image” of process variations and by virtue of this they are capable of tracking
variations in the performances of the CUT. In essence, the technique capitalizes on the undesired phenomenon
of process variations. The alternate test paradigm is employed to map the outputs of the non-intrusive sensors
to the performances of the CUT, in order to replace the standard tests for measuring the performances directly.
The proposed test idea is applied to two different CUTs, namely a 2.4GHz 65nm CMOS inductive degenerated
Low-Noise Amplifier (LNA) and a wide-band mm-wave 60GHz 65nm CMOS 3-stage LNA. We demonstrate
that by adding on-chip a few non-intrusive sensors of practically zero area overhead and by obtaining on these
non-intrusive sensors DC or low-frequency measurements, we are able to track variations in all performances of
the CUT with an average prediction error lower than one standard deviation of the performance and a maximum
prediction error that is lower or at least comparable to the measurement and repeatability errors in a conventional
Automatic Test Equipment (ATE) environment.
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R É S U M É

Cette thèse discute le problème de test de production en grand volume des circuits radio-fréquences (RF) et à
ondes millimétriques (mm-wave). Le test des fonctionnalités RF et à ondes millimétriques est très onéreux. Le
test intégré est une alternative prometteuse pour faciliter la procédure et réduire les couts, mais il est difficile
à mettre en œuvre car il ne faut en aucun cas qu’il réduit la performance du circuit sous test (CUT). Dans
cette thèse, nous étudions une technique du test intégré qui repose sur l’utilisation de capteurs non-intrusifs
qui prend en compte la variabilité du procédé de fabrication. Cette technique est extrêmement intéressante
pour les concepteurs des circuits RF et mm-wave car il leur permet de dissocier le test de la conception. Les
capteurs non-intrusifs sont constitués d’étages analogiques triviaux et de composants simples qui sont copiés
de la topologie du CUT et sont placés sur la puce à proximité du CUT. Ils offrent simplement une "image" des
variations du procédé de fabrication, ce qui leur permet de suivre les variations de performance du CUT. En
substance, cette technique tire parti des phénomènes non désirés de variabilité de procédé de fabrication. Le
paradigme du test alternatif est utilisé pour estimer les performances du CUT à partir des mesures des capteurs
non intrusifs, afin de remplacer les tests standards qui mesurent les performances directement. Ce principe de
test est appliqué à deux différents CUTs, nommément un amplificateur à bas bruit à 2.4GHz réalisé en 65nm
CMOS et un amplificateur à bas bruit large bande à 60GHz réalisé en 65nm CMOS. Nous démontrons qu’en
ajoutant quelques capteurs non-intrusifs sur la puce, qui n’engendrent pratiquement pas de surcout de surface,
et en obtenant de ces capteurs non-intrusifs certaines mesures dans le domaine continu et à basse fréquence,
nous sommes capable de suivre les variations de toutes les performances du CUT avec une erreur de prédiction
moyenne inférieure à l’écart-type de la performance, et une erreur de prédiction maximum qui est inférieure ou
au moins comparable aux erreurs de mesure dans un équipement de test automatisé conventionnel.
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1
I N T R O D U C T I O N

1.1 I N T R O D U C T I O N T O R F / M I C R O - A N D M M - WAV E E N G I N E E R I N G A N D T E S T I N G

Modern RF and micro-wave design is an challenging and dynamic field, due to the combination of recent
advances in modern electronic device technology and the explosion in demand for voice, data, and video com-
munication capacity that started in the 1990s and continues until today. RF and microwave technology has
had a dramatic impact on wireless technologies. Nowadays, one can access voice and data in virtually any
place in the world, from short range Bluetooth and WiFi networks, to cellular and satellite networks. These
communication systems are employed across a wide range of environments, including industrial and manufac-
turing facilities, company offices, infrastructure for municipalities as well as private homes. The large variety
of applications and operational environments has led, through the accompanying high production volumes,
to colossal advances in cost-efficient manufacturing capabilities of RF and microwave products. This, con-
sequently, has lowered the implementation cost of a host of new and cost-effective wireless as well as wired
RF and microwave services. Inexpensive hand-held Global Positioning System (GPS) navigational aids, au-
tomotive collision-avoidance radar, and widely available broadband digital service access are among these.
Microwave technology is well suited for these cutting edge applications in communications and sensing, since
the high operational frequencies allow both large numbers of independent channels for the wide variety of uses
envisioned as well as significant available bandwidth per channel for high-speed communication systems [1].

Moreover, over the last decade, (a) a continuous bandwidth of 7GHz range has been opened for unlicensed
use at mm-wave frequencies around 60 GHz in the Unites States of America (57–64 GHz) and Japan (59–66
GHz) and (b) the need for designing high-data rate systems have both led industries to build a variety of
applications, including gigabit/s point-to-point links, Wireless Local Area Networks (WLANs) with ultra-high
capacity, short-range high data-rate Wireless Personal Area Networks (WPANs) and vehicular radar systems.
Cost, size and power efficiency are amongst the most important design criteria that need to be accounted
for when designing mm-wave circuits. This can be employed using compound semiconductor technologies.
Comparing typical to mm-wave frequency spectrums, in the former case, the 3-5GHz spectrum is relatively
crowded with many interferes in the WiFi band appearing also limited data rates as well as limited transmit
power levels. In the latter case, the 60GHz band offers the same amount of spectrum (7GHz) without interferes
and transmitted power up to 40dBm. Based on that, designing of wireless systems capable of supporting multi-
Gb/s ultra high-data rates is envisioned [2].

Additionally, testing and characterization of RF and microwave/mm-wave circuits and systems is a challeng-
ing issue. Due to the high frequencies involved, the impedance and standing-wave effects associated with test
cables and the parasitic capacitance of conventional test probes make the use of conventional low-frequency cir-
cuit characterization techniques impractical. Although advanced measurement techniques such as electro-optic
sampling can sometimes be employed to circumvent the aforementioned difficulties, generally the loading ef-
fect of measurement equipment introduces significant measurement challenges for debugging and analyzing
circuit performance, especially for nodes at the interior of the CUT [3].

Finally, cost of test is of major importance to semiconductor manufacturers. ATE vendors play a vital role
in combating the increasing cost-of-test pressures of the market place. Modeling cost of test requires a fairly
large number of parameters to be modeled. These parameters include: test time, yield, measurement accuracy,
ATE equipment cost, lifetime, utilization, floor space, and maintenance [4], [5].
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I N T R O D U C T I O N

1.2 M OT I VAT I O N S

Today, high-volume production testing of RF circuits incurs a very high cost, which ends up being a large frac-
tion of the overall manufacturing cost. Conventional test is carried out using sophisticated test instrumentation
with advanced features. Different performances require sequential tests on different test configurations onto
expensive ATE, which results in lengthy switching and settling times, other than the pure electrical test times.
In addition, these tests need to be performed in an environment that is shielded from electromagnetic interfer-
ence and noise. To overcome the key limitations of high test cost and lengthy test time, a very aggressive and
promising test technique has been proposed, named built-in test. This technique consists of performing on-chip
some of the test operations, e.g. stimulus generation, measurement extraction and analysis, etc. BIT can reduce
dramatically the complexity of ATE since it provides digital, DC, or low frequency test signatures, it resolves
issues related to electromagnetic interference, and it facilitates parallel testing to achieve a high throughput.
However, there are several important criteria that need to be satisfied, in order to effectively replace the con-
ventional test with the proposed BIT strategies. In particular, we need to (a) maintain a low area overhead, (b)
avoid degrading the performances of the CUT, and (c) maintain the test accuracy of the standard test approach.

The goal of this work is to develop BIT solutions for RF and mm-wave circuits, in order to circumvent the
need for elaborate test instrumentation and reduce the cost of test. The underlying idea is to build on-chip
some auxiliary circuitry that extracts useful information about the CUT. The key characteristics of the proposed
BIT solutions is that (a) they are non-intrusive, that is, they are transparent to the CUT and do not degrade its
performances, (b) they incur low area overhead and (c) they employ DC or low-frequency signals. Recently,
it was proposed to test RF circuits non-intrusively by employing variation-aware sensors. These sensors are
basic analog stages that mimic part of the CUT architecture (we refer to them as dummy circuits) and Process
Control Monitors (PCMs). They are placed in close proximity to the CUT on the same substrate without being
electrically connected to it. Instead, their operation is based on the fact that they undergo the same process
variations as the CUT. As a result, any degradation in the performances of the CUT is reflected to the sensors’
outputs, which shift away from their nominal values. Hence, they can be used for enabling a low-cost alternate
test approach where the performances of the CUT are inferred implicitly from their outputs. The alternate test
paradigm is used, in order to predict the CUT’s performances from the sensors’ measurements.

1.3 T H E S I S OV E RV I E W

The proposed test strategy is a transparent BIT approach based on non-intrusive sensors that are not electrically
connected to the RF CUT. The non-intrusive sensors simply monitor process variations and by virtue of this
they are capable of tracking variations in the performances of the RF circuit as well. The alternate test paradigm
is employed to map the outputs of the sensors to the performances, in order to replace the standard tests for
measuring the performances directly. The objective of this work is to demonstrate the non-intrusive BIT strategy
for two case studies: (a) a typical inductive degenerated RF LNA operating at 2.4GHz, and (b) a 3-stage mm-
wave LNA operating at 60GHz. Both circuits have been implemented in 65nm CMOS bulk technology provided
by ST Microelectronics.

In the case of the 2.4GHz LNA case study, we observed that the variability in the inductors explains to a
large degree the variability in the performances, thus it was deemed necessary to monitor the variability in the
inductors. However, adding a dummy inductor PCM is not a smart choice since it incurs a large area overhead.
For this reason, variability in the inductors was not considered at all in previous related work. In this work,
we studied the sources of variability in the inductors and we found that most of the variability is due to the
variability in the resistivity of the high-level metal and alucap layers that form the coils of the inductors and
not due to the variability in the pure inductance of the coil. This led us to employ low area overhead metal and
alucap resistor PCMs, instead of an area-hungry inductor PCM, in order to capture most of the variability in
the inductors.
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1.3 T H E S I S OV E RV I E W

In the case of the 60GHz mm-wave LNA case study, we observed that the variability in MOS gate resistance
explains to a large degree the variability in almost all the performances, including, input matching, noise figure
(NF) and linearity. Thus it was deemed necessary to monitor the variability of this particular parasitic resistance.
As will be described later, mm-wave circuits are implemented with transmission lines, which are used for
impedance matching, interconnect wiring, and the bias networks. It was shown that variations in transmission
lines are not the main source of variability in the performances of the LNA and, thereby, by not monitoring
variations in the transmission lines does not affect the prediction results appreciably.

After this brief introductory chapter, the rest of the thesis is structured as follows. Chapter 2 presents the
state of the art of testing RF/mm-wave circuits. In Chapter 3, we give a detailed introduction to RF/mm-wave
circuits and we describe the two case studies. As discussed before, the proposed test idea capitalizes on the
undesired phenomenon of process variations. Chapter 4 gives a brief description of process variations along
with a few indicative examples of the technology used in this work. In Chapter 5, we discuss about the principle
of operation of the non-intrusive variation-aware sensors for both case studies. Chapters 6 and 7 demonstrate,
respectively the results of alternate test at simulation-level and with real measurements. Finally, Chapter 8
concludes the work and lists several perspectives for future work.
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2

S TAT E - O F - T H E - A RT O F T E S T I N G R F / M M - WAV E C I R C U I T S

In this chapter, we briefly describe the state-of-the-art of RF/mm-wave circuits testing. Section 2.1 gives a
short background on production testing of RF and mm-wave circuits. In Section 2.2, we discuss about the
conventional test of RF/mm-wave circuits, including S-parameters, noise, and linearity measurements. The
basic features of ATE are also presented since it is the standard way to characterize, test, and measure RF/mm-
wave systems. Sections 2.3 and 2.4 present several alternative RF test techniques, including structural test,
built-off test, RF/mm-wave transceiver built-in loop-back test, and the non-intrusive test technique. Next, in
Section 2.5, we present the state-of-the-art of testing mm-wave circuits. Finally, Section 2.6 concludes this
chapter.

2.1 P R O D U C T I O N T E S T O F R F D E V I C E S A N D C I R C U I T S

Up until the early 1980’s, a few wireless consumer devices and systems existed. Testing those devices was
a time-consuming procedure, which also required complex, sophisticated, and expensive test instrumentation.
In the early 1990’s, the RF technology came into the view of the consumer market in the form of cordless
and wireless (cellular, mobile) phones. As a result, there was a subsequent market explosion and a massive
production of mobile phones. It was obvious that the industry had expanded and, consequently, the prices of
semiconductor devices had dropped drastically, following the famous Moore’s law. [5].

Nowadays, devices and systems that are used in the frame of wireless communications are increasingly
complex and more integrated than ever before. The low prices that consumers pay for wireless phones in
a competitive market demand low-cost RF integrated circuits (RFICs). As it is critical to produce quality
and properly working products, RF and SoC semiconductor devices and circuits are tested 100%, in order to
ensure their intended functionality. The difficult task is to find and establish an efficient way to provide an
adequate and comprehensive test methodology that can accurately distinguish good parts from defective ones
at a low cost. The cost of test of modern RF devices and SoCs has become a significant part of the overall
cost of producing these components. As a conclusion, production testing of RF devices and SoCs is the act of
performing numerous tests in a short amount of time on high volumes of parts, where new test strategies need
to be defined. The major objective is to have high throughput and low area overhead, or low cost of test, so as
the production testing does not adversely impact the marketable value of the device.

The actual RFICs are electrically tested with either a rack-and-stack bench-top equipment connected to a Per-
sonal Computer (PC), or with commercially available ATE. Usually, the most costly and complex component
in these systems are the RF transceiver, or spectrum analyzer/digitizer, and the RF sources [6]. Rack-and-stack
is a suitable configuration for a production tester during the characterization and prototype stages of a device
because the equipment contained on the rack can be quickly reconfigured to meet changing needs. Often, rack-
and-stack configurations are customized to a specific part. On the other hand, ATE is a tester, which is designed
as a complete stand-alone unit for optimal testing of devices produced in high-volume [5]. It requires computer
control to ensure correct operation, record measurements, correlate vast amounts of measurement data, and
present data in a form understandable by users who no longer directly control ATE features and most, if not all,
functions are automated.
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2.2 C O N V E N T I O N A L R F T E S T

Before describing the basic concepts of standard RF test methods, it would be helpful to give an overview of
today’s RFICs. There are three basic categories of ICs that are characterized and tested in industries. Table 1
summarizes these categories, depending on the type of the processed signal, as follows:

Type of processed signal RFIC
RF LNAs, PAs, Mixers, VCOs

RF/Mixed-Signal WLAN, GSM, DAB transceivers
RF/Mixed-Signal and Digital Baseband WLAN, GSM, GPS

Table 1: Three basic categories of ICs depending on the type of the processed signal.

where PA, VCO, GSM, and DAB correspond to Power Amplifier, Voltage-Controlled Oscillator, Global System
for Mobile (communications), and Digital Audio Broadcasting, respectively.
The first category performs a single RF function, has a low pin count, and its testing includes several typical
RF test setups, as shown in Table 2.

Performance PA Mixer VCOLNA

Gain X X X
Impedance Matching X X X

Standing Wave Ratio (SWR) X X X
Noise Figure (NF) X X

1-dB Compression Point (1-dB CP) X X X
Third Order Input Intercept Point (IIP3) X X X
Adjacent Channel Power Ratio (ACPR) X

Phase Noise X
Sensitivity X

Frequency Range X

Table 2: Typical RF test setups.

The second category performs several RF/Intermediate Frequency (IF) functions. In addition to the require-
ments of the first category, these ICs, usually have more digital pins and require complex programming, such
as automatic gain control.

Finally, the third category is considered to be the most complex case, since it requires the combination of
RF/IF functions with digital ones, such as quadrature I and Q base-band signals, Analog-to-Digital Conver-
sion (ADC), Digital-to-Analog Conversion (DAC), and Digital Signal Processing (DSP). Additional test setups
include Bit Error Rate (BER), Error Vector Magnitude (EVM), phase locking, jitter, and memory tests [6].

2.2.1 Automatic Test Equipment (ATE)

In an industrial production test environment, the population of RF circuits is tested using expensive and sophis-
ticated ATE. ATE consists of the following parts:

• A central unit comprising the electronic resources and power tester instrumentation.

• Interface cards between the CUT and the tester.
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• A test head, which includes all the electronic equipment that is needed to perform the most sensitive
measurements. Examples of such devices include power resources, electronic contact pins, signal gener-
ators, etc. Furthermore, wafer-level test requires specific probes, which connect the inputs and outputs of
the dies to the electrical test head resources. For testers dedicated to RF circuits, the cost increases sig-
nificantly due to the more sophisticated features, which include RF generators, RF spectrum analyzers,
Vector Network Analyzers (VNAs), modulation circuits and digital demodulation. There are different
types of test heads. The choice of test head takes into account the complexity of the CUT in terms of
number of pins required for its full characterization. Moreover, the complexity is directly related to its
ability to test a plurality of circuits in parallel using several interface cards.

• A manipulator or articulated arm that physically position the CUTs. This arm is programmed to precisely
deposit the CUT on the interface card, monitor test temperature, and finally select the placement of the
circuit after the test (depending on whether the CUT is functional or defective)

• A workstation that provides the human interface with the ATE. Each tester is associated with specific
tools to perform the test program. In a test program, the test engineer connects the input, output and
power supply pins to the legs of the CUT, controls the operation of the manipulator, and defines the
sequential tests that need to be performed, as well as the test stimuli, the specifications of the circuit, etc.

• A robot that controls the programming of different existing cards on the tester. Test engineers check every
three months the programs installed on existing hardware cards in the tester using this robot. Additionally,
other maintenance operations are necessary to ensure the reliability and proper functioning of the tester.

• The equipment needed to cool the test head and electronic cards. This is performed with water flowing
in specific pipes. Usually two machines communicate with each other, in order to perform this task. The
first injects water into the different pipes which pass through the tester, whereas the second one controls
the water temperature.

The above description reveals the high complexity of today’s standard ATE configurations. This explains
their high cost and the cost of maintenance operations that need to be carried out frequently.

2.2.2 S-parameters Measurements

One of the most common techniques for characterizing the linear behavior of RF and microwave/mm-wave
components is the use of S-parameters. While z-, y-, and h- parameter representations are commonly used at
lower frequencies, these approaches can be problematic to implement at microwave/mm-wave frequencies. The
use of S-parameters essentially captures the same information as the other parameter sets, but instead of directly
measuring terminal voltages and currents, the forward and reverse traveling waves at the input and output ports
are measured. This approach enables accurate characterization of components at very high frequencies to be
performed with comparative ease. For a two-port network, the S-parameters are defined by [1]:�
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where the V� terms are the wave components traveling away from the two-port, and the V� terms are the
incident terms. These traveling waves can be thought of as existing on “virtual” transmission lines attached to
the device ports. From this definition,we have:
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To measure the S-parameters, the ratio of the forward and reverse traveling waves on the virtual input and
output transmission lines is measured. To achieve the V� � 0, and V� � 0 conditions in these expressions,
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the ports are terminated with the characteristic impedance, Z0, of the virtual transmission lines. Although
in principle these measurements can be made using directional couplers to separate the forward and reverse
traveling waves and phase-sensitive detectors, in practice modern VNAs augment the measurement hardware
with sophisticated calibration routines to remove the effects of hardware imperfections to achieve accurate
S-parameter measurements.

2.2.3 Noise Measurements

Communications systems’ noise figure is usually measured with three popular methods depending on the spec-
ifications. The first method requires a specialized noise figure meter. This is an expensive piece of hardware
and has a limited upper frequency measurement capability (typically less than 3GHz). The second method is
called the gain method, which has severe limitations in that we cannot measure low-noise figures observed in
modern microwave/mm-wave devices and systems. For noise figure accuracy, this test also requires the Device
Under Test (DUT) or the CUT, if a complete system or circuit is measured, to have a very high gain. The third
technique is called the Y-factor method and is very accurate at measuring low-noise figures at high frequencies
without requiring any high DUT gain limitations. The only specialized piece of necessary equipment for this
test is an Excess Noise Ratio (ENR) noise head, which is a calibrated ultra wide-band noise generator.

The noise figure measurement setup is depicted in Figure 1, for the Y-factor method [7].

Figure 1: Noise figure measurement setup.

2.2.4 Non-Linear Measurements

Harmonic Distortion

A fundamental result of the distortion of non-linear circuits is that they generate frequency components in the
output signal that are not present in the input signal. For sinusoidal inputs, the salient characteristic is harmonic
distortion, whereby signal outputs consist of integer multiples of the input frequency.

While instruments are available at low frequencies to measure the total harmonic distortion (THD), the level
of each harmonic is generally measured individually using a spectrum analyzer. Such a setup is shown in Figure
2.

Harmonic levels are usually measured in a relative manner by placing a marker on the fundamental signal and
a delta marker at the n-th harmonic frequency. When measured in this mode, the harmonic level is expressed
in dBc, which designates dB relative to carrier (i.e. the fundamental frequency) level. While it is convenient
to set the spectrum analyzer sweep to include all harmonics of interest, it may be necessary to center a narrow
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Figure 2: Harmonic distortion measurement setup.

span at the harmonic frequency, in order to reduce the noise floor on the spectrum analyzer. An attenuator may
be needed to protect the spectrum analyzer from overload. Note that the power level present at the spectrum
analyzer input includes all harmonics, not just the ones displayed on the screen. Finally, it is important to note
that spectrum analyzers have their own non-linear characteristics that depend on the level input to the instrument.
It is sometimes difficult to ascertain whether measured harmonic distortion is being generated within the device
or with the test instrument. One method to do this is to use a step attenuator at the output of the device and step
up and down. If distortion is being generated with the spectrum analyzer, the harmonic levels will change with
different attenuator settings [1].

Gain Compression

A major result of changing impedances in RF and microwave/mm-wave circuits is signal gain and phase shift
that depend on the input amplitude level. A change in signal gain between input and output may result from
signal clipping due to device current saturation or cut-off. Insertion phase may change because of non-linear
resistances in combination with a reactance. Though there are exceptions, signal gain generally decreases with
increasing amplitude or power level. For this reason, the gain compression characteristics of microwave/mm-
wave components are often characterized.

Figure 3: Gain compression measurement setup.

For band-pass components where the input frequency is equal to the output frequency, such as amplifiers,
gain compression and phase deviation of a non-linear circuit are readily measured with a VNA in power sweep
mode. Such a setup is shown in Figure 3. P1dB is easily measured using delta markers by placing the reference
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marker at the beginning of the sweep (i.e., where the DUT is not compressed) and moving the measurement
marker where ∆MagpS21q �-1 dB. Sweeping at too high a rate may affect the readings. The sweep must be
slow enough so that steady-state conditions exist in both the thermal case and the DC bias network within the
circuit. Sweeper retrace may also affect the first few points on the trace. These points must be neglected when
setting the reference marker [1].

Intermodulation Distortion

When more than one frequency component is present in a signal, the distortion from a non-linear circuit is
manifested as Intermodulation Distortion (IM). The IM performance of microwave/mm-wave circuits is impor-
tant because it can create unwanted interference in adjacent channels. While band-pass filtering can eliminate
much of the effects of harmonic distortion, intermodulation distortion is difficult to filter out because the IM
components may be very close to the carrier frequency. A common figure-of-merit is two-tone intermodulation
distortion.

IM is normally measured with two-signal generators and a spectrum analyzer. Such a setup is shown in
Figure 4. Care must be taken to isolate the signal generators, as IM may result from one output mixing with
signal from the opposing generator. Also, it is usually recommended that a power meter should be used to get
an accurate reading of output power level from the DUT. Relative IM level is measured by placing a reference
marker on one of the two carrier signals, and placing a delta marker at either sideband. Finally, the input level
must be maintained well below the input IIP3 of the spectrum analyzer to insure error free reading of the DUT
[1].

Figure 4: Intermodulation distortion measurement setup.

Noise figure, harmonic distortion, gain compression, and itermodulation distortion are figures of merit that
describe the noise and linearity performances of a device or a complete system and are described later on in
more details.

2.2.5 Phase Noise

Phase noise is a parameter that measures the spectral purity of a signal and it is particularly referenced to a
sinusoidal waveform. In an ideal oscillator, the output of the circuit is a perfectly-periodic signal with the form
xptq � Acospωctq, where ωc is the oscillation frequency. The zero crossings of the output waveform occur at
exact integer multiples of the oscillation period Tc � 2π{ωc. Although, in real oscillators, the noise of the circuit
itself randomly perturbs the zero crossings. In order to model this effect, we write xptq � Acospωct� φnptqq,
where φnptq is a small random phase quantity that deviates the zero crossings from integer multiples of Tc. The
term φnptq is called as the "phase noise".
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Figure 5 shows the measurement setup for testing the phase noise of a DUT. The measurement procedure
requires a spectrum analyzer and a low-noise power supply [1].

Figure 5: Phase noise measurement setup.

2.2.6 Bit Error Rate (BER)

BER is a specification that is needed, in order to determine the performance of a communication system in terms
of transmitting and receiving of data, which corresponds to a certain type of digital modulation. In particular,
for a random bit-sequence, BER represents the ratio between the number of incorrectly detected bits (e.g. due
to noise) and the total number of bits that are sent. Based on this simple definition, we are able to derive a
relationship between BER and Signal-to-Noise Ratio (SNR).

The conventional test of BER uses a pseudorandom bit sequence, which is modulated through a special
signal generator onto an RF carrier, directly injected into the receiver’s RF input port through a coaxial cable
of known insertion loss. The RF input level is either controlled through an external adjustable attenuator or
through the signal generator itself. The receiver’s output base-band data is sent on to the BER test equipment,
which continuously calculates the errors between the initially sent data and the currently received data. The
amplitude of the RF input signal is then adjusted downward until the bit error rate display of the BER test
equipment duplicates our required BER. Then, the level of the RF signal’s power (in dBm) or voltage (in µV)
at the receiver’s RF input port is measured or calculated. The BER test equipment includes a Vector Signal
Analyzer (VSA) and a spectrum analyzer. Like in cases of IM, measuring BER involves high test time and
complicated measurement setups.

2.2.7 Error Vector Magnitude (EVM)

The EVM measurement quantifies the performance of a radio transmitter against an ideal reference. A signal
sent by an ideal transmitter would have all points in the I–Q constellation and fall precisely at the ideal locations
(i.e., magnitude and phase would be exact). Non-ideal behavior of the transmitter, however, causes the actual
constellation points to fall in a slightly scattered pattern that only approximates the ideal I–Q location. EVM is
a way to quantify how far the actual points are from the ideal locations. This is indicated in Figure 6.

Measurement of EVM is accomplished using a VSA. The equipment demodulates the received signal in a
similar way to the actual radio demodulator. The actual I–Q constellation can then be measured and compared
to the ideal constellation. EVM is calculated as the ratio of the Root Mean Square (RMS) power of the error
vector over the RMS power of the reference [1].

2.3 A LT E R N AT I V E R F T E S T T E C H N I Q U E S

From the above discussions, it is clear that high-volume production testing of RF circuits based on the conven-
tional methodology incurs a high cost due to the high complexity of test instrumentation and the necessity to
rely on ATE with very advanced features. The test configurations are challenging because they require calibra-
tion, de-embedding, and the measurement environment has to be shielded from electromagnetic interference
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Figure 6: I–Q diagram indicating the error vector for EVM measurements.

and noise. In addition, system-level tests for RF transceivers, such BER and EVM, take up long times, which
translates to high cost. As depicted in Figure 7, there are many different performances that need to be measured,
requiring sequential tests on various test configurations, which result in lengthy switching and settling times, in
addition to the pure electrical test times. For example, a t1 time is needed in the first test configuration for the
response to settle and for measuring performance 1 of. Thereafter, the data is loaded back to the ATE, where
they will be analyzed. A switching time t12 is required to configure the second test configuration to measure
performance 2 and so forth. In order to alleviate the burden of high test cost and long test times, researchers
and practitioners are seeking to develop alternative test techniques while maintaining the same levels of test
accuracy.

Figure 7: Automatic Test Equipment.

Akin to test practices in the digital domain, structural test techniques have been proposed aiming at devel-
oping tests that detect a list of the most probable faults. However, such techniques have not been materialized
yet due to the difficulty in defining the fault model [9], [10]. Another technique is built-off test, which involves
migrating some of the instrumentation in the ATE onto the test board [11], [12]. This approach can reduce
drastically the test cost at the expense of devoting a significant effort to design a multi-purpose and versatile
test board.

2.4 R F B U I LT- I N T E S T ( B I T ) T E C H N I Q U E S

A technique with higher potential is built-in test, where the idea is to integrate on-chip some structures, so as
to facilitate the test, such as a test stimulus generator and a response analyzer or on-chip sensors [13], etc.,
and reduce the external circuitry and the complexity of routing high-frequency signals out of the chip. The
on-chip sensors track the electrical behavior of the CUT, generate low-frequency signals, and send them off-
chip for further processing. Typical examples of BIT techniques include: (a) self-test, (b) loop-back test, (c)
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sensor-based test, and (d) non-intrusive test. These techniques will be described in following paragraphs in
more details.

2.4.1 Built-In Test (BIT) for Self-Correction and Calibration

BIT has been used in the context of self-correction/compensation of RF circuits. In [14], the authors present
a reconfigurable LNA using a variable bias circuit implemented on the same chip, as shown in Figure 8. The
proposed LNA topology can be reconfigured by tuning the bias voltage of the common-source transistor of
the LNA, as shown in Figure 9, in order to compensate for gain, noise and power consumption depending
on the runtime environment (temperature and input signal power). The authors show experimentally that the
proposed LNA configuration achieves 73% of power reduction by controlling bias voltage. In addition, ∆IM3

(the difference in the output power between the desired signal and the 3rd harmonic) and the output SNR are
compensated simultaneously. Furthermore, the proposed LNA can improve the design cost because redundant
design margin is not required.

Bias Circuit

DAC

MemoryControl
Circuit

Sensor

LNA
RF OUTRF IN

Vg
Input power
Temperature

Figure 8: Schematic of the reconfigurable LNA.
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VDD
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Bias 
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Figure 9: Schematic of the bias circuit used for compensating for the performances of the reconfigurable LNA.
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BIT technique has also been applied in the context of on-chip calibration. In [15], the authors present an
on-chip VCO design with digitally tunable resonator and a calibration system targeted for the DCS1800 and
PCS1900 GSM transmitter bands. The design includes an accurate digital cell based divider, a counter running
with 1GHz input for frequency measurement to enable on-chip calibration of the VCO, and the calibration
system logic. As depicted in Figure 10, the only external signals that are needed include configuration signals,
control signals, and a clock signal at a low frequency, so as to reduce the amount of ATE, which is required for
characterizing and testing the whole system. The proposed circuit architecture operates in two modes. During
calibration, the voltage control input of the VCO is connected to the calibration DAC output, the digital input
of which comes from the calibration logic. In normal operation mode, when the VCO is part of the PLL, the
control voltage is driven by the PLL loop filter. The digital calibration word of the VCO is controlled by the
calibration logic in both modes.

Calibration 
Logic

VCO

DAC

VCO calibration word

DAC control word

Divide by 
2

Asynchronous 
Counters

Differential Quadrature 
Signal

VCO control voltage

Count Strobe

RefCLK

Serial IF

Figure 10: VCO calibration configuration.

2.4.2 Loop-back Test Technique

The most popular BIT approach for RF transceivers is the loop-back test where the test signals are generated in
the base-band and the transmitter’s output is switched to the receiver’s input to analyze the test response also in
the base-band [16], [17], [18], [19]. Loop-back connection requires the insertion of a switch and an attenuator
and, for some types of receivers, even an extra mixer is inserted in the RF signal path. Figure 11 shows the loop-
back test setup for IC transceivers. As described in [19], in order to enable the on-chip loop-back configuration,
the test signal from the transmitter must be fed back to the receiver through a test attenuator (TA). This approach
is consistent provided that both the transmitter and the receiver operate at the same frequency and the Local
Oscillator (LO), only serves for up- and down-conversion, while the modulation process is performed at base-
band. These conditions are sufficient unless the frequencies required for up- and down-conversion are different
and the LO can provide only one of them at a time or the LO has one output, which in the normal transmit and
receive mode toggles between the two frequencies. This would be typical of a one-step transmitter and a low-
IF receiver [20], which operate at the same radio frequency, but the up-conversion proceeds from base-band
to RF while the down-conversion from RF to non-zero IF. In this case, the loop-back test can be enabled in
two ways. If the system is narrow-band (such as Bluetooth of 1 MHz bandwidth), then the transmitted base-
band signal can be up-converted in the base-band (BB) processor to IF compensating thereby for the existing
incompatibility between transmitter and receiver, and therefore, the setup shown in Figure 11 still holds. This is
viable due to the fact that in low-IF receiver the IF is usually chosen half of the bandwidth. Using this technique
for a wide-band system (such as WiFi of 20 MHz bandwidth) would impose more stringent requirements on
the DAC due to much larger band required during test and power consumption as a consequence.
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Figure 11: Loop-back test setup for IC transceivers.

2.4.3 DC probes, Envelope Detectors, and Current Sensors

Another popular BIT technique relies on the use of DC probes [21], [22], envelope detectors [21], [23], [24],
[25], [26], [27] and current sensors [21], [28], [29], [30] to extract DC/low-frequency test signatures that
nevertheless carry RF information.

A simple, yet efficient, way to detect random defects on a CUT is through DC probes [21], which can be set
up by connecting a large resistor at a critical node, such that the current flow within the CUT is unaffected. DC
probes should be placed, such that they can sense most of the degradation and defects in the topology. Their
main drawback is that they are unresponsive to variations related to inductive and capacitive components. For
this purpose, we inevitably must exercise the CUT at its operation frequency. The goal remains to obtain a DC
or low-frequency signature that nevertheless carries RF information. We can achieve this by using an envelope
detector or a current sensor.

The function of an envelope detector is to generate an output DC voltage proportional to the amplitude of
the RF signal at the input of the sensor. Typically, a high input impedance is desirable for the detector, such
that the loading effect and the influence on the performances of the CUT can be minimized. In order to serve
as a general-purpose BIT module, the envelope detector needs to have appropriate transfer characteristics over
a wide frequency band with sufficient dynamic range.

Moreover, current sensors can be used, in order to detect random defects and extract signatures of the power
supply dynamic current. This test technique takes advantage of the small parasitic resistor (it can reach several
Ohms) of the line connecting the CUT core to the power supply terminal.

2.4.4 Alternate Test

Alternate test is a generic technique that aims to map low-cost measurements to the RF performances [22] [31],
[32], [33], [34] thus circumventing the need to measure directly the RF performances. Alternate test can also
rely on information-rich, low-cost measurements obtained by built-in sensors [21]. Alternate test is described
in Chapter 5 in more details.

2.4.5 Non-intrusive Test Approach

For a successful implementation of a BIT technique, different criteria need to be satisfied simultaneously: (a)
the test accuracy of the standard method is maintained; (b) the performances of the CUT are not affected; (c)
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the pin and area overheads are acceptable; and (d) the achieved test cost reduction justifies the BIT development
effort. It is noteworthy that none of the aforementioned state-of-the-art BIT techniques fully satisfies objective
(b). For example, re-visiting loop-back BIT, this particular test technique requires the insertion of a switch and
an attenuator and, for some types of receivers, even an extra mixer is inserted in the RF signal path. Envelope
detectors and current sensors also tap into the RF signal path, as described in the previous paragraph. In
general, adding components in the RF signal path degrades the impedance matching and adds parasitics, which
inevitably shift the performances and unbalance the performance trade-offs achieved by design. To address
this issue, the BIT circuitry needs to be co-designed with the CUT which increases design iterations to meet
the target design specifications, if at all possible. For this reason, designers are rather reluctant to incorporate
such BIT techniques since the design specifications are stringent and exploit the full capabilities of advanced
technology nodes.

To this end, it has been proposed to rely on non-intrusive built-in sensors that have the comparative advantage
that let the design intact [21], [35]. These non-intrusive sensors capitalize on the undesired phenomenon of
process variations. The underlying idea is to monitor process variations instead of measuring directly the RF
performances. For this purpose, we can employ PCMs, such as single layout components (e.g. transistors,
capacitors, resistors, inductors), and dummy circuits that are extracted from the CUT topology (e.g. bias stages,
current mirrors, gain stages, level-shifters, etc.). These sensors are placed in close physical proximity and are
matched to identical structures in the CUT. For example, we can place a dummy bias stage next to the bias
stage of the CUT, a dummy transistor next to a critical transistor in the CUT, etc. In this way, the sensors and
the CUT “witness" the same die-to-die (D2D) and correlated within-die (WID) process variations and, as a
result, the measurements obtained on the sensors will be correlated to the performances of the CUT to a very
large extent. An indirect, low-cost test can be put in place by employing the alternate test paradigm to map
the sensors’ measurements to the performances. This test approach has been inspired by the PCMs typically
placed in the scribe lines of a wafer to monitor variability and identify off-target process parameters [36], [37].
The idea of using die-level PCMs to extract information about performances has also been applied in the case
of ADCs in [38].

It should be noted that with this test approach we can verify whether one or more performances violate
their specifications due to excessive process variations, but we cannot detect defects within the CUT since the
sensors are not electrically connected to it. Non-intrusive, defect-oriented BIT can be performed using either
DC probes, envelope detectors, and current sensors or temperature sensors [39] as will be described in Section
2.4.6.

It should also be noticed that, in the case of a CUT that consists of a chain of blocks, for example an RF
transceiver, this test approach will be able to monitor each individual block separately to predict its perfor-
mances, for example gain, noise figure, etc., of the LNA, PA, etc., that comprise the RF transceiver. This may
result in yield loss under the scenario where excessive variations within two blocks are being compensated and
masked. One possibility is to use this test approach for predicting CUT-level performances, for example the
EVM in the case of an RF transceiver [40]. Another possibility is to employ the predictions of performances
of individual blocks to predict CUT-level performances from analytical mathematical expressions, for example
the EVM in the case of an RF transceiver [41].

This type of non-intrusive BIT based on variation-aware sensors was demonstrated for a 0.25µm RF LNA in
[35]. A potential problem of this technique, as we will explain in more details later on, is that the correlation
between the sensors’ measurements and the performances of the CUT and, ultimately, the success of alternate
test, is affected by uncorrelated WID variations (e.g. mismatch). It is expected that this type of variations will
become more prominent as we shrink transistor lengths.

2.4.6 Detecting Random Defects

In [21], authors present a variety of sensors that enable a low-cost, BIT of RF front-ends. DC probes, an
envelope detector, and a current sensor are used, in order to detect random defects within the CUT. Figure 12
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depicts these sensors attached to the RF front-end. However, as mentioned in Section 2.4.5, the main drawback
of using DC probes, envelope detectors and current sensors is that they electrically connected to the CUT, thus
they degrade its performances. In this case, the CUT must be re-designed to correct for the losses. To overcome
this limitation, authors in [39] present a built-in, defect-oriented test approach for RF circuits that is based on
thermal monitoring.

Figure 12: RF front-end schematic with embedded sensors for BIT. Embedded sensors include DC probes, an
envelope detector, and a current sensor.

The underlying idea is that a defect will change the current that flows through a circuit branch and, thereby,
the power dissipated by components in this branch. In turn, this will change the temperature profile on the
die near a dissipating component. A temperature sensor, which consists of an operational amplifier built from
bipolar transistors, captures the temperature change, thus indicating the presence of the defect. In this regard, a
complete and comprehensive test methodology for detecting both excessive process variations and defects can
be conceived based solely on non-intrusive sensors, which can replace altogether the standard RF test practice
employed today in industry.

2.5 T E S T I N G O F M M - WAV E C I R C U I T S

The continuous scaling of channel lengths in CMOS processes down to 32nm and beyond has pushed the
transition frequency ( fT) and maximum oscillation frequency ( fmax) of silicon CMOS transistors in excess of
230GHz and higher [42], making it an attractive approach for designing mm-wave circuits and systems. More-
over, the need of designing high data-rate systems has led industry to develop several mm-wave applications,
from block to system level, including amplifiers and filters [2], gigabit/s point-to-point links, WLANs with
extraordinary capacity, short-range high data-rate WPANs [43], and vehicular radar. However, design of mm-
wave circuits experience several challenges. Accurate modeling of active devices, and passive components, and
interconnects is of major importance and often requires time-consuming iterations [44]. Accurate modeling of
CMOS devices in mm-wave regime is pivotal due to low-resistivity substrates and parasitic source, drain, and
gate resistances. In order to account for the aforementioned limitations, during the recent years, new method-
ologies have been proposed and developed, which include judicious modeling in several levels of abstraction,
allowing trade-offs between flexibility, accuracy, and simulation time [45]. Furthermore, matching networks
and resonators are often realized with transmission lines, which are inherently scalable in length, making them
easier to model than lumped passive devices, such as inductors. Another issue that mm-wave design faces is its
sensitivity to process, supply voltage, and temperature (PVT) variations. During the recent years, researchers
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have been working towards the direction to increasing the yield of mm-wave circuits by adopting calibration
methodologies, adaptive circuit strategies, and self-healing algorithms [42], [46], [47].

In [46], the authors present a novel calibration methodology suitable for mm-wave mixers. The idea relies on
using a spectrum analyzer, in order to detect Intermediate Frequency (IF) components and measure the relative
power at the IF port when the RF port is driven by a VNA, without using RF filters, since a suitable number
of frequency points and a narrow frequency span can be selected on the VNA. [47] demonstrates a design
and test strategy which adaptively configures mm-wave circuits for performance and/or yield enhancement by
on-chip self-healing. The idea is based on indirect performance sensing using Bayesian Model Fusion (BMF)
that enables sophisticated mm-wave performance prediction without demanding an integrated mm-wave circuit
measurement infrastructure.

The conventional production test of mm-wave circuits is performed using expensive and complex VNAs as
well as VNAs frequency extenders. The accuracy of the VNA measurements is achieved by using high quality
signal sources and receivers, as well as sophisticated calibration methods that need to be developed, in order
to eliminate systematic errors and remove the losses of the cables. On top of that, high-volume production test
of mm-wave circuits and systems is a major challenge towards their widespread adoption. The only standard
test approach would be to rely on ATE with advanced features and sophisticated calibration and de-embedding
procedures and perform BER testing based on a built-in loop-back connection [48]. However, this test approach
incurs a high cost. In addition, the built-in loop connection requires a large area overhead and is very challeng-
ing from a design perspective since it needs to be carefully co-designed with the mm-wave circuit to avoid
performance degradation.

2.6 C O N C L U S I O N

In this introductory chapter, we presented the state-of-the-art of testing RF and mm-wave circuits. In conven-
tional high-volume production test floors, ATE with advanced features is required resulting in high test cost
and lengthy test times, since different performances require sequential tests on different test configurations. In
addition, these tests need to be performed in an environment that is shielded from electromagnetic interference
and noise. To this end, many alternative test techniques have been proposed aiming at reducing the test cost and
facilitating the test application. The built-in non-intrusive test is the most appealing to overcome the above key
test limitations. Its key characteristic is that it is totally transparent to the design, so that it does not degrade the
performances of the CUT. In mm-wave frequencies, tapping into the signal paths to extract useful information
for testing is utterly intolerable and the non-intrusive test idea becomes the only possibility.
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R F C I R C U I T S : D E S I G N A N D C A S E S T U D I E S

This chapter gives an introduction to RF circuits, the basic concepts in their design methodology, and the two
cases studies in this work. Sections 3.1 and 3.2 describe the challenges and the basic concepts in RF design,
respectively, including impedance matching, non-linearity, and noise. In Section 3.3, we present the first case
study, which is a 2.4GHz inductive degenerated LNA. In Section 3.4, we present the second case study, which
is a wide-band 60GHz CMOS 3-stage LNA along with some useful guidelines that are followed for designing
circuits that operate in mm-wave frequency ranges. Finally, Section 3.5 concludes the discussions in this
chapter.

3.1 C H A L L E N G E S I N R F D E S I G N

The design of analog and RF integrated circuits is a complex procedure in which many steps have to be carefully
taken into account for a successful and efficient implementation. At first, the individual RFICs are components
of entire transceivers. Hence, they have to comply with certain specifications. These result from the system
level analysis of the transceiver and are determined by the application that the transceiver has to serve. After
extracting the specifications, the appropriate circuit topology has to be chosen to achieve the desired functional-
ity. The most important step is to properly bias and size the selected topology. The design choices are directly
interdependent imposing trade-offs in analog/RF design, according to the RF design hexagon shown in Figure
13. This actually means that the individual figures of merit, such as gain, noise, linearity, power consumption
are interdependent. Hence, methodologies for achieving the optimum performance have to be derived, rather
than relying on the commonly used "trial & error" method. The latter has serious limitations regarding the
time that is required for the circuit to converge to the expected functionality. Hand calculations can also be
made prior to circuit simulations. For both hand calculations and simulations, a compact model describing the
transistor operation is of major importance. The model should be characterized by simplicity, accuracy, and
scalability over a large range of geometries, bias points and frequencies. In practice, a compact model acts as a
bridge between the device and circuit [49].

With the aggressive technology scaling, the need for circuits operating under low voltage/low power be-
comes more and more imperative. In some recent designs, the operating point of MOS devices is moving from
strong inversion (S.I.) to lower inversion levels, that is, to moderate inversion (M.I.) or even the sub-threshold
region, also known as weak inversion (W.I.) - though, this is mostly the case for analog rather than RF. In
weak inversion, specific problems occur in terms of leakage currents which dramatically increase as channel
length decreases. This may have catastrophic consequences for circuit design since the gate current becomes
comparable to the channel current [49].

This is why older technology nodes are often still preferable for analog design. Even in the case of integrated
SoC, where the analog and digital parts should co-exist, the dictation of using modern CMOS technologies
imposed by the digital domain, has resulted in employing design techniques with which the emerging disad-
vantages can be suppressed [50]. On the other hand, for RFIC design, operation under such small current level
should generally be avoided since this dramatically decreases circuit’s RF and noise performance through the
decrease in the device’s fT. Recently, RFICs with exceptional performance operating within the M.I. region
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Figure 13: RF design hexagon.

have been reported [51]. Moving towards M.I. offers several advantages, some of which are presented below
[52]:

• Increase of the transconductance efficiency which in turn results in minimizing power consumption.

• Lower electrical fields within the device due to the decrease in bias voltages. In this way, velocity
saturation (VS) and the corresponding hot electron effects phenomena can be avoided. Thus, the scaling
trend of fT increases with the inverse of the square of channel length fT � 1{L2 rather than the inverse of
channel length, which is the case when VS is present [53]. This has a direct implication in circuit design
since MOS devices can be used as amplifiers in much higher frequencies.

• The combination of current efficiency with fT and intrinsic gain of the device, results in figures of merit
describing the overall performance of MOS device. It has been proven that the peak values of these
figures of merit are moving towards inversion levels close to the center of M.I. with technology scaling.

• Reduced electron heating results in lower excess noise factor, meaning that the overall device noise levels,
usually expressed via minimum noise figure (NFmin), will be decreased.

• With technology scaling, optimum performance regarding non-linearity metrics is shown to appear in the
vicinity of the transition region from M.I. to S.I.

Therefore, M.I. represents the ideal trade-off between power consumption, noise and linearity, especially as
technology scaling is driven towards the deca-nanometer regime.

3.2 B A S I C C O N C E P T S I N R F D E S I G N

RF design relies on many concepts that come from several fields, including signals and systems theory, elec-
tromagnetics, microwave/mm-wave theory, and communications. This section presents these concepts, which
play major role in analyzing and designing RF circuits. The most important RF design concepts are listed below
and include impedance matching, non-linearity, and noise.

3.2.1 Impedance Matching

There are three different types of matching in an RF block, namely impedance matching, power matching
and noise matching. The latter occurs when the source admittance is equal to the optimum admittance. Power
matching maximizes power transfer to a load. Consider the case of a voltage source with a source impedance ZS
driving a load impedance ZL. From basic circuit theory, the value of ZL that maximizes the power dissipation
in the load is achieved when ZL � Z�

S [54]. In case of an LNA, for example, the input signal source is usually
a band-select filter or an antenna. A band-select filter is typically designed and characterized with a standard
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termination of 50Ω. If the load impedance seen by the filter deviates from 50Ω, then the filter may exhibit
performance degradations such as loss and ripple [55]. In the absence of a filter, the antenna directly provides
the incoming signal to the LNA. The antenna is also designed for a certain real load impedance, typically equal
to 50Ω. When the LNA input impedance is also equal to 50Ω, the situation is called impedance matching.
Note that in this case, power matching is identical to impedance matching. Poor matching at the receiver input
causes reflections, loss and possibly voltage attenuation. The quality of the input matching is expressed by the
input return loss, usually denoted by Γ. It is defined as the ratio of the reflected voltage to the incident voltage
and is expressed as

Γ �

����Zin � RS

Zin � RS

����. (1)

where Zin denotes the input impedance and RS is the source impedance. Ideally, for Zin = RS ñ Γ � 0, and
no reflection occurs.

3.2.2 Noise

Noise is defined as any random interference, which is unrelated to the signal under study. As all random
processes or functions, noise is characterized and modeled by a Probability Density Function (PDF) and a
Power Spectral Density (PSD). Noise is present in all electronic components and circuits and is generated by
resistors, base and emitter of bipolar transistors as well as gate and channel resistance of MOS devices. In the
following discussions, we give a brief overview of different sources of noise [56].

Thermal Noise in Resistors

The ambient thermal energy results in random disturbance of charge carriers in resistors and therefore noise
is generated. This noise is modeled by a series voltage source with a PSD of V̄2

n � 4kTR1 (Thevenin equivalent
in Figure 14(a)) or a parallel current source with a PSD of Ī2n � V̄2

n {R1 (Norton equivalent in Figure 14(b)) [56],
where k, R1, and T are the Boltzmann constant, the resistor under study, and the temperature (in Kelvin degrees)
respectively.

-

+

R1

4kTR1

R1

1

4kT
R

(a) (b)

Figure 14: (a) Thevenin and (b) Norton models for resistor thermal noise.

Noise in MOSFETs

For a MOS transistor that operates in the saturation region, the thermal noise is approximated by a current
source connected between the source and drain terminals [56], as depicted in Figure 15:

sI2n � 4kTγgm, (2)

where γ is the "excess noise coefficient" and gm the transconductance of the MOS transistor. The value of γ is
2⁄3 for long-channel transistors and may rise to even 2 in short-channel devices [57].
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(a) (b)

Figure 15: Thermal channel noise of MOS devise modeled as a (a) current source and (b) voltage source.

Another component of thermal noise arises from the gate resistance of MOS transistors. This effect tends
to become increasingly more important as the gate length is scaled down. As illustrated in Figure 16(a), for a
MOS transistor with width W and length L, this resistance is expressed as:

G RG1 RG2 RGn

S

D

G1 G2 Gn GR +R +....+R =R
(a)

GR
3

G4kTR
3

+- W
L

(b)

Figure 16: (a) equivalent circuit for noise calculations, (b) equivalent noise and resistance in lumped model.

RG �
W
L

R
�
, (3)

where R
�

is the sheet resistance (resistance of one square) of the polysilicon gate. For example, if W = 1µm,
L = 45nm, and R

�
� 15Ω, then RG � 333Ω. As shown in Figure 16(a), RG is distributed over the width of

the transistor, and for that reason, its noise must be calculated carefully. In Figure 16(b), one can see that the
structure can be reduced to a lumped model having an equivalent gate resistance of RG{3 with a thermal PSD of
4kTRG{3 [58]. In a good design, this noise must be less than that of the channel:

4kTRG

3
!

4kTγ

gm
. (4)

It should be noted that the gate and drain terminals also experience physical resistances, which are minimized
through the use of multiple fingers. Several research studies have been done to investigate MOS transistor gate
resistance since it tends to be more and more pronounced in advanced technologies and at very high frequencies.
More details on that design parameter will be presented in Chapter 5.

MOSFET devices also experience "flicker" or ”1{f” noise. This noise is modeled by a voltage source in series
with the gate and exhibits the following PSD [56]:

sV2
n �

K
WLCOX

1

f
, (5)

where K is a process-dependent constant which is given by

K �
1

2
µnCOX

W
L

, (6)

where µn and COX are the carrier mobility are oxide capacitance, respectively.
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For a given device size and bias current conditions, the 1{f noise PSD intercepts the thermal noise PSD at
some frequency, which is called "1{f corner frequency" ( fc). As depicted in Figure 17, fc can be extracted by
converting the flicker noise voltage to current and equating the result to the thermal noise current:

K
WLCOX

1

fc
g2m � 4kTγgm, (7)

which gives

fc �
K

WLCOX

gm

4kTγ
. (8)

Cf

1 f

Thermal Noise

Flicker Noise

Corner frequency

f

2
nV

(log scale)

Figure 17: Flicker (-thermal) noise corner frequency.

Finally, another noise source in MOS transistors arise from the fluctuations of the channel charge in the
inversion region of operation. These fluctuations usually induce a noisy current in the gate of the device due to
capacitive coupling. This noise source is called induced gate noise. The concept of the induced gate noise has
been used for decades and many researchers are still studying how to model it efficiently.

At very high frequencies, it is believed that the long channel voltage fluctuations due to thermal noise couple
to the gate through the oxide capacitance and cause an induced gate noise current to flow. This noise current
can be modeled by a noisy current source connected in parallel to the intrinsic gate-to-source capacitance CGS.
Usually, the induced gate noise is given by si2ng{∆ f � 4kTδgg, where ∆ f is the frequency band, gg is expressed
as gg � ω2C2

GS{5gd0 and δ � 4{3 for long-channel devises. gd0 is the zero-bias drain transconductance.

Noise Figure

In circuit and system design, SNR is of major importance for RF designers. The SNR is defined as the ratio
of the signal power over the noise power. It is a useful figure-of- merit, which shows how the signal is degraded
as it travels through a given circuit in presence of noise. If the circuit is noiseless, then the output SNR is equal
to the input SNR even if the circuit acts like an attenuator. To quantify how noisy the circuit is, we define its
NF as

NF �
SNRin

SNRout
. (9)

Ideally, the noise figure of a noiseless circuit equals to unity. Since each quantity in this ratio has a dimension
of power (or voltage squared), we express NF in decibels as

NF|dB � 10log
SNRin

SNRout
. (10)

NF plays an important role in designing RF circuits and in particular LNAs. The reason is that the noise contri-
bution of an LNA has the greatest impact on the total receiver noise since the LNA is the first RF block in the
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receiver chain.

3.2.3 Non-Linearity

One of the most important concepts in RF design is the non-linearity. Non-linear effects usually lead to impor-
tant phenomena that can not be modeled by simple small-signal models. In this section, our analysis is limited
to time-variant and memoryless systems. For simplicity, we assume that the input/output characteristic can be
approximated by

yptq � α1xptq � α2x2ptq � α3x3ptq. (11)

The effects of non-linear and higher-order non-linear terms must be carefully studied, in order to justify that
Equation 11 is a plausible representation. Non-linear effects are mostly due to the third-order term in Equation
11, while the second-order term manifests itself in certain types of transceivers [56].

Harmonic Distortion

If a sinusoid signal is applied to a non-linear system, the output, in general, experiences frequency compo-
nents that are integer multiples of the input frequency. These multiples are called "harmonics". In Equation 11,
if xptq � Acospωtq, then

yptq � α1Acosωt� α2A2cos2ωt� α3A3cos3ωt

� α1Acosωt�
α2A2

2
p1� cos2ωtq �

α3A3

4
p3cosωt� cos3ωtq

�
α2A2

2
�
�
α1A�

3α3A3

4

�
cosωt�

α2A2

2
cos2ωt�

3α3A3

4
cos3ωt. (12)

In Equation 12, the first term on the right-hand side is a DC quantity, which arises from second-order non-
linear effects. The second term is called the "fundamental", the third term is the second harmonic, and the
fourth term is the third harmonic [56].

From the above discussion, two observations can be made. First, even-order harmonics come from αj with
even j and disappear if the system has odd symmetry. In reality, random mismatches corrupt this symmetry,
resulting in finite even-order harmonics. Second, in Equation 12, the amplitudes of the second and third har-
monics are proportional to A2 and A3, respectively, and therefore, we say that the n-th harmonic is proportional
to An.

Gain Compression

The small-signal gain of a circuit is often obtained assuming that harmonics are negligible. However, as
the signal amplitude increases, the gain begins to vary. In fact, non-linearity can be viewed as variation of
the small-signal gain with respect to the input level. This can be seen from the term 3α3A3{4 added to α1A in
Equation 12. In most RF circuits, the output is a "compressive" or "saturating" function of the input, which
means that the gain approaches zero for considerably high input levels. In Equation 12 this occurs if α1   0.
Written as α1 � 3α3A2{4, the gain is therefore a decreasing function of A. This effect is quantified by the 1-dB
compression point (1-dB CP), defined as the input signal level that causes the small-signal gain to drop by 1 dB.
If plotted on a log-log scale as a function of the input level, the output level falls below its ideal value by 1 dB
at the 1-dB compression point [56], as depicted Figure 18.
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1 dB

1-dBA 20log(Ain)

20log(Aout)

Figure 18: Definition of 1-dB compression point.

In order to calculate the 1-dB compression point, we can write from Equation 12

20 log
����α1 �

3

4
α3A2

1�dB

���� � 20 log |α1| � 1dB, (13)

which gives

A1�dB �

d
0.145

����α1

α3

����. (14)

The 1-dB compression point is a measure of the maximum input range of the circuit and occurs around -20 to
-25 dBm (63.2 to 35.6 mVpp in a 50Ω system) in typical RF amplifiers.

Intermodulation

Another interesting concept of non-linearity in RF design exists when two interferes (two different frequency
tones) accompany the desired transmitted signal. If two frequency tones ω1 and ω2 are applied to a non-linear
system, the output experiences components that are not harmonics of these frequencies. This phenomenon
is called "intermodulation" (IM) and it arises from the "mixing" (multiplication) of the two components as
their sum is raised to a power greater than unity. In order to understand how the non-linear input/output
approximation of Equation 11 leads to the IM phenomenon, we fist assume that the input signal has a form of
xptq � A1cosω1t� A2cosω2t and therefore we take

yptq � α1pA1cosω1t� A2cosω2tq � α2 � pA1cosω1t� A2cosω2tq2 � α3pA1cosω1t� A2cosω2tq3

(15)
After some long mathematical calculations, we obtain the following intermodulation products:

• at 2ω1 �ω2:
3α3A2

1A2

4
cosp2ω1 �ω2qt�

3α3A2
1A2

4
cosp2ω1 �ω2qt

• at 2ω2 �ω1:
3α3A2

1A2

4
cosp2ω2 �ω1qt�

3α3A2
1A2

4
cosp2ω2 �ω1qt

and the following fundamental components

• at ω1, ω2:
�

α1A1 �
3α3A3

1

4
�

3α3A1A2
2

2



cosω1t�

�
α1A2 �

3α3A3
2

4
�

3α3A2A2
1

2



cosω2t

Figure 19 offers a visualization of the aforementioned results, where the third-order IM products at 2ω1�ω2

and 2ω2 �ω1 are of major importance. This is because, if ω1 and ω2 are close to each other, then 2ω1 �ω2

and 2ω2 � ω1 appear in the vicinity of the fundamental frequencies ω1 and ω2. In an LNA, for example, if
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Figure 19: Intermodulation components in a two-tone test.

we assume that the interferer frequencies happen to satisfy 2ω1 � ω2 � ω0, the intermodulation product at
2ω1 �ω2 falls onto the desired channel, yielding a corrupted signal [56].

A usual way to characterize IM in an RF system is the "two-tone" test, where two sinusoid signals with equal
amplitudes are applied to the input of interest. A measure of intermodulation is the third-order input intercept
point (IIP3). It is the point where the amplitude of the third-order intermodulation products (at 2ω1 � ω2,
2ω2�ω1) becomes equal to that of the fundamental tones at the output. Figure 20 depicts on log-log scale the
input level at which this occurs. Similarly, the corresponding output is represented by the third-order output
intercept point (OIP3).
To determine the IIP3, we equate the fundamental and IM amplitudes as follows

|α1AI IP3 | � |
3

4
α3A3

I IP3 | (16)

resulting in

Ain (in log scale)

Aout

AOIP3

AIIP3

120log(α A)

3
3

320log( α A )
4

Figure 20: Definition of IIP3.

AI IP3 �

d
4

3

����α1

α3

����, (17)

where AI IP3 represents the input amplitude. Finally, it is interesting to observe that

AI IP3
A1�dB

�

c
4

0.435
� 9.6dB. (18)

It should be noted that the input and output third intercept points are used for receivers and transmitters, respec-
tively.

3.3 C A S E S T U DY 1 : 2 . 4 G H Z C M O S I N D U C T I V E D E G E N E R AT E D L N A

The first case study includes a typical 2.4GHz inductive degenerated LNA, as shown in Figure 21. Therefore,
before we proceed, we present the design of the circuit since this will facilitate the following discussions.
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The biasing stage of the circuit is formed by resistors RREF and RBIAS and transistor M3. The inductors LG
and LS provide the appropriate input matching. The gain stage is composed by M1 and M2. Transistor M1

provides the high gain, whereas M2 isolates the input from the output to compensate for the Miller effect and,
thereby, to increase reverse isolation. At the circuit output, inductor LD resonates with the gate-to-source capac-
itor of M2 and the output capacitors COUT and CD. This parallel LC resonator, as well as the transconductance
of transistor M1, are the main contributors for controlling the gain amplitude at the resonance frequency of
2.4GHz. Using this topology, we can match the circuit’s input impedance to 50Ω and decrease the noise figure
by carefully dimensioning inductors LG, LS, and transistor M1. Transistors M1 and M3 are biased in moderate
to strong inversion, in order to minimize drain current mismatch and achieve higher fT. Finally, capacitor CEXT

and CIN are used for fine tuning of the input matching and DC blocking, respectively.

M1

LG

M2

M3

RBIAS

LS

CEXT

CIN

RREF

LD CD

COUT

RFOUT

RFIN

VDD

Figure 21: 2.4GHz CMOS inductive degenerated LNA schematic.

3.3.1 Input Impedance

We start the performance analysis of our LNA case study by first computing the input impedance of the circuit.
For simplicity, we neglect the effects of CGD and CSB as well as the channel-length modulation and body effect.
The high-frequency small-signal equivalent of the input loop of the LNA is depicted in Figure 22. In order to
compute the input impedance of the circuit, we apply a test voltage Vx at the input, we compute the resultant
test current Ix, and finally we estimate the ratio Zin � Vx{Ix.

RGLG

RS

CIN

LS

CEXT CGS

gmVGS

+

-

rds

VX

IX

IS

RSG

RSS

Figure 22: High-frequency small-signal equivalent of the input loop of the LNA.
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Taking Kirchoff’s Voltage Law (KVL) around the input loop and assuming that the test current Ix flows
entirely through the parallel combination of CGS and CEXT capacitors, we have:

Vx � Ix
1

jωCIN
� IxZLG � IxRG � Ix

1

jωpCGS � CEXTq
� ISZLS , (19)

where ZLG and ZLS correspond to the impedances of gate and source inductors LG and LS, respectively. We
rewrite Equation 19 as

Vx � Ix
1

jωCIN
� IxpjωLG � RSGq � IxRG � Ix

1

jωpCGS � CEXTq
� ISpjωLS � RSSq, (20)

where RSG and RSS are the series resistances of inductors LG and LS, respectively.
Kirchoff’s Current Law (KCL) at the source terminal of M1 gives

IS � Ix � gmVGS. (21)

Substituting Equation 21 into Equation 20, we have

Vx � Ix
1

jωCIN
� Ix jωLG � IxRSG � IxRG � Ix

1

jωpCGS � CEXTq
� pIx � gmVGSqpjωLS � RSSq

� Ix
1

jωCIN
� Ix jωLG � IxRSG � IxRG�

� Ix
1

jωpCGS � CEXTq
� Ix jωLS � IxRSS � gmVGS jωLS � gmVGSRSS (22)

Dividing Equation 22 at both sides by test current Ix, we have:

Zin �
Vx

Ix
�

1

jωCIN
� jωLG � RSG � RG

�
1

jωpCGS � CEXTq
� jωLS � RSS �

gmVGS jωLS

Ix
�

gmVGSRSS

Ix
(23)

Substituting
VGS

Ix
�

1

jωpCGS � CEXTq
to Equation 23, we have:

Zin �
Vx

Ix
�

1

jωCIN
� jωLG � RSG � RG �

1

jωpCGS � CEXTq
�

� jωLS � RSS �
gmVGS jωLS

Ix
�

gmVGSRSS

Ix

�
1

jωCIN
� jωLG � RSG � RG �

1

jωpCGS � CEXTq
�

� jωLS � RSS �
gmLS

pCGS � CEXTq
�

gmRSS

jωpCGS � CEXT

� RSG � RG � RSS�

�
gmLS

pCGS � CEXTq
� j
�

ωLG �ωLS �
1

ωCIN
�

1

ωpCGS � CEXTq
�

RSS

ωpCGS � CEXTq



(24)

In order to achieve an impedance matching at 50Ω and at the operating frequency ω0, we need to have

RSG � RG � RSS �
gmLS

pCGS � CEXTq
� RS � 50 (25)
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j
�

ω0LG �ω0LS �
1

ω0CIN
�

1

ω0pCGS � CEXTq
�

RSS

ω0pCGS � CEXTq



� 0. (26)

The MOS gate resistance RG is usually negligible since it does not affect considerably the electrical behavior
of amplifiers at the typical 2.4GHz frequency bandwidths.

Moreover, it must be noted that series resistances RSG and RSS are not known before we start designing
the circuit and their values depend on the dimensions of the corresponding inductors. The dimensions of the
inductors determine the inductance value and are chosen such that impedance matching of 50Ω is achieved.
RSG and RSS play an important role in our proposed test technique, as it will be shown later on. For simplicity,
they are neglected in the calculations of the rest of the performances in the following paragraphs.

3.3.2 Noise Figure (NF)

We continue with calculating the noise figure of the LNA, neglecting, for simplicity, the effects of channel-
length modulation, body effect CGD, DC blocker CIN , and gate resistance RG. As depicted in Figure 23, the
noise introduced by transistor M1 is represented by current source In1. Considering the output current of M1,
Iout, we have [56]:

Vin

RS

LG

CEXT
CGS

LS

gmVGS

Iout

In1

Figure 23: Equivalent circuit for calculating the NF of the LNA.

Iout � gmVGS � In1. (27)

A KVL arround the input loop gives

Vin � pRS � sLGqVGSspCGS � CEXTq �VGS � sLSpIout �VGSspCGS � CEXTqq (28)

Substituting for VGS from Equation 27 gives

Vin � IoutsLS �

�
pLS � LGqpCGS � CEXTqs2 � 1� RSspGGS � CEXTq

�
gm

pIout � In1q (29)

The input network is designed to resonate at the frequency of interest ω0 (2.4GHz in our case), that is, pLS �

LGqpCGS � CEXTqs2 � 1 � 0 It follows that

Vin � Iout

�
jLSω0 �

jRSpCGS � CEXTqω0

gm



� In1

jRSpCGS � CEXTqω0

gm
. (30)

The coefficient of Iout represents the transconductance gain of the circuit including RS���� Iout

Vin

���� � 1

ω0

�
LS �

RSpCGS � CEXTq

gm


 . (31)
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As has already been stated, for input matching, we need to have
gmLS

pCGS � CEXTq
� RS and since

gm

CGS � CEXT
�

ωT (recall that ωT � 2π fT), it follows that ���� Iout

Vin

���� � ωT

2ω0

1

RS
. (32)

As long as the input is matched to 50Ω, the transconductance of the circuit remains independent of LS, LG, and
gm

Setting now Vin � 0 in Equation 30, we compute the output noise which is introduced by transistor M1

|In,out|M1 � |In1|
RSpCGS � CEXTq

gmLS � RSpCGS � CEXTq
, (33)

which, for gm LS{pCGS � CEXTq � RS, reduces to

|In,out|M1 �
|In1|

2
(34)

and therefore

�I2n,out|M1 � kTγgm. (35)

Dividing the output noise current by the transconductance of the circuit and by 4kTRS and adding unity to the
result, we have the noise figure of the circuit [60]

NF � 1� gmRSγ

�
ω0

ωT


2

. (36)

As mentioned in the beginning of our calculations, several effects and design parameters, such as channel-
length modulation, body effect, DC blocker CIN , gate resistance RG, parasitic capacitance CGD, and series
resistances of the inductors’ coils, respectively, were ignored, in order to simplify the analysis of NF.

It is of major importance to bear in mind that the above NF formula is valid only at the input resonance
frequency and only when the input is matched.

3.3.3 Gain

The voltage gain of the LNA topology shown in Figure 21, is equal to the product of the transconductance of
the circuit and the load resistance R, which includes: (a) the output resistance of the cascode stage seen at the
drain of transistor M2, (b) the series resistance of inductor LD, and (c) capacitors CD and COUT. These series
resistances represent the losses of these passive components. Using Equation 32, the voltage gain of the circuit
is estimated by [56]:

AV �
Vout

Vin
�

ωT

2ω0

R
RS

�
R

2LSω0
. (37)

Furthermore, the power gain is given by

AP �
POUT

PS
�

V2
out{R

V2
in{RS

�

�
ωT

ω0


2 R
4RS

. (38)

The power gain increases with ωT. Therefore, for a specific frequency of operation, moving towards deep-
submicron technologies improves the gain of the LNA. The power gain can be also expressed as

AP � Q2
ing2mRRS, (39)
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where Qin is the effective quality factor of the amplifier’s input network and is given by

Qin �
VGS

Vin
�

1

2ω0pCGS � CEXTqRS
(40)

where the capacitance CIN has not been taken into account for simplicity. However, it still affects the quality
factor of the amplifier’s input network, and thus the performances of the LNA.

We recall that for the derivation of voltage and power gains, it is assumed that the input and output of the
LNA are matched to 50Ω.

3.3.4 Third Order Input Intercept Point (IIP3)

As mentioned before, one of the main non-linearity problem of the LNA studied in this work is the third-order
input intercept point. For that reason, we evaluate the intermodulation performance of a MOS transistor using
the third-order intermodulation intercept voltage amplitude, which corresponds to the gate-source voltage for
which the intermodulation drain current intercepts the fundamental drain current [54]. First, let us assume that
the drain current of M1 is the output of interest. For a simple square-law device, we have:

IDS �
1

2
µCOX

W
pL� ∆Lq

V2
OV

p1� θVOVq
(41)

where θ models the carriers mobility degradation due to VS effect and transverse electric field. VOV corresponds
to the overdrive gate voltage of transistor M1, VGS � VT and the factor L � ∆L models the channel length
modulation.

Considering now small-signal operation, the output current is expressed as:

ids �
1

2
µCOX

W
L

�
pVOV � vgsq

2

p1� θpVOV � vgsqq
�

VOD2

p1� θVOVq



(42)

where a constant drain-source voltage VDS is assumed to be constant and the channel length modulations has
been neglected.

Equation 42 can be expanded in a Taylor series [54] and after a few calculations, gives the following (based
also on Equation 17):

IV3 �

d
4

3

����α1

α3

���� �
c

4

3

VOVp2� θVOVqp1� θVOVq
2

θ
, (43)

where IV3 is expressed in volts of amplitude.

In conclusion, for any NMOS transistor, the gate-source intercept voltage is estimated by the aforementioned
equation. In essence, IV3 is the small-signal voltage amplitude at which the ratio of the amplitude of the third-
order intermodulation signal over the amplitude of the fundamental one is equal to unity. Notice also that the
IV3 is similar to the IIP3 [61], [62].

Now, our focus is turned to estimating the IIP3 of the LNA. First, the definition of the available source power,
which is provided by Vin through the resistance of 50Ω, is given, as shown in Figure 24:

PS �
V2

in
4RS

(44)

Equations 44 and 40 are used to estimate the available source power of the circuit in correspondence to the
small-signal vgs voltage at which the third-order intermodulation ratio is equal to unity, as given by Equation
43.
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Vin

RS

LG

CEXT
CGS

LS

gmVGS

rds R

POUTPS

Figure 24: Small-signal equivalent circuit of the 2.4GHz LNA for calculating both voltage/power gain and IIP3.

Thus, the IIP3 of the circuit is expressed as:

I IP3 �
IV32

2x4Q2
inRS

�
IV32ω2

0pCGS � CEXTq
2RS

2
(45)

where the IIP3 is expressed in Watts.
Substituting Equation 43 to Equation 45, we have:

I IP3 �
1

8RS

4

3

VOVp2� θVOVqp1� θVOVq
2

θ

1

Q2
in

, (46)

which is also expressed in Watts.
Finally, IIP3 can be expressed in units of dBm as follows:

I IP3 � 5.25� 10log
�

VOVp2� θVOVqp1� θVOVq
2

θ



� 20logpQinq. (47)

As it can be seen from Equation 47, the IIP3 performance of the LNA is not only a function of the DC
bias conditions of the circuit, but also depends on the quality factor of the amplifier’s input network. Finally,
according to the literature, it is noted that several analyses have been performed regarding the estimation of
linearity performances of the LNA. For example, in [56], the author presents mathematically the calculation
of the non-linear terms in the drain current of M1 in the common-source configuration of Figure 24. It is
shown that the drain current of M1 exhibits third-order non-linear components, which are also caused by the
degenerated inductor LS. Moreover, another analysis in [56] shows that the series resistance of the inductors
produce high-order non-linear effects that are directly related to the linearity performances (e.g. IIP3) of the
LNA. In particular, the series resistance of LS is represented by a resistive degenerated common-source stage,
in order to employ the analysis. All these observations will facilitate our discussions later on, where we show
that variations in linearity performances of the LNA arise from both the quality factor of the amplifier’s input
network and the self-inductance and series resistances of the inductors’ coils.

3.3.5 Design Methodology

Having understood how the degenerated CMOS LNA works, we proceed to the description of the design pro-
cedure. First, the procedure starts with five known design parameters, namely the operating frequency ω0,
the source and gate inductances LS and LG, the DC blocker CIN , and the external capacitor CEXT, which is
connected between the gate and source terminal of transistor M1 in parallel with MOS intrinsic capacitance
CGS. Apart from the operating frequency, each of the aforementioned design parameters are flexible during
the procedure, and their values are selected such that the performances meet the initial design specifications
after a number of necessary iterations. With ω0 known, CGS capacitance is estimated by Equation 26. ωT
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(� 2π fT) and gm p� ωTpCGS � CEXTqq are estimated by Equation 25. Next, we build the plots of gm and fT

as functions of the overdrive voltage VGS � VT, in order to determine the width of transistor M1, which can
yield the estimated gm and fT simultaneously. Figure 25 plots the gm and fT of a transistor with W=20µm and
L=0.06µm. Notice that the length of the transistors in the LNA is chosen to have the minimum value provided
by the technology, in order to achieve as high fT as possible.

Figure 25: fT and gm versus overdrive voltage.

The next step is to size properly the cascode transistor. The width of the cascode transistor M2 is chosen half
to that of transistor M1, in order to increase the isolation between the input and output of the LNA. The design
procedure continues with selecting a proper value for inductor LD, which resonates at ω0 with capacitances
CD and COUT, drain-gate and drain-bulk capacitances of transistor M2, and the parasitic capacitance and series
resistance of inductor LD. The next step of the design procedure includes the investigation of the input matching.
Due to the Miller gate-drain capacitance of transistor M1, the real and imaginary parts of the input impedance
could deviate from their ideal values, requiring a proper tuning of LG and LS. Finally, knowing the DC bias
conditions (see Figure 25) and the dimensions of transistor M1, the drain current is estimated and a proper
current mirror configurations is selected for providing the appropriate bias to transistor M1. Alternatively, an
external DC bias can be used instead, increasing the number of Input/Output (I/O) pads of the design.

3.4 C A S E S T U DY 2 : 6 0 G H Z M M - WAV E C M O S 3 - S TAG E L N A

The second case study is a wide-band mm-wave CMOS 3-stage LNA operating at 60GHz. In this section,
some helpful guidelines for designing mm-wave amplifiers will be presented first. Apart from MOS devices,
capacitors, and resistors, these circuits are implemented with transmission lines, which are used for impedance
matching, interconnect wires, and bias networking. The schematic of the 60GHz LNA as well as its design
methodology are discussed briefly at the end of the section.
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3.4.1 Guidelines for Designing mm-wave LNAs

The list of the most important performances of LNAs that operate at mm-wave frequencies include the power
gain, impedance matching, noise figure, stability, linearity, power dissipation and frequency bandwidth. The
design methodologies that are considered in designing mm-wave amplifiers are very similar to them that are
used for designing and implementing amplifiers that operate at typical much lower frequency ranges. However,
the circuit topologies are properly chosen, in order to account for the following design challenges [63]: (a)
transistors are designed so that they operate closer to their cut-off frequency, (b) signals with small wavelengths
are used resulting in distributed effects within the actual elements of the circuit, and (c) parasitic components
represent a much larger portion of the total impedance on a given node. These design challenges are discussed
in the following paragraphs.

First, transistors that operate close to their cut-off frequency have lower gain and higher noise figure. For
that reason, multi-stage topologies are usually selected, in order to provide enough gain and minimize the noise
contribution from the mixer and the subsequent stages of the receiver. However, a disadvantage of using multi-
stage amplifiers is that they (a) dissipate more power, (b) occupy more area within the chip, (c) introduce more
harmonics, and (d) include more nodes that require stability checks during the design steps.

Moreover, in LNAs that operate at mm-wave frequencies, when signals pass through devices that have a size
comparable to the wavelength, they actually behave as waves rather than simple stationary voltages or currents.
This leads to a appreciable phase delay across these component, and as a result, distributed effects need to be
taken into account and accurately modeled before designing a mm-wave circuit.

Finally, parasitic components in circuits that operate in mm-wave frequency ranges include shunt capaci-
tances, series inductances, and series resistances which depend directly on frequency. For instance, a capaci-
tance value at 60GHz is approximately 30fF. A parasitic capacitance of 3fF represents about 10% of the total
capacitance on the node of interest resulting in shifting the resonance frequency by 5%.

Common-source and cascode stages are usually used, in order to design mm-wave amplifiers. Several mm-
wave amplifiers have been designed using cascode topologies [2], [64], [65]. The advantage of using cascode
configurations is that they can be made unconditionally stable at the operating frequency. Consequently, the
design becomes more robust and the matching networks simpler. On the other hand, the noise contribution
of a cascode is higher compared to common-source stages when operating close to fT due to the reduced
degeneration on the cascode stages at high frequencies. For this reason, common-source stages are preferred
for low noise designs.

Microstrip and Coplanar Waveguide (CPW) transmission lines are used in the design for impedance match-
ing, interconnect wiring, and bias networks. The length of the lines is usually much shorter than λ{4, in order
to reduce losses and minimize noise contributions at the input of the amplifiers. Finally, Metal-Oxide-Metal
(MOM) capacitors are used for (a) AC-coupling of the input and output as well as intermediate stages, and (b)
as bypass capacitors for the DC feed lines.

Before presenting the second case study of this work, it would helpful to give a brief description of transmis-
sion lines, which are one of the most critical components in designing mm-wave circuits.

3.4.2 Transmission Lines

Transmission lines play an important role in the range of mm-wave frequencies. Long structures such as
quarter wave can be realized on-chip due to the relatively small wavelength. They are components suitable for
designing circuits that operate at high frequencies since there is no ambiguity in how the reference planes are
defined. Furthermore, it is easy to connect a transmission line structure at any point in the circuit and predict the
resulting reactances. Typically, in mm-wave frequencies, the reactive components that are needed for matching
networks and resonators become significantly small, requiring inductance values in the order of 50-250 pH.
Given the quasi transverse electromagnetic (quasi-TEM) mode of propagation, transmission lines are scalable
in length and are capable of employing small values of reactances very precisely [2].
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A transmission line is characterized by its equivalent frequency-dependent RLGC distributed model shown
in Figure 26, where R, L, C, and G correspond to the series resistance per unit length in Ω{m, series inductance
per unit length in H/m, shunt capacitance per unit length in F/m, and shunt conductance per unit length in S/m,
respectively. The model is related to the characteristic impedance (Z0) and complex propagation constant (γ)
of the line [66] as follows:

Figure 26: Distributed RLGC lossy transmission line model.

Z0 �

d
R� jω0L
G � jω0C

(48)

γ �
b
pR� jω0LqpG � jω0Cq (49)

In the state-of-the-art, there are two options for realizing transmission lines on-chip, namely (a) microstrip
and (b) CPW transmission lines.

Microstrip lines on silicon are implemented using the top layer metal as the signal path, and the bottom layer
metal for the ground plane. The metal shield protects the substrate from any electric field penetration and as a
result, the shunt loss G is only due to the loss tangent of the oxide, yielding a capacitive quality factor of 30 at
mm-wave frequencies [2]. The most important disadvantage of employing microstrip lines on CMOS silicon
substrate is the close physical proximity of the ground planes to the signal path, generating a very distributed
inductance and thus yielding a low inductive quality factor.

CPW transmission lines are implemented with one signal line surrounded by two adjacent grounds. The
width of the signal path is used to minimize the conductor’s loss, whereas the signal-to-ground spacing controls
Z0 and the trade-off between capacitive and inductive quality factors. In general, CPW lines are preferred in
design of amplifiers because of their significantly higher inductive quality factor compared to that of microstrip
transmission lines.

3.4.3 60GHz LNA Design

The second case studying of this work is a wide-band mm-wave 3-stage LNA operating at 60GHz. The
schematic of the LNA is as depicted in Figure 27. The first stage uses a common-source topology, in order
to improve the NF, whereas the last two identical stages use a cascode topology, so as to achieve high gain
and isolation. In addition, the two cascode amplification stages ensure an unconditional stability for the LNA
in the 0-70GHz frequency range. Transistors in both the common-source and the cascode amplification stages
are biased at the strong-inversion side of moderate inversion, so as to achieve high transconductance efficiency,
high fT, and high bandwidth. Micro-strip transmission lines and short ended stubs are used for impedance
matching, interconnect wiring, and the bias networks. The transmission lines at the gate and drain terminals of
the transistors are used to supply bias and are also incorporated into the matching networks. Finally, the input
and output of the LNA are AC-coupled and have been designed along with Ground-Signal-Ground (GSG) RF
pads, in order to be matched at an impedance of 50Ω.

All the performances of the LNA design are a strong function of several design parameters, including MOS
transconductances, bias voltages, MOS capacitances, MOS gate and substrate resistances, MOM capacitors,
resistors and, of course, characteristic impedances of transmission lines. As it will be shown later, MOS gate
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Figure 27: 60GHz mm-wave 3-stage LNA schematic implemented in 65nm CMOS bulk technology.

resistance is one of the most critical design parameters that affect significantly the electrical behavior of the
60GHz LNA and in general, of amplifiers that operate in the range of mm-wave frequencies.

In the rest of this section, we provide a brief theoretical analysis of the most important performances of the
60GHz LNA case study, including the noise figure and the small-signal gain.

Starting with the noise figure, Figure 28 depicts the high-frequency small-signal equivalent of a common-
source stage where 1) the CGD effect has been neglected and 2) four noise sources are considered, including:

RS

CGS

gmVGS

+
- rdsVS

RG

VGS RL

iCH

2V
GR i iL

Figure 28: High-frequency small-signal equivalent of a common-source stage for noise calculations.

• RS: �V2
S � 4kTRSB

• RG: �V2
RG

� 4kTRGB

• RCH: �I2CH � 4kTγgd0B

• RL: sI2L � 4kTGLB

where B is the bandwidth, GL is the load transconductance, and gd0 corresponds to the channel transconduc-
tance when VDS � 0 in case of a long transistor. Assuming first low-frequency operation, summing all the
noise at the drain terminal of the transistor, we have [67]:

si2 ��I2CH � sI2L � p�V2
S �

�V2
Gqg

2
m, (50)

which results in the estimation of the noise figure as follows:

NF � 1�
�V2

G�V2
S

�
�I2CH � sI2L

g2m
�V2

S

� 1�
RG

RS
�

gd0γ� GL

RSg2m
. (51)

Next, assuming that gm � gd0 for a long device, noise figure is estimated by:

NF � 1�
RG

RS
�

γ

RSgm
�

GLGS

g2M
. (52)
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Finally, we estimate the noise figure of the common-source stage in higher frequencies by taking into account
the frequency dependence of the circuit transconductance Gm, which is calculated as follows:

i � gmVGS � gm
VS

RS � RG �
1

jωCGS

�
1

jωCGS



�

� VS
gm

1� jωCGSpRS � RGq
� VS

gm

jωCGSpRS � RGq
(53)

This equation can be written as i � GmVS, where:

Gm � �j
ωT

ω

1

RS � RG
, (54)

which consolidates the noise calculations since the total noise is given by

si2 � G2
mp
�V2

G �
�V2

S q �
�I2CH. (55)

Hence, the noise figure is estimated as follows:

NF � 1�
�V2

G�V2
S

�
�I2CH

G2
m
�V2

S

. (56)

Next, we substitute all the noise sources to the above equation and we have:

NF � 1�
RG

RS
�
p

γ

α
qgm

RS

�
ω

ωT


2

pRS � RGq
2. (57)

Finally, assuming that RS " RG, we have:

NF � 1�
RG

RS
�
�γ

α

	� ω

ωT


2

pgmRSq. (58)

In following chapters, we will see how RG affects the RF behavior of the LNA and how it explains to a large
degree the variations in the performances of the circuit as well as the accuracy of our proposed test approach.
Finally, notice that Equation 58 is very similar to Equation 36.

Continuing the theoretical analysis of the performances of the 60GHz LNA case study, we now give an
approximated mathematical model of the small-signal gain. Figure 29 depicts the high-frequency small-signal
equivalent circuit of a common-source stage. The CGD effect has also been neglected, in order to simplify the
calculations.

RS

CGS

gmVGS

+
- rds

VS

RG

VGS

VOUT

Figure 29: High-frequency small-signal equivalent of a common-source stage for gain calculations.
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First, for the output voltage VOUT, we can write:

VOUT � �gmVGSrds. (59)

Also, the voltage divider, which is formed in the loop from the input voltage VS until the MOS intrinsic capaci-
tance CGS, gives:

VGS �

1

jωCGS

RG � RS �
1

jωCGS

VS. (60)

Combining the above equations, we have:

VOUT

VS
� Gain � �gmrds

1

1� jωCGS
. (61)

A similar analysis can be done in the case of the cascode stage for its noise contribution and small-signal
gain.

3.5 C O N C L U S I O N S

In this chapter, a brief introduction to RF circuits as well as the basic concepts in their design methodology
were given. We presented our two case studies, where the proposed test approach will be demonstrated, namely
a 2.4GHz CMOS inductive degenerated LNA and a wide-band 60GHz mm-wave CMOS 3-stage LNA. We
carried out a theoretical performance analysis to derive equations that express the performances as a function
of the most important design parameters.
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P R O C E S S VA R I AT I O N S

As mentioned in Chapter 2, BIT using non-intrusive variation-aware sensors is a test approach that capitalizes
on the undesired phenomenon of process variations ans is employed to minimize the cost of RF test. Therefore,
before discussing the principle of operation of non-intrusive variation-aware sensors in Chapter 5, it would
be helpful to re-visit some of the classification schemes of process variations and variability sources in the
fabrication line. Section 4.1 gives the definition of process variations as well as a brief description of their
sources which are covered in Section 4.2 in more details. In Section 4.3, we classify the different types of
process variations based on different criteria and based on this classification, we present a brief overview of
process variations in Section 4.4. Process variations related to geometry and material variations are described.
Some of the most important process parameters which are responsible for device and interconnect variations in
65nm CMOS bulk technology are discussed in Section 4.5. Finally, Section 4.6 concludes the chapter.

4.1 D E F I N I T I O N O F P R O C E S S VA R I AT I O N S

Variation is the deviation from intended or designed values for a structure or circuit parameter of concern.
During the IC fabrication steps, various process parameters, such as dopant concentration, effective channel
length, oxide thickness, carrier mobility, transistor width, inter-layer dielectric thickness, sheet resistance, etc.,
can shift from their nominal values due to different variation sources, including lens imperfection, proximity
effects, temperature gradients, misalignment masks, etc. Variability in active and passive devices as well as
interconnects tend to be more critical as CMOS technologies scale down. For that reason, accurate character-
ization, analysis, and modeling of process variations is deemed necessary, in order to maintain the production
yield as high as possible.

4.2 S O U R C E S O F VA R I AT I O N S

As technology scales down, variability in transistors and interconnects performance will continue to increase,
making these devices less reliable. This creates several challenges in building reliable systems, from the un-
predictability of delay to increasing leakage currents. During the last decades, process engineers have been
working towards the direction to variability, in order to tackle, control, and model all the sources of variations
that are responsible for device failure and yield loss. Variability [68], single-event upsets (soft errors), and
device degradation are some of the most important challenges that process engineers and designers must deal
with, in order to prevent the sudden death of Moore’s law [69].

There is an increasing variety of effects that leads to an increase of variability with respect to the continuation
of scaling. [70] gives a summary of challenges in terms of variability for the very advanced 45nm technology.
The most important sources of variations in the circuit’s performances include: (a) random dopant fluctuations
[71], (b) line-edge roughness [72], (c) variations of oxide thickness [73], (d) non-uniform threshold voltage
by fixed charge [74], (e) defects and traps [75], (f) patterning proximity effects [76], (g) polishing [77], (h)
strain-induced variation [78], (i) variations in implant and annealing process [79], (j) variation of temperature
in operation, (k) aging and wear-out, (l) signal coupling and cross-talk, and (m) supply voltage and package
noise.
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4.3 P R O C E S S VA R I AT I O N S C L A S S I F I C AT I O N

Process variations can be classified into different categories [80], as shown in Figure 30. Systematic variations
are variations due to factors causing the parameter of interest to be shifted away from the expected value in a
given direction and come from errors in lithography or pattern proximity. These variations can be determined
before manufacturing. Once the physical synthesis is finished, systematic variations can be measured and mod-
eled with fixed values. A typical example of systematic variations is the randomness of interconnect metal
thickness. After layout and routing, the patterns of interconnects can be accurately analyzed. Therefore, the
layout-related metal thickness variations in different areas can be predicted. With this information, the resis-
tance and capacitance of interconnects can be modeled more accurately in sign-off analysis [81]. In case of
MOSFET devices, gate length is affected by variations in lithography for mask optimization. These variations
can be determined by computing the post-Optical Proximity Correction (OPC) gate lengths on the critical path
to achieve more accurate timing analysis [82]. In both cases, systematic variations are represented using fixed
values instead of statistical variables. This is more accurate than simply analyzing circuit performance assum-
ing random variations in metal thickness and from lithography. Both effects, although, can be incorporated
only after physical synthesis. During the first iteration of logic synthesis, the circuit can only be optimized
corresponding to the performance by modeling systematic variations as random variables.

Process Variations 

Systematic Random 

Within-Die (Intra-die) 

Correlated Uncorrelated 

Die-to-Die (Inter-Die) 

Lot-to-lot 

Wafer-to-wafer 

Across-wafer 

Figure 30: Process variations classification.

Random variations are due to factors that affect a parameter in a random manner and unlike systematic varia-
tions, they cannot be determined before manufacturing. These variations result from the inaccuracy of process
control and are independent of the circuit design. They are always associated with a probability distribution
that may either be explicit, in terms of a large number of samples provided from fabrication line measurements,
or implicit, in terms of a known probability density function (such as a Gaussian or a log-normal distribution)
that has been fitted to the measurements. Examples of random variations are variations in doping density and
in layout-independent metal thickness of interconnects.

According to their spatial characteristics (their physical range on a die or wafer), random variations are
further classified into D2D (or inter-die) and WID (or intra-die) variations. D2D variations refer to smooth
and slow-varying variations that affect all devices on a die in the same way. For example, they cause the gate
lengths of identical MOS devices to be larger or smaller than the nominal by the same amount. They include
lot-to-lot variations, wafer-to-wafer variations, and across-wafer variations [83], as depicted in Figure 31(a).

WID variations refer to variations that rapidly vary over distances smaller than the die dimensions, as de-
picted in Figure 31(b) . Thus, WID variations may affect differently identical devices that are placed on the
same die causing, for example, some devices to have larger gate lengths and others smaller gate lengths than
the nominal.
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(a) 

(b) 

Figure 31: (a)Die-to-Die (D2D) variations and (b) Within-Die (WID) variations

Another criterion which is used for classifying process variations is based on environmental (e.g. environ-
ment temperature during circuit’s operation) and intrinsic factors (e.g. variations in metal resistivity, metal
thickness, etc.) that cause these process deviations, whereas, as shown in Table 3, process variations are often
classified into spatial and temporal. Spatial variations concern deviations in space (e.g. variation of line resis-
tivity across a wafer), whereas, temporal variations refer to variations in time (e.g. degradation of conductivity
due to electromigration conditions) [81].

Table 3: Comparison between spatial and temporal variations.
Spatial variations Temporal variations

Variations in space Variations in time
e.g., degradation of

e.g., variation of line conductivity due to
resistivity across a wafer electromigration

Re-visiting D2D and WID variations, and based on the classification of Table 3, it should be noted that, on
one hand, D2D variations show a large degree of spatial correlation, which means that neighboring devices on
the same die are affected in the same way. On the other hand, for some process parameters, such as effective
channel length, WID show a large degree of local spatial correlation, while for some other process parameters,
such as oxide thickness and dopant concentration, WID variations are uncorrelated.

Apart from the correlated variation component, WID variations still exhibit a purely random effect. The
purely random variations come from the random fluctuation during manufacturing process, which thus imposes
its effect on each device without correlation. Because of the inaccuracy of manufacturing equipments and
process control, purely random variations exist in nearly every processing step. Examples are the random
distortion of the lens used during the photolithography step and the purely random variation of the doping.

In design terms, the uncorrelated WID variations are typically referred as mismatch. Minimizing mismatch
is a challenging issue in analog/RF design where it is often needed to have well-matched active or passive
components, for example, the transistors in current mirrors, the transistors in differential stages, the sampling
and integrating capacitors in a pipeline ADC, etc. To minimize the mismatch effects, there are specific rules
during the design steps at both schematic and layout levels that must be followed. For example, at schematic
level, transistors in current mirrors are biased in strong inversion to provide better current matching while
transistors in differential stages operate in weak inversion to achieve better threshold voltage matching. At
layout level, several recommendations for achieving good matching between two components exist, including
using the same orientation, placing dummy components to create identical environments, minimize proximity,
use non-minimum geometry, layout in common centroid, etc [84].
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4.4 OV E RV I E W O F P R O C E S S VA R I AT I O N S

Based on the classification of process variations that was shown before, we can give now a brief overview of
some of particular variations that should be taken into account during characterizing and measuring devices and
interconnects in integrated circuit design [85], [86].

4.4.1 Device Geometry Variations

First, process variations related to the physical geometric structure of MOS transistors and other devices, in-
cluding resistors, capacitors, and inductors are presented. They include:

• Variations in thickness: The gate oxide thickness is a critical process parameter. Variations in this pa-
rameter occur from one wafer to another with good across-wafer and across-die control. Also, other
intermediate process thickness variations such as poly or spacer thickness can impact channel length, but
are rarely directly modeled.

• Variations in lateral dimensions: Variations in lateral dimensions (length, width) come from photolithog-
raphy proximity effects, lens imperfection, mask misalignments, and plasma etch dependencies.

Is is well known that MOS transistors are highly sensitive to variations in effective channel length (and
therefore to poly gate length), threshold voltage, and gate oxide thickness and to some degree to variations
in channel width. Among these parameters, channel length and threshold voltage variations require major
attention, due to their direct impact on the output current characteristics.

4.4.2 Device Material Parameter Variations

Another set of process variations in MOS devices is related to internal material parameters.

• Variations in doping: junction depth and dopant profiles can be affected by implant dose, energy, or angle
variations, which may also impact effective channel length as well as other electrical parameters such as
threshold voltage. In deep sub-micron devices, drain engineering (e.g., halo implants to reduce short-
channel effects) further increases the impact of implant and diffusion variations. Variations in thermal
anneal and gate doping also change the degree of gate depletion in an active device and cause variations
in the gate oxide thickness. Depending on the gate technology, these variations can lead to some loss
in the matching of NMOS versus PMOS devices even in the case where within-wafer and within-die
variations are very small.

4.4.3 Device Electrical Parameter Variations

Apart from variations in device geometry and material parameters, it is helpful to focus on variations that occur
in several key electrical parameter parameters, including:

• Threshold voltage variations: One of the most important process parameters for characterizing a MOS
transistor is the threshold voltage (VT). In addition to various geometric sources, mobile charge in the
gate oxide can introduce a bias dependent variation, which sometimes is approximated to be about 10%
of the VT of the smallest device in a given technology [86].

• Variations in number of dopant atoms: Another source of VT variations that tends to become more and
more important as technology scales down is related to random dopant fluctuations, which result from dis-
creteness of dopant atoms in the channel of a transistor [87]. Transistor’s channels are doped with dopant
atoms to control their threshold voltage. The decrease in transistor size of each technology generation
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reduces its area by half, and thus the number of dopant atoms in the channel decreases exponentially over
generations [88]. Notice that in the 1-micron technology generation, there were thousands of dopant
atoms, whereas in a 32nm to 16nm generation there are only tens of dopant atoms left in the channel
and the law of large numbers no longer applies. Therefore, two transistors sitting side-by-side will have
different electrical characteristics because of randomness in a few dopant atoms, resulting in variability.

• Leakage currents: Sub-threshold leakage currents may vary considerably, and can be impacted by Shal-
low Trench Isolation (STI) structure and stress imperfections due to oxidation and Chemical-Mechanical
Planarization (CMP) step.

4.4.4 Interconnect Geometry Variations

Like in cases of devices, vertical and lateral dimensions as well as material property deviations can also be
important sources of variations in interconnect structures. These variations include:

• Line width and line space variations: Variations in the width of patterned lines also stem from pho-
tolithography and etch dependencies. At the shortest dimensions (lower metal levels), proximity and
lithographic effects may be important, whereas at other levels etch effects, which depend on line width
and layout configurations, can be significant. Deviations in line width may impact line resistance as
well as the capacitance from one layer to another. Deviations in line width can also result in line space
differences affecting the magnitude of line-to-line coupling within the layer.

• Metal thickness variations: In metal interconnects, the thickness of sputtered or deposited metal films
and barriers is often a well-controlled parameter, but can vary from wafer-to-wafer and across-wafer. On
the other hand, in processes, where copper is used as an additive pattern (e.g. damscene), dishing and
erosion steps can impact the final thickness of patterned lines considerably [89], with line thickness losses
of 10% to 20% depending on the particular patterns.

• Dielectric thickness variations: The thickness of deposited and polished oxide films can also suffer
substantial deviations. While wafer-level deposition thickness can vary, more troublesome are pattern-
dependent aspects of such deposition. For instance, the deposition profile using High Density Plasmas
(HDP) can depend strongly on the width or size of the feature being deposited over. Furthermore, the
CMP process can introduce strong across-die variations, which arise from the effective density of raised
topography in different regions across the chip [90].

• Contact and via size variations: Contact and via size are usually affected by etch process variations
as well as systematic layer thickness dependencies. For example, the etch depth can be significantly
different, depending on the location of the via or contact. Consequently, different degrees of lateral
opening are observed. Such size differences can directly impact the resistance of contacts and vias.

4.4.5 Interconnect Material Parameter Variations

Finally, some other material parameter variations might also be important in interconnects, including:

• Contact and via resistance variations: Contact and via resistance related to good ohmic contact can be
sensitive to etch and clean processes, with substantial wafer-to-wafer and random components.

• Metal resistivity and dielectric constant variations: Metal resistivity usually varies significantly from
one wafer to another and is usually a well-controlled parameter. The same stands for dielectric constant,
which may vary depending on the deposition process and is often a well-controlled parameter as well.
It is possible that pattern-dependent and directional effects can be important for some low-K dielectrics
considering also future interconnect technologies.
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4.5 VA R I A B I L I T Y I N 6 5 N M C M O S B U L K T E C H N O L O G Y - A N OV E RV I E W

In this section, we present the most important process parameters that are responsible for device (active and
passive) and interconnect variations in 65nm CMOS bulk technology provided by STMicroelectronics. Our
investigation focuses on variability in MOS transistors, spiral inductors, poly resistors, and MOM capacitors.

4.5.1 Variations in MOS Transistors

Figure 32 depicts the correlation plots between the drain current of a short-channel MOS device and some
process and design parameters, extracted based on a Monte Carlo simulation campaign with 1000 samples
where both D2D and WID variations were considered. The list of the most important process and design
parameters includes the threshold voltage, effective channel length, channel width, carriers mobility and oxide
thickness. The device under study is a low-voltage/low-power NMOS transistor (this type of transistors has
been used in both case studies of this work) with an aspect ratio of W/L = 10µm/0.06µm and 10 fingers. The
device has been biased in strong inversion and saturation region of operation. A short-channel device has been
simulated, since in RF design, MOS transistors with a short channel are usually chosen, so that a higher fT is
achieved.

As illustrated in Figure 32, the variability of threshold voltage and channel length explains to a large degree
the variability of the drain current showing a correlation of 98.9% and 82.4%, respectively. On the other hand, it
seems that channel width, oxide thickness and carriers mobility do not play any significant role in the variability
of the drain current. Furthermore, we can see the strong dependence of threshold voltage on the channel length,
which is due to the major impact of short channel effects on this particular parameter. For example, for long-
channel MOSFETs, gate has control over the channel and supports most of the charge. As channel length
becomes shorter, the device threshold voltage begins to decrease as the charge in the depletion region is now
supported by the drain and the source terminals. Therefore, the gate needs to support less charge in this region
and consequently the threshold voltage decreases. This phenomenon is known as the Charge Sharing effect.
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Figure 32: Correlation plots for a short-channel NMOS transistor.
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4.5.2 Variations in Spiral Inductors

Similar observations are made in case of a spiral inductor with a patterned ground shield. The equivalent model
of a spiral inductor constructed with a patterned ground shield is shown in Figure 33. The spiral inductors,
which are used in this work, are composed of pure coil inductances Ls1 and Ls2, series resistances of the coil
Rs1 and Rs2, parasitic and oxide capacitances COXm, COX1 and COX2, and resistances Rpattm, Rpatt1 and Rpatt2

that model the patterned ground shield. In general, inductors are realized by stacking several metal levels
available in the 65nm technology and an alucap layer to further reduce the coil resistance. Alucap consists of
aluminium structures that are placed at the top metal layer and are electrically floating. They are used, so as
to a) avoid fractures-scrapes on the oxide during passivation deposition process and b) keep constant the metal
vs. dielectric density all across the wafer. The series resistances in the model correspond to these metal and
alucap layers. In order to investigate the variability effects in these particular passive components, a set of
1000 Monte Carlo statistical samples was generated, including D2D and WID variations. The list of the most
important process parameters includes metal and alucap resistivity, ∆ρ, low-K dielectric thickness, and metal
barrier thickness. Figure 34 depicts the correlation plots between the series resistance of the coils that form
the inductor and metal 5 low-K dielectric thickness, alucap resistivity, metal 1, 5 and 7 resistivity, and metal 7
barrier thickness. As it can be seen, the variation in the series resistance of the inductor is mostly correlated
to the resistivity of metal layers 5, 7, and alucap showing a correlation of 68%, 61% and 36.1%, respectively,
whereas is uncorrelated to the low-K and barrier dielectric thickness.

Figure 33: Lumped 2π- model of spiral inductor with patterned ground shield.
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Figure 34: Correlation plots for a spiral inductor with patterned ground shield.

49



P R O C E S S VA R I AT I O N S

4.5.3 Variations in Resistors

In both case studies of this work, N� poly unsilicided resistors have been used. In this section, we present
the sources of variability in this particular component. According to the results from the characterization flow,
variations in this kind of resistors are due to N� poly silicided sheet resistance, N� poly contact resistance, N�
poly unsilicided sheet resistance, poly/bulk specific capacitances, and poly/bulk fringe capacitances. Figure 35
shows the correlation plots between the resistor value and the aforementioned process parameters that define
the electrical behavior of the selected resistor. A set of 1000 Monte Carlo statistical samples was generated,
including D2D and WID variations. The analysis was carried out on a 722Ω N� poly resistor with length of
9.3µm and width of 0.8µm.

Figure 35: Correlation plots for a N� poly resistor.
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As it can be seen, variations in the N� poly resistors mostly correlate to variations in unsilicided sheet resis-
tance, showing a correlation of 99.3%, and are uncorrelated to variations in contact and poly/bulk resistances.

4.5.4 Variations in Capacitors

RF MOM capacitors have been used in our designs. Typically, these devices are built by stacking the metal
layers provided by the process technology. Variations in these devices are due to several process parameters,
including metal 1 and metal X thickness, Inter-Metal Dielectric (IMD) metal 1 and metal X thickness, and
metal X capacitance density, where metal X corresponds to metal layers 2, 3, 4, 5, and 6. IMD refers to the
dielectric of the material that is used for insulating the layers of electrical conductors in an integrated circuit. In
order to investigate the variations sources of these devices, a set of 1000 Monte Carlo statistical samples was
generated, including D2D and WID variations. The analysis has been carried out using a 4.3pF MOM capacitor
that has 229 fingers in the X direction and 200 fingers in the Y direction. Figure 36 depicts the correlation plots
between the capacitance value and the aforementioned process parameters.

Looking at Figure 36, it can be seen that variations in MOM capacitors are correlated to variations in metal X
capacitance density and thickness, showing correlations of 84.7% and 57.9%, respectively and are uncorrelated
to the other process parameters.
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Figure 36: Correlation plots for a MOM capacitor.
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4.6 C O N C L U S I O N S

BIT using non-intrusive variation-aware sensors is a test technique which capitalizes on the undesired phe-
nomenon of process variations and it is used to minimize the RF test cost. In this chapter, we provided a brief
description of process variations and their classification into different categories according to several criteria.
We, also investigated the sources of variability in four different components,namely low-voltage/low-power
MOS transistors, spiral inductors, poly resistors, and MOM capacitors. These components have been used,
in order to implement the case studies of this work. After understanding the term and definition of process
variations, next chapter describes the principle of operation of the variation-aware sensors, which will help us
to facilitate our discussions regarding the results of the proposed test technique.
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N O N - I N T R U S I V E VA R I AT I O N - AWA R E S E N S O R S

In this chapter, we discuss the principle of operation of non-intrusive variation-aware sensors, the overall bene-
fits of the proposed test approach, and the procedure to select these sensors for our case studies. In particular,
Section 5.1 gives an overview of the proposed BIT strategy. Section 5.2 describes the alternate test paradigm.
Section 5.3 demonstrates the benefits and disadvantages of our test technique. Section 5.4 points to the chal-
lenges of the proposed test technique providing also some guidelines. Finally, in Section 5.5, the selection of
non-intrusive variation-aware built-in sensors for our two case studies will be presented in details. Section 5.6
concludes the chapter.

The basic characteristic of non-intrusive variation-aware sensors is that they capitalize on the undesired
phenomenon of process variations. The underlying idea is to monitor process variations instead of measuring
directly the RF performances of the CUT. These sensors are placed in close physical proximity and are matched
to identical structures in the CUT. In this way, the sensors and the CUT experience the same D2D and correlated
WID process variations and, as a result, the measurements obtained on the sensors will be correlated to the
performances of the CUT to a very large extent. An indirect, low-cost test can be put in place by employing
the alternate test paradigm to map the sensors’ measurements to the performances. This test approach has been
inspired by the PCMs typically placed in the scribe lines of a wafer to monitor variability and identify off-target
process parameters [36], [37]. Essentially, non-intrusive variation-aware sensors include two types of circuits,
namely dummy stages and PCMs. PCMs refer to basic layout components (e.g. transistors, capacitors, resistors,
inductors), while dummy circuits are simple analog stages that mimic part of the CUT architecture (e.g. bias
stages, current mirrors, gain stages, level-shifters, etc.).

We refer to the dummy structures (dummy circuits and PCMs) as non-intrusive variation-aware sensors or
non-intrusive sensors or simply non-intrusive embedded sensors.

5.1 N O N - I N T R U S I V E B U I LT- I N T E S T ( B I T ) : A N OV E RV I E W

Considering any analog circuit, the underlying idea is to decompose it into “primitive" analog stages and critical
single components and/or assemble basic analog stages from identical components that can be found in the
circuit’s topology. Analog stages may include bias stages, gain stages, current mirrors, level-shifters, etc.,
whereas single components may include transistors, resistors, capacitors, inductors, transmission lines, etc.
Such analog stages and single components are then placed as dummy structures on the same die together with
the CUT. In particular, they are placed in close physical proximity to the corresponding analog stages and
components of the CUT that they are mimicing, such that corresponding analog stages and components are
well matched following specific layout rules.

The underlying principle of operation is that thanks to this physical proximity, the non-intrusive sensors will
“witness" the same D2D and correlated WID process variations as the corresponding structures in the CUT.
As a result, we expect that measurements on the non-intrusive sensors (e.g. bias voltages, DC gain, transistor
transconductance, resistance, capacitance, etc.) will offer an “image" of process variations within the CUT
and, thereby, we expect that they will correlate to a large degree with the performances of the CUT. If such a
correlation exists, then we expect that we will be able to predict the performances indirectly solely from the
measurements on the non-intrusive sensors based on the alternate test paradigm [91].
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5.2 A LT E R N AT E T E S T

Alternate test refers to a generic test approach that consists of inferring the performances of the CUT through
unconventional, low-cost alternative measurements (e.g. the measurements provided by the non-intrusive sen-
sors in our case). Essentially, it is used to predict the outcome of a standard test approach based solely on a
measurement pattern [35], [91], [92] as shown in Figure 37. As it can be seen, the alternate test flow consists
of two phases, namely the training and the test phase. In the training phase, we collect N circuit instances from
different lots, wafers, and sites on the same wafer, such that they are representative of the process variations
that may occur. Formally, let Pj denote the j-th performance of the CUT and let X denote the sensors’ measure-
ments. The pairs tX, Pju are split into training and test sets. The variation of the performance Pj, denoted by
∆Pj, and the variation of sensors’ measurements, denoted by ∆X, are linked to the D2D and correlated WID
variations, denoted by ∆p, through some non-linear functions f1j and f2:

TRAINING PHASE PRODUCTION TEST PHASE 
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process 

Obtain  
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Figure 37: Alternate test flow.

∆Pj � f1jp∆pq � r1 (62)

∆X � f2p∆pq � r2,

where the parameters r1 and r2 represent the uncorrelated WID variations. From Equation (62), we can write

∆Pj � f1j
�

f�1
2 p∆X � r2q

�
� r1. (63)

Therefore, by tracking variations on the sensors’ measurements, we obtain information about the variations
on the performances.

To this end, we can use the alternate test paradigm to infer implicitly the performances from the sensors’
measurements [22], [31], [32], [33]. Specifically, in an off-line preparatory training phase where we employ
a large set of circuit instances with process variations, we learn one regression function per performance that
maps the sensors’ measurements to the performances:

gj : X Ñ Pj. (64)
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The training set is used to learn the regression function gj while the test set is used as an independent set to
assess the error in predicting the performance Pj from X using gj . If the set of measurements X yields a low
prediction error, the learned regression functions can be used to provide a fast, low-cost test for new instances
coming out of the production line.

However, it should be noted that the regression functions should be applied only to instances that exhibit
process variations and, in particular, to instances whose measurement pattern is within the range defined by
the measurement patterns of the instances in the training set. Otherwise, the prediction will be somewhat
random. Thus, a defect filter is used to distinguish instances that exhibit process variations from instances
that contain defects. In [93], a defect filter based on non-parametric density estimation is proposed. It has the
attractive property that it operates as an one-class classifier, that is, it is trained using the alternate measurement
patterns of the instances in the training set and no information about defects is required. The instances with
process variations constitute the majority of instances that will be seen in production, hence the large benefit of
alternate test.

Once the training phase is completed, the regression functions can be readily used in the test phase to predict
the performances of any CUT simply from its sensors’ measurements pattern. In short, as also stated in the
introduction of the chapter, the non-intrusive BIT strategy capitalizes on the undesired phenomenon of process
variations to provide low-cost alternative measurements from which performances can be predicted implicitly
with accuracy. For various practical ideas towards enhancing the efficiency of alternate test, the interested
reader is referred to [33], [34], [91], [94], [95].

The time-consuming part of the training phase is the collection of datasets from different wafers and lots
such that they are representative of the fabrication process. Once the datasets collection is completed, learning
the regression functions is a step that can be performed in seconds using modern non-linear regression tools,
such as feed-forward neural networks, multivariate adaptive regression splines, support vector machines, etc.
[96], [97]. In the interest of expediting the training phase and avoiding having to collect large datasets, we
can rely on the BMF technique that achieves efficient learning of the regression functions across the feasible
design space by combining intelligently readily available large simulation datasets with small silicon datasets
[34]. Another possibility is to follow an adaptive approach, where the regression functions are learned based
on limited silicon datasets, but for a given CUT, a decision is made whether there is confidence in using these
regression functions [33]. If not, then the standard test procedure is applied to this CUT. As we keep collecting
datasets in production, the decision block is updated periodically, and after a certain point in time, all CUT
with process variations are forwarded irrespectively to alternate test. The drawback of this approach is that for
some time a two-tier test flow needs to be put in place, which may complicate considerably the high-volume
production test flow.

The accuracy of the drawn correlation and, thereby, the predictions of alternate test, is negatively affected
by three factors. First, the sensors’ measurements might not capture all the sources of performance varia-
tions. Second, the uncorrelated WID variations can introduce noise in the correlation and the existing trend
may be obscured or even eclipse. Third, inaccuracies of sensors’ measurements introduce noise in the drawn
correlations during the training phase and result in offsets in the predictions during the test phase. The effect
of sensors’ measurements inaccuracies is rather insignificant since the sensors’ measurements are either DC
or low-frequency and an excellent repeatability can be achieved through averaging. Furthermore, during the
training phase, the regression, by default, averages the noise in the data.

5.2.1 Artificial Neural Networks and Regression Analysis

As mentioned before, the training set of the alternate test is used to learn the regression function gj and build
the mappings between the sensors’ measurements and the performances of the CUT. Regression analysis is a
statistical technique, which is used for investigating and analyzing the relationship between dependent variables
(responses) and one or more independent variables (regressors or predictors). Essentially, regression analysis
describes how the typical values of the dependent variables change when one or more independent variables are
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varied, while the other independent variables are kept fixed. The performance of regression analysis methods
depends on the way that the data are generated, and how it relates to the regression approach being used. Since
the true form of the process that produces the data under study, is not known a priori, regression analysis usually
depends to some extent on making assumptions about this process. These assumptions are sometimes testable if
a sufficient size of data is available. Therefore, regression models are built, where several assumptions are made.
One way to implement a regression model is to use artificial neural networks by employing feed-forward and
back-propagation techniques. Before describing these techniques, we give a brief overview of artificial neural
networks.

Artificial neural networks are structures that are designed to solve specific types of problems by trying to
emulate the way the human brain would solve the problem. The general form of a neural network is a "black
box" structure that is often used to model and analyze high-dimensional, non-linear data. Typically, most of the
neural networks are used to solve prediction problems for complex systems [98].

Moreover, in most of the case studies, multilayer feed-forward artificial neural networks are employed. Mul-
tilayer feed-forward artificial neural networks are multivariate statistical models, which are used to relate p
predictor variables x0, x2, ..., xp�1 to n response variables y1, ..., yn. In our case, the predictors are the alterna-
tive measurements captured from the sensors and the responses are the performances of the CUT. The model
has several layers, each of one including either the original or some constructed variables. The most common
structure consists of three layers: (a) the inputs, which are the original predictors, (b) the hidden layer, which is
a set of constructed variables, and (c) the output layer, which provides the responses. Each variable in a layer
is called a node. Figure 38 depicts a typical neural network with three layers.

y1

y2

x1

x2

x3

x4

x5

x6

Figure 38: Artificial neural network with one hidden layer.

A node takes as input a transformed linear combination of the outputs from the nodes in the layer below it.
Then, it sends as an output a transformation of itself that becomes one of the inputs to one or more nodes in
the next layer. The transformation functions are usually sigmoid or linear and are called activation functions or
transfer functions. Let each of the k hidden layer nodes αu be a linear combination of the input variables,

αu �

p̧

j�1

w1juxj � θu

where w1ju are called weights that are unknown parameters that need to be estimated (essentially, they denote
the layer of the neural network). θu is called bias node and is a parameter that plays the role of an intercept in
linear regression.

Each node is transformed by an activation function hp�q. Let the output of node αu be denoted as Zu � hpαuq.

Now, we form a linear combination of these outputs, bn �
k°

u�0
w2unzu, where z0 � 1. Finally, the n-th response
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y is a transformation of the b, yn � hpbnq, where hp�q is the activation function for the response. All the above
can be combined to give:

yn � h
� ķ

u�1

w2unh
� p̧

j�1

w1juxj � θu



� θ2u

�
(65)

The response yn is a transformed linear combination of the original predictors. Finally, it should be noted
that the activation function is often chosen to be either the logistic function or the hyperbolic tangent function.
The choice of the activation function for the output layer depends on the nature of the response.

In our case, the regression models are build implementing a neural network, which employs both feed-
forward and back-propagation techniques. Both of them are described in the next sessions.

5.2.2 Training Phase: Building Regression Models

The training of the neural network is achieved by using the early stopping technique, which allows to control
the complexity of the regression function. In particular, the back-propagation algorithm first uses training data
to adjust the weights and at the end of each iteration the prediction error is calculated on the validation data.
If the error does not reduce to a number of consecutive iterations, this implies that the network is at the limit
of "over-fitting" and therefore, the training stops. Finally, the model that gives the smallest prediction error
on the validation data is used in the testing phase. The disadvantage of neural networks is that the optimal
number of neurons in the intermediate layers is not known a priori and it takes an approach to "trial & error"
to be fixed. Therefore, during the training phase, we repeat learning and validation, several times, for each
model and we choose the model that has the smallest error. Another disadvantage is that this algorithm does
not include any enabling method generally used when the statistical sample is limited and non-representative.
At simulation-level, we used a sample of 800 instances in the training phase, and hence, we assume that this
sample is statistically representative. In the case of a small number of samples, k-fold cross-validation can be
used to obtain trustworthy prediction results.

In order to build our regression models, a neural network of four layers is used. The network has one layer at
the input, one at the output, one hidden layer that employs a sigmoid activation function with a specific number
of neurons, and one layer that performs a linear activation function. The network is trained using a Monte
Carlo sample set. In fact, neural networks with one hidden layer can approximate any non-linear mapping.
The sensors’ measurements are presented to the input of the neural network and through the hidden layer are
mapped to the performances of the CUT at the output (feed-forward technique). The network is trained with
the net and train functions in Matlab.

5.2.3 Test Phase: Performance Prediction

Once the regression functions are built (trained neural network), another independent Monte Carlo sample set
is used to evaluate the mappings of Equation 64 and estimate the error in predicting the performances of the
CUT in the validation set.

The prediction error is expressed in terms of several error metrics, including: (a) the average RMS error
across the validation in %, (b) the absolute average RMS error across the validation set in units of each per-
formance, (c) the maximum error observed in the validation set in units of each performance, and (d) the
correlation coefficient between the simulated (e.g. "true") and predicted performances (Pearson correlation
coefficient is used in this work). The average RMS error and the absolute average RMS error demonstrate the
overall accuracy of alternate test. The former is defined as

εi �
100

Pi,nom

d°N
j�1pPi,j � P̂i,jq

2

N
(66)
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where Pi,nom is the nominal value of the i-th performance, Pi,j is the simulated (actual) i-th performance of the
j-th instance, P̂i,j is the predicted i-th performance of the j-th instance, and N is the total number of instances
in the validation set.

The maximum error, which is larger than the absolute average RMS error, demonstrates the worst case
scenario observed in the validation set and should be smaller or at least comparable to measurement and re-
peatability errors in a conventional ATE.

Finally, the correlation coefficient is a qualitative measure that shows the linear fit between the true and
predicted performances. The closer the correlation coefficient to 100% is, the better the prediction results are.
However, it should be stressed that a correlation coefficient considerably lower than 100% does not necessarily
lead to unsatisfactory prediction results.

The Postreg Matlab functions post-process the trained network response and perform a linear regression
between the network response and the target values, in order to compute their correlation. The mathematical
form of the postreg function is given by

rm, b, rs � postregpY, Tq, (67)

where Y refers to the network responses and T represents the target values. m, b, and r correspond to the slope,
intercept, and correlation coefficient of the linear regression function, respectively.

It should be noted that, in our case study, random defects are not captured by the proposed BIT structures.
The defect filter, shown in Figure 37, is not used and the learned regression functions are employed only for
circuits instances that exhibit process variations.

5.3 B E N E F I T S A N D D I S A DVA N TAG E S

The non-intrusive BIT strategy presents several advantages:

• The non-intrusive variation-aware sensors occupy a very small area on the die. They are in fact laid out
and placed in areas that are left void so as to respect electromagnetic design rules.

• It is low-cost since the test stimuli applied to the non-intrusive sensors and the measurements provided
by the non-intrusive sensors are DC or low-frequency. In some cases, the non-intrusive sensors are self-
biased. Thus, high-cost ATE with advanced features is no longer needed and, moreover, the inputs and
outputs of the non-intrusive sensors can be multiplexed in a test bus so as to use a maximum of two pins
for test.

• It is particularly attractive for RF and mm-wave circuits since the BIT circuitry is totally transparent
to the CUT and does not degrade the performances of the CUT. In fact, design and test are completely
dissociated.

• The CUT does not need to be powered-on during testing, which largely facilitates parallel multi-site
testing.

• It is generic since virtually it is applicable to any analog circuit.

• Finally, since the non-intrusive variation-aware sensors offer an “image" of process variations within the
CUT, it has been shown that they can be used for one-shot calibration where test and calibration are
performed together in one single step [99].

The disadvantages of the non-intrusive BIT strategy are the following:

• It can only detect failures due to excessive process variations, thus it needs to be complemented with
another test strategy that is capable of detecting defects. Recently, it was shown that defects can also be
detected non-intrusively based on temperature sensors [39].
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• As stated before, the CUT does not need to be powered-on during testing which largely facilitates parallel
multi-site testing. On the other hand, the negative aspect of the CUT being powered-off during test is that
failures due to coupling effects and electromagnetic interference between internal blocks of the CUT or
between the CUT and other neighboring blocks cannot be detected. However, such types of failures are
typically circumvented by taking special precautions at the design stage.

• It cannot deal with uncorrelated WID variations (e.g. mismatch) that become important for advanced
technology nodes from 65nm and below. Roughly speaking, the approach will fail if the uncorrelated
WID variations start being comparable to D2D and correlated WID variations. It should be noticed,
however, that the performances of RF and mm-wave circuits do not depend on matching unless we
consider fully differential topologies. Furthermore, mismatch appears as “noise" in the training set used
to learn the regression functions in alternate test and, by default, the regression operation averages out
this noise.

5.4 C H A L L E N G E S A N D G U I D E L I N E S

The main challenges of the non-intrusive BIT strategy are the following:

• Identify the main process parameters (i.e. sheet resistance, oxide thickness, dopant concentration, junc-
tion capacitances, etc.) whose variation explains the variation in the performances of the CUT.

• Design non-intrusive sensors that capture and track variations in these process parameters.

• In addition, the non-intrusive sensors should be tested at DC or low-frequency and should incur low area
overhead, in order to achieve a low cost.

There are several guidelines that can be followed towards addressing these challenges:

• A straightforward approach that has shown to work very well is to decompose the CUT into analog
stages and single components and use as non-intrusive sensors identical dummy analog stages and single
components.

• Process Design Kits (PDKs) for advanced technology nodes have hundreds of process parameters and
it is not an easy task to dig into and fully understand the intricate relationships between the process
parameters and the performances of a circuit. For this reason, we can rely on the main design parameters
(transistors’ geometry, transistors’ transconductance, resistors’ and capacitors’ values, bias currents and
voltages, etc.), which, in turn, are intricate functions of the process parameters, and choose to design
non-intrusive sensors that capture effectively these design parameters. The designer’s insights and input
can be very valuable for performing this task.

• Rely on previous experience gained by applying the non-intrusive BIT strategy to other circuit classes
and/or other circuit architectures within the same circuit class. For example, the non-intrusive test strategy
has been applied to a 2.4GHz RF LNA [35], [100] and conclusions from this case study can be explored
towards applying the concept to a 60GHz mm-wave LNA, which is the second case study of this work.

• Include an initial set of non-intrusive sensors that is the most straightforward from a conceptual point of
view and perform an extensive simulation campaign to examine whether this set is largely sufficient. If
not, the problem of selecting non-intrusive sensors can be revisited and studied more throughly.

• Include a large set of non-intrusive sensors and then perform an extensive simulation campaign to study
redundancy and keep the optimal set.
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5.5 N O N - I N T R U S I V E VA R I AT I O N - AWA R E S E N S O R S D E S I G N A N D A LT E R N AT I V E M E A S U R E -
M E N T S

5.5.1 2.4GHz Inductive Degenerated LNA Case Study

The non-intrusive variation-aware sensors include PCMs (e.g. transistors, capacitors, resistors, inductors) and
dummy analog stages (e.g. bias stages, current mirrors, gain stages, level-shifters, etc.). In the case of the
LNA of Figure 21, an example of a dummy analog stage that we can derive from its topology, as shown in
Figure 39(a), is a current mirror composed of transistors M1, M2, and M3, and resistor RREF (this current
mirror actually results from the LNA topology by short-circuiting inductors LG, LS, and LD and removing
the capacitors CIN and CEXT). As PCMs we use identical components that exist in the topology of the CUT,
including MOM capacitors, spiral inductors with patterned ground shield, and diode-connected transistors,
as shown in Figure 39(b). The dummy analog stages are also built from such identical components. The
non-intrusive variation-aware sensors are placed in close physical proximity to the corresponding structures in
the LNA that they are mimicing and are well-matched together. The underlying idea is that the non-intrusive
variation-aware sensors and the LNA will be subject to the same D2D and correlated WID variations. Therefore,
measurements on the non-intrusive variation-aware sensors (i.e. bias voltages, gains, capacitances, inductances,
MOS transconductances, etc.) will be correlated to the performances of the LNA ( i.e. S21, S11, S22, NF, 1-dB
compression point, IIP3, etc.).

VDD

MOM capacitor PCM

(d) PCMs

Spiral inductor PCM MOS transistor PCM

IDC5

M4

M1

M2

M3

RREF

VDD

VDC2

VDC1

(a) Dummy current 
mirror

VDD

M1

RREF

RREF

(b) Dummy voltage 
divider

VDC3

M3

RREF

VDD

VDC4

(c) Dummy bias 
stage

RREF

Figure 39: Variation-aware sensors built from identical components that exist in the topology of the 2.4GHz
LNA.

To decide what type of non-intrusive variation-aware sensors to use, first it is needed to identify the main
process parameters on which the performances strongly depend. For this purpose, we use the closed-form math-
ematical expressions that relate the performances with the design parameters. These expressions are developed
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during the design stage so as to guide appropriately the sizing of the components. In turn, each design parame-
ter is a function of process parameters. Thus, once we write down the relationships between performances and
design parameters, we can identify the main process parameters we should seek to monitor.

DesignLNA Performance
Parameters

gm1,gm2,gds1,gds2S21 (dB)
ZLS ,ZLG ,ZLD ,CIN ,CEXT,CD

S11 (dB) gm1,ZLS ,ZLG ,CIN ,CEXT,CGS1,CGD1

S22 (dB) gm1,gds1,gm2,gds2,ZLS ,ZLD ,CD,COUT,CGS2,CGD2

NF (dB) gm1,ZLS ,ZLG ,CIN ,CEXT,CGS1,CGD1

1-dB CP (dBm) VOV ,gm1,ZLS ,ZLG ,CIN ,CEXT,CGS1
IIP3 (dBm) VOV ,gm1,ZLS ,ZLG ,CIN ,CEXT,CGS1

Table 4: Dependence of 2.4GHz LNA performances on design parameters.

Table 4 shows the main performances of the LNA in the first column and the design parameters on which they
depend in the second column. gm1, gm2 and gds1, gds2 are the gate and drain transconductances, respectively,
of transistors M1 and M2. CGS1, CGD1 are the gate-to-source and gate-to-drain capacitances of transistor M1,
respectively, and VOV is the overdrive voltage of M1, which is fixed by the bias stage that consists of M3,
RREF, and RBIAS. The other design parameters are capacitors and inductors that can be identified in the LNA
schematic in Figure 21. Table 4 gives a simplified and brief representation of the theoretical equations that have
been derived in Section 3.3.

Based on the dependencies in Table 4, we expect to be able to obtain information on the process parameters
that define the gate and drain transconductances and the overdrive voltage of transistor M1 by monitoring the
DC voltages in a dummy current mirror and the drain current of a MOS PCM, as shown in Figure 39. The
dummy current mirror and the MOS PCM are built from transistors identical to those in the LNA topology
and are biased in moderate to strong inversion and saturation region identically to the biasing conditions of the
LNA.

Although there are numerous process parameters that are inter-dependent and intricately related, as we will
see in Chapter 6, the selected MOS PCM and dummy current mirror suffice to implicitly track the variations in
MOS transistors since, overall, the measurements from the selected non-intrusive variation-aware sensors are
shown to correlate very well to the LNA performances. The only design parameters in Table 4 related to MOS
transistors that are not covered from a first glance are the intrinsic capacitances CGS1 and CGD1, since they
require to be excited at a high frequency, which we want to avoid, in order to maintain a low test cost. However,
the satisfactory correlation between sensors’ measurements and performances observed in Chapter 6 implies
that any process parameters that are not monitored have a secondary effect on the variability of performances.
If the correlation results are deemed insufficient in the end of the analysis, then one should revisit the selection
of sensors to try to capture the variations in all influential design and process parameters.

Variations in the capacitors of the LNA are covered by placing a dummy capacitor PCM. The capacitance
value of the capacitor PCM is extracted by S-parameters at 100MHz using the expression:

C �
ImpY11q

ω
. (68)

Regarding variations in the inductors of the LNA, from our analysis in Chapter 6, it turns out that they explain
a large fraction of the variability in the LNA performances. Thus, on one hand, we need to monitor variations
in the inductors of the LNA, however, on the other hand, the straightforward inclusion of a dummy inductor
PCM in the set of sensors is not a smart choice since an inductor is an area-hungry component and it would
increase the area overhead significantly making the BIT approach less appealing.

Therefore, we set out to study the sources of variability in the inductors. For this purpose and as shown in
Section 4.5.2, we employed the equivalent lumped 2π-model of the inductors, shown in Figure 33, which is
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composed of pure coil inductances Ls1 and Ls2, series resistances of the coil Rs1 and Rs2, parasitic and oxide
capacitances COXm, COX1 and COX2, and resistances Rpattm, Rpatt1 and Rpatt2 that model the patterned ground
shield. We recall that inductors in the 65nm technology are realized by stacking several metal levels, while an
alucap layer is used to further reduce the coil resistance. The series resistances in the model correspond to these
metal and alucap layers.

First, we included an inductor PCM and we extracted the impedance of the inductance by S-parameters at
100MHz:

ZL � Rs � jωLs, (69)

where the real Rs and imaginary Ls parts correspond to the series resistance of the metal and alucap layers
that form the coil of the inductor and the pure inductance of the coil, respectively. Alternatively, Rs can be
extracted by biasing the inductor with a DC voltage source and measuring the current that flows through the
coil. Notice also that Rs is expected to have a low value which makes the measurement rather challenging. We
added Rs and Ls in the set of measurements from the other types of sensors mentioned above (e.g. dummy
current mirror, MOS PCM, capacitor PCM) and, as demonstrated in Chapter 6, the correlation between the
sensors’ measurements and the LNA performances, not only is significantly improved, but it becomes near
perfect, resulting in very accurate alternate test prediction results. Next, we replaced Rs and Ls in the set of
measurements with the parameters of the lumped 2π-model, shown in Figure 33, and we obtained very similar
results. We experimented by removing the parameters of the lumped 2π-model from the set of measurements
one by one and we concluded that we obtain similar results by just keeping the series resistances of the coil
Rs1 and Rs2. We observed that the correlation between the series resistance of the coil and the resistivity of the
high-level metal (in particular, metal 5 and metal 7) and alucap layers that form the coil reaches 68%, 61%, and
36%, respectively as shown in Figure 34. Also, using the resistivities of metal and alucap layers as alternative
measurements, the correlation between the series resistance of the coils and the resistivities reaches 100%. This
observation implies that the variability of the series resistance of the coil is principally due to variability of the
resistivity of the high-level metal and alucap layers and that the variations in the geometry, thickness, and
dielectric of the layers play a less important role. We proceeded by keeping only the resistivity of the high-level
metal and alucap layers in the set of measurements and we observed only a small and affordable degradation of
the correlation which, in terms of alternate test prediction accuracy, has a very little and rather negligible effect.

This observation points us in monitoring only the variations in the resistivity of the high-level metal and
alucap layers of the inductors since this explains to a very large degree the variability in the inductors and, in
turn, it suffices to obtain an excellent correlation between the sensors’ measurements and LNA performances.
To monitor the variations in the resistivity, we no longer need to include an area-hungry inductor PCM, as this
can be done with DC measurements on simple metal and alucap resistor PCMs that can laid out in the form of
snakes such that they occupy much less area. Furthermore, resistor PCMs of several tens of Ohms can be laid
out, thus allowing an accurate measurement, while, as already mentioned above, a direct measurement of Rs

may have limited accuracy due to the expected small value of Rs.

5.5.2 60GHz mm-wave 3-stage LNA Case Study

Figure 27 shows the topology of the 60GHz mm-wave 3-stage LNA design of our second case study. Looking
at this schematic, we can directly identify two analog stages which we can replicate on the die as dummy and
use them as non-intrusive sensors. In particular, we can use (a) a dummy common-source stage composed of
transistor M1 and resistor R1, as shown in Figure 40(a) and (b) a dummy cascode stage composed of transistors
M2 and M3 and resistors R2, R3 and R4, as shown in Figure 40(b). Notice, as mentioned in Section 3.4, that the
LNA consists of one common-source stage and two identical cascode stages. These dummy analog stages aim
at monitoring the process variations that influence the gate and drain transconductances of the transistors of the
LNA. We use DC currents IDC1 and IDC2 as alternative measurements for the dummy common-source and the
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dummy cascode stages, respectively, based on the test configurations shown in Figure 40(a)-(b). Furthermore,
we can use a dummy N� poly resistor R1 and a dummy MOM capacitor C1, as shown in Figure 40(c)-(d),
in order to directly monitor variations in the N� poly resistors and MOM capacitors of the 60GHz mm-wave
LNA. For the dummy resistor we use the DC current IDC3 as alternative measurement based on the Ohm’s law
test configuration shown in Figure 40(c). For the dummy capacitor, we extract the dummy capacitance C1 from
S-parameters at 100MHz using Equation 68. This straightforward approach of extracting non-intrusive sensors
from the topology of the CUT has shown to work very well for the 2.4GHz RF LNAs as reported in [35], [100].

As mentioned in the case of the 2.4GHz LNA, to decide what type of non-intrusive variation-aware sensors
to use, first it is needed to identify the main process parameters on which the performances strongly depend.
We follow the same idea for the case of the 60GHz LNA.

Table 5 shows the main performances of the LNA in the first column and the design parameters on which
they depend in the second column, where Z0 corresponds to the characteristic impedance of the transmission
lines, RG corresponds to the gate resistance of the MOS transistors. Table 5 gives a simplified and brief
representation of the theoretical equations that have been derived in Section 3.4. Based on the dependencies in
the same table, we expect to be able to obtain information on the process parameters that define the gate and
drain transconductances, gate resistances, resistors, capacitors, transmission lines, and bias voltages.

DesignLNA Performance
Parameters

RG,gmX,gdsX,CGSX,CGDX,tranmission lines’ Z0S21 (dB)
C1,C2,C3,C4,C5,C6,C7,C8,C9,C10,C11

S11 (dB) RG,gm1,gds1,C1,C2,CGS1,CGD1,input loop Z0

S22 (dB) RG,gmX,gdsX,C9,C10,C11,CGS4,CGD4,CGS5,CGD5,output loop Z0

NF (dB) RG,gm1,gds1,CGS1,CGD1,C1,C2,C3,C4,C5,C6,C7,C8,C9,C10,C11

IIP3 (dBm) RG,Vbias,R1,R2,R5,gm1,gm2,gm3,gm4,gm5, transmission lines’ Z0

Table 5: Dependence of 60GHz LNA performances on design parameters.
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Figure 40: Variation-aware sensors built from identical components that exist in the topology of the 60GHz
LNA.
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Concerning variations in gate resistance, it turns out that it explains to a large degree the variability in almost
all the performances, as it will be shown in Chapter 6. It is known that gate resistance has a major impact on
impedance matching and noise performance of MOS transistors that operate at high frequencies. In principle, it
is a bias-independent component at DC and low frequencies, but may include an additional component with bias
dependence in high frequencies due to two additional effects, namely the distributed transmission line effect
on the gate and the Non-Quasi Static (NQS) effect in the channel [101], [102]. A simple expression of gate
resistance RG, based on that at DC and low frequencies, has been used to estimate the value of gate resistance
with the influence of the distributed transmission line effect on the gate at high frequencies. Although, a factor
α is introduced, which is 1

3 or 1
12 depending on the layout structures of the gate connection to account for the

distributed RC effects, as given by the following estimation [103]:

RG,poly �
RGsh

N f L f

�
Wext �

W f

α

�
(70)

where RGsh is the gate sheet resistance, WF is the channel width per finger, N f the number of fingers, and Wext

is the extension of the polysilicon gate over the active region. The NQS effect in the channel is another effect
that needs to be accurately modeled for the high frequency behavior of a MOSFET, where additional bias and
geometry dependences need to be taken into account [101], [102]. In other words, when a MOSFET operates at
high frequencies, its gate resistance depends not only on the physical gate electrode resistance, but also on the
distributed channel resistance, which is "seen" by the signal applied to the gate. Hence, gate resistance consists
of two parts:

RG � RG,poly � RG,NQS (71)

where RG,poly is the distributed gate electrode resistance [104], [105], from the polysilicon gate material and
RG,NQS is the NQS distributed channel resistance "seen" from the gate and is a function of both bias and
geometry [101], [102].

Electrically speaking, as frequency of operation rises, the impedance of the parasitic capacitances in MOS
devices decrease allowing extra leakages to flow to the ground. Consequently, any small changes at the input
of a MOS transistor will be reflected to the output of interest affecting significantly its performances, such as
the impedance matching and noise figure.

The theoretical analysis of the input matching network of the 2.4GHz LNA case study led us to (a) investigate
why gate resistance plays a dramatically more significant role in mm-wave frequencies compared to the typical
frequency ranges of 2.4GHz and, in turn, (b) find an efficient way to monitor variations in the gate resistance. In
the aforementioned analysis, one can see the dependence of the input impedance of the circuit on gate resistance.
Figure 41 shows the high-frequency small-signal equivalent of the input loop of the 2.4GHz LNA (inductors
have been neglected), where the gate resistance has been included. In such frequencies, the impedance of the
intrinsic capacitances is much higher than the corresponding impedances in an LNA that operates in mm-wave
frequencies. Figure 41 shows the high-frequency small-signal equivalent model of a MOS transistor along with

RG

CGS

gmVGS

+

-

rds

VGVIN

Figure 41: High-frequency small signal equivalent circuit of a MOS device including the effect of gate resis-
tance RG.
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its resistance "seen" from the gate as well as the intrinsic CGS capacitance. RG and CGS form a voltage divider,
where the effect of capacitance CGD can be neglected. Voltage VG is given by:

VG �
ZCGS

ZCGS � RG
VIN , (72)

where ZCGS is the impedance of CGS capacitance. As frequency of operation decreases, impedance ZCGS

increases and, as a result, RG becomes negligible compared to ZCGS . Hence, voltage VG is reduced to VG �

ZCGS VIN . On the other hand, as frequency increases up to the mm-wave range, impedance ZCGS becomes
comparable to the gate resistance RG and the gate voltage is estimated by Equation 72, implying that any small
changes at the input of the MOS device will be reflected to the output of interest affecting significantly its
performances, such as impedance matching and noise figure. This is just a simplified explanation why MOS
gate resistance becomes to contribute to the performances of circuits that operate in the mm-wave frequency
ranges.

Re-visiting our case study, the expression of gate resistance can be extracted by S-parameters using the
high-frequency small-signal equivalent of MOS devices, as shown in Figure 42. The procedure is based on
the calculation of Y11 parameter [105], neglecting the effects of substrate resistances and parasitic gate-to-bulk
capacitance (CGB) and setting VS � VD � 0,

RG

DdisiS

G

B

RB

CJD

CGD

bi

V1

I1

CGS I3 I4
I2

I5

gi

gmVgi

jωCmVgi

gdsVD

CSD,in

V2 = VD

Intrinsic 
part

Figure 42: Small-signal equivalent of MOS transistor used for extracting Y11 parameter with VD � 0. Both
extrinsic and intrinsic part are included.

Y11 �
I1
V1

����
VS�VD�0

(73)

Applying KCL and Ohm’s law at node gi, and branches gi-si and gi-di, G-gi, respectively, the Y11 parameter is
derived as follows:

I1 � I3 � I4 (74)

Next, applying Ohm’s law at branches gi - si and gi-di, we have:

I3 � pVgi �VSqjωCGS � Vgi jωCGS (75)
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and

I4 � pVgi �VDqjωCGD � Vgi jωCGD (76)

Hence Equation 74, using Equation 75 and Equation 76, gives:

I1 � Vgi jωCGS �Vgi jωCGD ñ I1 � Vgi jωpCGS � CGDq (77)

Applying Ohm’s law at branch G-gi,

I1 �
V1 �Vgi

RG
(78)

Therefore, Equation 77, using Equation 78, gives:

V1 � Vgir1� jωpCGS � CGDqRGs (79)

Substituting Equation 77 and Equation 79 in Equation 73, we have:

Y11 �
ω2pCGS � Cgdq

2RG � jωpCGS � CGDq

1�ω2pCGS � CGDq2R2
G

(80)

Assuming that ω2pCGS � CGDq
2R2

G    1, Equation 80 gives,

Y11 � ω2pCGS � CGDq
2R2

G � jωpCGS � CGDq (81)

Finally, the expression that estimates the gate resistance is given by:

RG �
RerY11s

pImrY11sq2
(82)

Variations in gate resistance are covered by placing a dummy transistor PCM, which is identical to one of
the corresponding MOS transistors in the topology of the LNA. The value of the gate resistance is extracted
by Equation 82 at 100MHz and the DC biasing conditions of the MOS PCM are exactly the same as in the
corresponding M1 device in the LNA schematic.

Finally, we need also to account for variations in the transmission lines. We adopt a straightforward solution,
which is to include in the set of non-intrusive sensors a dummy transmission line, as shown in Fig. 40(f). As
alternative measurement we use the S11 extracted at a low frequency 100MHz, for which both the inductance
and capacitance of the transmission line are sensitized.

5.6 C O N C L U S I O N S

In this chapter, the principle of operation of non-intrusive variation-aware sensors, the overall benefits of the
proposed test approach and the procedure to select such sensors for our case studies were discussed. In short,
the basic characteristic of the non-intrusive variation-aware sensors is that they capitalize on the undesired
phenomenon of process variations. The underlying idea is to monitor process variations instead of measuring
directly the RF performances of the LNA. These sensors are placed in close physical proximity to the corre-
sponding structures in the LNA, so that they both "witness" the same D2D and correlated WID variations and,
as a result, the measurements obtained on the sensors will be correlated to the performances of the LNA to a
very large extent. The alternate test is used, so as to map the sensors’ measurements to the performances of the
LNA, providing an indirect low-cost test. Low area overhead, low test cost, non-intrusiveness and genericness
are some of the most important benefits of the proposed BIT approach. Finally, the procedure of selecting
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the appropriate non-intrusive variation-aware built-in sensors for our two case studies was presented. In next
chapter, the results of alternate test based on the previously presented embedded sensors are demonstrated and
discussed in details.

69



N O N - I N T R U S I V E VA R I AT I O N - AWA R E S E N S O R S

70



6

S I M U L AT I O N R E S U LT S

In this chapter, the non-intrusive idea will be demonstrated for our two case studies. In Section 6.1, we present
the alternate test experiment results for the 2.4GHz LNA based on both schematic-level and post-layout simula-
tions. In Section 6.2, we present the alternate test experiment results for the 60GHz LNA based on post-layout
simulations. Finally, Section 6.3 concludes the chapter.

6.1 2 . 4 G H Z I N D U C T I V E D E G E N E R AT E D L N A C A S E S T U DY

6.1.1 Simulation Results at Schematic Level

The topology of the 2.4GHz LNA is shown in Figure 21. The amplifier has been designed using the 65nm
CMOS065 bulk technology provided by ST Microelectronics. Figures 43 and 44 illustrate the nominal simu-
lation results for the main performances, including S-parameters, noise figure, and linearity, while Figure 45
shows the stability performances, K f , and B1 f . Table 6 summarizes the values of the performances of the
circuit.

Figure 43: S-parameters and NF of the 2.4GHz LNA.
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Figure 44: Linearity performances of the 2.4GHz LNA.

Figure 45: K f and B1 f stability factors of the 2.4GHz LNA.

Summarized Results
Frequency [GHz] 2.4

Supply Voltage [V] 1.2
DC Power Dissipation [mW] 9.6

S21 [dB] 14.45
S11 [dB] -8.76
S22 [dB] -17.81
NF [dB] 1.86
K f [-] 7.4
B1 f [-] 1.1

1-dB CP [dBm] -12.9
IIP3 [dBm] -1.55

Table 6: Summary of 2.4GHz LNA performances using schematic-level simulations.
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The schematic view of the non-intrusive variation-aware sensors is shown in Figure 39. The embedded
sensors that we have employed in the analysis, include: (a) a dummy current mirror, (b) a diode-connected
MOS PCM, (c) a MOM capacitor PCM, and (d) an inductor PCM, as well as (e) high-level metal and alucap
resistor PCMs. The set of alternative measurements include: (a) DC voltages VDC1, VDC2 from the dummy
current mirror, (b) DC current IDC3 from the diode-connected MOS PCM, (c) capacitance from the MOM
capacitor PCM, denoted by CPCM, (d) inductance and resistance from the inductor PCM (e.g. real Rs and
imaginary Ls parts of inductor impedance), and (e) resistivity from high-level metal and alucap resistor PCMs,
denoted by ρmetal and ρalucap, respectively, obtained by dividing a DC voltage applied at their terminals with
the DC current that flows through them. The capacitance and the inductance are extracted by S-parameters at
a low frequency in the order of a few tens of MHz. In the following alternate test experiments, we employ
different groups of non-intrusive variation-aware sensors and their corresponding measurements, as shown in
Table 7.

It should be noted that only measurements VDC1, VDC2, and IDC3 from the dummy current mirror and
MOS PCM have been used in the analysis, since thy prove to be sufficient in providing, statistically, reliable
prediction results. Measurements from dummy voltage divider and dummy bias stages are not considered,
since, statistically speaking, they do not offer better prediction results for two reasons: (a) the large Monte
Carlo sample set is proved to be sufficient and instances that are used in the training set are representative
of the fabrication process and (b) simulation experiments have shown that monitoring variations in voltages
and currents of the dummy voltage divider and dummy bias stages are already covered by tracking variations
in measurements VDC1, VDC2, and IDC3, where MOS transistors’ and poly resistors’ variability is considered.
Furthermore, notice that the aspect ratio of the MOS PCM is W/L = 20µm/0.06µm, where the width of the
MOS PCM is not the same as in transistor M1. The width of the MOS PCM has been selected to be lower than
the width of M1, so as to: (a) show that variations in this parameter are not as critical as in case of length (as
already shown in Session 4.5) and (b) ensure that the MOS PCM is able to drive a sufficient current without
causing any breakdown effects during its DC operation. On the other hand, as discussed in Chapter 7 later on,
all measurements from the dummy stages are considered in the analysis, since a small sample set of fabricated
instances is used for proving the non-intrusive test idea.

Dummy
current

MOS MOM Inductor Inductor Resistor

mirror
PCM PCM PCM PCM PCMs

VDC1, VDC2 IDC3 CPCM Rs Ls ρmetal , ρalucap

Group 1 X X
Group 2 X X X
Group 3 X X X X X
Group 4 X X X X
Group 5 X X X X
Group 6 X X X X X
Group 7 X X X X

Table 7: Groups of non-intrusive variation-aware sensors and the corresponding groups of measurements used
in the analysis.

Figure 46(a) illustrates the layout view of the LNA with the embedded non-intrusive variation-aware sensors,
including the ground planes which are used to guarantee proper return ground paths. Post-layout simulation
results will be presented in Section 6.1.2. We illustrate the layout view herein, in order to give an idea of the
area overhead of the non-intrusive variations-aware sensors. More details on the design of the layout will be
presented in Section 6.1.2.

The highlighted area in the upper left of Figure 46(a) encloses the capacitor CIN of the LNA and an identical
dummy MOM capacitor PCM that has been placed in close proximity to it. The highlighted area in the middle
of Figure 46(a) encloses the transistors of the LNA, as well as all the dummy stages (dummy current mirror,
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Figure 46: Layout view of (a) 2.4GHz LNA with embedded non-intrusive variation-aware sensors and (b) metal
7 resistor PCM.

dummy voltage divider, dummy bias stage, and diode-connected MOS PCM). The highlighted area in bottom-
right of Figure 46(a) encloses the inductor LS of the LNA, which is the smaller inductor of the LNA as compared
to LG and LD, and an identical dummy inductor PCM placed in close physical proximity to it. Figure 46(b)
illustrates the placement of a dummy metal 7 resistor PCM close to the dummy inductor LS. Finally, Figure 47
depicts the placement of a dummy metal 5 resistor PCM outside the I/O pad ring. The full layout view of the
design is illustrated in Chapter 7.

Figure 47: Layout view of metal 5 resistor PCM.

The LNA occupies an area of 442141µm2, which is mainly determined by the three inductors, whereas the
high-level metal and alucap resistor PCMs, the MOM PCM, and the dummy circuits occupy, respectively, an
area of 2400µm2, 2332µm2, and 7410µm2. However, these non-intrusive variation-aware sensors practically
have a zero area overhead since they are placed in areas that otherwise are left void to respect electromagnetic
rules. It should be noticed that the areas of the high-level metal and alucap resistor PCMs increase with the
resistance value that is implemented. We should choose the smaller possible resistance value that can be
measured reliably in a real environment. Specifically, in our experiment, we used 30Ω resistances. In any case,
the areas of the high-level metal and alucap resistor PCMs can be made considerably smaller than the area of
the smallest inductor LS. The only sensor for which we cannot claim zero area overhead is the inductor PCM,
but, as it will be demonstrated, it can be replaced effectively by the high-level metal and alucap resistor PCMs,
without degrading significantly the prediction accuracy of alternate test.
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The LNA and the non-intrusive variation-aware sensors have been simulated in the Cadence Virtuoso en-
vironment using the SpectreRF simulator. The actual distributions of process parameters defined in the PDK
were used during Monte Carlo analysis to model D2D and WID variations. Table 8 lists the LNA performances
and the standard deviation observed in a Monte Carlo sample set of 1000 circuit instances considering (a) only
D2D and (b) both D2D and WID variations.

Standard Standard
Performance Deviation Deviation

D2D D2D and WID
S21 (dB) 0.34 0.34
S11 (dB) 0.3 0.3
S22 (dB) 2.53 2.54
NF (dB) 0.07 0.07

1-dB CP (dBm) 0.44 0.42
IIP3 (dBm) 0.28 0.27

Table 8: List of 2.4GHz LNA performances showing their standard deviation from a Monte Carlo analysis
considering (a) only D2D variations and (b) both D2D and WID variations.

The same sample set was used to learn the regression functions in alternate test by employing different groups
of non-intrusive variation-aware sensors, as shown in Table 7. Out of the 1000 instances, we used 800 circuit
instances in the training set and the rest of 200 instances were used as a validation set to provide an unbiased
estimate of the prediction error of alternate test.

As mentioned in Chapter 5, the prediction error of alternate test is expressed in terms of several error metrics,
including the (a) average RMS error expressed in %, (b) absolute average RMS error in units of each perfor-
mance, (c) maximum error in units of each performance, and (d) Pearson correlation coefficient between the
simulated (e.g. “true") and predicted performances expressed in %.

These metrics should be used with caution and judiciousness. The average RMS error metric offers an unspe-
cific indication of prediction quality. It is commonly reported in alternate test experiments and we also include
it in our analysis for the purpose of completeness. The average absolute RMS error and maximum error are the
most informative error metrics since they allow us to make direct judgments about the quality of pass/fail test
decisions after comparing the predicted performance with its specification. To speak of acceptable prediction
results, the average absolute RMS error is recommended to be much smaller than one standard deviation of the
performance, whereas the maximum error is recommended to be smaller than the measurement and repeatabil-
ity errors in an ATE environment. Furthermore, we need to take into consideration the specification for each
performance and the margin between the performance value with respect to the specification. No matter how
large these error metrics are, if they are smaller than this margin, then the alternate test will not lead to any erro-
neous pass/fail test decisions. Finally, the Pearson correlation coefficient should be viewed with a pinch of salt.
It offers a metric of linear correlation and a poor value does not necessarily imply poor prediction results that
lead to erroneous pass/fail decisions. It is a qualitative measure that shows the linear fit between the true and
predicted performances. The closer the correlation coefficient to 100% is, the better the prediction results are.
However, it should be stressed that a correlation coefficient considerably lower than 100% does not necessarily
lead to unsatisfactory prediction results. As a first step, in the following discussions that concern the 2.4GHz
LNA case study, we give a simple, yet sufficient, way of interpreting the prediction results. The interpretation
is mostly based on the overall statistical behavior of the prediction errors as well as the correlation coefficients.
The analysis of the prediction results becomes more challenging in case of the 60GHz LNA case study, where
the error metrics are compared to the standard deviation of the performances and the measurement repeatabil-
ity error in a conventional ATE environment. This comparison is essentially one efficient way to evaluate the
success of the alternate test based on the proposed non-intrusive test idea.
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Table 9 shows the prediction results using Group 1 of sensors considering only D2D variations. As it can be
seen, the prediction results are not satisfactory, implying that monitoring capacitance and inductance is required
to increase the prediction accuracy.

Average
Performance

Average
Absolute

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 2.28 % 0.33 dB 30.65 % 1.13 dB
S11 3.28 % 0.28 dB 28.59 % 0.80 dB
S22 13.63 % 2.15 dB 35.6 % 6.58 dB
NF 3.82 % 0.07 dB 27.57 % 0.23 dB

1-dB CP 3.35 % 0.43 dBm 24.6 % 1.31 dBm
IIP3 17.7 % 0.27 dBm 26.64 % 0.96 dBm

Table 9: Alternate test prediction results using Group 1 of non-intrusive variation-aware sensors considering
only D2D variations.

Table 10 shows the prediction results using Group 2 of sensors where the MOM capacitor PCM is added
to Group 1 of sensors. As it can be seen, the prediction results are slightly improved in case of S-parameters
and NF, whereas they are significantly improved in case of 1-dB CP and IIP3, which justifies the theoretical
approach of Section 3.3.4. Moreover, correlation coefficient is appreciably higher compared to that in Table
9 for NF, 1-dB CP, and IIP3, while for S21, S11, and S22, the correlation is slightly improved. In any case,
the prediction results are still not satisfactory, implying that monitoring inductance is required to increase the
prediction accuracy.

Average
Performance

Average
Absolute

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 1.95 % 0.28 dB 56.65 % 0.69 dB
S11 3.19 % 0.28 dB 34.95 % 0.66 dB
S22 13.48 % 2.13 dB 30.03 % 6.05 dB
NF 3.09 % 0.06 dB 63.14 % 0.14 dB

1-dB CP 2.01 % 0.26 dBm 81.12 % 0.93 dBm
IIP3 12.15 % 0.18 dBm 74.92 % 0.64 dBm

Table 10: Alternate test prediction results using Group 2 of non-intrusive variation-aware sensors considering
only D2D variations.

Table 11 shows the prediction results using Group 3 of sensors where the inductor PCM is added to Group 2
of sensors using both Rs and Ls in the list of measurements. As it can be seen, the prediction results are almost
perfect considering any error metric. This result demonstrates that, when considering only D2D variations, a
low-cost alternate test based on Group 3 of sensors is capable of replacing the standard specification tests for
measuring the performances while maintaining the same test accuracy.

The next step is to investigate whether we can avoid using an inductor PCM since it incurs a large area
overhead. Table 12 shows the prediction results using Group 4 of sensors where the inductor PCM is added
to Group 2 of sensors using only Rs in the list of measurements, while Table 13 shows the prediction results
using Group 5 of sensors where the inductor PCM is added to Group 2 of sensors using only Ls in the list
of measurements. Comparing Tables 12 and 13 to Table 11, we observe that the results deteriorate when we
do not include Rs in the list of measurements, while, if we do not include Ls in the list of measurements, the
results show the same test accuracy in practice, with the exception of performance S22 for which the correlation
coefficient drops to 54.89%. However, according to anecdotal evidence from industry, the test for performance
S22 is known to be redundant, since if a circuit fails the specification of S22, then it is guaranteed to fail the

76



6.1 2 . 4 G H Z I N D U C T I V E D E G E N E R AT E D L N A C A S E S T U DY

Average
Performance

Average
Absolute

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 0.61 % 0.09 dB 96.66 % 0.34 dB
S11 1.11 % 0.1 dB 94.37 % 0.28 dB
S22 3.14 % 0.5 dB 97.67 % 1.3 dB
NF 1.29 % 0.02 dB 94.59 % 0.06 dB

1-dB CP 0.72 % 0.09 dBm 97.76 % 0.23 dBm
IIP3 3.67 % 0.06 dBm 97.97 % 0.13 dBm

Table 11: Alternate test prediction results using Group 3 of non-intrusive variation-aware sensors considering
only D2D variations.

specification of another performance too. In any case, despite the rather low correlation coefficient, the average
absolute RMS error is not prohibitive and is comparable to the repeatability measurement error on an ATE. We
conclude that we can safely avoid employing measurement Ls without affecting significantly the test accuracy.

Average
Performance

Average
Absolute

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 1.06 % 0.15 dB 89.3 % 0.41 dB
S11 1.39 % 0.12 dB 91.32 % 0.3 dB
S22 12.23 % 1.93 dB 54.89 % 4.81 dB
NF 1.29 % 0.02 dB 94.54 % 0.05 dB

1-dB CP 1.23 % 0.16 dBm 93.3 % 0.47 dBm
IIP3 8.22 % 0.12 dBm 89.3 % 0.38 dBm

Table 12: Alternate test prediction results using Group 4 of non-intrusive variation-aware sensors considering
only D2D variations.

Average
Performance

Average
Absolute

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 1.79 % 0.26 dB 65.37 % 0.66 dB
S11 3.07 % 0.27 dB 43.84 % 0.65 dB
S22 7.16 % 1.13 dB 87.23 % 3.8 dB
NF 3.07 % 0.06 dB 63.41 % 0.14 dB

1-dB CP 1.8 % 0.23 dBm 84.89 % 0.68 dBm
IIP3 9.93 % 0.15 dBm 83.92 % 0.45 dBm

Table 13: Alternate test prediction results using Group 5 of non-intrusive variation-aware sensors considering
only D2D variations.

A further step is to try to find alternative sensors to replace the measurement Rs. As explained in Chapter 5,
the idea is to place high-level metal and alucap resistor PCMs and circumvent the need to include an inductor
PCM. Table 14 shows the prediction results using Group 6 of sensors where in addition to Group 2 of sensors we
have included the measurement Ls and the high-level metal and alucap resistor PCMs. Comparing Table 14 to
Table 11, we observe that the prediction accuracy is practically the same, thus, we can replace the measurement
Rs with the resistivity of high-level metal and alucap lines. Table 15 shows the prediction results using Group
7 of sensors where, compared to Group 3 the inductor PCM is eliminated and the high-level metal and alucap
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resistor PCMs are added. Comparing Table 15 to Table 12, we can observe that the prediction accuracy is
practically the same.

Average
Performance

Average
Absolute

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 0.53 % 0.08 dB 97.42 % 0.1 dB
S11 1.11 % 0.1 dB 94.39 % 0.26 dB
S22 2.62 % 0.41 dB 98.38 % 1.43 dB
NF 1.31 % 0.02 dB 94.41 % 0.06 dB

1-dB CP 0.68 % 0.09 dBm 98.06 % 0.22 dBm
IIP3 3.31 % 0.05 dBm 98.33 % 0.15 dBm

Table 14: Alternate test prediction results using Group 6 of non-intrusive variation-aware sensors considering
only D2D variations.

Average
Performance

Average
Absolute

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 1.09 % 0.16 dB 88.62 % 0.44 dB
S11 1.37 % 0.12 dB 91.4 % 0.31 dB
S22 12.41 % 1.96 dB 53.59 % 4.86 dB
NF 1.3 % 0.02 dB 94.49 % 0.05 dB

1-dB CP 1.22 % 0.16 dBm 93.39 % 0.49 dBm
IIP3 8.38 % 0.13 dBm 88.83 % 0.38 dBm

Table 15: Alternate test prediction results using Group 7 of non-intrusive variation-aware sensors considering
only D2D variations.

Finally, we repeated the analysis for Groups 6 and 7 of sensors considering this time both D2D and WID
variations. The prediction results are shown in Tables 16 and 17. Comparing Tables 16 and 17 to Tables 14 and
15, respectively, where only D2D variations are taken into account, we observe that WID variations degrade
slightly the correlations, yet the correlations remain strong and the alternate test still offers excellent results.

Average
Performance

Average
Absolute

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 0.72 % 0.1 dB 94.98 % 0.31 dB
S11 1.35 % 0.12 dB 92.78 % 0.34 dB
S22 3.03 % 0.48 dB 98.13 % 2.01 dB
NF 1.18 % 0.02 dB 95.14 % 0.05 dB

1-dB CP 1.09 % 0.14 dBm 94.14 % 0.39 dB
IIP3 5.62 % 0.08 dBm 94.79 % 0.25 dB

Table 16: Alternate test prediction results using Group 6 of non-intrusive variation-aware sensors considering
both D2D and WID variations.
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Average
Performance

Average
Absolute

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 1.24 % 0.18 dB 84.25 % 0.5 dB
S11 1.58 % 0.14 dB 89.95 % 0.37 dB
S22 13.12 % 2.1 dB 55.96 % 5.26 dB
NF 1.16 % 0.02 dB 95.30 % 0.05 dB

1-dB CP 1.57 % 0.2 dBm 87.7 % 0.57 dBm
IIP3 9.87 % 0.15 dBm 83.09 % 0.45 dBm

Table 17: Alternate test prediction results using Group 7 of non-intrusive variation-aware sensors considering
both D2D and WID variations.

Figure 48 depicts the scatter plots of true vs. predicted performances for Group 7 of sensors considering
both D2D and WID variations. Figure 48 offers a visualization of the prediction results in Table 17. Each point
corresponds to one circuit instance in the validation set. As it can be seen, the points are distributed across the
diagonal for all performances except S22 for which the correlation coefficient from Table 17 is 55.96%.
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(a) S21
(d) S11

(b) S22 (e) NF

(c) 1-dB CP (f) IIP3

Figure 48: Scatter plots of true vs. predicted values for all the performances of the LNA considering Group 7
of sensors. Both D2D and WID variations are considered.80
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6.1.2 Post-Layout Simulation Results

Figure 49 shows the layout of the 2.4GHz LNA along with the embedded non-intrusive variation-aware sensors,
where compared to Figure 46, we have removed the ground planes. The ground planes have been removed so
as to be able to perform post-layout simulations in a time-efficient manner without convergence issues.

Design Rule Check (DRC) and Layout Versus Schematic (LVS) checks have been performed using Calibre
tools provided by Mentor Graphics. DRC is performed, so as to check and verify that the design rules of the
65nm technology are followed. These rules include minimum width of metal layers, distance between the two
metals of the same level, distance between two wells of the same doping, minimum metal density, minimum
distance between contacts and vias, etc. The design check rules are included in the Design Rules Manual
(DRM). After employing the DRC check, LVS simulation is performed, in order to verify that the components
sizing and wiring in the layout view meet the corresponding elements in the schematic view. In addition,
Electrical Rule Check (ERC) rules are part of the LVS checks, such that electrical rules (e.g. maximum voltage
tolerated on the gate of a MOS transistor, etc.) are also validated. The final step before running post-layout
simulations consists of components’ parasitic extraction. Calibre tools provide the PEX (Parasitic EXtraction)
emulator, which estimates the parasitics that are introduced in the layout. In our design, we have performed four
different extraction modes at the same time. These modes include: (a) parasitic net resistances extraction (mode
R), (b) parasitic net-to-ground coupling capacitances extraction (mode C), (c) parasitic net-to-net coupling
capacitances extraction (mode Cc), and (d) parasitic net self-inductances extraction. Mode C is more suitable
for digital applications, whereas mode Cc is very often used in RF applications.

Figure 49: Pre-silicon layout view of the 2.4GHz LNA along with the embedded non-intrusive variation-aware
sensors.

Figure 50 plots S21, S11, S22, and NF using both schematic-level (in blue solid line) and post-layout (in red
dashed line) simulations. Figure 51 illustrates 1-dB CP and IIP3 using both schematic-level (in blue solid line)
and post-layout (in red dashed line) simulations. As it can be seen from Figure 50, there is a frequency shift of
about 100MHz in all the performances due to parasitic net resistances, net-to-ground, net-to-net capacitances
and net self-inductances. Table 18 summarizes the performances.
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(a) S21
(b) S11

(b) S22 (d) NF
Figure 50: Comparison between schematic-level and post-layout simulation results of the 2.4GHz LNA for

S-parameters and NF.

The alternate test technique is demonstrated next based on the post-layout simulation results of the 2.4GHz
LNA circuit. Table 19 lists the standard deviation of the post-layout simulated performances observed in a
Monte Carlo sample set of 1000 circuit instances considering only D2D variations. The same sample set
was used to learn the regression functions in the alternate test by employing the same groups of non-intrusive
variation-aware sensors, as shown in Table 7. Out of the 1000 instances, we used 800 circuit instances in the
training set and the rest of 200 instances were used as a validation set to provide an unbiased estimate of the
prediction error of alternate test.

The list of the performances include the S-parameters, NF, and IIP3. The 1-dB CP has not been simulated,
since it requires large memory storage and is time-consuming due to the simulation methodology. In principle,
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(a) 1-dB CP. (b) IIP3.
Figure 51: Comparison between schematic-level and post-layout simulation results of the 2.4GHz LNA for

1-dB CP and IIP3.

Summarized Results
Frequency [GHz] 2.4

Supply Voltage [V] 1.2
DC Power Dissipation [mW] 8.76

S21 [dB] 12.89
S11 [dB] -8.13
S22 [dB] -10.67
NF [dB] 2.28

1-dB CP [dBm] -10.96
IIP3 [dBm] -0.4

Table 18: Summary of 2.4GHz LNA performances using post-layout simulations.

1-dB CP is simulated by sweeping the input power and observing the output power. On the other hand, IIP3 has
been simulated rapidly and accurately following the method proposed in [106].

Standard
Performance Deviation

D2D
S21 (dB) 0.44
S11 (dB) 0.34
S22 (dB) 3.2
NF (dB) 0.08

IIP3 (dBm) 0.35

Table 19: List of 2.4GHz LNA performances showing their standard deviation from a Monte Carlo analysis
considering only D2D variations. Post-layout simulations have been performed.

Tables 20 - 25 show the prediction results of the alternate test using the group of non-intrusive sensors shown
in Table 7.
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Average
Performance

Average
Absolute

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 2.53 % 0.32 dB 70.85 % 0.95 dB
S11 3.69 % 0.3 dB 42.25 % 0.81 dB
S22 24.04 % 2.6 dB 48.68 % 6.66 dB
NF 2.87 % 0.06 dB 67.18 % 0.16 dB
IIP3 55.97 % 0.19 dBm 83.51 % 0.46 dBm

Table 20: Alternate test prediction results using Group 2 of non-intrusive variation-aware sensors considering
only D2D variations. Post-layout simulations have been performed.

Average
Performance

Average
Absolute

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 0.72 % 0.09 dB 97.95 % 0.31 dB
S11 0.86 % 0.07 dB 97.7 % 0.18 dB
S22 2.94 % 0.32 dB 99.43 % 1.16 dB
NF 1.09 % 0.03 dB 95.85 % 0.06 dB
IIP3 16.99 % 0.06 dBm 98.6 % 0.16 dBm

Table 21: Alternate test prediction results using Group 3 of non-intrusive variation-aware sensors considering
only D2D variations. Post-layout simulations have been performed.

Average
Performance

Average
Absolute

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 1.62 % 0.21 dB 89.34 % 0.74 dB
S11 2.45 % 0.19 dB 79.2 % 0.42 dB
S22 24.33 % 2.67 dB 47.54 % 6.78 dB
NF 1.33 % 0.03 dB 93.85 % 0.07 dB
IIP3 37.79 % 0.13 dBm 92.86 % 0.33 dBm

Table 22: Alternate test prediction results using Group 4 of non-intrusive variation-aware sensors considering
only D2D variations. Post-layout simulations have been performed.

Average
Performance

Average
Absolute

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 2.09 % 0.27 dB 81.37 % 0.80 dB
S11 3.14 % 0.25 dB 64.71 % 0.67 dB
S22 6.28 % 0.69 dB 97.41 % 2.15 dB
NF 2.77 % 0.06 dB 68 % 0.16 dB
IIP3 44.52 % 0.15 dBm 89.92 % 0.43 dBm

Table 23: Alternate test prediction results using Group 5 of non-intrusive variation-aware sensors considering
only D2D variations. Post-layout simulations have been performed.
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Average
Performance

Average
Absolute

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 0.63 % 0.08 dB 98.44 % 0.29 dB
S11 0.84 % 0.07 dB 97.8 % 0.17 dB
S22 2.49 % 0.27 dB 99.59 % 0.99 dB
NF 1.12 % 0.02 dB 95.71 % 0.06 dB
IIP3 15.64 % 0.05 dBm 98.81 % 0.14 dBm

Table 24: Alternate test prediction results using Group 6 of non-intrusive variation-aware sensors considering
only D2D variations. Post-layout simulations have been performed.

Average
Performance

Average
Absolute

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 1.53 % 0.19 dB 90.5 % 0.72 dB
S11 2.48 % 0.2 dB 78.55 % 0.45 dB
S22 24.93 % 2.74 dB 46.98 % 6.82 dB
NF 1.31 % 0.03 dB 94.03 % 0.07 dB
IIP3 36.37 % 0.13 dBm 93.42 % 0.29 dBm

Table 25: Alternate test prediction results using Group 7 of non-intrusive variation-aware sensors considering
only D2D variations. Post-layout simulations have been performed.

Comparing Table 25 with Table 15, we observe that from a statistical point of view, the prediction results
are very similar. The only difference concerns the average RMS error for the IIP3. The large value observed
in Table 25 is due to the nominal value of IIP3 being close to zero. Otherwise, we observe that the average
absolute RMS error is well below the one standard deviation of 0.35dBm (see Table 19) and that the correlation
is excellent above 90%.

Figure 52 depicts the scatter plots of true vs. predicted performances for Group 7 of sensors considering only
D2D. We recall that the prediction results in Section 6.1.1 show that WID variations affect slightly the accu-
racy of alternate test, which is expected also in case of the experiment that considers post-layout simulations.
Therefore, since post-layout Monte Carlo simulations are time-consuming, we did not perform the experiment
a second time considering WID variations in addition to D2D variations. Figure 52 offers a visualization of the
prediction results in Table 25 considering only D2D variations. Each point corresponds to one circuit instance
in the validation set. As it can be seen, the points are distributed across the diagonal for all performances except
S22 for which the correlation coefficient from Table 25 is 46.98%.
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(a) S21
(d) S11

(b) S22
(e) NF

(c) IIP3

Figure 52: Scatter plots of true vs. predicted values for all the performances of the LNA considering Group 7
of sensors. Only D2D are considered. Post-layout simulations have been performed.86
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6.2.1 Post-layout Simulation Results

The topology of the 60GHz mm-wave LNA is shown in Figure 27. Figure 53 shows the layout pointing to the
placement of the LNA and the various non-intrusive sensors on the die. Both the LNA and the non-intrusive
variation-aware sensors have been implemented and simulated in the Cadence Virtuoso environment using
SpectreRF simulator using the 65nm CMOS065 bulk technology provided by ST Microelectronics. Table 26
summarizes the performances of the LNA.

MOM capacitor 
PCM 

dummy  
common  

source stage 

dummy  
transmission  

line 

dummy structure for RG 

dummy cascode stage & dummy resistor 

LNA  
cascode stage 

LNA 

LNA  
common  

source stage 

Figure 53: Layout view of the 60GHz mm-wave LNA and the embedded non-intrusive variation-aware sensors.

Summarized Results
Frequency [GHz] 60

Supply Voltage [V] 1.2
DC Power Dissipation [mW] 16

S21 [dB] 16.41
S11 [dB] -15.40
S22 [dB] -17.98
NF [dB] 5.68

IIP3 [dBm] -12.24

Table 26: Summary of 60GHz LNA performances.

The schematic view of the non-intrusive variation-aware sensors is shown in Figure 40. Concerning again
the layout in Figure 53, the dummy common-source stage, the dummy cascode stage, and the dummy resistor
are placed in close physical proximity to corresponding structures in the LNA. Excepting their pads, they can
be considered as having zero area overhead since their layout can be mingled with the layout of the LNA and
placed in areas that are left void so as to respect electromagnetic design rules. The MOM capacitor PCM has a
relatively small value of 4.3pF and is placed close to its GSG RF pads so as to perform a measurement that is
as accurate as possible. Notice that in this design each of these dummy structures has its own dedicated pads.
However, given that they are tested at DC or low-frequency, nothing would have prevented us from multiplexing
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their inputs and outputs so as to use only two pads and reduce the pad-dependent area overhead. On the other
hand, the dummy structure for measuring RG and the dummy transmission line occupy a large area on the die.
A large fraction of this area is devoted to the de-embedding structures that should be used so as to estimate
and remove the parasitics of the GSG RF pads. As we will see later on, while RG is very useful in predicting
variations in the performances, including the dummy transmission line in the set of non-intrusive sensors does
not offer a significant advantage and, thus, we may as well choose to remove it.

Table 27 lists the LNA performances, the nominal design values, and the standard deviation observed in a
Monte Carlo sample set of 1000 circuit instances considering both D2D and WID variations when statistical
variations in transmission lines are (a) disabled and (b) enabled. Statistical models for D2D and WID variations
are included into the PDK of the technology. The library of components for this technology does not include
transmission lines and, therefore, transmission lines are custom-built. The statistical model for the transmission
lines is also custom-built and is rather pessimistic.

Standard Deviation Standard DeviationPerformance
(a) (b)

S21 (dB) 0.87 0.97
S11 (dB) 1.04 1.09
S22 (dB) 2.49 2.4
NF (dB) 0.23 0.27

IIP3 (dBm) 0.64 0.69

Table 27: Standard deviation of 60GHz LNA performances when statistical variations in transmission lines are
(a) disabled and (b) enabled.

In the following analysis, we employ different sets of non-intrusive sensors and for each set we present the
results of the alternate test. The sets of sensors and their corresponding groups of alternative measurements
are shown in Table 28. The regression functions in alternate test are learned using a training set of 800 Monte
Carlo circuit instances and their generalization ability is evaluated on an independent validation set of 200
Monte Carlo circuit instances.

Set of Sensors Alternative Measurements
A IDC1, IDC2, IDC3

B IDC1, IDC2, IDC3, C1

C IDC1, IDC2, IDC3, C1, RG
D RG
E IDC1, IDC2, IDC3, C1, RG, S11

Table 28: Sets of non-intrusive sensors and corresponding groups of alternative measurements.

Table 29 shows the prediction results when using set A of non-intrusive sensors, which includes the dummy
common-source stage, the dummy cascode stage, and the dummy resistor. As it can be seen, the prediction
results are not very satisfactory, but already we observe that the average absolute RMS error is smaller or
comparable to one standard deviation for almost all the performances. The maximum error however, can be as
high as three standard deviations and is clearly higher than the measurement and repeatability errors for some
performances, such as S21 and S22.

Table 30 shows the prediction results when using set B of non-intrusive sensors, which includes the dummy
common-source stage, the dummy cascode stage, the dummy resistor, and the MOM capacitor PCM. In fact,
this set contains the sensors with the minimum area overhead possible. Comparing Table 30 and Table 29,
the prediction results are still not very satisfactory, but we observe that the average absolute RMS error is
smaller or comparable to one standard deviation for each performance. The maximum error, however, can be
as high as three standard deviations and is clearly higher than the measurement and repeatability errors for some
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Absolute
Performance

Average
Average

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 4.78 % 0.78 dB 64.1 % 2.91 dB
S11 7.25 % 1.12 dB 13.53 % 3.62 dB
S22 9.55 % 1.72 dB 65.6 % 5.55 dB
NF 4.75 % 0.27 dB 10.1 % 0.75 dB
IIP3 5.09 % 0.62 dBm 36.33 % 1.79 dBm

Table 29: Alternate test prediction results using Set A of non-intrusive sensors.

Absolute
Performance

Average
Average

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 4.83 % 0.79 dB 64.07 % 3.08 dB
S11 6.41 % 0.98 dB 47.82 % 2.41 dB
S22 9.68 % 1.74 dB 64.31 % 4.16 dB
NF 4.74 % 0.27 dB 12.55 % 0.62 dB
IIP3 5.11 % 0.63 dBm 34.55 % 1.45 dBm

Table 30: Alternate test prediction results using Set B of non-intrusive sensors.

performances, such as S21 and S22. In case of S11 performance, the prediction results as well as the correlations
coefficient both improve, implying that the MOM capacitor explains the variability of this performance to a,
statistically, non-negligible degree.

Table 31 shows the prediction results when using set C of non-intrusive sensors, where compared to set B
of non-intrusive sensors we have added the dummy structure to measure RG. As it can be seen, the prediction
results have improved drastically. This is justified by the fact that variations in RG explain to a large degree
the variations of most performances, as can be attested by Table 32, where the set D of sensors contains only
the dummy structure to measure RG. As it can be seen from Table 31, for each performance the average
absolute RMS error is smaller than one standard deviation and for some performances is close to half standard
deviation. The maximum error, is smaller or at least comparable to the measurement and repeatability errors
for all performances except S22. Overall, the predictions are deemed excellent for all performances except S22.

Table 33 shows the prediction results when using set E of non-intrusive sensors, where compared to set C
of non-intrusive sensors we have added the dummy transmission line. We observe that the prediction results
compared to set C have improved appreciably but not dramatically, implying that variations in the transmission
lines are not the main source of performance variability. This can be also justified by Table 27 where we
observe that the standard deviation does not vary appreciably when statistical variations in transmission lines
are disabled or enabled. We argue that it is perhaps a wiser choice not to deploy a dummy transmission line for
the following reasons: (a) the prediction results for set C of non-intrusive sensors are already deemed excellent
for all performances except S22; (b) the dummy transmission line does not improve the error metrics for S22;
(c) the statistical model for the transmission line is rather pessimistic as mentioned above, implying that the
prediction results for set C of non-intrusive sensors are expected to be better; and (d) the dummy transmission
line occupies a large area overhead.

Regarding the unsatisfactory maximum error for S22, it is clear that the main process parameters that affect
S22 are not well covered by the set of non-intrusive sensors. We studied the process parameters on which S22

strongly depends and we believe that the error metrics for S22 can be improved if we monitor variations in the
silicon substrate of transistors. It is well known that, unlike at DC and low frequencies, substrate resistance
begins to contribute at high frequencies, where the signal at the drain couples to the source and bulk terminals
through the source/drain junction capacitance and the substrate itself. As reported in [107], [108], the substrate
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Absolute
Performance

Average
Average

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 3.77 % 0.62 dB 80.03 % 2.36 dB
S11 3.42 % 0.53 dB 88.39 % 1.37 dB
S22 9.68 % 1.74 dB 63.78 % 5.19 dB
NF 2.71 % 0.15 dB 81.40 % 0.41 dB
IIP3 3.13 % 0.38 dBm 81.09 % 1.07 dBm

Table 31: Alternate test prediction results using Set C of non-intrusive sensors.

Absolute
Performance

Average
Average

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 5.60 % 0.92 dB 46.65 % 4.35 dB
S11 5.09 % 0.78 dB 71.82 % 2.42 dB
S22 12.68 % 2.28 dB 8.25 % 7.24 dB
NF 2.69 % 0.15 dB 81.73 % 0.41 dB
IIP3 3.54 % 0.43 dBm 75.01 % 0.93 dBm

Table 32: Alternate test prediction results using Set D of non-intrusive sensors.

Absolute
Performance

Average
Average

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 3.16 % 0.52 dB 86.40 % 1.69 dB
S11 3.14 % 0.48 dB 90.25 % 0.95 dB
S22 9.40 % 1.69 dB 65.76 % 4.11 dB
NF 2.29 % 0.13 dB 87.14 % 0.38 dB
IIP3 2.39 % 0.29 dBm 89.63 % 0.64 dBm

Table 33: Alternate test prediction results using Set E of non-intrusive sensors.

resistance affects mainly the output characteristics and can contribute as much as 20% or more to the total
output admittance.

Finally, Figure 54 offers a visualization of the prediction results in Table 31. Each point corresponds to one
circuit instance in the validation set. As it can be seen, the points are distributed across the diagonal for all
performances. In addition, since MOS gate resistance is responsible for a large fraction of variability in the
performances of the 60GHz LNA, in Figure 55 we demonstrate a visualization of the prediction results in Table
32. Again, as shown, the points are distributed across the diagonal for all performances except S22 for which the
correlation coefficient from Table 32 is 8.25%. On the other hand, NF shows the highest correlation coefficient
of 81.73%, which manifests the great impact of gate resistance on the noise performance of MOS devices and,
in turn, the overall amplifier.
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(a) S21
(d) S11

(b) S22 (e) NF

(c) IIP3

Figure 54: Scatter plots of true vs. predicted values for all the performances of the LNA considering Set C of
sensors. 91
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(a) S21
(d) S11

(b) S22 (e) NF

(c) IIP3

Figure 55: Scatter plots of true vs. predicted values for all the performances of the LNA considering Set D of
sensors where only gate resistance, RG is used as alternative measurement.92
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In this chapter, we demonstrated through simulations the non-intrusive built-in test strategy based on variation-
aware sensors for two case studies, namely a 65nm 2.4GHz inductive degenerated LNA and a 65nm 60GHz
mm-wave 3-stage LNA.

In the former case, by laying out a low area overhead dummy analog stage and a few low area overhead
PCMs in close physical proximity to the LNA, and by using DC/low-frequency measurements obtained on
these sensors as alternative measurements, we were able to predict the performances of the LNA with an
acceptable error based on the alternate test paradigm. We found that the variability in the inductors of the LNA
explain to a large degree the variability in the performances of the LNA. We also found that the variability
in the inductors stems mostly from the variability in the resistivity of the high-level metal and alucap layers
that form the coil of the inductors. To this end, to circumvent using a dummy inductor PCM that is area-
hungry, we demonstrated that by using instead low area overhead high-level metal and alucap resistor PCMs
we are able to obtain practically the same prediction results as if a dummy inductor PCM was used. We also
demonstrated that WID variations, which cannot be handled by the non-intrusive variation-aware sensors, do
not affect appreciably the prediction results.

In the latter case, tapping into the signal paths of mm-wave circuits, so that to extract useful information
for testing, is utterly intolerable from a design point of view. Therefore, a standard loop-back test strategy
for the complete transceiver or a non-intrusive test strategy, such as the one presented for the first time in this
work, for the complete transceiver or for its individual blocks, are the only candidate solutions. Compared to
the loop-back test strategy, the non-intrusive test strategy has the comparative advantage that it incurs a much
lower test cost at the expense of predicting the performances rather than measuring them directly. We found
that gate resistance is responsible for a large fraction of the variability in the performances of the LNA and
that variations in transmission lines are less important. We demonstrated that by placing simple dummy analog
stages and dummy single components (PCMs) on the die and by obtaining on these dummy structures simple
DC or low-frequency measurements that offer an “image" of process variations, we are able to track variations
in all performances except S22 with an average error smaller than one standard deviation and a maximum error
smaller or at least comparable to the measurement and repeatability errors in an ATE environment.
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M E A S U R E M E N T R E S U LT S

In this chapter, the non-intrusive test idea will be demonstrated for the 2.4GHz LNA case study based on real
measurements. In Section 7.1, we discuss the chip fabrication. Section 7.2 describes the design of the Printed
Circuit Board (PCB). Section 7.3 presents the measurement setup and Section 7.4 presents the results of the
alternate test. Finally, Section 7.5 concludes the chapter.

7.1 C H I P F A B R I C AT I O N

Figure 56 shows the layout view of the 65nm 2.4GHz LNA, including the embedded non-intrusive sensors
and the I/O pad ring. The chip also includes a PA, which is part of another project and will not be discussed
herein. The LNA and PA are electrically separated and share only the same ground line on the PCB. The I/O
pad ring of the design has been provided by the I/O pad library of STMicroelectronics. The I/Os include: (a)
I/O analog pads which are used to capture DC values from the embedded non-intrusive sensors that provide DC
measurements, (b) GND pads that are used for the ground paths of the design, (c) RF pads which are used for
measuring the RF performances of the LNA as well as the MOM capacitor and dummy inductor PCMs, and (d)
power supply VDD pads, which are used for supplying both the LNA and the DC non-intrusive sensors with DC
power. In addition, Electro-Static Discharge (ESD) clamps are placed across power supply and ground rails, in
order to protect the internal circuits against ESD damage.

Figure 56: Layout view of the 2.4GHz LNA, including the embedded non-intrusive sensors and the I/O pad
ring.
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Figure 57 shows the photo of the fabricated chip. In total, we fabricated seventy-five chips coming from
three wafers that were produced in three different lots. The first wafer is typical. The second wafer is a corner
wafer that has slow transistors and maximum poly resistance. The third wafer is also a corner wafer that has
fast transistors and maximum poly resistance. STMicroelectronics could produce corner wafers by assuming
fast/slow transistors and minimum/maximum poly resistance. We chose the above combination, since based
on our simulations, it resulted in the maximum variation of performances. Obtaining a sample with significant
variation is important, so as to be able to perform statistical analysis and prove the alternate test concept.

Figure 57: Photograph of the fabricated chip.

The chips were packaged using a QFN44 package. Out of the forty-four pins of the QFN44 package, only
forty-one are used, and three are not connected. Figure 58 depicts the location of the various pins of the QFN44
package as well as the plan of the wire bonding between the layout of the RF chip and the QFN44 package.

Table 34 lists the number, name and type of pads/pins which have been used in this work. LNA_RF_IN and
LNA_RF_OUT correspond to the I/O RF pads that are used for measuring the RF performances of the LNA.
C_DUMMY and L_DUMMY correspond to the pads that are used for measuring the MOM capacitor PCM and
dummy inductor PCMs, respectively. VDC_DUMMY_GAIN1 (VDC2 in Figure 39), VDC_DUMMY_GAIN2
(VDC1 in Figure 39), VDC_DUMMY_GAIN_VOL_DIV (VDC3 in Figure 39), VDC_DUMMY_BIAS (VDC4

in Figure 39), METALX_P, META7L_P, and METAL7 correspond to the I/O analog pads that are used for
capturing the DC measurements from the dummy current mirror, dummy voltage divider, dummy bias stage,
and metal 5 and 7 resistor PCMs, respectively. Two different sizes of metal 7 resistor PCMs have been laid out.
META7L and META7L_P pads correspond to these two metal 7 resistor PCMs, which have, respectively, an
area equal and half of that of the inductor PCM. Finally, VDD_SENSORS, VDD_MOS_PCM, and VDD_LNA
correspond to the VDD pads that are used for supplying the non-intrusive sensors and the LNA with DC power.
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(a) (b) 
Figure 58: (a) Plan of the different pins on the complete layout of the RF chip (the PA is also included), (b)

Plan of the wire bonding between the layout and the QFN44 package.

Pin number Pin name Pin type
20 GND7 GND
21 C_DUMMY I/O Analog
22 VDC_DUMMY_GAIN_VOL_DIV I/O Analog
23 METALX_M (No Connection) *****
24 GND6 GND
25 LNA_RF_IN RF
26 GND5 GND
27 VDC_DUMMY_GAIN2 I/O Analog
28 VDD_SENSORS VDD
29 VDD_MOS_PCM VDD
30 VDC_DUMMY_GAIN1 I/O Analog
31 VDC_DUMMY_BIAS I/O Analog
32 METALX_P I/O Analog
33 No Connection *****
34 GND4 GND
35 VDD_LNA VDD
36 GND3 GND
37 LNA_RF_OUT RF
38 GND2 GND
39 L_DUMMY RF
40 GND1 GND
41 META7L_P I/O Analog
42 METAL7 I/O Analog

Table 34: List of pin/pad types which are used in the 2.4GHz LNA case study.
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7.2 P R I N T E D C I R C U I T B OA R D ( P C B ) D E S I G N

A PCB has been designed for characterizing and testing the RF chips. The PCB includes a socket for mounting
and unmounting the chips. Figure 59 depicts the socket which has been used, in order to test the population
of the fabricated chips. The choice of the socket was left free, but two criteria had to be fulfilled: (a) it is
compatible to RF characterization and testing, (b) it has a ground plug which is connected to the bottom of the
QFN44 package, and (c) it introduces as low interference as possible.

General view of the  
QFN44 package 

General view of the  
socket 

Ground plug 

Figure 59: General view of the QFN44 package (left) and the socket (right).

In addition, the fabricated PCB includes three different types of connectors which are necessary for the
interface between the fabricated chips and the test instrumentation. These types of connectors have been chosen
depending on the type of the measured signal and they include:

• Sub-Miniature version A (SMA) connectors for measuring RF signals. Transmission lines, matched at an
impedance of 50Ω, have been appropriately designed on the PCB paths that connect the QFN44 package
and the SMA connectors.

• 4mm banana connectors for power, GND and I/O analog supply rails.

• Test probes Single-In-Line (SIL) connectors for measuring analog signals.

The input and output transmission lines on the PCB, including the I/O of the LNA, the MOM capacitor and
the inductor PCM, have been appropriately sized to have an impedance of 50Ω. The general block diagram of
the fabricated PCB is shown in Figure 60.
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Figure 60: General block diagram of the fabricated PCB.

7.3 M E A S U R E M E N T S E T U P

Out of the seventy-five chips, sixty-seven were characterized using benchtop equipment. The rest of them were
not measured, since some of them were destroyed due to handling and some others were not operating properly
due to possible fabrication or packaging faults. The S-parameters of the LNA were measured using a VNA
from Agilent Technologies (ENA series, E5061B), where the input power had been set at -30dBm, in order to
avoid any compression effect at the output of the LNA circuit. The 1-dB CP performance was measured using
the E5061B VNA. The value of the 1-dB CP is the input power, where the gain S21 is 1 dB lower than the gain
at low power. The input power sweeps from -40dBm to 10dBm and S21 had been plotted on the screen of the
VNA. Furthermore, NF has been measured using a spectrum analyzer from Rohde&Schwarz (Rohde&Schwarz
FSL). A noise source was connected between the input of the LNA and the supply of the spectrum analyzer.
Finally, a low-noise pre-amplifier was connected between the output of the LNA and the port of the spec-
trum analyzer. The pre-amplifier is used for improving spectrum analyzer’s sensitivity and achieving higher
measurement accuracy. The outputs of the sensors were measured using DC multimeters from Agilent Tech-
nologies (34405A) and DC supplies from ISO-TECH (IPS 3303D). The measurement procedure was automated
through LabView software using Universal Serial Bus (USB) interface between a general-purpose PC and the
measurement equipment. Measuring the performances of the LNA requires three different test configurations,
including the S-parameters, NF, and 1-dB CP, while the sensors’ outputs are extracted using three single test
configurations, including the dummy structures that provide DC measurements, the MOM capacitor, and the
dummy inductor, which both provide low frequency measurements. Figures 61, 62, and 63 show the DC and
RF measurement setups.
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Figure 61: Photograph of the DC setup measuring the DC non-intrusive sensors.

Figure 62: Photograph of the RF setup measuring the S-parameters of the 2.4GHz LNA.

Figure 63: Photograph of the RF setup measuring the NF of the 2.4GHz LNA.
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7.4 R E S U LT S

Figure 64 shows the measured RF performances of a chip from the typical wafer, including the input matching,
given by S11, voltage gain, given by S21, output matching, given by S22, and NF. As it can be seen, there is a
frequency shift of about 300MHz away from the 2.4GHz operating frequency due to parasitics introduced by
the LNA design, the wire bonding and the transmission lines of the PCB.

Figure 64: Measured S-parameters of a 2.4GHz LNA chip from the typical wafer.

Table 35 summarizes the values of the performances of the chip from the typical wafer. The S-parameters and
NF have been extracted in different frequencies, in particular at frequencies where resonance occurs. Specifi-
cally, S21 has been extracted at 2.16GHz, S11 has been extracted at 1.98GHz, S22 has been extracted at 2.26GHz,
and NF has been measured at 2GHz. Finally, 1-dB CP was measured at 2.4GHz by sweeping the input power
from -40dBm to 10dBm and plotting the S21. In the case of S-parameters, the input power had been set to
-30dBm, in order to avoid any compression.

Summarized Results
Frequency range [GHz] 1.98 - 2.4

Supply Voltage [V] 1.2
DC Power Dissipation [mW] 8

S21 at 2.16GHz [dB] 7.22
S11 [dB] at 1.98GHz -16.7
S22 [dB] at 2.26GHz -22.6

NF [dB] at 2GHz 4.47
1-dB CP [dBm] at 2.4GHz -4.58

Table 35: Summary of 2.4GHz LNA chip from the typical wafer.

Figure 65 depicts the comparison of S-parameters, 1-dB CP, and NF plots between slow, typical, and fast
wafers.

Since the sample of sixty-seven chips is small, and therefore, probably, unrepresentative of the fabrication
process, specific statistical methods have been used, so as to present reliable and trustworthy prediction results.
As demonstrated in Chapter 6, a simple approach that was used during the simulation step was to estimate the
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(a) S11 from slow, typical, and fast wafers
(b) S21 from slow, typical, and fast wafers

(c) S22 from slow, typical, and fast wafers (d)1-dB CP from slow, typical, and fast wafers

(d) NF from slow, typical, and fast wafers

Figure 65: Comparison of S-parameters, 1-dB CP, and NF of the 2.4GHz LNA case study between slow, typical,
and fast wafers.
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prediction error by splitting the data into two groups, e.g. 80% for the training phase and 30% for the test
phase. This approach is based on the assumption that the statistical sample is large and representative of the
fabrication process. However, in case where the size of the sample is limited, the specific data decomposition
for both the training and test phases begins to impact the estimation of the prediction error, which means that the
prediction error will show an appreciable variance. In order to report the actual degree of correlation between
performances and alternative measurements, we used cross-validation. Cross-validation is a model validation
technique for assessing how the results of a statistical analysis will generalize to an independent data set and
is mainly used in settings where the goal is prediction, especially in case of statistically non-representative
populations. Cross-validation techniques include two cases, namely k-fold cross-validation and Leave-One-
Out Cross Validation (LOOCV):

• k-fold cross-validation is employed by dividing the statistical sample set in k groups (or folds), where
k-1 groups are used in the training set and the remaining group is used in the validation set. We then
calculate the error on the validation set and we repeat k times, such that each fold is used exactly once as
the validation set. The average error of the k errors is finally reported. We also report the maximum error
observed.

• LOOCV method is a special case of k-fold cross-validation, where k � n and n is the size of the statistical
sample (e.g. the number of chips). The idea is that all chips are used both for training and validation and
thus we do not bias the reported errors by a random split of chips into training and validation sets.

The procedure is depicted in Figure 66. We randomly shuffle the chips and we perform k-fold cross validation.
For each step of the cross validation, regression learning is repeated Y times. We repeat for Z random shuffles,
and we finally report the average error and the maximum error.

Figure 66: Averaging for reporting trustworthy prediction results.

The prediction error of alternate test is expressed in terms of several error metrics, including: (a) the absolute
average RMS error in units of each performance, (b) the maximum error in units of each performance, and (c)
the Pearson correlation coefficient between the simulated (e.g. “true") and predicted performances expressed
in %. Furthermore, a figure of merit is introduced, namely prediction figure-of-merit, which is defined as
the ratio of the absolute average RMS error over the standard deviation of each performance. To speak of
acceptable prediction results, the prediction figure-of-merit should be smaller than 1 and the maximum error is
recommended to be smaller than the measurement and repeatability errors in an ATE environment.

The schematic and layout view of the non-intrusive variation-aware sensors is depicted in Figure 39. The set
of sensors include: (a) a dummy current mirror, (b) a dummy voltage divider, (c) a dummy bias stage, (d) a
diode-connected MOS PCM, (e) a MOM capacitor PCM, (f) an inductor PCM, and (g) high-level metal resistor
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PCMs. The set of alternative measurements include: (a) DC voltages VDC1, VDC2 from the dummy current
mirror, (b) DC voltage VDC3 from the dummy voltage divider, (c) DC voltage VDC4 from the dummy bias stage,
(d) DC current IDC3 from the diode-connected MOS PCM, (e) capacitance from the MOM capacitor PCM,
denoted by CPCM, (f) inductance from the inductor PCM (e.g. imaginary part Ls of inductor impedance), and
(g) DC currents, IresistorPCM1

, IresistorPCM2
, IresistorPCM3

, that flow through the high-level metal resistor PCMs
(these DC currents are directly dependent on the resistivity of the metal layers). Indexes 1,2,3 correspond to
metal 7 resistor PCM with area equal to that of the inductor’s PCM area, metal 7 resistor PCM with area half
of that of inductor’s PCM area and metal 5 resistor PCM, respectively. The capacitance and the inductance
are extracted by S-parameters at a low frequency in the order of a few tens of MHz. In the following alternate
test experiments, we employ different groups of non-intrusive variation-aware sensors and their corresponding
measurements, as shown in Table 36.

Dummy current mirror,
dummy voltage divider,

MOS MOM Inductor Resistor

and dummy bias stage
PCM PCM PCM PCMs

VDC1, VDC2, VDC3, VDC4 IDC3 CPCM Ls IresistorPCMX

Group A X X
Group B X X X
Group C X X X X
Group D X X X X X

Table 36: Groups of non-intrusive variation-aware sensors and the corresponding groups of measurements used
in the analysis. X corresponds to indexes 1,2, and 3, as described in the text.

Table 37 lists both the LNA performances and sensors’ measurements along with their nominal value and
standard deviation as well as the measurement repeatability. As it can be seen, the repeatability variance
is much lower than the standard deviation of both the LNA performances and sensors’ measurements. The
success of alternate test depends on the fact that the standard deviation in both the LNA performances and
sensors’ measurements is considerably higher than the variance of the repeatability error in a benchtop or ATE
environment.

LNA Performances/ Nominal Standard Measurement
Sensors’ Measurements Value Deviation repeatability

S21 (dB) 7.22 0.32 0.008
S11 (dB) -16.7 0.51 0.01
S22 (dB) -22.6 1.06 0.007
NF (dB) 4.47 0.13 0.01

1-dB CP (dBm) -4.58 0.21 0.005
VDC1 (mV) 520.72 21.59 0.13
VDC2 (mV) 627.77 27.25 0.03
VDC3 (mV) 41.33 7.42 0.04
VDC4 (mV) 434.92 27.28 0.02
IDC3 (mA) 13.75 1.99 0.003
CPCM (pF) 15.44 0.05 0.002

Ls (nH) 25.79 0.11 0.01
IresistorPCM1

(mA) 10.67 0.07 0.001
IresistorPCM2

(mA) 5.69 0.06 0.001
IresistorPCM3

(mA) 2.35 0.02 0.0002

Table 37: List of nominal value and standard deviation of the measured 2.4GHz LNA performances and sensors’
measurements. Measurement repeatability is also shown.
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We first show one-to-one correlations between the performances of the LNA and sensors’ measurements.
Figure 67(a) depicts the correlation between S21 and VDC2 voltage, which is captured by the dummy current
mirror. This correlation is expected since the gain of the LNA depends on the DC operating point of transistor
M1. Figure 67(b) shows the correlation between 1-dB CP and the capacitance of MOM capacitor PCM. This
correlation is expected since 1-dB CP depends on the quality factor of the input network of the LNA. Fur-
thermore, as depicted in Figure 67(a), we can see the clustering of the fabricated instances into three different
groups, which correspond to the typical wafer and the two corner wafers.

(a) (b)
Figure 67: One-to-one correlation between (a) S21 and VDC2 and (b) 1-dB CP and capacitance of MOM capac-

itor PCM.

We built our regression model using a feed-forward neural network with four layers. The network has one
layer at the input, one at the output, one hidden layer that employs a sigmoid activation function with a specific
number of neurons, and one layer that performs a linear activation function, as depicted in Figure 68. The input
of the neural network consists of a specific number of alternative measurements, which are selected based on
Table 36. The optimal number of hidden layers was selected after a "trial & error" approach.

Figure 68: A simple graphical representation of the neural network used for building our regression model. The
network includes two layers of adaptive weights.

Table 38 shows the prediction results using Group A of sensors. As it can be seen, for all the performances
apart from NF, the prediction figure-of-merit is lower than unity, indicating that the absolute average RMS
error is lower than one standard deviation. Moreover the maximum error is lower or at least comparable to
the measurement and repeatability errors in a conventional ATE environment. Also, the correlation coefficient
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is higher than 45% for all the performances, apart from NF. Results for NF are not as good, but they are still
deemed satisfactory. Possible reasons are: (a) there is no significant variation in NF across the samples and,
thereby, we do not expect to see a correlation, (b) there are sources of variations affecting the NF that are not
captured by the sensors of Group A, (c) the NF measurement is not as accurate, thus observing the correlations,
and (d) the limited size of the sample set does not provide enough information for making the mappings between
the alternative measurements and the NF performance.

Average
Performance Absolute Prediction

Correlation Maximum

RMS Error figure-of-merit
Coefficient Error

S21 0.21 0.77 66.14 % 1.03 dB
S11 0.39 0.83 63.72 % 1.34 dB
S22 0.67 0.69 72.89 % 2.10 dB
NF 0.09 1.13 25.37 % 0.57 dB

1-dB CP 0.19 0.93 45.03 % 0.53 dBm

Table 38: Alternate test prediction results using Group A of non-intrusive variation-aware sensors.

Table 39 shows the prediction results using Group B of sensors, where compared to Group A we have added
the MOM PCM. Comparing Table 39 to Table 38, the predictions results as well as the correlation coefficient
are not improved except in case of 1-dB CP performance. By monitoring variations in the MOM capacitors of
the LNA, 1-dB CP shows a correlation as high as 62.2%, which means that variations in the capacitors CIN

and CEXT play a appreciable role in the variability of this performance. This is also justified by the theoretical
analysis that is demonstrated in Section 3.3.4.

Average
Performance Absolute Prediction

Correlation Maximum

RMS Error figure-of-merit
Coefficient Error

S21 0.24 0.87 59.96 % 1.15 dB
S11 0.45 0.94 57.34 % 1.91 dB
S22 0.64 0.67 74.71 % 1.99 dB
NF 0.12 1.43 14.46 % 0.72 dB

1-dB CP 0.17 0.80 62.2 % 0.63 dBm

Table 39: Alternate test prediction results using Group B of non-intrusive variation-aware sensors.

Table 40 shows the prediction results using Group C of sensors, where compared to Group B we have added
the inductor PCM. As it can be seen, measurement Ls does not offer any improved prediction results, implying
that variations in inductance are not responsible for the variability of the performances of the LNA.

Average
Performance Absolute Prediction

Correlation Maximum

RMS Error figure-of-merit
Coefficient Error

S21 0.28 0.99 53.39 % 1.30 dB
S11 0.46 0.97 57.82 % 2.06 dB
S22 0.61 0.63 77.93 % 1.8247 dB
NF 0.12 1.33 12.14 % 0.65 dB

1-dB CP 0.18 0.85 59.46 % 0.66 dBm

Table 40: Alternate test prediction results using Group C of non-intrusive variation-aware sensors.

Table 41 shows the prediction results using Group D of sensors, where compared to Group C we have added
the resistor PCMs, which include the resistances of two metal 7 layers of different sizes and one metal 5 layer.
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As it can be seen, the resistor PCMs do not improve the prediction results, which means that the variability of
the resistivity of the metal layers, and thereby the resistivity of the inductor’s coils, do not explain the variability
of the performances of the LNA.

Average
Performance Absolute Prediction

Correlation Maximum

RMS Error figure-of-merit
Coefficient Error

S21 0.27 0.97 55.23 % 1.26 dB
S11 0.45 0.95 53.97 % 1.79 dB
S22 0.68 0.71 73.16 % 2.15 dB
NF 0.10 1.15 17.4 % 0.54 dB

1-dB CP 0.19 0.88 55.59 % 0.64 dBm

Table 41: Alternate test prediction results using Group D of non-intrusive variation-aware sensors.

In contrast to our observations based on the simulation campaign, we can explain the fact that variability in
the inductors does not explain the variability in the performances by the fact that the corner wafers have been
produced by varying the speed of the transistor (e.g. fast or slow) and the poly resistance.

Figure 69 offers a visualization of the prediction results in Table 39. Each point corresponds to one circuit
instance in the validation set. Based on the observations on the tables above, one can simply say that Group A
could be chosen for predicting performances S21, S11, S22, and NF and Group B for 1-dB CP.
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(a) S21 (d) S11

(b) S22 (e) NF

(c) 1-dB CP

Figure 69: Scatter plots of true vs. predicted values for all the measured performances of the LNA considering
Group B of sensors.108
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Finally, one way to improve the prediction results of our technique is to remove from the dataset a few
outlier chips, which give an unacceptable maximum prediction error. Outlier chips could be due to outlier
sensors’ measurements that are different from the bulk of the sensors’ measurements and, thereby, are poorly
mapped to performances, or poorly predicted performances due to insignificant regression training locally.

We consider removing the first two outliers. The same two outliers were observed by training the regression
multiple times and by randomly shuffling the chips. Table 42 shows the prediction results using Group B of
sensors. Comparing Table 42 to Table 39, the technique of removing the outliers works well only for S11 and
NF performances. In case of S11, the maximum error is reduced from 1.91dB to 0.87dB, while in case of NF,
the maximum error is reduced from 0.72dB to 0.12dB

Average
Performance Absolute Prediction

Correlation Maximum

RMS Error figure-of-merit
Coefficient Error

S21 0.26 0.95 55.91 % 1.19 dB
S11 0.32 0.77 66.41 % 0.87 dB
S22 0.63 0.74 70.86 % 1.97 dB
NF 0.04 1.09 37.12 % 0.12 dB

1-dB CP 0.18 0.89 53.32 % 0.63 dBm

Table 42: Alternate test prediction results using Group B of non-intrusive variation-aware sensors. The first two
outliers have been removed.

On the other hand, if we remove the first ten outliers from the data set, we obtain the predictions results
of Table 43. Comparing Table 43 to Table 39, the technique works for: (a) the S22 performance, where the
maximum error is reduced from 1.99dB to 1.40dB, (b) NF, where the maximum error is reduced from 0.72dB
to 0.08dB, and (c) 1-dB CP, where the maximum error is reduced from 0.63dBm to 0.47dBm. Although, in
the case of NF, the correlation coefficient never exceeds the value of 50% and, hence, statistically, there is
no correlation between this performance and sensors’ measurements. This is, probably, due to the limited
size of the sample set, where there is no enough information for making the mappings between the alternative
measurements and the performances of the LNA.

Average
Performance Absolute Prediction

Correlation Maximum

RMS Error figure-of-merit
Coefficient Error

S21 0.25 0.75 44.58 % 1.40 dB
S11 0.31 1.03 41.32 % 0.87 dB
S22 0.49 0.75 72.27 % 1.40 dB
NF 0.03 1.08 22.09 % 0.08 dB

1-dB CP 0.15 1.02 38.22 % 0.47 dBm

Table 43: Alternate test prediction results using Group B of non-intrusive variation-aware sensors. The first ten
outliers have been removed.

It should be noted that in both Tables 42 and 43, the prediction figure-of-merit is higher compared to the rest of
the tables, since the standard deviation is lower after removing the instances that present an unacceptable high
maximum error.

7.5 C O N C L U S I O N S

In this chapter, we demonstrated, through real measurements, the non-intrusive BIT strategy based on variation-
aware sensors for the 2.4GHz CMOS inductive degenerated LNA case study. Seventy-five chips were fabricated
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from three process corners, namely slow, typical and fast. The fabricated samples were placed in the PCB and
the measurement procedure was carried out using LabView environment. Due to the small sample set, random
shuffling, multiple regression learning and cross-validation were used, in order to report reliable and trustworthy
average prediction results. By using a few zero area overhead dummy structures and PCMs, and by obtaining on
these dummy structures simple DC or low-frequency measurements that offer an “image” of process variations,
we were able to track variations in almost all performances of the LNA with a prediction error lower than one
standard deviation and a maximum error lower or at least comparable to the measurement and repeatability
errors in a conventional ATE environment. NF had shown the lowest standard deviation compared to the rest
of the performances, and hence, it was not correlated to the measurements of the non-intrusive sensors.
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C O N C L U S I O N S A N D P E R S P E C T I V E S

8.1 C O N C L U S I O N S

High-volume production testing of RF and microwave/mm-wave circuits incurs a very high cost and is respon-
sible for the largest fraction of the overall manufacturing cost. Standard test functions are employed using
complex test instrumentation with advanced features, where different performances are characterized using se-
quential tests on different test configurations onto sophisticated and expensive ATE. Consequently, this results
in lengthy switching and settling times, other than the pure electrical test times. Moreover, these tests need
to be performed in an environment that is shielded from electromagnetic interference and noise. To overcome
the key limitations of high test cost and lengthy test times, BIT has been proposed and used during the past
few years. This test technique consists of performing on-chip some of the test operations such as stimulus gen-
eration, measurement extraction and analysis, etc. BIT can reduce dramatically the complexity of ATE since
(a) it provides digital, DC, or low frequency test signatures, (b) it resolves issues related to electromagnetic
interference, and (c) it facilitates parallel testing to achieve a high throughput. Although, in order to replace
effectively the conventional test with the proposed BIT strategies, several important criteria need to be satisfied.
Specifically, we need to (a) avoid degrading the performances of the CUT, (b) maintain a low area overhead,
and (c) maintain the test accuracy of the standard test approach.

The goal of this work was to develop BIT solutions for RF and mm-wave circuits based on non-intrusive
variation-aware sensors, in order to circumvent the need for elaborate test instrumentation and reduce the test
cost. The key characteristics of the proposed BIT solutions are that (a) they are non-intrusive, that is, they do
not tap into the RF signal path of the CUT, and therefore they do not degrade its performances, (b) they incur
low area overhead and (c) they employ DC or low-frequency signals. The non-intrusive variation-aware sensors
include dummy analog stages and PCMs, which both mimic part of the CUT architecture. They are placed n
the die in close proximity to the CUT without being electrically connected to it. Their operation is based on
the fact that they experience the same process variations as the CUT. In essence, the technique capitalizes on
the undesired phenomenon of process variations. As a result, any degradation in the performances of the CUT
is reflected to the sensors’ outputs, which shift away from their nominal values. Hence, they can be used for
enabling a low-cost alternate test approach where the performances of the CUT are inferred implicitly from
their outputs. The alternate test paradigm is employed to map the outputs of the non-intrusive sensors to the
performances of the CUT, in order to replace the standard tests for measuring the performances directly.

In this thesis, we demonstrated the BIT paradigm based on non-intrusive variation-aware sensors for two
case studies, namely a 2.4GHz 65nm CMOS inductive degenerated LNA and a wide-band mm-wave 60GHz
65nm CMOS 3-stage LNA.

In the case of the 2.4GHz LNA, we found, through simulations, that the variability in the inductors of the
LNA explains to a large degree the variability in its performances. We also showed that the variability in
the inductors stems mostly from the variability in the resistivity of the high-level metal and alucap layers that
form the coil of the inductors. To this end, to circumvent using a dummy inductor PCM that is area-hungry, we
demonstrated that by using instead low area overhead high-level metal and alucap resistor PCMs, we are able to
obtain practically the same prediction results as if a dummy inductor PCM was used. We also showed that WID
variations, which cannot be handled by the non-intrusive variation-aware sensors, do not affect appreciably
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the prediction results. The proposed test idea has given very promising prediction results using real silicon
measurements. Seventy-five chips were fabricated from three corner wafers, namely slow, typical and fast
and measured using benchtop equipment. The fabricated samples were placed in PCB and the measurement
procedure was automated using LabView environment.

In the case of the 60GHz LNA, we demonstrated that variations in MOS transistor gate resistance explains
to a large degree the variations in most of the performances of the LNA, while variations in the transmission
lines are not the main source of performance variability.

In both cases, we demonstrated that by adding on-chip a few non-intrusive sensors of practically zero area
overhead and by obtaining on these non-intrusive sensors DC or low-frequency measurements, we were able to
track variations in all performances of the CUT with an average prediction error lower than one standard devia-
tion of the performance and a maximum prediction error that is lower or at least comparable to the measurement
and repeatability errors in a conventional ATE environment.

Finally, Table 44 summarizes the advantages and disadvantages of BIT intrusive and non-intrusive test ap-
proaches that have been reported in the literature including our proposed technique.

Test Idea Non- Cost Area Detect Random Parallel
Intrusiveness Overhead Defects Test

DC probes x low zero X x
Envelope Detectors x medium medium X x

Loop-back x high medium X x
Proposed test idea X low zero X X

Table 44: Advantages and disadvantages of BIT intrusive and non-intrusive test approaches.

8.2 P E R S P E C T I V E S

In terms of perspectives, there is a list of several future tasks that could be carried out, including:

• fabricating more chips of the 2.4GHz LNA case study, in order to obtain a statistically significant sample
and, thereby, more trustworthy prediction results.

• proving that the non-intrusive test paradigm can be applied to CUTs that are designed using very ad-
vanced technology nodes (i.e. 45nm, 28nm, etc.), where process variations become more prominent.

• showing that the proposed test idea could be applied in designs that are implemented in more sophisti-
cated technologies like Silicon-On-Insulator (SOI) or Fully-Depleted SOI (FD-SOI), where the design
procedures, the type of process variations, the sources of process variability, the parametric yield, etc.,
differ compared to the in typical CMOS bulk technology nodes. It would be interesting to prove that the
proposed idea of monitoring variations non-intrusively still holds the same independently of the technol-
ogy.

• proposing new variation-aware sensors that are able to handle intra-die variations.

• enhancing the library of non-intrusive sensors with smart yet simple-to-implement sensors. The type
of sensors that are needed strongly depends on the circuit type, in particular on its architecture, its sub-
circuits, its devices, etc. For example, the library of sensors should expand in the case of mm-wave blocks
(mixers, resonators, VCOs, etc), which are designed using mostly transmission lines. Monitoring varia-
tions in these passive devices could lead us to come up with some smart ways to predict the performances
of these CUTs, where tapping into the signal paths is prohibitive.
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• applying the non-intrusive test paradigm based on variation-aware sensors to full RF and mm-wave
transceivers, where several blocks are involved.

• characterizing and testing the 60GHz LNA. There is on-going work regarding this perspective. A chip
has been taped-out and measurements will be performed within the following months .
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Cette thèse discute le problème de test de production en grand volume des circuits radio-fréquences (RF) et à
ondes millimétriques (mm-wave). Le test des fonctionnalités RF et à ondes millimétriques est très onéreux. Le
test intégré est une alternative prometteuse pour faciliter la procédure et réduire les couts, mais il est difficile
à mettre en œuvre car il ne faut en aucun cas qu’il réduit la performance du circuit sous test (CUT). Dans
cette thèse, nous étudions une technique du test intégré qui repose sur l’utilisation de capteurs non-intrusifs
qui prend en compte la variabilité du procédé de fabrication. Cette technique est extrêmement intéressante
pour les concepteurs des circuits RF et mm-wave car il leur permet de dissocier le test de la conception. Les
capteurs non-intrusifs sont constitués d’étages analogiques triviaux et de composants simples qui sont copiés
de la topologie du CUT et sont placés sur la puce à proximité du CUT. Ils offrent simplement une "image" des
variations du procédé de fabrication, ce qui leur permet de suivre les variations de performance du CUT. En
substance, cette technique tire parti des phénomènes non désirés de variabilité de procédé de fabrication. Le
paradigme du test alternatif est utilisé pour estimer les performances du CUT à partir des mesures des capteurs
non intrusifs, afin de remplacer les tests standards qui mesurent les performances directement. Ce principe de
test est appliqué à deux différents CUTs, nommément un amplificateur à bas bruit à 2.4GHz réalisé en 65nm
CMOS et un amplificateur à bas bruit large bande à 60GHz réalisé en 65nm CMOS. Nous démontrons qu’en
ajoutant quelques capteurs non-intrusifs sur la puce, qui n’engendrent pratiquement pas de surcout de surface,
et en obtenant de ces capteurs non-intrusifs certaines mesures dans le domaine continu et à basse fréquence,
nous sommes capable de suivre les variations de toutes les performances du CUT avec une erreur de prédiction
moyenne inférieure à l’écart-type de la performance, et une erreur de prédiction maximum qui est inférieure ou
au moins comparable aux erreurs de mesure dans un équipement de test automatisé conventionnel.

10.1 I N T RO D U C T I O N

Le test des circuits Radiofréquences (RF) produits en grande quantité requiert des équipements automatiques de
test (Automatic Test Equipment ATE) avec des caractéristiques avancées. Les configurations de test représen-
tent un défi car elles requièrent une calibration et un de-embedding, ainsi qu’un blindage de l’environnement de
mesures par rapport aux interférences électromagnétiques et au bruit. De plus, les métriques de test d’émetteurs
/récepteurs RF au niveau système, comme le taux d’erreur de bits (Bit-Error Rate BER) ou l’ErrorVector Magni-
tude (EVM) prennent beaucoup de temps pour être calculées. Pour ces raisons, les procédures de test standards
sont très couteuses. Ces dernières années, les chercheurs et professionnels du test cherchent à développer des
techniques de test alternatives qui visent à réduire le coût du test tout en pouvant maintenir les mêmes niveaux
de précision. De manière analogue aux techniques de test développées pour les circuits numériques, le test
structurel a été proposé dans le but de développer des tests qui permettent de détecter une liste des fautes les
plus probables. Cependant, ces techniques n’ont pas été matérialisées à cause des difficultés à construire un
modèle de fautes précis. Une autre technique de test est le built-off test, qui implique de faire migrer certaines
fonctionnalités de l’ATE sur une carte de test. Cette approche permet de réduire significativement le coût du test
en contrepartie d’un effort sur la conception d’une carte de test qui doit pouvoir s’adapter à différentes appli-
cations. Une technique avec un potentiel plus important est le test in-situ, ou built-in test. Le principe consiste
à intégrer dans la puce certaines structures pour faciliter le test comme un générateur de signal, un analyseur
de réponse. L’approche la plus répandue pour le test in-situ d’émetteurs/récepteurs RF est le test par boucle de
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retour, ou loop-back test. Les signaux de test sont générés en bande de base, et la sortie du transmetteur est
connectée à l’entrée du récepteur pour analyser les résultats de test en bande de base, le tout en restant au sein
la puce. Une autre technique se base sur des détecteurs d’enveloppe et des capteurs de courant pour extraire des
signatures de test continues ou basses-fréquences qui sont néanmoins porteuses d’informations en RF. Enfin,
le test alternatif, ou alternate test, est une méthode générique qui élimine le besoin de mesurer directement les
performances RF. Le test alternatif se base également sur des mesures bas coût, mais riches en informations,
réalisées avec des capteurs in-situ.

Pour l’implémentation réussie d’une technique de test in-situ, plusieurs critères doivent être satisfaits simul-
tanément: (a) le niveau de précision des méthodes de test standard est maintenu ; (b) les performances du circuit
sous test (Circuit Under test CUT) ne sont pas affectées; (c) le nombre de broches supplémentaires du circuit
et l’augmentation de sa surface sont acceptables ; et (d) la réduction du coût de test réalisée justifie l’effort de
développement de la technique de test in-situ. Il est à noter que l’ensemble des techniques de l’état de l’art
précédemment évoquées ne satisfont pas pleinement l’objectif (b). Par exemple, la connexion de la boucle de
retour dans le test loop-back requiert un interrupteur et un atténuateur, ainsi qu’un autre mélangeur pour cer-
tains types de récepteurs RF qui est inséré dans le chemin du signal. Les détecteurs d’enveloppe et les capteurs
de courant sont aussi insérés dans le chemin du signal. En général, cette insertion de composant sur le chemin
du signal RF dégrade l’adaptation d’impédance et ajoute des parasites, ce qui va inévitablement modifier les
performances et déséquilibrer les compromis de performances établis pendant la conception. Pour résoudre ce
problème, la circuiterie de test in-situ doit être conçue avec le CUT ce qui augmente le temps de conception
nécessaire à obtenir les performances désirées, si elles peuvent être obtenues. Pour ces raisons, les concepteurs
de circuits sont souvent peu enclins à incorporer ces techniques de test in-situ, puisque les spécifications sur les
circuits sont déjà très serrées et exploitent au mieux les possibilités des nœuds technologiques avancés.

Dans ce but, il a été proposé de se baser sur des capteurs in-situ non intrusifs qui comparativement laissent
le circuit intact. Ces capteurs tirent profit du phénomène indésirable des variations du procédé de fabrication.
L’idée sous-jacente est de monitorer les variations du procédé au lieu de mesurer directement les performances
RF. Dans ce but, on peut utiliser des moniteurs de procédé (Process Control Monitors PCMs), comme des com-
posantsseuls (transistors, capacités, résistances. . . ) ainsi que des circuits factices, ou “dummy” quisontextraits
de la topologie du circuit (miroirs de courants, étages de gainsou de polarisation. . . ). Ces capteurs sont placés
à proximité physique des strcutures identiquesqu’ilsmonitorent. Par exemple, i lest possible de placer un étage
de polarisation dummy à côté de l’étage de polarisation réel du CUT, un transistor dummy à côt du transistor
réel du CUT, etc. De cettemanière, les capteurs et le CUT sont soumis aux mêmes variations de procedé puce à
puce (die-to-die D2D) et auxvariations intra-pucecorrélées (Within-Die WID)et, au final, les mesures prises par
les capteurs seront largement corrélées aux performances réelles du CUT. Une technique indirecte et à bas coût
peut ensuite être mise en place, basée sur le modèle du test alternatif, pour faire correspondre les mesures des
capteurs aux performances du CUT. Cette technique de test a été inspirée par les PCMs typiquement placées
dans les lignes entre les puces des wafers lors de la fabrication utilisés pour monitorer la variabilité et identifier
les paramètres du procédés trop déviants. L’idée d’utiliser des PCMs pour extraire des informations à propos
des performances a été aussi appliquée dans le cas de convertisseurs analogiques-numériques (CAN).

Il peut être signalé qu’avec cette approche de test il est possible de vérifier si une ou plusieurs performances
violent leurs spécifications à cause de variations de procédé excessives, mais que nous ne pouvons pas détecter
les défauts dans le CUT car les capteurs ne sont pas électriquement connectés à celui-ci. Pour cela, un test
non-intrusif peut-être réalisé avec un capteur de température. L’idée sous-jacente est qu’un défaut changerale
courant qui circule à travers une branche du circuit et , de ce fait, changera également la puissance dissipée
par les composants dans cette branche ainsi que leprofil de température dans la puce à proximité. Uncapteur
de température peut capturerce changement de température, ce qui indique ainsi la présence du défaut. À cet
égard, une méthodologie complète des essais pour détecter les variations de procedé et les défauts peut être
conçu uniquement basée sur des capteurs non intrusifs ,quipeuvent remplacer totalement les pratiques de test
RF standard utilisées aujourd’hui dans l’industrie.

Il convient également de noter que, dans lecas d’ un CUT qui se composed’unechaîne de blocs, par exem-
ple, unémetteur-récepteur RF, aveccette approche de test, nous allons suivre chaque bloc individuellement pour
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prédireses performances, comme par exemplelegain, de bruit, etc., de l’ amplificateur à faiblebruit (LNA), de
l’amplificateur de puissance (PA), etc., quicomposentl’émetteur-récepteur RF. Cela peut entraînerune perte de
rendement dans le scénario où les variations excessives dans les deux blocs sont compensées et masquées. Une
possibilité est d’utiliser cette approche de test pour prédire les performances au niveau du CUT, par exemple l’
EVM dans lecas d’ unémetteur-récepteur RF. Uneautrepossibilitéestd’employer les prédictions de performances
des blocs individuels pour prédire les performances de niveau CUT à partir d’expressions mathématiques ana-
lytiques, par exemple l’ EVM dans lecas d’ un émetteur-récepteur RF.

En plus de cela, l’évolution continuelle des technologies CMOS jusqu’à 32nm et au-dessous a poussé la
fréquence de transition et de la fréquence d’oscillation maximale de transistors au delà de 230GHz, ce qui
les rend attractifs pour la conception de circuits et systèmes millimétriques, ou mm-Wave. La nécessité de
concevoir des systèmes à très haut débit de donnéesa conduit à plusieurs applications millimétriques, comme
les amplificateurs et les filtres, des liaisons point à pointgigabit / s, les réseaux locaux sans fil (WLAN) d’une
capacité extraordinaire, réseaux personnels haut débit de données sans fil à courte portée (WPAN), et radar
dans les véhicules. La conception de circuits et systèmes mm-Wave présente plusieurs défis car elle nécessite
une modélisation précise des dispositifs actifs, composants passifs, des interconnexions et des lignes de trans-
mission, et sont soumis à de grandes variations du procédé, de la tension d’alimentation, et de température.
Les efforts récents visent à accroître le rendement des circuits mm-Wave grâce à l’étalonnage, les stratégies de
circuits adaptatifs, et des algorithmes d’auto-guérison ou self-healing. Le test de circuits et systèmes mm-Wave
haut volume de production est un enjeu majeur en vue de leur adoption généralisée. La seule approche de
test standard serait d’utiliser un ATE avec des fonctions très avancées et une calibration sophistiquée,et des
procédures de de-embedding, ansi que d’effectuer des tests de taux d’erreur avec un structure de test en loop-
back. Cependant, cette approche de test entraîne un coût élevé. En outre, la connexion loop-back nécessite
une augmentation de la surface du circuit, et est très difficile du point de vue de la conception, car elle doit
être soigneusement conçu conjointement avec le circuit mm-Wave pour éviter la dégradation des performances
dans le circuit mm-Wave.

Dans ce travail, nous démontrons la stratégie de test non-intrusif in-situ intégré sur deux cas d’études, à savoir
un LNA RF en technologie 65nm et un LNA mm-Wave à 3 étages à 60GHz. Dans le premier cas, nous montrons
que la corrélation reste forte dans cette technologie avancée spécifique. Nous avons observé que la variation
des inductances explique dans une large mesure la variabilité des performances, il a donc été jugé nécessaire de
surveiller la variation des inductances. Cependant, l’ajout d’une inductance PCM « dummy »n’est pas un choix
judicieux car il encourt une augmentation trop importante de la surface. Pour cette raison, la variabilité dans
les inductances n’avait pas été considérée du tout. Dans ce travail, nous avons étudié les sources de variabilité
dans les inductances et nous avons constaté que la majeure partie de la variabilité est due à la variabilité de la
résistivité du métal des couches supérieures et de la couche alucap qui forment les bobines des inductances, et
ne sont pas dues à la variabilité de l’inductance pure de la bobine. Cela nous a conduit à utiliser des lignes
de métal en faible surface et une résistance alucap en tant que PCMs, au lieu d’une inductance PCM qui est
couteuse en terme de surface, afin de capturer la plus grande partie de la variabilité dans les inductances. Dans
le dernier cas d’étude, nous montrons que la résistance de grille des transistors MOS explique dans une large
mesure la variabilité des performances du LNA.

10.2 T E S T I N - S I T U N O N - I N T RU S I F

Considérant tout circuit analogique, l’idée sous-jacente est de le décomposer en étages analogiques "primitifs"
et des composants critiques et/ou assembler des étages analogiques de base à partir de composants identiques
qui peuvent être trouvés dans la topologie du circuit. Les étages analogiques peuvent être des étages de polarisa-
tion, des étages de gain, des miroirs de courant, etc., tandis que les composants individuels peuvent comprendre
des transistors, des résistances, des condensateurs, des inductances, des lignes de transmission, etc. Ces étages
analogiques et ces composants individuels sont ensuite placés comme des structures "dummy" dans la puce,
à côté du circuit sous test (CUT). En particulier, ils sont placés à proximité physique des étages analogiques
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correspondants et des composants du CUT qu’ils copient, de telle sorte que les deux soient bien matchés suiv-
ant des règles de layout spécifiques. Nous appelons ces structures « dummy » comme capteurs non intrusifs.
Le principe sous-jacent de l’opération est que, grâce à cette proximité physique, les capteurs et le CUT sont
soumis aux mêmes variations de procedé puce à puce (die-to-die D2D) et auxvariations intra-pucecorrélées
(Within-Die WID) que le CUT. En conséquence, nous nous attendons à ce que les mesures sur les capteurs non
intrusifs (tensions, par exemple de polarisation, le gain DC, le transistor transconductance, résistance, capacité,
etc.) offrent une «image» des variations du procédé au sein du CUT et, par conséquent, nous nous attendons
à que ces mesures soient largement corrélées avec les performances du CUT. Si une telle corrélation existe,
alors nous serons en mesure de prédire les performances indirectement uniquement à partir des mesures sur les
capteurs non intrusifs basé sur le modèle du test alternatif. Le test alternatif se réfère à une approche générique
de test qui consiste à déduire les performances de la CUT par le biais de mesures alternative à faible coût (par
exemple les mesures fournies par les capteurs non intrusifs dans notre cas). Formellement, M et Pj désignent
respectivement les mesures alternatives et les performances du j-ème, j = 1 ... n. Les n correspondances entre M
et Pj, j ..n, ne peuvent pas facilement être calculées sous forme analytique, elles sont modélisées par n fonctions
de régression n f j: M -> Pj. Les n fonctions de régression sont apprises pendant une phase d’entraînement
hors-ligne qui utilise un échantillon de CUT fabriqués, qui doit idéalement couvrir tous les cas de processus
et doit être globalement très représentatif du processus de fabrication. Une fois les n fonctions de régression
sont apprises, elles peuvent être facilement utilisées pour déduire les n performances de toute instance du CUT
simplement en effectuant les mesures alternatives. Pour diverses idées concrètes en vue de renforcer l’efficacité
du test alternatif, le lecteur intéressé peut se reporter à la bibliographie relative à ce travail. En bref, la stratégie
de test intégré non-intrusive capitalise sur le phénomène indésirable des variations de procédé de fabrication
pour fournir des mesures alternatives à faible coût à partir de laquelle les performances peuvent être prédites
implicitement avec précision.

10.2.1 Avantages et inconvénients

La stratégie de test in-situ non-intrusif présente plusieurs avantages:

• Il est générique car il est virtuellement applicable à tout circuit analogique.

• Il est peu coûteux étant donné que les stimuli de test appliqué aux capteurs non intrusifs et les mesures
fournies par les capteurs non intrusifs sont continus ou à basse fréquence. Dans certains cas, les capteurs
non intrusifs sont auto-polarisés. Ainsi, un ATE avec des fonctionnalités avancées n’est plus nécessaire,
et les entrées et les sorties des capteurs non intrusifs peuvent être multiplexées dans un bus de test de
manière à utiliser uniquement deux broches pour le test.

• Il est particulièrement intéressant pour les circuits RF et mm-Wave car le test in-situ est totalement
transparent pour le CUT. En fait, la conception et le test sont complètement dissociés.

• Le CUT n’a pas besoin d’être alimenté sur au cours du test qui facilite grandement les tests multi-site
parallèles.

Les inconvénients de la stratégie de test in situ non-intrusif sont les suivants:

• On ne peut détecter que les défaillances dues à des variations excessives de processus, ainsi il doit être
complété par une autre stratégie de test qui est capable de détecter des défauts. Il a été montré récemment
que des défauts peuvent également être détectés de manière non intrusive en utilisant des capteurs de
température.

• - Il ne peut pas faire face à des variations WID décorrélés (par exemple le mismatch) qui deviennent
importants pour les nœuds technologiques avancés à partir de 65nm et au-dessous. En bref, l’approche
ne marchera pas si les variations WID décorrélés deviennent comparable aux variations D2D et WID
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corrélées. Il faut noter cependant que les performances des circuits RF et mm-Wave ne dépendent pas
dumismatch, sauf si nous considérons topologies entièrement différentielles. En outre, l’offset appa-
raît comme un«bruit» dans les algorithmes utilisés pour apprendre les fonctions de régression lors de
l’entraînement et, par défaut, la régression apparaît comme une moyenne sur ce bruit.

10.2.2 Défis et directives

Les principaux défis de la stratégie de test in-situ non-intrusif sont les suivants:

• Identifier les principaux paramètres du procédé (à savoir la sheet résistance, l’épaisseur d’oxyde, la con-
centration de dopant, les capacités de jonction, etc.) dont la variation explique la variation des perfor-
mances du CUT.

• Concevoir des capteurs non intrusifs qui monitorent les variations de ces paramètres duprocédé.

• En outre, les capteurs non intrusifs doivent être mesurés en continu ou à basse fréquence et doivent limiter
l’augmentation de la surface du circuit, afin de parvenir à un faible coût.

Il y a plusieurs lignes directrices qui peuvent être suivies pour relever ces défis:

• Une approche directe qui a montré son bon fonctionnement est de décomposer le CUT en étages analogiques
et en composants individuels et les utiliser comme capteurs non intrusifs.

• Les kits de conception de processus pour les nœuds technologiques avancés ont des centaines de paramètres
de procédé et il n’est pas facile de bien comprendre les relations complexes entre les paramètres du
procédé et les performances d’un circuit. Pour cette raison, nous pouvons compter sur les principaux
paramètres de conception (de la géométrie des transistors, de la transconductance des transistors, de la
valeur des résistances et des condensateurs, des courants et des tensions de polarisation, etc.), qui, à leur
tour, sont des fonctions complexes des paramètres du procédé, et choisir de concevoir des capteurs non in-
trusifs qui capturent efficacement ces paramètres de conception. Les idées et l’expérience du concepteur
peuvent être très utiles pour effectuer cette tâche au mieux.

• Inclure un ensemble initial de capteurs non intrusifs qui est plus simple d’un point de vue conceptuel
et d’effectuer une vaste campagne de simulation pour examiner si cet ensemble est largement suffisant.
Sinon, le problème de la sélection des capteurs non intrusifs peut être revu et étudié de manière plus
approfondie.

• Inclure un grand nombre de capteurs non intrusifs et d’effectuer une vaste campagne de simulation pour
étudier la redondance et de garder un ensemble optimal.

10.3 R É S U LTAT S E T D I S C U S S I O N

10.3.1 Cas d’étude 1 : LNA avec dégénération inductive à 2.4GHz en technologie 65nm

La première cas d’étude de ce travail de cas comprennent un LNA avec dégénération inductive à 2.4GHz en
technologie 65nm. Les Figures 70 et 71 représentent respectivement les schémas du LNA 2.4 GHz et les
capteurs non-intrusifs sélectionnés.

Le LNA et les capteurs non intrusifs de variations de procédé ont été conçus en utilisant la technologie
CMOS065 bulk 65nm fournie par ST Microelectronics. Le schéma du LNA est représenté sur la Figure 70. Les
capteurs que nous avons utilisées dans l’analyse comprennent (a) un miroir de courant dummy, (b) un transistor
MOS PCM connecté en diode, (c) un condensateur MOM PCM, et (d) une inductance PCM, comme représenté
sur la Figure 71, ainsi que (e) des lignes de métal et un PCM de résistances alucap. L’ensemble des mesures
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Figure 70: Schéma du LNA avec dégénération inductive à 2.4GHz en technologie 65nm.
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Figure 71: Capteurs non-intrusifs construits à partir des structures identiques issus de la topologie initiale du
LNA.

alternatives comprennent (a) les tensions continues VDC1, VDC2 du miroir de courant fictif, (b) le courant
continu IDC3 de la PCM MOS connecté en diode (c) la capacité du condensateur PCM MOM, appelée CPCM
(d) l’inductance de l’inductance PCM (par exemple la partie réelle Rs et immaginaire Ls de l’impédance de
l’inductance), et (e) la résistivité de la ligne de métal et de la résustance de la PCM alucap, dénoté par ρmetal et
ρalucap respectivement obtenues en divisant la tension continue appliquée à leurs bornes avec le courant continu
qui circule à travers elles. La capacité et l’inductance sont extraites par des paramètres S à basse fréquence (de
l’ordre de quelques dizaines de MHz).

Dans les expériences avec le test alternatif suivant, nous utilisons des différents groupes de capteurs de
variation de procédé non-intrusifs et leurs mesures correspondantes, comme indiqué dans le Tableau 45.
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Dummy
current

MOS MOM Inductor Inductor Resistor

mirror
PCM PCM PCM PCM PCMs

VDC1, VDC2 IDC3 CPCM Rs Ls ρmetal , ρalucap

Group 1 X X
Group 2 X X X
Group 3 X X X X X
Group 4 X X X X
Group 5 X X X X
Group 6 X X X X X
Group 7 X X X X

Table 45: Groupes de capteurs non-intrusifs ainsi que les groupes correspondants de mesuresutilisées dans
l’analyse.

Le LNA et les capteurs non intrusifs ont été simulées dans l’environnement Cadence Virtuoso en utilisant
SpectreRF. Les distributions réelles des paramètres de processus définis dans le Process Design Kit (PDK)
ont été utilisés lors de l’analyse de Monte Carlo pour modéliser les variations D2D et WID. Le Tableau 46
énumère les performances du LNA, les valeurs nominales, et l’écart type observé dans un échantillon issu de
1000 simulations Monte Carlo considérant (a) uniquement les variations D2D et (b) les variations D2D et WID
(WID an anglais).

Standard Standard
Performance Deviation Deviation

D2D D2D and WID
S21 (dB) 0.34 0.34
S11 (dB) 0.3 0.3
S22 (dB) 2.53 2.54
NF (dB) 0.07 0.07

1-dB CP (dBm) 0.44 0.42
IIP3 (dBm) 0.28 0.27

Table 46: Liste des performances du LNA qui montrent la valeur nominale des performances ainsi que l’écart-
type issues de simulations Monte Carlo qui considèrent (a) seulement les variations D2D et (b) les
variations D2D et WID.

Le même échantillon a été utilisé pour apprendre les fonctions de régression en utilisant le test alternatif, en
utilisant différents groupes de capteurs non-intrusifs, comme indiqué dans le Tableau 45. Sur les 1000 instances,
nous avons utilisé 800 instances de circuit pour l’entraînement et 200 instances pour la validation, pour fournir
une estimation non biaisée de l’erreur de prédiction lors du test alternatif. L’erreur de prédiction est exprimée
avec différentes métriques d’erreur, y compris le (a) l’erreur Root Mean Square (RMS) moyenne exprimée sur
l’ensemble des instances de validation en %, (b) l’erreur RMS moyenne absolue sur l’ensemble des instances
de validation exprimée en unité de chaque performance, (c) l’erreur maximale observée sur l’ensemble des
instances de validation exprimée unités de chaque performance, et (c) le coefficient de corrélation entre les
performances simulées (appelées «real») et prédites. Les métriques (a) et (b) montrent la précision globale
du test alternatif. La métrique (c) montre le pire cas observé dans l’ensemble des instances de validation, qui
doit être inférieur ou comparable à l’erreur de mesure de répétabilité sur l’ATE. Enfin, la métrique (d) est une
mesure qualitative qui montre l’ajustement linéaire entre les performances réelles et prédites. Plus le coefficient
de corrélation s’approche de 100%, au mieux les performances sont prédites. Toutefois, il convient de souligner
que le coefficient de corrélation nettement inférieur à 100% ne conduit pas nécessairement à des résultats de
prédiction insatisfaisants.
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Le Tableau 47 présente les résultats de prédiction en utilisant le Groupe de capteurs 1 en ne considérant que
les variations D2D. Comme on peut le constater, les résultats de prédiction ne sont pas satisfaisants, ce qui
implique qu’une inductance PCM de surveillance est nécessaire pour augmenter la précision de la prédiction.

Le Tableau 48 présente les résultats de prédiction en utilisant le Groupe de capteurs 2, où l’inductance PCM
est ajoutée au Groupe de capteurs 1 en utilisant les Rs et Ls dans la liste des mesures. Comme on peut le
voir, les résultats de prévision sont presque parfaits en examinant toutes les métriques. Ce résultat démontre
que, lorsque l’on considère que des variations de D2D, un test alternatif à faible coût basé sur le Groupe 2 de
capteurs est capable de remplacer les tests de spécification pour la mesure des performances tout en conservant
la même précision de test.

L’étape suivante consiste à déterminer si nous pouvons éviter d’utiliser une inductance PCM car elle induit
à une trop forte augmentation de la surface de la puce. Le Tableau 49 présente les résultats de prédiction
en utilisant le Groupe 3 de capteurs où l’inductance PCM est ajoutée au Groupe de capteurs 1 en utilisant
seulement Rs dans la liste de mesures, tandis que le Tableau 50 montre les résultats de prédiction en utilisant le
Groupe 4 de capteurs où l’inductance PCM est ajoutée au Groupe 1 des capteurs en utilisant seulement Ls dans
la liste des mesures. En comparant les Tableaux 49 et 50 par rapport au Tableau 48, nous observons que les
résultats se détériorent quand nous n’incluons pas Rs dans la liste des mesures, tandis que, si nous n’incluons
pas Ls dans la liste des mesures, les résultats montrent la même précision de test dans la pratique à l’exception
de la performance S22 pour laquelle le coefficient de corrélation diminue jusqu’à 54,89%. Toutefois, le test de
la performance S22 est connu pour être redondant, car si un circuit ne satisfait pas à la spécification du S22, il
échouera aussi la spécification d’une autre performance. Dans tous les cas, malgré un coefficient de corrélation
assez faible, l’erreur quadratique moyenne absolue n’est pas trop importante et est comparable à l’erreur de
mesure de la reproductibilité sur l’ATE. Nous concluons que nous pouvons éviter d’utiliserLs de mesure sans
affecter de manière significative la précision du test.

Une autre étape est d’essayer de trouver d’autres capteurs pour remplacer la mesure de Rs. L’idée est de
placer des lignes des métaux de plus haut niveau ainsi que la résistance la PCM alucappour contourner la
nécessité d’inclure une inductance PCM. Le Tableau 51 présente les résultats de prédiction en utilisant le
Groupe 5 de capteurs où en plus de Groupe de capteurs 1, nous avons inclus la mesure de Ls et des lignes des
métaux de plus haut niveau ainsi que la résistance la PCM alucap. En comparant le Tableau 51 au Tableau
48, on constate que la précision de la prédiction est pratiquement le même, donc, nous pouvons remplacer la
mesure Rs avec la résistivité de lignes métalliques et la PCM alucap. Le Tableau 52 présente les résultats de
prédiction à l’aide du Groupe de capteurs 6 où, par rapport au Groupe 2, l’inductance PCM est éliminée et
des lignes des métaux de plus haut niveau ainsi que la résistance la PCM alucapsont ajoutés. En comparant le
Tableau 52 au Tableau 49, on constate que la précision de la prédiction est pratiquement la même.

Enfin, nous avons répété l’analyse pour les Groupes 5 et 6 de capteurs qui envisagent cette fois à la fois les
variations D2D et WID. Les résultats de prévision sont présentés dans les Tableaux 53 et 54. En comparant les
Tableaux 53 et 54 aux Tableaux 51 et 52, respectivement, où seules variations D2D sont prises en compte, on
constate que les variations WID dégradent légèrement les corrélations, mais les corrélations demeurent solides
et le test alternatif offre encore d’excellents résultats.

La Figure 72 représente les diagrammes de dispersion entre les valeurs réelles et prédites des performances
pour le Groupe 6 de capteurscomptetenu à la fois D2D et variations WID. La figure 72 offre une visualisation
des résultats de prévision du Tableau 55. Chaque point correspond à une instance de circuit utilisé pour la
validation. Comme on peut le voir, les points sont répartis sur la diagonale pour toutes les performances à
l’exception du S22 pour le quelle coefficient de corrélation à partir du Tableau 55 est 55.96%.
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Average
Performance

Average
Absolute

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 1.95 % 0.28 dB 56.65 % 0.69 dB
S11 3.19 % 0.28 dB 34.95 % 0.66 dB
S22 13.48 % 2.13 dB 30.03 % 6.05 dB
NF 3.09 % 0.06 dB 63.14 % 0.14 dB

1-dB CP 2.01 % 0.26 dBm 81.12 % 0.93 dBm
IIP3 12.15 % 0.18 dBm 74.92 % 0.64 dBm

Table 47: Résultats de prédiction du test alternatif en utilisant le Groupe 1 de captuers non-intrusifs en consid-
érant uniquement les variations D2D.

Average
Performance

Average
Absolute

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 0.61 % 0.09 dB 96.66 % 0.34 dB
S11 1.11 % 0.1 dB 94.37 % 0.28 dB
S22 3.14 % 0.5 dB 97.67 % 1.3 dB
NF 1.29 % 0.02 dB 94.59 % 0.06 dB

1-dB CP 0.72 % 0.09 dBm 97.76 % 0.23 dBm
IIP3 3.67 % 0.06 dBm 97.97 % 0.13 dBm

Table 48: Résultats de prédiction du test alternatif en utilisant le Groupe 2 de captuers non-intrusifs en consid-
érant uniquement les variations D2D.

Average
Performance

Average
Absolute

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 1.06 % 0.15 dB 89.3 % 0.41 dB
S11 1.39 % 0.12 dB 91.32 % 0.3 dB
S22 12.23 % 1.93 dB 54.89 % 4.81 dB
NF 1.29 % 0.02 dB 94.54 % 0.05 dB

1-dB CP 1.23 % 0.16 dBm 93.3 % 0.47 dBm
IIP3 8.22 % 0.12 dBm 89.3 % 0.38 dBm

Table 49: Résultats de prédiction du test alternatif en utilisant le Groupe 3 de captuers non-intrusifs en consid-
érant uniquement les variations D2D.

Average
Performance

Average
Absolute

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 1.79 % 0.26 dB 65.37 % 0.66 dB
S11 3.07 % 0.27 dB 43.84 % 0.65 dB
S22 7.16 % 1.13 dB 87.23 % 3.8 dB
NF 3.07 % 0.06 dB 63.41 % 0.14 dB

1-dB CP 1.8 % 0.23 dBm 84.89 % 0.68 dBm
IIP3 9.93 % 0.15 dBm 83.92 % 0.45 dBm

Table 50: Résultats de prédiction du test alternatif en utilisant le Groupe 4 de captuers non-intrusifs en consid-
érant uniquement les variations D2D.
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Average
Performance

Average
Absolute

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 0.53 % 0.08 dB 97.42 % 0.1 dB
S11 1.11 % 0.1 dB 94.39 % 0.26 dB
S22 2.62 % 0.41 dB 98.38 % 1.43 dB
NF 1.31 % 0.02 dB 94.41 % 0.06 dB

1-dB CP 0.68 % 0.09 dBm 98.06 % 0.22 dBm
IIP3 3.31 % 0.05 dBm 98.33 % 0.15 dBm

Table 51: Résultats de prédiction du test alternatif en utilisant le Groupe 5 de captuers non-intrusifs en consid-
érant uniquement les variations D2D.

Average
Performance

Average
Absolute

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 1.09 % 0.16 dB 88.62 % 0.44 dB
S11 1.37 % 0.12 dB 91.4 % 0.31 dB
S22 12.41 % 1.96 dB 53.59 % 4.86 dB
NF 1.3 % 0.02 dB 94.49 % 0.05 dB

1-dB CP 1.22 % 0.16 dBm 93.39 % 0.49 dBm
IIP3 8.38 % 0.13 dBm 88.83 % 0.38 dBm

Table 52: Résultats de prédiction du test alternatif en utilisant le Groupe 6 de captuers non-intrusifs en consid-
érant uniquement les variations D2D.

Average
Performance

Average
Absolute

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 0.72 % 0.1 dB 94.98 % 0.31 dB
S11 1.35 % 0.12 dB 92.78 % 0.34 dB
S22 3.03 % 0.48 dB 98.13 % 2.01 dB
NF 1.18 % 0.02 dB 95.14 % 0.05 dB

1-dB CP 1.09 % 0.14 dBm 94.14 % 0.39 dB
IIP3 5.62 % 0.08 dBm 94.79 % 0.25 dB

Table 53: Résultats de prédiction du test alternatif en utilisant le Groupe 5 de captuers non-intrusifs en consid-
érant les variations D2D et WID.

Average
Performance

Average
Absolute

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 1.24 % 0.18 dB 84.25 % 0.5 dB
S11 1.58 % 0.14 dB 89.95 % 0.37 dB
S22 13.12 % 2.1 dB 55.96 % 5.26 dB
NF 1.16 % 0.02 dB 95.30 % 0.05 dB

1-dB CP 1.57 % 0.2 dBm 87.7 % 0.57 dBm
IIP3 9.87 % 0.15 dBm 83.09 % 0.45 dBm

Table 54: Résultats de prédiction du test alternatif en utilisant le Groupe 6 de captuers non-intrusifs en consid-
érant les variations D2D et WID.
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(a) S21
(d) S11

(b) S22 (e) NF

(c) 1-dB CP (f) IIP3

Figure 72: Scatter plots of true vs. predicted values for all the performances of the LNA considering Group 7
of sensors. Both D2D and WID variations are considered. 135
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10.3.2 Cas d’étude 2 – LNA 3 étages millimétrique à 60GHz en technologie 65nm

Le second cas d’étude de ce travail est un LNA à 60GHz composé de 3 étages en technologie 65nm. Les
Figures 73 et 74 représentent respectivement les schémas du LNA et les capteurs non-intrusifs sélectionnés.
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Figure 73: 60GHz mm-wave 3-stage LNA schematic implemented in 65nm CMOS bulk technology.
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R2

R3

R4 IDC2

IDC3 R1
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S11

IDC1
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Figure 74: Variation-aware sensors built from identical components that exist in the topology of the 60GHz
LNA.

Le LNA à 60GHz ainsi que les capteurs non-intrusifs ont été conçus en technologie 65nm bluk fournie par
ST microelectronics. Les simulations ont été réalisées dans l’environnement Cadence Virtuoso en utilisant
SpectreRF.

La Figure 75 montre la disposition montrant également la mise en place du LNA et les différents capteurs
non intrusifs sur la matrice. La scène fictive de source commune, l’étage cascode factice, et la résistance factice
sont placés dans la proximité physique à des structures correspondantes dans la LNA. A l’exception de leurs
patins, ils peuvent être considérés comme ayant les frais généraux zéro depuis leur mise en page peut être mêlé
à la disposition de la LNA et placés dans des zones qui sont laissés vides de façon à respecter les règles de
conception électromagnétiques. Le condensateur factice a une valeur relativement faible de 4.3pF et est placé
à proximité de ses plots GSG RF de manière à effectuer une mesure qui est aussi précis que possible. Notez
que dans cette conception chacune de ces structures fictives a ses propres tampons dédiés. Cependant, étant
donné qu’ils sont testés à courant continu ou basse fréquence, rien ne nous aurait empêché de multiplexage
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leurs entrées et sorties de manière à utiliser seulement deux pads et de réduire la zone de tête de pad-dépendant.
D’autre part, la structure factice pour mesurer Rg et la ligne de transmission fictive occupent une grande surface
sur la matrice. Une grande partie de cette zone est consacrée aux structures de-enrobage qui devraient être
utilisés de manière à estimer et enlever le parasite des plages RF GSG. Comme nous le verrons plus tard, alors
que Rg est très utile pour prédire les variations des performances, y compris la ligne de transmission factice dans
l’ensemble des capteurs non intrusifs ne propose pas un avantage important et, par conséquent, nous pouvons
aussi bien choisir de l’enlever.

MOM capacitor 
PCM 

dummy  
common  

source stage 

dummy  
transmission  

line 

dummy structure for RG 

dummy cascode stage & dummy resistor 

LNA  
cascode stage 

LNA 

LNA  
common  

source stage 

Figure 75: Layout view of the 60GHz mm-wave LNA and the embedded non-intrusive variation-aware sensors.

Standard Deviation Standard DeviationPerformance
(a) (b)

S21 (dB) 0.87 0.97
S11 (dB) 1.04 1.09
S22 (dB) 2.49 2.4
NF (dB) 0.23 0.27

IIP3 (dBm) 0.64 0.69

Table 55: Standard deviation of 60GHz LNA performances when statistical variations in transmission lines are
(a) disabled and (b) enabled.

Set of Sensors Alternative Measurements
A IDC1, IDC2, IDC3

B IDC1, IDC2, IDC3, C1

C IDC1, IDC2, IDC3, C1, RG
D RG
E IDC1, IDC2, IDC3, C1, RG, S11

Table 56: Sets of non-intrusive sensors and corresponding groups of alternative measurements.

137



R É S U M É E N F R A N Ç A I S

Absolute
Performance

Average
Average

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 4.83 % 0.79 dB 64.07 % 3.08 dB
S11 6.41 % 0.98 dB 47.82 % 2.41 dB
S22 9.68 % 1.74 dB 64.31 % 4.16 dB
NF 4.74 % 0.27 dB 12.55 % 0.62 dB
IIP3 5.11 % 0.63 dBm 34.55 % 1.45 dBm

Table 57: Alternate test prediction results using Set B of non-intrusive sensors.

Absolute
Performance

Average
Average

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 3.77 % 0.62 dB 80.03 % 2.36 dB
S11 3.42 % 0.53 dB 88.39 % 1.37 dB
S22 9.68 % 1.74 dB 63.78 % 5.19 dB
NF 2.71 % 0.15 dB 81.40 % 0.41 dB
IIP3 3.13 % 0.38 dBm 81.09 % 1.07 dBm

Table 58: Alternate test prediction results using Set C of non-intrusive sensors.

Absolute
Performance

Average
Average

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 5.60 % 0.92 dB 46.65 % 4.35 dB
S11 5.09 % 0.78 dB 71.82 % 2.42 dB
S22 12.68 % 2.28 dB 8.25 % 7.24 dB
NF 2.69 % 0.15 dB 81.73 % 0.41 dB
IIP3 3.54 % 0.43 dBm 75.01 % 0.93 dBm

Table 59: Alternate test prediction results using Set D of non-intrusive sensors.

Absolute
Performance

Average
Average

Correlation Maximum
RMS Error

RMS Error
Coefficient Error

S21 3.16 % 0.52 dB 86.40 % 1.69 dB
S11 3.14 % 0.48 dB 90.25 % 0.95 dB
S22 9.40 % 1.69 dB 65.76 % 4.11 dB
NF 2.29 % 0.13 dB 87.14 % 0.38 dB
IIP3 2.39 % 0.29 dBm 89.63 % 0.64 dBm

Table 60: Alternate test prediction results using Set E of non-intrusive sensors.

10.4 C O N C L U S I O N S

Nous démontrons qu’en ajoutant quelques capteurs non-intrusifs sur la puce, qui n’engendrent pratiquement
pas de surcout de surface, et en obtenant de ces capteurs non-intrusifs certaines mesures dans le domaine con-
tinu et à basse fréquence, nous sommes capable de suivre les variations de toutes les performances du CUT avec
une erreur de prédiction moyenne inférieure à l’écart-type de la performance, et une erreur de prédiction maxi-
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mum qui est inférieure ou au moins comparable aux erreurs de mesure dans un équipement de test automatisé
conventionnel.
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