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Abstract

English version

Carrier modulation is an important parameter in the study of the electronic
phase transitions and the electronic properties of materials and at the ba-
sis for many applications in microelectronics. The tuning of charge carrier
density (doping) can be achieved chemically, by adding foreign atoms to the
crystal structure of the material or electrostatically, by inducing a charge
accumulation like in a Field Effect Transistor device. The latter method is
reversible and particularly indicated for use in two dimensional (2D) mate-
rials or ultra-thin films.

Space Charge Doping is a new technique invented and developed during
this thesis for the electrostatic doping of such materials deposited on a glass
surface. A space charge is created at the surface by causing sodium ions con-
tained in glass to drift under the effect of heat and an external electric field.
This space charge in turn induces a charge accumulation in the material de-
posited on the glass surface which can be higher than 1014 cm−2. Detailed
characterization using transport, Hall effect, Raman and AFM measure-
ments shows that the doping is reversible, ambipolar and does not induce
chemical changes. It can be applied to large areas as shown with CVD
graphene.

In a second phase the space charge doping method is applied to polycrys-
talline ultra-thin films (< 40 nm) of ZnO1−x. A lowering of sheet resistance
over 5 orders of magnitude is obtained. Low temperature magneto-transport
measurements reveal that doped electrons are confined in two dimensions.
A remarkable transition between weak localization and anti-localization is
observed as a function of doping and temperature and conclusions are drawn
concerning the scattering phenomena governing electronic transport under
different conditions in this material.



Version française

La modulation de la densité de charge est un aspect important de l’étude de
les transitions de phase électroniques ainsi que des propriétés électroniques
des matériaux et il est à la base de plusieurs applications dans la micro-
électronique. L’ajustement de la densité des porteurs de charge (dopage)
peut être fait par voie chimique, en ajoutant des atomes étrangers au réseau
cristallin du matériau ou électrostatiquement, en créant un accumulation de
charge comme dans un Transistor à Effet de Champ. Cette dernier méthode
est réversible et particulièrement appropriée pour les matériaux bidimen-
sionnels (2D) ou pour des couches ultra-minces.

Le Dopage par Charge d’Espace est une nouvelle technique inventée et
développée au cours de ce travail de thèse pour le dopage electrostatique
de matériaux déposés sur la surface du verre. Une charge d’espace est
créée à la surface en provoquant le mouvement des ions sodium présents
dans le verre sous l’effet de la chaleur et d’un champ électrique extérieur.
Cette espace de charge induit une accumulation de charge dans le matériau
déposé sur la surface du verre, ce qui peut être supérieure à 1014 cm−2. Une
caractérisation détaillée faite avec mesures de transport, effet Hall, mesures
Raman et mesures de Microscopie à Force Atomique (AFM) montrent que le
dopage est réversible, bipolaire et il ne provoque pas des modifications chim-
iques. Cette technique peut être appliquée à des grandes surfaces, comme il
est montré pour le cas du graphène CVD.

Dans une deuxième partie le dopage par espace de charge est appliqué à
des couches ultra-minces (< 40 nm) de ZnO1−x. Le résultat est un abaisse-
ment de la résistance par carré de 5 ordres de grandeur. Les mesures de
magnéto-transport faites à basse température montrent que les électrons
dopés sont confinés en deux dimensions. Une transition remarquable de la
localisation faible à l’anti-localisation est observée en fonction du dopage et
de la température et des conclusions sont tirées à propos des phénomènes
de diffusion qui gouverne le transport électronique dans des différentes con-
ditions dans ce matériau.
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Chapter 1

2D materials and doping

1.1 Introduction

The modulation of the electronic properties of a material with the eventual
generation of electronic phase transitions is the driving force behind a variety
of discoveries and inventions in condensed matter physics and chemistry
and materials science. It is for example a key requirement for the use of
a material in electronics. In semiconductors this is usually achieved by
chemical means, by introducing a precise amount of impurities in a pure
crystal and changing the charge carrier density. This process, known as
chemical doping, is widely used to change material properties, for example
to introduce a metallic or superconducting transition in a host material. If
the introduced charge carriers are electrons, the doping is of type n, while
we would have p-doping if the doped charge carriers are holes.

Modulating the charge carrier density in a very thin or surface layer can
be also achieved electrostatically through the application of an electric field.
The usual way to perform this kind of doping is through a metal-insulator-
semiconductor sandwich known as a field effect transistor. If a potential
difference is applied between the metal and the semiconductor through the
intermediary insulator, the corresponding band bending produced at the
interface between the insulator and the semiconductor will create an accu-
mulation of charge carriers (the sign of the charges depends on the polarity
of the potential difference). This metal-insulator-semiconductor field effect
transistor is a ubiquitous component, with dynamic or static attributes, of
all microelectronic devices.

In recent years there there has been a growing interest in the study of
two-dimensional materials. Very generally a two-dimensional (2D) system in
condensed matter physics can be considered as a system where one dimen-
sion is much smaller than some typical coherence length. Thus, in very pure
semiconductor heterostructures (for example the two-dimensional electron
gas (2DEG) found in a Si inversion layers using a metal-oxide-semiconductor

1



2 CHAPTER 1. 2D MATERIALS AND DOPING

(MOS) structure [1]), a channel several tens of nanometers thick containing
mobile carriers with a mean free path which is ten times larger, is still 2D.
More recently, 2D materials have come to mean few atomic layer materials,
usually exfoliated from bulk layered precursors [2]. This technique is based
on the fact that some materials are formed in layers, with strong adhesion
of the atoms within the layer and weak attraction (van der Waals forces)
between adjacent layers so that it is possible to separate and isolate few
layers or even a single atomic layer of material. Several other techniques
are now used for fabricating 2D materials like chemical vapour deposition
(CVD) [3] or anodic bonding [4].They hold promise from an industrial point
of view for example a 2D material could provide ways for increasing device
density in microelectronics. From the point of view of fundamental research,
a 2D material could present some unique features which are not observed in
three-dimensional systems as a direct consequence of the quantization of the
energy levels or for topological reasons. For our purposes 2D materials are
ideal for the application of electrostatic doping since, as we point out above,
this method is applicable to ultra-thin layers. However limited options exist
to do this, especially to ultra-high carrier concentrations.

In this thesis, a new technique called Space Charge Doping for elec-
trostatically doping materials deposited on glass has been developed. The
technique exploits an intrinsic feature of glass in order to create a space
charge at the interface between the glass and the material and was applied
to two different materials: graphene and ultra-thin films of zinc oxide. The
first tests on the space charge doping were done on graphene as it is a 2D
material that can be produced relatively easily and can be doped n or p. It
has also potential applications as a transparent conducting electrode (TCE).
We then applied the space charge doping to ZnO in order to validate the
technique for thin-films (thus not an intrinsically two-dimensional material)
and to study the properties of this material when it is highly doped. ZnO can
also be potentially used as a TCE material and also has been investigated
for other applications which involve doping, for example spintronics.

In this chapter an overview of the electronic properties, synthesis meth-
ods, applications and doping techniques of graphene and zinc oxide will be
given in order to prepare the ground for the results which will be presented
in the rest of this thesis.

1.2 Electrostatic doping

A central result of this thesis is the development of a new and original elec-
trostatic doping technique. Electrostatic doping is crucial for microelectron-
ics since it is the basic working principle of the metal-oxide-semiconductor
field effect transistor (MOSFET. In fundamental research it is progressively
being used as a powerful and reversible tool for inducing electronic phase
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transitions in a number of materials [5]. Here we give a brief description of
the basic concepts of the electrostatic doping.

A MOSFET is composed of a conducting channel, drain and source con-
tacts placed at the channel edges and a gate contact placed on top of the
channel and separated from it by a dielectric layer. The gate electrode is used
to modulate the conductivity of the channel (Figure 1.1). The channel and
the gate electrode behave like the two conducting faces of a capacitor. Thus
the application of a gate voltage VG will cause an accumulation of charges
at the semiconductor-oxide interface which is the channel. The electric field
generated by the gate electrode penetrates into the channel and causes a
shift in the energy spectrum at the interface with the oxide. The relative
shift of the energy bands of the semiconductor with respect to the Fermi
energy of the whole device causes a change in the carrier concentration at
the semiconductor/oxide interface. We could thus create an accumulation,
depletion or inversion layer if, respectively, the density of charge carriers is
augmented, reduced or reversed in sign [5]. This is schematically shown in
Figure 1.1. In this particular case, depending on the polarity and magni-

Figure 1.1: Schematization of the field effect in a metal-oxide-semiconductor structure in the
particular case of a p-doped semiconductor. Re-printed from 1.1
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tude of VG, in a p-doped semiconductor one can induce an enhancement
or reduction of the hole concentration at the interface or, if the polarity
of VG is reversed, an electron concentration. Moreover, like in a capacitor,
the higher the capacitance associated with the MOS structure, the higher
the carrier accumulation at the interface. This can be achieved with oxides
or dielectrics with a high dielectric constant or with thinner oxides. Typ-
ical surface carrier density attainable with this method is of the order of
1012 − 1013 cm−2.

This basic doping principle has been used not only to fabricate de-
vices for electronics applications but also, for example, to induce insulating-
superconducting transitions [6] or in a more exotic implementation through
the use of liquid electrolytes [7] used to significantly increase the associated
capacitance of the gate electrode.

This principle of modification of electronic properties at the interface has
been exploited in this thesis to develop our original doping method capable
of reaching considerably higher doping than the MOSFET structure in a
reversible and reliable way.

1.3 Graphene

1.3.1 Electronic structure

Graphene is a single layer crystal of carbon atoms disposed in an hexagonal
geometry. This hexagonal structure can also be seen as two compenetrating
triangular lattices A and B [8], as shown in Figure 1.2. The 2D lattice
vectors of the unit cell are a1 = (a/2)

(
3,
√

3
)

and a2 = (a/2)
(
3,−
√

3
)

with
a ≈ 0.142 nm the carbon-carbon distance. The atoms are bond together
with strong σ bonds with their three neighbours. The fourth bond is a π
bond lying perpendicular to the graphene plane. The π bond can be seen
as two lobes which are centred in the nucleus; each atom has it and they
hybridize together to form what is called the π and the π∗ bands. Thanks
to this particular atomic arrangement graphene has some unique properties
in terms of electronic transport and mechanical properties.

The energy dispersion of a single layer graphene was calculated in 1947
by Wallace [9] with the tight-binding approximation for a single layer of
graphite and the result of the calculation is shown in Figure 1.3. At the
edge of the first Brillouin zone there are what are called the Dirac points
(K and K′), with coordinates

K =
(

2π/ (3a) , 2π/
(

3
√

3a
))

(1.1)

and

K′ =
(

2π/ (3a) ,−2π/
(

3
√

3a
))

. (1.2)
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Figure 1.2: Graphene hexagonal atomic structure. The two triangular sub-lattices are highlighted
in blue and yellow.

Figure 1.3: Graphene energy dispersion relation with highlighted the K and K′ points. Readapted
from [10].

There exist two sets of three non-equivalent Dirac points, each set coming
from one of the two triangular sub-lattices of graphene, giving a valley degen-
eracy gv = 2. In K and K′ the conduction and valence band meet, making
graphene a zero-gap semiconductor, which is why it is often referred to as
a semi-metal. In neutral conditions, the Fermi energy lies and the meeting
point of the two bands. The most important remark is that charges in the
region within 1 eV from the Dirac energy have a linear dispersion relation
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(Figure 1.4), as described by the Dirac equation for massless fermions:

E±(k) ≈ ±~vF |k −K| (1.3)

with the Fermi velocity vF ≈ 106 m/s or 1/300th the speed of light in vacuum
and ~ is the reduced Planck constant.

Figure 1.4: Linear dispersion relation of graphene at the Dirac point.

1.3.2 Synthesis

There exist nowadays several techniques for the fabrication of graphene.
The aim is to produce graphene with the least possible concentration of
defects and the largest possible area. The synthesis techniques discussed in
the following in general either do one or the other.

Mechanical exfoliation The mechanical exfoliation technique led to the
isolation of the first graphene sample [2]. A piece of highly oriented pyrolitic
graphite (HOPG) or natural graphite is peeled off repeatedly with adhesive
tape until really thin flakes of graphite are isolated. They are then deposited
on the Si/SiO2 surface. This technique generates samples of excellent qual-
ity, with typical lateral size of a few tens of microns and it is thus well suited
for fundamental research but not for a large scale production.

Chemical Vapour Deposition (CVD) Chemical vapour deposition has
shown to be a promising technique for the production of large area graphene
samples. The deposition of graphene is due to the decomposition of a carbon
carrier gas at high temperature (∼ 1000 �) onto the surface of a metal
substrate (typically nickel or copper [11]). The atmosphere in which such a
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process is usually carried out is CH4 (the carbon carrier) and hydrogen. The
work done in Reference [12] revealed that the number of layers of graphene
growth on nickel is dependent by the cooling rate giving a monolayer only at
a certain cooling rate. On the other hand, the growth of graphene on copper
is self limiting and the number of layers is independent on the cooling rate
[11]. Copper substrates are generally preferred for the low C solubility in
Cu. The final product is a metal substrate (Cu or Ni) entirely covered with
graphene on both sides. The quality of the obtained films is good, but still
not comparable to the exfoliated graphene flakes.

Despite the good quality and large area, as grown CVD graphene is not
ready to be used for applications in electronics because of the metal substrate
on which it is deposited. Thus, a transfer step onto an insulating substrate is
necessary. The most widely used technique is the polymer assisted transfer:
the graphene on the metal substrate (copper for example) is covered with
a polymer film (usually polymethyl-methacrylate, PMMA) which is used as
mechanical support [11]. The graphene layer on the other side in etched away
and the Cu/graphene/PMMA stack is let float on the surface of an etchant
solution for copper. After copper is removed, the floating polymer/graphene
film is then rinsed several times in de-ionized water to remove the residues
of the etching solution and finally it is “fished” with the final substrate. It is
then let it dry in air and after a baking in air used to soften the polymer and
enhance the adhesion on the substrate, the substrate/graphene/polymer is
immersed in acetone to dissolve the polymer. The copper etchants usually
involved are iron nitrate [13], iron chloride or ammonium persulfate [3].
An interesting technique for industrial application of CVD graphene was
proposed by Bae et al. [14] where a roll-to-roll technique is used to transfer
really large area of graphene on a PET substrate.

Thermal decomposition of SiC Another graphene synthesis method
which is for production of large area graphene is the thermal decomposition
of silicon carbide. Basically, this technique involves a substrate of SiC heated
at really high temperatures (1000 ≤ T ≤ 1500 �) in ultra-high vacuum
(UHV). The preferred forms of SiC which are involved are the hexagonal
4H- and 6H-SiC and the growth of graphene can be done on the silicon face
or the carbon face of the substrate. The difference between the growth on
the two faces are in terms of the growth rate and the crystalline orientation
of the graphene film (better on the Si-face than the C-face) [15].

Anodic Bonding Anodic Bonding is a welding technique developed in
1969 by Wallis [16] used to seal silicon to glass without the addition of
intermediate layers (such as glue). Glasses are formed by an amorphous
network of SiO2. The introduction of Na2O and CaO breaks some Si-O-Si
bridges and the non-bridging oxygen atoms serves as anions for the Na and
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Ca cations. It is found that sodium ions mobility is much higher than the
calcium ions mobility [17] at high temperature and an applied electric field
causes sodium ions drift. The anodic bonding technique exploits the sodium
ions drift to deplete the glass/material interface of Na+ ions which leave and
uncompensated oxygen ions space charge which forms a strong electrostatic
bond with the silicon sealing them together. The same principle has been
applied to 2D materials [4, 18, 19, 20], and in particular to graphene. A
thin piece of graphite is deposited on a glass substrate. It is then heated at
temperatures up to 290 ◦C and a voltage VG ≤ 2 kV is applied and leaved
for 10 to 30 minutes. In this time the space charge at the interface is created
and, when the sample is cooled down, the top layers are removed with the
help of adhesive tape leaving from one to few layer of material on the glass
surface. With graphene, high quality samples are obtained with typical
lateral size ranging from 50 to 200 µm. The anodic bonding technique will
be described in details in Chapter 2.

1.3.3 Graphene characterization

Many techniques are used for characterizing graphene. For device fabri-
cation, the most important things to know about a graphene sample are
its effective number of layers and its quality. The most widely used char-
acterization methods, which are the ones used in this thesis, are optical
characterization, Raman spectroscopy and atomic force microscopy (AFM).

Optical microscopy The optical microscope is the first characterization
tool which is usually involved in the identification of a graphene sample.
Graphene is almost transparent, with ∼ 97% of transmittance in the visi-
ble range [13]. However, when graphene is deposited on SiO2 it is possible
to vary the contrast by changing the light source wavelength and its in-
tensity. The contrast increases also with the number of layers, making a
monolayer sample to be recognizable with respect to a bi-layer or a multi-
layer graphene. The same considerations are valid also for other substrates
such as glass, which is the substrate used in this thesis for our studies on
graphene. The optical contrast of graphene deposited on glass is lower with
respect to a sample deposited on SiO2, but it is still sufficient to uniquely
recognize a monolayer graphene sample.

Raman spectroscopy Raman spectroscopy has been proven to be an
essential tool in the characterization of graphene. From the Raman spectra
of graphene it is possible to count the number of layers of graphene and
check its quality [21, 22]. A characteristic graphene Raman spectrum is
showed in Figure 1.5, where the three main peaks of graphene are showed:
the G band at ∼ 1580 cm−1, the G’ band (often called 2D band) at ∼
2680 cm−1 and the D band at ∼ 1350 cm−1. The Raman spectrum of
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Figure 1.5: Raman spectrum of a graphene sample with defects. Re-printed from [21].

Figure 1.6: 2D peak evolution with the number of layers for different laser excitations. Re-adapted
from [22].

graphene contains precious information: the G band comes from the in-
plane vibration of sp2 carbon atoms and is the most prominent resonant
phenomenon in graphitic materials. The 2D band comes from a mechanism
of double resonance between the excited electron and the phonons near K, as
explained in Reference [22]. This peak is the fingerprint of graphene as in the
monolayer it is a single, sharp and symmetric peak with a higher intensity
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with respect to the G peak. Moreover, the shape on the 2D peak evolves
with the number of layers (becoming asymmetrical), as shown in Figure 1.6.
Finally, the D peak arises from the breaking of the double resonance and,
thus, from the defects in graphene. From Raman spectroscopy it is also
possible to get some information about the carrier concentration. In fact,
as reported in Reference [23], the position of the 2D and G peak, as well
as the ratio of their intensities, changes significantly with the concentration
of charge carriers in the graphene sheet. Raman spectroscopy is thus a
powerful tool for the characterization of a graphene sample because it gives
unambiguous information in terms of the number of layers, quality and
doping.

Atomic force microscopy (AFM) AFM topography is another essential
tool for the study of graphene. Fist of all, with AFM it is possible to
count (or confirm) the number of layers of the studied sample. AFM offers
an extremely accurate measure of the thickness of the sample and of the
quality of its surface, indicating if the surface of the graphene sample is
contaminated or not (which is useful information for the contact deposition).

Other techniques Some other techniques (not used in this thesis) are
widely used for the characterization of graphene. We briefly cite trans-
mission electron microscopy (TEM) and angle-resolved photoemission spec-
troscopy (ARPES). Electron microscopy has been used to see grain bound-
aries in CVD graphene transferred on a TEM grid [24]. It has been shown
that the different grains of graphene are connected together with distortion
of the hexagonal lattice of graphene i.e. with pentagon-heptagon pairs or
with distorted hexagons. These considerations are important in the un-
derstanding of the scattering mechanisms which dominates the electronic
transport in graphene. On the other hand, ARPES measurements provide
a direct measure of the electronic band structure through the analysis of
the electrons emitted from the graphene sheet as a function of the direction
of emission and their energy. An example of the measured electronic band
structure of a multi-layer graphene can be found in Reference [25].

1.3.4 Electronic transport properties

The motion of charge carriers in graphene has some unique properties as
a consequence of its electronics band structure, such as the ambipolar field
effect and minimum conductivity. This phenomenon can be seen if graphene
is put in a field effect transistor configuration. What is usually done is to
deposit a monolayer graphene sample on an oxidized Si substrate (which
serves also as gate electrode) and it is then contacted for electrical mea-
surements, usually with gold electrodes. The variation of the gate voltage
induces a change in the carrier concentration in graphene (exactly like in a
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MOSFET) by moving the Fermi level from the equilibrium condition in the
conduction or the valence band. Thus the gate voltage performs an electron
(n) or hole (p) doping, depending on its polarity [2]. Figure 1.7 shows the
ambipolar field effect of graphene deposited on SiO2.

Figure 1.7: Graphene ambipolar conductivity as a function of the gate voltage. Re-printed from
[26].

The minimum conductivity in another interesting phenomenon: in fact,
unlike conventional semiconductors, graphene conductivity σ does not van-
ish at zero field and it shows a minimum value. The value of σmin is of the
order e2/h but it is unclear whether there is a universal prefactor to it [27].

Scattering mechanisms and mobility

The electronic transport is determined by many factors such as: defects in
the crystal structure, impurities, interaction with the substrate and phonons.
All these factors produce inhomogeneities in the charge carrier distribution
in the device for low values of the carrier density or reduce the mean free
path l at high carrier density. From a theoretical point of view, two trans-
port regimes can be distinguished, depending on the amplitude of l and the
graphene device size L. When l > L the transport is said to be in the bal-
listic regime since the charge carriers can travel all along the device at the
Fermi velocity vF without scattering. Transport is then described by the
Landauer formalism as

σball =
L

W

4e2

h

∞∑
n=1

Tn (1.4)
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where the Tn are transmission probabilities of all the possible transport
modes [28]. At the Dirac point, the theory predicts that the minimum
conductivity has the value

σmin =
4e2

πh
= 4.92× 10−5 Ω−1 (1.5)

but experimental observations showed that this value can vary from device
to device [27]. For the case l < L, the charge carriers experience the elastic
and inelatic scattering mechanisms and the system undergoes in the diffusive
regime. The semiclassical Boltzmann transport theory come into play [8] and
the transport at low temperature can be expressed as

σsc =
e2vF τ

~

√
n

π
(1.6)

where τ depends on the scattering mechanism. The main scattering pro-
cesses active in graphene are reviewed in Reference [10] and briefly reported
in the following:

– Phonon scattering: phonons are an intrinsic source of scattering at
finite temperature even when all other scattering processes are sup-
pressed. Longitudinal acoustic (LA) phonons are known to have the
highest cross section with respect to the other vibrational modes and
they also produce an elastic source of scattering. The contribution
of the phonons to the resistivity of graphene can be recognized by
the temperature dependence of the resistivity, being linear for high
temperature and like ∼ T 4 at low temperature.

– Coulomb scattering: another important scattering phenomenon is
represented by charged impurities (ions) trapped between the graphene
sheet and the substrate. Those impurities act as a long range Coulomb
scatterers which, for low charge carriers concentration (n � ni, with
ni the impurity concentration) bring to the formation of puddles of
electrons and holes across the sample [29]. At high carrier density and
for randomly distributed impurities the conductivity decreases as ni
increases (σ ∝ 1/ni).

– Short-range scattering: short range scatterers are responsible for
the formation of mid-gap states. Those scattering centres are repre-
sented by cracks, edges and vacancies but they all can be modelled as
vacancies of effective radius R [28].

Mobility

Mobility in graphene can reach the value of µ = 350000 cm2V−1s−1 [30],
which is quite surprising compared to other semiconductors. Having an
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electronic device which such a mobility would lead to a much faster elec-
tronics compared to the silicon based devices. But in the practice reach-
ing values of mobilities so high is quite hard. Bolotin et al. measured
µ ∼ 170000 cm2V−1s−1 in a ballistic transport regime [31]. To do that, they
fabricated suspended graphene devices by etching the substrate underlying
the graphene sample and performing a current annealing to clean the device.
Of course this is not of a practical use because for electronics applications
since graphene needs to be in contact with a substrate and eventually an in-
sulator to ensure the field effect. For this purpose, another type of substrate
is often used: hexagonal boron nitride (h-BN). Boron nitride is a wide band-
gap semiconductor (5.97 eV) with the same crystal structure of graphene,
with B and N atoms occupying the A and B sites of the graphene lattice.
Moreover, there is a good lattice matching between graphene and h-BN,
which makes it a really good substrate for graphene. h-BN has also been
used for packaging graphene for high-frequency applications [32] reaching
a cut-off frequency of several GHz or for obtaining high mobility graphene
devices, reaching the stunning value of 350000 cm2V–1s–1 [30].

Magnetotransport

Magnetotransport in graphene is a really important topic for many reasons:
it is an essential tool for measuring the carrier density in graphene through
the Hall effect and it shows really important phenomenons related to the
2D nature of graphene, the Quantum Hall Effect.

The Hall effect is a phenomenon observed when charge carriers travelling
inside a material are subjected to an external magnetic field. If a current is
passed inside a device and a magnetic field is applied perpendicular to the
current flow, the charges will experience the Lorentz force in the direction
perpendicular to the current flow and to the magnetic field. As a conse-
quence, a certain number of charge carriers will accumulate at the edge of
the device and a transversal voltage will appear. For small magnetic fields,
it is possible to define a Hall resistance defined as Rxy = IBRH , with I the
current flowing in the device, B the applied electric field and RH = 1/ne
the Hall coefficient (e is the electrical charge and n the charge density). So,
by plotting the value of Rxy as a function of B it is possible to evaluate
the charge density n in the material. In high mobility graphene and at high
magnetic fields allowed energy levels for electrons split, forming the so called
Landau levels [33] and resistivity plateaux.

1.3.5 Doping of graphene

We show in Chapter 3 that we used the technique of the space charge doping
to dope graphene with much better doping performances then conventional
methods. A review of the commonly used doping technique in graphene is
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thus necessary.

Doping in graphene can be achieved in several ways. The first thing to
mention is that, since graphene is only a one atom thick it is very sensible
to air pollution and it is very easy to obtain some unwanted doping due
to the air. Moreover, the transfer techniques used to deposit graphene onto
different substrates introduce a certain density of charged impurities between
the graphene layer and the substrate [34] which, again, induces an unwanted
doping. These aspects have to be taken into account in our experimental
study of graphene.

The study of the properties of graphene requires that the carrier concen-
tration must be precisely controlled [2, 23, 35]. In the following, an overview
of the doping technique usually involved to dope graphene is given.

Electrostatic doping

The first technique to be used for the modulation of the carrier concentra-
tion in graphene is through the field effect [2]. This technique is extensively
used since it allows a fine control of the charge density in a reversible way,
both in the electron and the hole side. The most straightforward way to
build a transistor with graphene is by depositing it on an Si/SiO2 substrate
and deposit metal contacts on it. The Si/SiO2 substrate serves as gate elec-
trode and, depending on the polarity of the voltage applied to the silicon,
an electron or hole concentration can be induced in graphene [36]. This
method has the disadvantage of not inducing very high carrier concentra-
tion because of the low capacitance associated with the Si/SiO2/Graphene
structure (the thickness of the SiO2 layer is ≈ 200 nm). Alternatively, the
capacitance associated to the gate electrode can be increased by diminish-
ing the thickness of the dielectric. In this case, top-gated or bottom-gated
graphene transistor have been realised with the used of dielectrics like boron
nitride [37], oxides [38, 39, 40], ionic liquids [41] or polymers [42].

Electrostatic doping is a reliable way of doping graphene. However, it
presents some disadvantages like the maximum reachable carrier density and
the fact that graphene transport properties can be strongly affected by the
presence of the substrate and eventually the top dielectric.

Chemical and substitutional doping

Another way to dope graphene is through the addition of foreign atoms to
the atomic structure of graphene or placed on its surface which serve as
donors or acceptors. One interesting method has been proposed by Bae
et al. [14]. Here, a roll-to-roll technique is used to transfer a large area
(∼ 80 cm in diagonal size) graphene sheet onto a PET substrate while at
the same time it is doped with nitric acid (HNO3). The result is a p-doped
graphene sheet, but the doping has been found to be unstable in time.
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Another way to chemically dope graphene can be achieved, for example,
with AuCl3 deposited on the graphene surface [43, 44], but the authors
found that this technique is not 100% reproducible. Aromatic molecules
deposited on the surface of graphene have also been used [44, 45], but also
in this case problems regarding the stability of the doping have been met.

Substitutional doping is another interesting way for doping graphene.
To perform n-doping, nitrogen can be used during the synthesis of CVD
graphene [46, 47] or during the decomposition of SiC into graphene [48],
while for p-doping it has been proposed the use of boron [49]. However, this
kind of doping can induce defects in the graphene structure, can be unstable
and it is not reversible.

1.3.6 Graphene as transparent conducting electrode

Most of the techniques described above have been used to try to transform
the graphene sheet in a transparent conducting electrode (TCE). Graphene
is very promising for this kind of application because of its transparency and
its impressive transport properties. However, undoped (or slightly doped)
graphene has a sheet resistance too high for TCE applications and doping
is thus necessary to increase its carrier density and lower RS . Electrostatic
doping performed with conventional techniques, like shown in References
[37, 38, 39, 40, 41, 42], is not suitable for TCE applications because it involves
the use of other materials deposited on the graphene sheet which lower its
transparency and may not reach very high doping. Moreover, the depositing
materials on graphene significantly alter its electronic transport properties.

Chemical doping has been successfully used to dope graphene for TCE
applications. For example, in Reference [14] CVD graphene doped with
nitric acid is used as TCE for display and touchscreen applications, while in
References [43, 44] graphene doped with AuCl3 is used for the fabrication of
solar cells. As mentioned before, chemical doping has some important and
not negligible issues in terms of time stability of the carrier concentration.

Another attempt to produce TCE with graphene is by using multi-layer
graphene. If more layers of graphene are stuck together the resulting con-
ductivity can be significantly enhanced with respect to the monolayer, still
maintaining the transmittance above to 90% in the visible range [43]. In
Reference [50] multi-layer graphene for the fabrication of LEDs has been
demonstrated. However, this technique very is inconvenient to use because
it involves many transfer processes in order to obtain the desired multi-layer
graphene structure with the risk of damaging the whole device at every
transfer step.

As we will show later in this thesis, space charge doping can overcome
many of these problems and can have thus potential applications in the field
of TCEs.
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1.4 Zinc oxide

Zinc oxide (ZnO) is a wide band-gap semiconductor with a direct gap of
∼ 3.3 eV at 300 K [51]. It is a widely studied material since many decades
for its electronic, optical and piezoelectric properties. In optoelectronics it
has a number of features which overlap with GaN but ZnO presents some
advantages also in terms of availability of high quality bulk crystals.

The space charge doping technique should be readily applicable to a
well-defined single crystalline layer deposited onto a susbtrate, which is the
case of graphene. But if our doping technique is versatile, we should be
able to apply it to a variety of polycristalline thin films deposited on glass
by standard deposition techniques. This was the reason to choose a large
gap semiconductor like ZnO which is quite different from graphene as far
as material and electronic properties are concerned. Moreover we had the
possibility to produce high quality samples thanks to the magnetron sput-
tering facility at the Insitut des NanoSciences de Paris. Finally, doped ZnO,
like graphene is a widely studied material in many fields and in particular
in the field of Transparent Conducting Electrodes (TCEs) and spintronics,
making it easy to compare results obtained by our method with other results
in litterature.

1.4.1 Crystal and electronic structure

ZnO can crystallize in three different forms: wurtzite, zinc blende, and
rocksalt [52] as shown schematically in Figure 1.8. The thermodynamically
stable crystal structure in ambient conditions is the wurtzite phase and its
corresponding band structure is presented in Figure 1.9.

Figure 1.8: The three different crystal structure of ZnO. Re-printed from [52].

ZnO has been widely studied in the past because it possesses some very
interesting properties and it can be a promising and cheap substitute for
GaN. Its large and direct band-gap (as shown in Figure 1.9) makes ZnO
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Figure 1.9: Electronic band structure of ZnO. Re-printed from [51].

suitable for optoelectronics applications in the blue/UV region like light-
emitting diodes, lasers and photodetectors. However, nowadays its use is
limited because of the inability to produced high quality p-type crystals.
In fact, while is relatively easy to grow high quality n-type ZnO, the hole
doped crystal has not yet demonstrated to be reproducible, requiring the
use of heterostructure with other materials like Cu2O in order to realize a
p-n junction [53]. However, ZnO is widely used for its piezoelectricity [54]
or as transparent conductor when it is heavily n-doped with foreign atoms
like aluminium [55].

1.4.2 Crystal growth

The most used technique for the growth of high quality ZnO films is RF
magnetron sputtering. However many techniques are used to produce high
quality samples such as molecular beam epitaxy, pulsed laser deposition,
chemical vapour deposition or sol-gel.

RF magnetron sputtering

Sputtering is one of the most used techniques for the production of high
quality ZnO thanks to its low cost, low operating temperature and simplicity.
The deposition is carried out in a chamber where a mixture of oxygen and
argon is injected in a precise proportion. The RF power is then activated
and the deposition of ZnO takes place thanks to the Ar plasma generated in
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the chamber. Ar is used as sputtering enhancing gas while O is used for the
reaction. The RF power activates the Ar plasma causing Ar+ ions to hit the
Zn or ZnO target. The extracted atoms travel towards the substrate facing
the target through the O atmosphere and deposit as ZnO. In this thesis, a
Zn target was used.

The choice of the substrate is important for the final orientation of the
crystal and usually substrates such as diamond, glass, GaAs and Si are
used [52], while the temperature can be varied from room temperature up
to 400◦C. The choice of the O/Ar ratio is very important. In fact, the
oxygen content in the deposition chamber determines the stoichiometry of
the deposited film [56] and depending on the value of the O/Ar ratio the
ZnO film presents more or less oxygen vacancies which are important for its
electronic transport properties.

Other deposition techniques

A review of the most used deposition methods for ZnO can be found in
Reference [52]. Here we give a brief description of some of these.

Molecular beam epitaxy The advantage of using molecular beam epi-
taxy (MBE) is in the extremely precise control in situ of the growth pa-
rameters. Pure Zn is evaporated towards the substrate while oxygen flows
on its surface, thus maximizing the oxidation of Zn. The deposition is
controlled with reflection high-energy electron diffraction (RHEED), which
gives a feedback for the adjustment of the deposition parameters. While it
permits the deposition of high quality films, MBE is an expensive method
and not as straightforward as RF magnetron sputtering.

Pulsed laser deposition The principle of the pulsed laser deposition
method is to illuminate a target material with a high intensity pulsed laser in
order to evaporate the material and create a jet of particles directed normal
to the surface. The pulsed laser is chosen such that the stoichiometry of
the evaporated material is preserved. A substrate is placed in front of the
target so that the evaporated material can sublimate on its surface. In the
case of ZnO, a zinc oxide target obtained from pressed ZnO powder is used
and temperature between 200 and 800 ◦C are involved.

Chemical vapour deposition Chemical vapour deposition (CVD) is an
interesting deposition technique which allows the production of thin-films
on a large scale. Generally speaking, the deposition takes place as the con-
sequence of a chemical reaction. The precursors (in this case Zn and O) are
transported in the reaction chamber by carrier gasses while a temperature
gradient causes the chemical reaction which brings to the deposition of ZnO
on the substrate.
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Sol-gel Another widely used technique for the production of ZnO thin-
films is by spin-coating a solution containing ZnO onto a substrate. It is
then let dry with the help of heat and a thin-film of ZnO is then obtained
[57, 58]. A heat treatment will then give crystallinity to the film.

1.4.3 Characterization of ZnO

Zinc oxide thin-film characterization is done mainly with two techniques:
X-ray diffraction and atomic force microscopy. The first, gives informations
about the size of the grains forming the film and their orientation, while the
AFM is used to scan the surface in order to obtain a topography which also
gives informations about the grain size. In this thesis the two techniques
are used to characterize our ZnO samples.

X-ray diffraction spectrum of ZnO

The X-ray diffraction from ZnO powder is shown in Figure 1.10. We can
see that there are several peaks corresponding to the different crystalline
orientations. In the case of diffraction from thin-films, the XRD spectrum is

Figure 1.10: XRD spectrum obtained from ZnO powder. Re-printed from [59].

usually acquired in a grazing geometry in order to maximize the penetration
of the X-ray into the material and the detector is swept in a range of angles.
A typical XRD spectrum from a ZnO thin-film is shown in Figure 1.11. As it
is commonly observed the film presents a preferred orientation of the grains
along the (00l) direction. As described in Chapter 2, the position and width
of the peaks reveal the average size of the grains forming the film.
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Figure 1.11: XRD spectrum obtained from a ZnO thin-film of ∼ 130 nm in thickness deposited
on glass. Re-printed from [60].

AFM

AFM scan of ZnO surface can give useful informations about the grain size
which can be compared to the results obtained from the XRD data. An
example of this kind of topography is shown in Figure 1.12.

Figure 1.12: AFM scan of a ZnO thin-film deposited on a Si substrate. The film thickness is
108 nm. Re-printed from [61].
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1.4.4 Doping of ZnO

For electronics applications doping of ZnO is an essential issue. It is rela-
tively easy to dope ZnO with electrons and several techniques are used both
for device applications or to create very highly doped surface layers. On the
other hand the p-type doping is difficult to obtain in a reproducible way.

In the following, a description of the most used methods for the n-doping
of ZnO and a brief mention to the attempts to p-doping will be given.

n-doping

Intrinsic doping ZnO is a natural n-type semiconductor. The n-type
conductivity originates from the non-stoichiometry of the material due to
the presence of oxygen vacancies which behave like donor type impurities
[62, 63, 64]. Reference [65] shows that two types of defects exist associated
with oxygen vacancies in ZnO, one identified with the oxygen vacancy itself
and the other to clusters of oxygen vacancies. This work indicates that these
defects act as donors in ZnO. However some authors argue that these being
deep defects in the band-gap of ZnO they would instead act as compensating
agent for any p-doping [66]. Experimental evidence however overwhelmingly
shows that oxygen vacancies in ZnO are effectively responsible for the n-
type conductivity. The ZnO samples studied in this thesis are intentionally
fabricated with a degree of non-stoichiometry, being deficient in oxygen, in
order to induce an initial carrier density. As it will be shown later in this
manuscript, the evidence we found in our samples is in agreement with the
fact that the oxygen vacancies are responsible for the n-doping in ZnO.

Chemical doping Aluminium is known to efficiently n-dope ZnO. The
main use of aluminium-doped ZnO (Al:ZnO) is for transparent conducting
electrodes and for this reason it is often deposited on glass by sputtering a
ZnO target with the addition of Al2O3. The resistivity of the sputtered film
can be significantly lowered with respect to the non-doped crystal, down
to values around 10−4 Ω · cm [67] and applications of Al:ZnO have been
demonstrated in devices like organic light-emitting diodes [55] or liquid crys-
tal displays [68]. However, the main disadvantage of this technique is that
the transparency of the thin-film is strongly altered (down to 80%) being
at the limit of the use of ZnO as transparent conducting electrode, and of
course the crystal structure of ZnO is also altered by the Al atoms.

Electrostatic doping ZnO surface layers have been investigated for dif-
ferent purposes going from transparent field effect transistors to the study
of two-dimensional accumulation layers (quantum wells). The use of ZnO
as the active layer of a transistor has been demonstrated by using differ-
ent transparent layers of materials used as electrodes and gate dielectric
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[60, 61, 63, 69]. For many applications, the MOSFET configuration has the
disadvantage of not achieving a very high carrier concentration in the accu-
mulation layer and to significantly reduce the transparency of the film with
the use of many layers which serve as dielectric and contacts. More exotic
techniques have been also used to achieve extremely high doping electrostat-
ically, like the use of ionic liquids [70, 71]. These liquids are characterized
by the presence of ions which are mobile in the presence of an electric field.
If the ionic liquid is placed on top of ZnO, the ions can be accumulated at
the surface of ZnO. The electric field associated with the ions is very high
and electrons concentration up to 1014 cm−2 have been measured in the as-
sociated accumulation layer. However, this technique raises some questions
about eventual intercalation of the ions inside the ZnO structure and also a
practical problem at lower temperatures because of the freezing of the liquid
which occurs by lowering the temperature of the system.

Other techniques As said before, ZnO accumulation layers are extremely
interesting from a physical point of view because of ZnO single valley conduc-
tion band [72]. We mention some efficient techniques for producing strong
accumulation layers on the surface of ZnO single crystals like exposure to
atomic hydrogen [73], low-energy hydrogen ion implantation [74], exposure
to thermalized He+ ions [75]. Surface electron densities up to 5×1014 cm−2

have been achieved. However these techniques are not reversible, thus pos-
ing severe limitations on their use in the study of the properties of ZnO
quantum wells.

p-doping

It has been mentioned that p-type doping of ZnO is a difficult task. This
can be attributed to several factors like compensation of the dopants by
native defects or low solubility of the impurity in ZnO. It is known that in
ZnO group-I elements like Li, Na and K, Cu, Ag, Zn vacancies and group-
V elements such as N, P, and As act as acceptors in ZnO. However, from
theoretical calculation it comes out that these are deep acceptors and thus
contribute only slightly to the p-type conductivity [52]. Nitrogen appears to
be a good candidate for the hole doping of ZnO, but its practical application
has not yet been demonstrated.

1.4.5 Magneto-transport properties

The transport properties of ZnO have been widely studied under the effect of
a magnetic field. The single, parabolic conduction band of ZnO (see Figure
1.9) allows an easy interpretation of the Hall effect for the determination of
the carrier density and mobility. Especially in strong accumulation layers,
quantum interference phenomenons have been found in ZnO and they are
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studied under the effect on an applied magnetic field like the works found
in References [72, 76, 77, 78], to cite a few.

1.4.6 ZnO as TCE

One of the promising application for ZnO is as transparent conducting elec-
trode. The ability to easily produce high quality thin-films on a transparent
substrate (glass or quartz for example) makes ZnO a very attractive mate-
rial in this field. If its transparency is high thanks to its large band-gap,
on the other hand, like in the case of graphene, its conductivity needs to be
modulated with doping in order to lower the resistivity of the film. As men-
tioned before, Al doping is a commonly used technique for the fabrication of
conductive ZnO for displays applications [68] or light emitting diodes [55].
However as said above Al doping has some drawbacks especially in terms of
transparency of the doped thin-film which is significantly altered.
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Chapter 2

Experimental

This chapter will describe in detail the techniques used for the fabrication
of the graphene and ZnO samples, their characterization and the final de-
vice realization. The fabrication of graphene samples has been carried out
with two techniques: the anodic bonding and the transfer of CVD graphene
(commercially available) onto a glass substrate. The zinc oxide samples have
been realized with the magnetron sputtering method. The samples are char-
acterized after the production with an optical microscope, atomic force mi-
croscopy (AFM), Raman spectroscopy and X-ray diffraction (XRD). Finally
the samples are contacted for electrical characterization with the evapora-
tion of metals and shaped with different techniques. Finally, a description
of the low-temperature magneto-transport system will be given.

2.1 Samples fabrication

In this section we introduce the different techniques used for the fabrication
of the graphene and ZnO samples. For the production of graphene samples
we used the anodic bonding method and the transfer of CVD graphene onto
a glass substrate and for ZnO the radio-frequency magnetron sputtering.

2.1.1 Glass substrates involved

In this thesis two kind of glasses have been used as substrates for all experi-
ments concerning both the sample fabrication and space charge doping: the
first is SCHOTT� D263T, a borosilicate glass, and the second is soda-lime
glass also from SCHOTT�. There are differences in composition between
the two types of glasses which affect the properties of the samples deposited
on them (as we will see in Chapter 3), the most important being the maxi-
mum reachable carrier concentration due to space charge doping. The latter
is affected by an important parameter of the glass, which is also the most
relevant for our purpose, that is the sodium ion content. In the D263T

25
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the Na+ concentration is ∼ 1.4 × 1018 cm−3 while in the soda-lime it is
∼ 3.4 × 1018 cm−3. As will be confirmed by the experiments, this differ-
ence in concentration gives a higher doping capability to the soda-lime with
respect to the borosilicate glass.

2.1.2 Graphene

Anodic Bonding

Anodic bonding is known in microelectronics to be a reliable method for
sticking two surfaces without any intermediate layer like glue, provided that
they are microscopically clean and polished. The original technique was used
to stick silicon to a glass substrate [16, 79] or to stick two silicon surfaces with
a glass layer in between. As mentioned in Chapter 1, anodic bonding can
be used for the fabrication of two-dimensional materials, included graphene,
in an original and reliable way [4, 18, 19, 20, 80].

Anodic bonding is based on the fact that glasses are ionic conductors at
relatively high temperatures. They are formed by an amorphous network
of SiO2 and the introduction in the system of Na2O and CaO breaks some
Si-O-Si bridges. Non-bridging oxygen atoms serve as anions for Na+ and
Ca2+ ions. At the bonding temperature (60◦C < T < 300◦C) Na ions
become mobile under an applied electric field (the mobility of Na+ being
much higher than the mobility of Ca2+ [17]) and it is possible to deplete the
surface from sodium ions. A space charge of uncompensated oxygen ions
(which are not mobile) is thus left at the surface of the glass which creates an
electrostatic field and attraction between glass and sample. In the case of the
original technique, the intimate contact generated by the strong electrostatic
field between glass and silicon ultimately leads to chemical bonding between
Si and O at the interface; in the case of 2D materials, as described below
and for the parameters used the sticking process is purely electrostatic.

The schematics of our anodic bonding machine are depicted in Figure
2.1. It is composed of a controller (for the regulation of the heat and the
voltage), an apparatus formed by a hot plate, which also serves as anode
for the system, and an anvil (the cathode) at the ground potential which
can be substituted by a micro-manipulator tip. Between the anode and the
cathode is placed the glass substrate with the precursor of the nanomaterial
to be fabricated. The choice of the precursor is a crucial step in the sample
fabrication. The precursor is usually a lamellar bulk material from which
are cleaved thin fresh flakes of 1 − 2 mm in lateral size with the help of
adhesive tape. The precursors are placed on the surface of a glass substrate
(borosilicate or soda-lime glass) which has been previously cut to ∼ 1 cm2

and cleaned in a ultrasound bath at 35◦C first in acetone and then in ethanol,
5 minutes each, and dried with nitrogen. The glass/precursor system is
then placed on the hot plate, the anvil (or the micromanipulator tip) is put
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Figure 2.1: Schematics of anodic bonding. The motion of the Na+ ions under the electric field is
highlighted with the red arrow. The top anvil can be substituted by a micromanipulator tip.

on top in contact with the precursor and the voltage is applied between
the anvil (tip) and the hot plate. As highlighted in Figure 2.1 this cause
Na+ ions drift towards the anode leaving a space charge of O2− at the
interface between the glass and the precursor. After some time, the space
charge reaches its optimal magnitude such that there is a sufficient image
charge in the precursor. The voltage can thus be removed with the precursor
electrostatically stick to the glass. With the help of adhesive tape, the top
layers of the precursor are peeled off, leaving on the surface of the glass one
to few-layers of material bonded to it. This technique has a high throughput
compared to the purely adhesive tape technique [2] and is capable of giving
relatively big sized samples (of the order of ∼ 100 µm for graphene) of
excellent quality.

Two type of glasses are used in this thesis for the fabrication of anodic
bonded graphene: borosilicate glass purchased from SCHOTT and stan-
dard soda-lime glass, both optically polished. The ionic conductivity of the
soda-lime glass (Na+ ion concentration 3.4×1018 mm−3) is higher than that
of borosilicate glass (Na+ ion concentration 1.4 × 1018 mm−3) and this is
also reflected on the magnitude of the parameters used for anodic bonding.

The parameters for the fabrication of 2D samples with the anodic bond-
ing method vary from material to material. The sample is heated at a
temperature of 140 − 250◦C applying a voltage of 200 − 1500 V for 1 − 15



28 CHAPTER 2. EXPERIMENTAL

minutes. Several samples have been fabricated during this thesis and the op-
timum parameters for the fabrication of graphene have been found, both for
the borosilicate and soda-lime glass using the anvil or the micromanipulator
tip. The details will be given in Chapter 3.

Transfer of CVD graphene

As mentioned in Chapter 1, chemical vapour deposition (CVD) is a widely
used technique for the production of large surfaces of graphene. The graphe-
ne sheet is fabricated by heating a Cu foil at ∼ 1000◦C in the presence of
carbon carrier gases [11]. The Cu foil acts as a catalyzer for carbon which
is deposited on its surface and crystallizes into graphene. The principal
advantage of using this technique is that the area of the graphene sample is
only limited by the size of the copper foil. Furthermore, the quality of the
graphene film produced is compatible for electronic applications, though it is
still not comparable with the quality of anodic bonded graphene or graphene
produced with the adhesive tape method.

As-fabricated CVD graphene cannot be used for electronics because it
is grown on a conducting substrate (the Cu foil). A transfer process of
graphene onto an insulating substrate is thus necessary. The polymer as-
sisted transfer is the most widely used technique in research [81] and is a
delicate step for the realization of electronic devices with CVD graphene. In
the following, the transfer process of CVD graphene used in this thesis will
be described in details.

Cu
G

G

PMMA(a) (b) (c)

H2O+APS

(d)

Glass

(e)

Glass

Acetone
(f)

Glass

Figure 2.2: Steps of the transfer of CVD graphene onto a glass substrate. (a) PMMA is spin-
coated on one side of thez copper foil, covering the underlying graphene. (b) Oxygen plasma
etching is performed on the back side to remove graphene not covered by the PMMA. (c) Copper
is etched away in a aqueous solution of APS. (d) The floating graphene/PMMA is rinsed several
times in DI water and then is “fished” with the glass substrate. (e) The glass/graphene/PMMA
system is let dry in air and, after a baking to enhance adhesion, the PMMA layer is dissolved in
acetone. (f) Finally, graphene has been transferred onto the glass substrate.

– A square of ∼ 1 cm2 is cut from the copper foil which is covered with
graphene on both sides.
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– The Cu square is fixed to a kapton support with the help of adhe-
sive tape. This step is necessary to ensure mechanical support to the
sample in the next step of spin coating.

– Polymethyl methacrylate (PMMA) is spin-coated on the sample at a
speed of 1000 rpm for 1 minute (Figure 2.2a) in order to create a thin
film of polymer on the surface of the graphene layer. It will be used as
mechanical support. The PMMA is let dry in air at room temperature
for an overnight period to let evaporate the solvent.

– The kapton support is removed and a oxygen plasma etching is per-
formed on the back side of the copper foil (the one not covered by
the PMMA) to remove the graphene from that side of the copper, as
showed schematically in Figure 2.2b. This step is very important to
ensure the success of the copper etching step. The O2 etching is done
at 60 W for 150 seconds.

– A solution of ∼ 1 g of Ammonium Persulfate (NH4)2S2O8 (APS) in 85
mL of de-ionized water is prepared (concentration of ∼ 0.01 g/mL).
APS is an oxidizing agent for the copper [82]. A higher concentration
should not be used in order to avoid bubbles in the solution which will
result to be holes in the deposited graphene. With this concentration,
the etching process takes about four hours. The sample must be placed
on the surface of the solution with the PMMA-face of the stack outside
of it. At the end of the process, the PMMA-graphene stack should float
on the surface of the solution.

– After the copper is completely etched away, the sample must be rinsed
in de-ionized water. The sample is then transferred in a watch-glass
(circular, slightly convex piece of glass) where de-ionized (DI) water is
added and then is pumped away several times (always taking care of
letting the sample float on some water) in order to remove any trace
of the etchant. The sample is then placed in a DI water bath. The
process is then repeated.

– A glass substrate (borosilicate or soda-lime) is cut (with an area at
least 50% bigger than the PMMA area) and cleaned in ultrasound first
in acetone (4 minutes, 35◦C) then in ethanol (4 minutes, 35◦C) and
dried by blowing nitrogen.

– The floating graphene/PMMA stack is caught on the glass substrate
and let dry in air for 30 minutes. A baking at 150◦C for 5 to 10
minutes is then performed to enhance the adhesion of graphene to the
glass surface.

– An acetone bath is warmed at ∼ 50◦C and the sample is immersed in
it for 5 minutes to dissolve the PMMA layer. Then it is put in ethanol
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for 3 minutes to remove the residues. This process is repeated a second
time. Nitrogen gas is blown on the sample at the end of the process
to dry the sample.

– A second baking is performed at 150◦C for 5 minutes to further en-
hance the adhesion of graphene to the substrate.

After all those step the sample is ready for characterization and contacts
deposition with the techniques described later in this chapter.

2.1.3 Zinc oxide

In this thesis we fabricated thin film zinc oxide on glass with the radio-
frequency (RF) magnetron sputtering technique. RF magnetron sputtering
is a straightforward, low cost technique from which is possible to obtain high
quality ZnO films through a plasma assisted deposition method [52, 60, 61,
63].

The apparatus of the RF sputtering system is illustrated in Figure 2.3.
It is composed by a vacuum chamber in which is present a high purity zinc

Ar
O

RF power
supply

Ar+

Zinc Target

O

Glass
ZnO thin film

Figure 2.3: Schematization of the RF magnetron sputtering apparatus. In a high vacuum chamber,
a glass substrate is placed in front of a zinc target. Argon and oxygen are introduced in the chamber
and an argon plasma is activated with the RF power supply. Argon ions hit the zinc substrate
expelling Zn atoms from it which travels towards the glass substrate. During their path they enter
the oxygen atmosphere, oxidize and deposit onto the glass substrate in the form of ZnO.

or zinc oxide target in front of which, at a certain distance, is placed the
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substrate where ZnO has to be deposited. The substrate can be eventually
heated. The RF power is applied to activate the argon plasma (the pink
shadow in Figure 2.3) causing Ar ions to hit the zinc target. Zn atoms are
kicked away and travel towards the glass substrate. During their path they
oxidize because of the oxygen atmosphere and deposit on the substrate as
zinc oxide. The properties of the final ZnO film such as the stoichiometry,
the crystallinity and the thickness are determined by the growth parame-
ters: RF power, Ar and O partial pressure, substrate temperature, distance
of the substrate from the target and deposition time [83]. The O/Ar ratio
in the chamber is an important parameter for the determination of the sto-
ichiometry of the deposited zinc oxide film. In particular, oxygen vacancies
create mid-gap states in ZnO and contribute to the intrinsic n-type conduc-
tivity [65]. The substrate temperature can affect the deposition rate and the
quality of the sample, in terms of grain size and crystallinity, though good
results can be obtained also at room temperature.

2.2 Characterization methods

Several techniques have been used to characterize the samples fabricated
during this thesis. They are: optical characterization with an optical mi-
croscope, atomic force microscopy (AFM), Raman spectroscopy and X-ray
diffraction (XRD).

2.2.1 Optical microscope

The optical microscope is a useful tool for a first characterization of the
graphene and ZnO samples. The images of the samples are recorded with a
Leica DM2500 and a CCD camera with 5X, 10X, 50X and 100X objectives
in the bright field imaging mode. For the case of anodic bonded graphene,
the optical microscope characterization is useful to determine the number of
layers of the sample through the optical contrast while for CVD graphene
and zinc oxide it is useful to determine the quality of the surface of the
sample.

2.2.2 Atomic Force Microscopy

Atomic force microscopy (AFM) was invented in 1986 [84] as an evolution of
the Scanning Tunneling Microscope (STM). It is a tool which is able to scan
the surface of a sample to obtain a topography at extremely high resolution.
Contrary to STM which measures the tunneling current between the sample
and the scanning tip, AFM measures the forces at the atomic scale and thus
it makes possible to scan conductive and insulating samples [85]. The basic
principles is described in the following.
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Figure 2.4: (a) Illustration of the basic principle of the AFM. The tip is ideally one atom sharp.
The control system maintains a constant interaction force between the tip and the sample, fol-
lowing the contour B. Image reprinted from [84]. (b) Schematics of the AC operating mode of the
AFM. A function generator causes the oscillation of the tip through a piezo. A laser hits the back
of the cantilever and the light is reflected on a photo-diode which measures the deflection of the
cantilever. A lock-in amplifier is connected to the photo-diode to measure the difference between
the function generator and the actual oscillation frequency of the cantilever. The output of the
amplifier is sent to the feedback loop which adjust the height of the sample.

The AFM is based on the interaction forces between the surface of the
sample and a probing tip attached to a cantilever-like spring. In response to
those forces the cantilever is deflected. The image of the surface of the sam-
ple is taken recording the deflection, which is shown as a z-displacement,
as a function of the coordinates in the x − y plane. Displacements from
1 µm to 0.1 Å can be measured. The typical order of magnitude of the
measured forces range from 10−6 to 10−11 N which makes possible to do
a non-destructive scan of the surface. Three operating modes are distin-
guished: the contact mode, the non-contact mode and the tapping mode,
also called AC mode. In the contact mode, the sample-tip separation is of
the order of the Å and the tip is sensible to the ionic forces which makes pos-
sible to reach atomic resolution under certain conditions. In the non-contact
mode the tip operates at higher distance from the sample, 10−100 nm. For
these two modes, the force between the tip and the surface of the sample
causes the cantilever to bend until static equilibrium is reached. The scan-
ning can be done either by maintaining the sample-tip distance constant
and regulating the sample height through a feedback loop, or by recording
the displacement of the cantilever in response to the interaction with the
surface. Finally, in the AC mode the tip-sample distance is in between of
the distances of the two previous modes and the tip vibrates at a frequency
close to its resonance frequency. A distance-frequency curve dominates the
system: a repulsive force will increase the resonant frequency of the can-
tilever, while an attractive force will decrease it. The feedback loop can
keep the oscillating amplitude constant or it can maintain the frequency
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constant during the scan [85], in both cases a measure of the height as a
function of the position can be done.

The three operating modes have some advantages and disadvantages
when applied to 2D samples and thin films of materials. With the contact
mode, high speed scans and atomic resolution are possible; also, it is easier
to scan rough samples. However, strong lateral forces are involved due
to the proximity of the tip to the sample. In the non-contact mode the
lateral forces involved are much smaller thus avoiding distortions of sample
surface. However, the relatively high sample-tip separation doesn’t allow
a high resolution imaging. Moreover, the contact and non-contact modes
are usually performed in ultrahigh vacuum to reach the atomic resolution,
which is a condition not achievable on our setup. The AC mode is thus the
best choice for the measures on graphene and ZnO thin films. It in fact
involves small lateral forces on the sample together with high resolution and
the possibility to perform the scan in ambient condition. The scan speed is
however slower compared to the contact mode.

The setup used in this thesis for AFM measurements is a Scanning Probe
Microscope SmartSPM-1000 instrument (AIST-NT) and the tapping mode
was used in all the performed scans. In Chapter 3 and 4 will be shown the
AFM images of graphene and ZnO samples.

2.2.3 Raman Spectroscopy

Raman spectroscopy is a powerful and non invasive tool for the characteri-
zation of materials. It is based on the Raman effect, a phenomenon of light
scattering discovered in 1928 by C. V. Raman and K. S. Krishnan which
led C. V. Raman to be awarded the Nobel prize in 1930 [86]. The origin of
this phenomenon comes from the interaction of an incident light beam with
the phonons in a solid or from molecular vibrations in molecules, producing
inelastic scattering of light. When light hits a material, the most part of
the phonons experience elastic scattering, called Rayleigh scattering and the
intensity of this portion of light is ∼ 10−3 times the intensity of the incident
light. The portion of light which undergoes the Raman scattering is even
less, ∼ 10−6 times the intensity of the incident light. In the following, the
principles of the Raman scattering will be explained.

The principles of Raman scattering

The explanation of the Raman effect can be understood in terms of the
polarizability of molecules or the susceptibility of crystals. Let us consider
a two-atom system. When an electromagnetic (EM) wave interacts with
such a system, the electronic cloud and the nuclei will react to the incident
electric field, thus inducing a change in the dipole moment

PD(ω) = α0E(ω) (2.1)
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where E(ω) is the incident radiation, α0 is the polarizability and PD(ω) is
the dipole moment which acts as a source of evanescing EM wave. α0 is
a measure of the deformation induced in the system in the presence of an
external electric field. In a solid crystal, the susceptibility tensor takes the
place of α0.

Suppose now that the molecule is vibrating with frequency Ω and the
distance between the two atoms changes periodically. Then, α0 will be
modulated and Eq. 2.1 takes the form

PD(ω) = (α0 + α1 cos (Ωt)) E0(ω) cos (ωt) (2.2)

which, with the application of trigonometric rules, becomes

PD(ω) = α0E0 cos (Ωt) + (α1E0/2) [cos (ω + Ω) t+ cos (ω − Ω) t] (2.3)

From Eq. 2.3 we see that the scattered light oscillates at the frequency
of the incident light ω and at the sibeband frequencies ω±Ω. The side band
frequencies are called Raman Stokes (ω−Ω) and Raman anti-Stokes (ω+Ω)
frequencies.

In a quantum-mechanical picture, the Raman scattering comes from an
exchange of energy between an incident photon and a vibrating mode of the
crystal, i.e. a phonon. The photon is absorbed by an electron which is in a
ground energy state and is excited in a virtual state (Figure 2.5). When it
recombines it can either return to the ground energy state and emit light at
the same frequency of the incident light (Rayleigh scattering) or recombine
at a different energy level and emit light at a different frequency (Raman
scattering). Since the energy and momentum must be conserved, the gen-
eration or absorption of an additional quasi-particle (a phonon) is required.
Figure 2.6 shows an example of a measured Raman spectrum composed by
the Rayleigh scattering and the Stokes and anti-Stokes frequencies. The
Raman effect is thus a consequence of the polarizability of the system and

ħωi

ħωs

ħΩ

Figure 2.5: Schematics of the absorption process of a photon, re-emission of a photon with different
energy due to energy exchange with a phonon.
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Figure 2.6: Illustration of the Rayleigh, Stokes and anti-Stokes scattering. Re-printed from [87]

if the vibration of a molecule (or a phonon mode in a crystal) is such that
there is no polarizability, that vibration is said to be Raman inactive. Thus
the condition for a vibration mode to be Raman active is(

dα

dQ

)
0

6= 0 (2.4)

with dQ the displacement from the equilibrium position.

Raman microscopy in 2D materials

In the case of 2D materials and thin films Raman spectroscopy represents a
fast and non destructive tool for the study of the properties of the materials.
From the frequency and relative intensities of the Raman peaks it is possible
to characterize the quality, doping level and strain of the sample. Micro-
Raman spectroscopy is the term used to indicate that the analysed area is of
the order of the µm2 and this is achieved focusing the laser with the help of
a microscope objective. The Raman measurements done in this thesis were
performed using our Xplora Raman spectrometer (Horiba Jobin-Yvon) in
back scattering geometry in ambient conditions. In Figure 2.7 is shown the
layout of the internal optical system for the detection of the Raman signal.

The main parts of the micro-Raman systems are shown: the laser, the
microscope, the confocal system and the spectrograph. The lasers wave-
length available are 532 and 638 nm but for our measurements we used only
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Figure 2.7: Schematic of the micro-Raman system.

532 nm. The laser power on the sample of the 532 nm laser is 12 mW,
but the intensity of the radiation is often reduced to avoid heat damage on
the samples. Usually, the measurements on graphene and ZnO are carried
out with the 50% or 25% filters, meaning a laser power on the sample of 6
and 3 mW, respectively. The microscope part is a crucial component of the
system since it is responsible for the spatial resolution of the measure. Our
system is equipped with three objectives: 10X, 50X and 100X. The 100X
objective has been used for all the measurements on 2D materials and thin
films in this thesis because, thanks to its numerical aperture (NA) of 0.9,
it is the objective with the best axial resolution, compared with the 10X
and 50X. The laser spot of the 100X objective is 0.72 µm with the 532 nm
laser. The confocal system is composed of a slit, a hole and various lenses.
The slit is responsible for the spectral resolution and hole for the axial res-
olution. Finally, the spectrograph is composed by a series of lenses and
a grating, which separates the different wavelengths of the Raman signal.
The grating resolution can be changed, determining the number of points in
the Raman spectrum. The best resolution that we can get with our system
is ∼ 1.2 cm−1. However, higher resolution means longer acquisition time
because less photons hit the CCD camera resulting in a weaker signal.
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Figure 2.8: Illustration of the Bragg law.

2.2.4 X-ray diffraction

X-ray diffraction (XRD) is one of the most used tools to analyze the crystal
structure of a material. Diffraction phenomenons appear when an electro-
magnetic (EM) wave hits a periodic structure with the characteristic length
of the order of the EM wave. Since in a crystal the spacing within atoms
is of the order of the Ångstrom and the X-ray wavelength varies from 0.1
to 100 Å, the structural properties of a crystal can be studied by observing
the diffraction pattern generated by a crystal when it is hit by an X-ray
radiation. In the following, a quick description of the principle of XRD will
be given without claiming to be complete.

We can treat a crystalline material as a set of parallel atomic planes
placed at a distance d which interacts with the X-ray beam. The X-ray
radiation is treated as a plane wave. When the radiation hits the sample
with an angle θ (Figure 2.8) a portion of it will penetrate in the material and
another portion will be reflected at the same angle of the incident wave. The
reflected waves from the different planes will sum up producing constructive
interference only if a certain condition is met, i.e. the well known Bragg’s
law

2d sin(θ) = nλ (2.5)

where θ is the incident angle of the X-ray, d is the spacing between the atomic
planes, λ is the wavelength of the incident wave and n has the meaning of
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Figure 2.9: Schematization of the X-ray diffraction setup.

a reflection order. The above relation can be exploited in XRD in order to
determine the crystalline orientation of the sample by sweeping in a certain
range the angle of incidence of the X-ray beam and measuring the scattered
waves as a function of the angle, as illustrated schematically in Figure 2.9.
With this setup, the X-ray detector will measure a peak in the scattered
wave only at certain angles, i.e. when the condition of Equation 2.5 is met.

Miller indices A convenient way to determine the orientation of the crys-
talline planes is represented by the Miller indices. A crystal can be seen as
set of planes occupied by the atoms which are all parallel to each other and
intersect the axes of the crystallographic unit cell. A set of indices hkl can
be defined by considering the intersection points of the planes with the axis
of the unit cell. The intersection points are thus a/h, b/k and c/l, with a, b
and c being the axis of the unit cell. As an example, a plane identified by the
Miller indices (121) will intercept the axes a, b and c of the unit cell at the
coordinates 1, 1/2 and 1 respectively. In X-ray diffraction the Miller indices
are thus used to determine the different crystalline orientations present in
a crystal, each peak of the diffraction pattern corresponding to a different
crystalline orientation.

Grain size estimation XRD gives also information about the mean grain
size of the analyzed crystal. The samples we analyze with XRD are far from
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being a monocrystal, mainly because of the growth conditions, their ex-
tremely small thickness and because the substrate (the glass) is amorphous.
They are instead polycrystalline, which means that they are formed by many
small single crystals one close to another. Besides the orientation of the sin-
gle crystals of the sample, XRD gives information also about the average
size of the grains composing the sample and they are estimated with the
well known Scherrer equation [88]

τ =
Kλ

β cos θ
(2.6)

with τ the mean grain size, K a dimensional factor close to unity, λ the
wavelength of the X-ray radiation, β the broadening of the diffraction peak
at the half of his intensity, or full width half maximum (FWHM) and θ is the
Bragg angle. The grain size estimated with this formula can be compared to
the grain size measured with the AFM for further confirmation of the data.

Grazing geometry For samples of extremely low thickness, like is the
case of our ZnO samples, the classical theta-2theta configuration in the X-
ray diffraction analysis could not be sufficient to obtain a perceptible signal
on the detector. In this cases a grazing geometry is used. Instead of sweeping
the X-ray source together with the detector in a range of angles it is kept at
a constant, small angle in order to maximize the penetration of the X-ray
inside the material and enhancing the coherent diffraction signal. However,
the signal which reach the detector is now the convolution of all the signals
coming (in the worst case) from all the surface of the sample resulting in a
broadening of the diffraction peaks [89]. For a correct estimation of the grain
size it is thus not sufficient to use the FWHM of the peaks in the diffraction
pattern, but instead a pseudo Voigt fit of the peak should be done and only
the FWHM of the Lorentzian part of the fit should be used in the Scherrer
equation (Equation 2.6).

2.3 Device fabrication

Once the materials are deposited on glass and fully characterized with the
methods described above, the devices are fabricated. This in general involves
two steps: first, the sample must be shaped in order to make its shape
compatible with the electrical measurements and second, the metal contacts
are deposited with the help of a shadow mask. The shape of the sample is an
important aspect because it affects the validity of the measured resistance.
We chose the van der Pauw method for the electrical measurements which
is a reliable method for the measure of the sheet resistance of a thin sample.
The van der Pauw method is briefly explained in the following.
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2.3.1 Van der Pauw method

The van der Pauw method for resistivity and Hall measurements was devel-
oped in 1958 by L. J. van der Pauw [90] and provides a useful measurement
for the determination of the resistivity thin samples of arbitrary shape, pro-
vided that there are no holes in the sample. Also, it is possible to measure
the Hall effect simply by selecting specific contacts for current injection and
voltage measurement. In the practice, square sample with metal contacts
at the corners are often used. The contacts must also be small compared to
the dimension of the sample. The contact configuration for sheet resistance
(RS) measurements is shown in Figure 2.10a. The current is injected from
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Figure 2.10: Contact configuration in the van der Pauw method for (a) Rs measurements and (b)
Hall measurements.

one contact and collected from one of the adjacent contact while the voltage
is measured from the opposite pair of contacts. This is repeated for all pos-
sible pairs of contacts and it is possible to define a set of resistances from
the measured voltage from a pair of contacts divided by the current injected
from the opposite pair of contacts. For example, the RAB,DC is calculated
from the ratio VDC/IAB. Averageing between the various resistances we
can finally define a vertical and a horizontal resistance resulting from the
average of the resistances calculated by flowing the current in the device
vertically or horizontally, respectively, denoted as RV and RH . From these
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two values, the RS is derived from:

RS =
π

ln(2)

RV +RH
2

f (2.7)

f is a correction factor which takes into account the inhomogeneity of
the sample through the ratio r, which is defined as RV /RH if RV < RH or
RH/RV if RH < RV . f is thus equal to

cosh

(
r − 1

r + 1

ln(2)

f

)
=

1

2
exp

(
ln(2)

f

)
(2.8)

f is always equal to or smaller than 1 (it’s 1 when r = 1) and it is not
derivable analytically. In the practice for RS measurements a polynomial
approximation can be used.

Hall measurements The van der Pauw geometry is suitable also for the
measurement of the carrier density and charge mobility through the Hall
effect. In this case, the contact configuration used is the one depicted in
Figure 2.10b. The current is applied along the diagonal of the sample and
the voltage is measured on the other diagonal while the magnetic field is
applied perpendicular to the sample plane and swept. In general, when a
sample is crossed by a current and a magnetic field is applied perpendicular
to it, a voltage (called Hall voltage) appears in the direction perpendicular
to the current and to the magnetic field, whose amplitude is given by

RHall =
VHall
I

=
B

qnS
(2.9)

where nS is the surface charge density and q is the charge of the charge
carriers (+/− times the electron charge e). The sign of VHall is determined
by the type of charge carrier present in the material, either electron or hole.
From this measurement and the measurement of the sheet resistance at
B = 0 it is possible to derive the Hall mobility as µH = 1/(enSRS).

In our measurement system for the study of the electronic transport it
is possible to measure simultaneously RS as a function of the magnetic field
(the magneto-resistance) and the Hall effect as shown later in this chapter.

2.3.2 Contact deposition

The deposition of the metal contacts is done by thermal evaporation of gold
through a stencil mask. This is a fast and clean method for the deposition of
the contacts. The stencil mask is a steel foil on which the shape of the mask
is engraved with a laser beam. The mask is aligned to the sample with the
help of micromanipulators and is stuck onto it with double adhesive tape
(Figure 2.11). The stencil mask method can be considered a clean method
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Sample

Figure 2.11: Schematization of the alignment of the stencil mask to the sample.

for the deposition of metal contacts because, contrary to photolitography
or electron beam lithography, it doesn’t require the deposition of a polymer
on the surface of the sample, thus avoiding contamination. On the other
hand, the achievable resolution for the contact dimension is much less for
the stencil mask compared with the other methods, but is still acceptable
for our samples. In Figure 2.12 are shown the two types of stencil mask
we used, both in the van der Pauw geometry. One type of mask is for
macroscopic samples and the contacts are placed 1.5 mm apart in a square
geometry. This kind of mask has been used for the measurements on CVD
graphene and ZnO. The other type of mask is for microscopic samples, with
the contacts being at the distance of 40 µm, always in a square geometry.
This kind of mask has been used for contacting anodic bonded graphene of
a minimum lateral size of about 50 µm.

2.3.3 Sample shaping

As said before, the sample shape is an important factor in the electronic
transport measurements. In order to properly shape our samples we used
different methods, depending on the precision we wanted to achieve and
the sample type. We used three techniques: shaping of graphene (CVD
or anoding bonded graphene) with a micromanipulator tip, oxygen plasma
etching on CVD graphene and dissolution of ZnO in HCl. All the methods
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Microscopic mask

Macroscopic mask

Figure 2.12: The two types of masks we used for the contact deposition. On the left in shown the
mask used for contacting microscopic samples of lateral size of 50 µm. On the right, the mask
used for macroscopic CVD graphene and ZnO samples is shown.

will be briefly discussed below.

Shaping with micromanipulator tip The most direct and straightfor-
ward method to shape a 2D sample is to scratch it with a micromanipulator
tip in order to give it the desired shape. Of course, the achievable resolution
of the scratch is limited by the precision of the movements in the xy plane of
the micromanipulator and the radius of the tip. Most of the CVD graphene
and all the anodic bonded graphene were shaped using this method because
graphene can be scratched away relatively easily.

Plasma etching shaping Oxygen plasma etching is often used to shape
graphene into Hall bars or nanoribbons [91, 92]. We performed the plasma
etching in a reactive ion etching system in order to shape our CVD graphene
samples for electronic transport measurements. Before the etching proce-
dure, an electron beam lithography step is necessary. The e-beam lithogra-
phy is a procedure used to create patterns in a electron-sensitive polymer
(like PMMA) through the exposure to an electron beam. It is a widely
used technique in research and nanotechnology because it is possible to cre-
ate patterns of extremely high resolution (of the order of few nanometers).
The parts of the polymer exposed to the electron beam becomes soluble
in a proper solvent with the final result that all the sample is covered by
the polymer except in the area where it was exposed to the e-beam. This
technique was used to create a pattern compatible with the van der Pauw



44 CHAPTER 2. EXPERIMENTAL

method on our CVD graphene sample. The sample was subjected to the
oxygen plasma and only the parts uncovered by the PMMA were etched
away. The results will be shown in Chapter 3.

ZnO etching ZnO shaping is quite hard to achieve with the micromanip-
ulator tip because it is a tough material. Instead, a straightforward way
to etch ZnO in order to give it the proper shape is to put it in a aqueous
solution of hydrochloridric acid (HCl). HCl etching of ZnO is usually per-
formed in order to texture its surface in solar cells applications [93]. For
our purpose, where we want to completely remove part of the ZnO on the
glass, we used an aqueous solution of HCl at 15%. A drop of PMMA with
a diameter of about 2− 3 mm is put on the center of the glass substrate on
which is deposited ZnO on the whole surface. PMMA is then left to dry in
air at a temperature of ∼ 50 ◦C for 15 minutes. Then, the substrate is put
in the solution of HCl for 7 seconds letting the acid completely remove the
ZnO not protected by the PMMA; it is then rinsed in de-ionized water and
dried with nitrogen gas. 7 seconds is a sufficient time to completely remove
the few nanometers of ZnO from the surface. PMMA is then dissolved in
warm acetone (∼ 50 ◦C) for 30 minutes.

2.4 Electronic transport measurements
setup

Space charge doping, electronic transport and Hall measurements are all
carried out under high vacuum (< 10−6 mbar) in a custom made continuous
He flow cryostat. It allows to control the temperature of the sample in the
range 3 − 420 K, thus allowing to perform the doping of the samples and
the low temperature transport measurements in situ. The cryostat is held
inside an electromagnet capable of reaching a magnetic field of 2 T. The
doping and resistivity measurements are controlled by a LabVIEW program
which coordinates the measurement instruments and saves the data into a
file.



Chapter 3

Space Charge Doping

This chapter is partially based on our publication: A. Paradisi, J. Biscaras
and A. Shukla, Space charge induced electrostatic doping of two-dimensional
materials: Graphene as a case study, Applied Physics Letters, 107, 143103
(2015) [94].

During this thesis we have developed and patented a technique called space
charge doping for ultra-high, ambipolar, electrostatic doping of materials
deposited on a glass substrate. In this chapter as well as those that follow
the technique will be detailed and its application to graphene and zinc oxide
will be analysed. Space charge doping was first tested on graphene for the
following reasons: (i) graphene has been studied extensively and there is an
extensive bibliography covering a great number of topics allowing an easier
interpretation of the results; (ii) the graphene band structure, as we saw
in Section 1.3.1, makes graphene a zero band-gap semiconductor and it is
possible to perform electron or hole doping quite easily; (iii) it is easy to
produce high quality graphene with our Anodic Bonding technique (Section
2.1.2) or to transfer large area of CVD graphene on a glass substrate; (iv) we
wanted to investigate an alternative way to produce an efficient transparent
conducting electrode (TCE) using graphene doped with space charge doping.
In literature many publications work with graphene as a base material for
a TCE [13, 14, 43], using different techniques for lowering graphene sheet
resistance and make it more conductive through doping. In the process these
works highlight several problems related, among others, to the damage to the
graphene layer and instability of the doping over time. As we will see later
in this chapter, space charge doping can overcome some of these problems.

In the first part of this chapter we will describe the principle of space
charge doping followed by the details of the production of the graphene
samples. Finally the results of space charge doping applied to graphene will
be detailed and discussed.

45
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3.1 The principles of space charge doping

To understand the working principles of space charge doping it is worthwhile
to take a closer look at the structure of glasses in general and of ionic
transport inside glass.

3.1.1 Glass atomic structure

It is known that glasses are formed by an amorphous network of certain glass-
forming oxides which respect some rules [95]. Commercial glasses are formed
by three-dimensional networks of SiO2, as in the case of soda-lime glass, with
B2O3 also contributing in the borosilicate glasses. The building block of
the glass atomic network is the oxygen tetrahedron which surrounds silicon
atoms and each tetrahedron shares a corner with other tetrahedra. The
angle between the different tetrahedra varies in an unpredictable way, and
that is why the atomic structure of glass is considered amorphous. Network
modifiers are added to the glass during the production in order to enhance
certain properties. Sodium oxide (Na2O) and calcium oxide (CaO) are the
main compounds used as modifiers. The introduction of these species breaks
some Si-O-Si bridges creating non bridging oxygen units which serve as
anions for the Na+ and Ca2+ cations which are incorporated in these sites.
Oxygen atoms are linked covalently to the network and Ca2+ ions posses a
very low mobility, making Na ions the most mobile species in glass. Figure
3.1 is a simplified and schematic representation of the structure of glass at
the atomic level.

��
���

Figure 3.1: Schematization of the glass structure at the atomic level.
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3.1.2 Ionic drift

In Reference [17] the mobility of Na+ and Ca2+ ions in various glasses is
studied, especially in soda-lime glass with a composition very close to that
of our soda-lime glass. The conclusion is that Na+ ions are the most mobile
species in the glass. Figure 3.2 shows conductivity data of soda-lime glass
extrapolated from Figure 2 in Reference [17] compared with our measure-
ments on soda-lime glass used in this work. We measured glass conductivity
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Figure 3.2: Measurements on the conductivity of our soda-lime glass with respect to temperature
compared with the data in Reference [17]. The small offset of our data from the extrapolation of
the published data is probably due to slight differences in the composition of the glasses.

by monitoring the DC current through glass with a constant applied voltage
as temperature was increased. The data from [17] are extrapolated from
the low frequency measurement of the conductivity as a function of the
temperature. The first thing to notice is that our measurement is in good
agreement with those from the article. The small shift of our data from the
extrapolation of the published data from [17] is probably due to the small
difference in composition of the two soda-lime glasses.

Another important factor for the purpose of space charge doping is that
the conductivity of the glass due to Na+ increases exponentially with the
temperature, changing by several order of magnitudes from room tempera-
ture to the doping region highlighted in orange in Figure 3.2. As we can see
the conductivity of Na ions is negligible at room temperature, but becomes
appreciable in the doping region. In Figure 3.3 the exponential increase
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Figure 3.3: Variation of the current through soda-lime glass with a constant applied voltage of
VG = −10 V while temperature is swept from room temperature to ∼ 370 K.

in the current through glass is shown when the temperature is varied from
room temperature to ∼ 370 K. The gate voltage is kept constant at −10 V.
Further details about the doping region will be given later in this chapter.

Measurable ion mobility is activated above a certain temperature (∼
330 K). If an electric field is applied across the glass Na ions begin to drift
and it is possible to create an accumulation of Na+ at the interface between
the glass and the cathode. At the same time, at the anode a depletion of
Na+ is induced leaving the non-bridging oxygen ions uncompensated. Thus,
two space charge layers are created at the opposite faces of the glass with
opposite polarity, perturbing the local electrical neutrality but still keeping
the whole glass substrate electrically neutral. For a typical concentration of
Na2O of 1021 cm−3 an accumulation layer of 1 nm can create a charge im-
balance on the surface of the order of 1014 cm−2 thanks to the image charge.
This space charge can be generated with modest temperatures and voltages;
the typical temperatures involved are between 330 K, where the ions mobil-
ity is activated, and 380 K, while the voltage can be varied between 1 and
300 V. On increasing temperature or voltage the space charge layer creation
can be accelerated but care must be taken to avoid dielectric breakdown in
the glass. In our case the upper limit for the voltage is technically imposed
by the electronic instrumentation, but the need for higher voltage for the
purpose of achieving a better doping performance has not been felt. Very
rarely we have used higher temperature (up to 420 K) to perform doping
on our samples, but this is a risky procedure because at this temperature
applying the maximum allowed voltage can cause dielectric breakdown.
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As long as the electric field is present at high temperature, the created
space charge continues to increase until an equilibrium is reached, i.e. when
the electric field of the space charge at the opposite faces of the glass com-
pensates the external electric field. If the external voltage is turned off the
Na ions tend to migrate towards the opposite face of the glass to restore
the global electrical neutrality. However, if the system is cooled down fast
with the voltage applied the ion mobility is rapidly suppressed and when
the temperature is such that Na+ mobility is negligible the space charge is
preserved “permanently” even if the external electric field is removed.

The electric field generated by the space charge can be thought of as
the one across a dielectric in a Field Effect Transistor (FET) configuration,
with the difference that in the case of space charge doping the space charge
which corresponds to the charge on the gate electrode is confined very close
to the surface which carries the sample. The associated capacitance is high
compared to the FET thus inducing a higher image charge. A material
deposited on the surface of the glass will feel the electric field of the space
charge and it will thus be doped n in the case of Na+ accumulation at the
interface or p in the case of depletion. This conceptually simple process
turns out to be practically simple as well as an efficient doping method for
materials deposited on the glass surface.

3.2 Space charge doping applied to graphene

There is considerable litterature concerning the use of graphene as a trans-
parent conducting electrode (TCE) [14, 96, 97]. In fact, graphene has been
considered as a very promising material for this application thanks to its ex-
ceptional electronic transport properties (Section 1.3.1) and its transparency,
being higher than 95% in the visible range of the light (∼ 97% at a wave-
length of 550 nm). However, its resistivity is of the order of few kΩ/� at
low doping, too high to be used as a TCE. Doping is thus necessary to
lower graphene sheet resistance. Several techniques have been used to dope
graphene (see Section 1.3.5), but several drawbacks exist including limits
on the maximum reachable carrier concentration, longer-term instability or
transparency issues [23, 43, 45].

We applied the space charge doping for the first time to graphene in
order to fully characterize our doping technique and in parallel investigate
its applicability as a TCE. The study was performed on several graphene
samples deposited on glass via polymer assisted transfer of CVD graphene
or with the anodic bonding method. The experiments are carried out on
microscopic samples (lateral size l ≈ 50 µm), for limiting extrinsic effects and
monitoring the sample area with micro-Raman spectroscopy before and after
the doping, and macroscopic samples (l ≈ 1 cm) to validate the technique for
large areas. The techniques used for the sample fabrication are described
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in Chapter 2 and in the following the experimental details of the sample
fabrication and characterization will be given.

3.2.1 Fabrication of the graphene samples

CVD graphene

CVD graphene we used in this study was purchased online (Graphene Su-
permarket, https://graphene-supermarket.com/). We intentionally used
medium quality CVD graphene to perform our first experiments on space
charge doping. The manufacturer declares that the 20 µm thick copper foil is
entirely covered with a graphene layer on both sides with a small portion of
bilayer islands (10− 30%). The samples were deposited on glass (soda-lime
or borosilicate) following the PMMA assisted transfer procedure described
in Section 2.1.2. At the end of the process the glass surface is almost entirely
covered by the graphene sheet having an effective area of the order of 1 cm2.

The surface of the graphene presents some impurities and little holes
which arise from the transfer process, as shown in Figure 3.4. The impurities
are residues of the PMMA used as mechanical support for the graphene
during the transfer, while the holes can be attributed to mechanical stress
during the whole process. The wrinkles which are slightly visible on the
surface come from the quality of the CVD graphene we purchased. The

Holes

Imputiries

Figure 3.4: The surface of a CVD graphene sample transferred on glass. The image was taken
with a 50X objective.

copper etching, the deposition of the graphene/PMMA stack and successive
dry step and the first annealing have been carried out in a clean room
environment.

The optical characterization of Figure 3.4 is always followed by a charac-
terization with the µ-Raman spectroscopy, which gives detailed information
about the quality of graphene through the D peak at ∼ 1350 cm−1 (see
Section 1.3.3). The absence of this peak indicates a good quality sample.

https://graphene-supermarket.com/


3.2. SPACE CHARGE DOPING APPLIED TO GRAPHENE 51

1 0 0 0 1 5 0 0 2 0 0 0 2 5 0 0 3 0 0 0

D

G

Int
en

sit
y (

a.u
.)

R a m a n  S h i f t  ( c m - 1 )

2 D

2 6 0 0 2 7 0 0 2 8 0 0

Figure 3.5: Typical Raman spectrum of a CVD graphene sample after the transfer process. The
almost absent D peak suggest that the sample has a good quality. Inset: fit of the 2D peak with
a single Lorentzian curve as a demonstration that the sample is a mono-layer graphene.

Figure 3.5 shows a representative Raman spectrum of CVD graphene mea-
sured just after the transfer process. The spectrum was acquired with a
laser wavelength of 532 nm with a power of 3 mW, a grating of 1200 and
an acquisition time of 8 seconds for 2 accumulations. The shape of the 2D
peak clearly indicates that the sample is a mono-layer graphene [22] and we
can see it very well from the inset in Figure 3.5 where the 2D peak has been
fit with a single Lorentzian curve. Raman mapping have also been used to
characterize relatively large areas of the sample surface and the results will
be presented later in this chapter.

Anodic Bonded graphene

Graphene was also produced with the anodic bonding technique on soda-
lime or borosilicate glass, as in the case of the CVD graphene. The detailed
explanation of this method is given in Section 2.1.2. As in space charge
doping, an electrostatic field is created on the glass surface but in this case
the bulk precursor is electrostatically stuck to the surface of the glass by
the O2− space charge formed at the interface between the two. Adhesive
tape is then used to remove the upper layers of the precursor leaving mono-
to multilayer flakes of the sample on the glass surface. The parameters
(temperature, voltage and time) for good bonding which also ensure a good
yield depend on a number of factors: (i) the material which is being bonded
to the glass, (ii) the glass type and (iii) if a anvil or a micromanipulator tip
is used as the top electrode. Once the optimal range of parameters is found
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for a given material, anodic bonding is an extremely efficient method for the
production of high quality 2D samples.

During this thesis, more than 450 graphene samples have been fabricated
with this method and the optimal parameters for each for each situation
(borosilicate or soda-lime glass, anvil or tip) have been found. A typical
sample presents several flakes of multi-layer graphene and it is possible to
find few flakes of mono-layer graphene having a lateral size of 10− 100 µm.
The optimal bonding parameters are listed in Table 3.1.

Anvil

VG (V) T (◦C) t (min.)

Borosilicate 1700− 1800 250− 230 10− 20

Soda-lime 1250 225 15

Tip

VG (V) T (◦C) t (min.)

Borosilicate 1000 225 10− 20

Soda-lime 400− 600 225 1− 15

Table 3.1: Optimal anodic bonding parameters for graphene.

Some things have to be pointed out: the parameters for sticking graphene
to soda-lime are always lower than the borosilicate glass, as a consequence
of the higher Na+ concentration in the soda-lime substrate (3.4×1018 cm−3

against 1.4 × 1018 cm−3); the same thing is valid if the tip is used instead
of the anvil because the tip concentrates the applied electric field more
efficiently on the sample area, making the bonding process more efficient;
the bonding time varies between 1 and 20 minutes, but usually it has been
found that 15 minutes is a good period of time for getting a good yield.

The samples are characterized with the techniques described in Chapter
2. First, the identification of the monolayer samples is done with the optical
microscope. The contrast of graphene on glass is low [98], but with some
experience it is easy to identify monolayer samples. In Figure 3.6 a big
monolayer graphene sample deposited on soda-lime glass with the anodic
bonding method is shown (T = 225◦C, V = −1250 V, t = 15 minutes).
The dimensions of the sample with lateral size in excess of 200 micrometers
are large compared to what can be obtained with the mechanical exfoliation
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Figure 3.6: Optical image of a monolayer graphene sample on soda-lime glass (highlighted with
the red line). The lateral size in one direction exceeds 200 µm.
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Figure 3.7: Raman spectrum of a typical anodic bonded graphene sample on glass. Again, the
shape of the 2D peak (in the inset) confirms its monolayer nature and the absence of the D peak
is a sign of high quality. The intensity of the 2D peak is lower than expected, compared to the G
peak. This is a consequence of the doping induced by the space charge in the glass for sticking
the precursor.

method. This fact, combined with the good quality and the possibility to
follow up with space charge doping means that anodic bonding is the pre-
ferred method for fabricating 2D samples in our group. Raman spectroscopy
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Figure 3.8: AFM scan of the edge of an anodic bonded monolayer graphene sample. The measured
height of ∼ 0.7 nm (in the inset) is compatible with the predicted thickness of graphene.

is then used to check the quality of the sample and verify its thickness, as
showed in Figure 3.7. It is possible to note that the D peak is totally ab-
sent from this spectrum confirming that the sample is of excellent quality.
However, it is known that in monolayer graphene the ratio of the intensities
of the 2D over the G peaks should be around 2 or 3 [22] and this fact can
be misleading in the identification of a monolayer. In the case of anodic
bonded graphene it is found that the 2D/G ratio is close to unity and this
is due to the fact that the graphene sheet is doped [23], as a consequence
of the anodic bonding process. In undoped graphene, with the Fermi level
lying at the meeting point of the valence band (VB) and conduction band
(CB), an incident photon can excite an electron from the VB to the CB at
any value of the k vector. The 2D peak in the Raman spectrum results from
a double resonance process involving two near-K point phonons (see Section
1.3.3). When the Fermi level is shifted upwards (n-doping) or downwards
(p-doping) the number of possible vertical transitions in the momentum
space is reduced with respect to the undoped case, thus the number of dou-
ble resonance phenomena is decreased resulting in a lower 2D peak intensity
[23].

Finally, AFM is used to further confirm that the sample is a monolayer.
A typical AFM topography is shown in Figure 3.8, where the edge of a
graphene sample is scanned in order to measure its thickness. This is a
further confirmation that the sample is just one atom thick, besides the fact
that it is free from surface impurities (as opposed to the CVD graphene).
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Contact deposition and shaping

As described in Section 2.3.2, the contact deposition is done through a stencil
mask which is carefully aligned to the desired area of the sample with the
help of micromanipulators and fixed with adhesive tape. Then, gold contacts
75− 100 nm thick are deposited by thermal evaporation.

Figure 3.9 shows an example of contact deposition on a microscopic
anodic bonded sample of lateral dimension of ∼ 50 µm. The smaller the

Figure 3.9: Contact deposition on an anodic bonded graphene sample with a lateral size of ∼
50 µm. The sample is highlighted in red, the gold contacts with a black line.

sample the more the alignment needs to be precise. The next step is to
mechanically remove short circuits and give the sample the proper shape,
compatible with the van der Pauw method. The samples are shaped by
scratching the surface with a micromanipulator tip in order to remove the
unwanted parts or with plasma etching as described in Section 2.3.2. A
CVD graphene shaped with plasma etching is shown in Figure 3.10. The
etched area leaves a square of graphene at the center of the glass. Even if
the contacts are several hundreds of microns away from the square corners,
the effective area which will be measured with the van der Pauw method is
only the one delimited by the square itself [90].

Compared to the scratching with the micromanipulator tip, the shaping
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Figure 3.10: Result of the plasma etching on a macroscopic CVD graphene sample after a step of
electron beam lithography. The etched part appears slightly darker whit respect to the graphene
covered glass. The effective area of the sample which is measured is the area enclosed in the
square.

with the plasma etching is more precise but it requires several technological
steps to be performed. Moreover, it leaves residues of the polymer on the
sample surface which can alter its quality and electronic transport proper-
ties.

3.2.2 Results

Space charge doping is performed in high vacuum (p 6 10−6 mbar) in our
transport measurement setup (Section 2.4). Vacuum is important in order
to not contaminate the graphene surface during the doping which, as it is
a charged surface, would otherwise attract charged impurities from the air.
We applied our doping technique to several graphene samples in order to
characterize several aspects: the maximum achievable carrier concentration,
the control we can have on the carrier density, the effects of different glasses
on the maximum induced carrier concentration and transport properties, the
effects of the space charge doping on the sample quality. All these aspects
will be discussed in the following.

Ambipolar doping

The sample deposited on the glass surface can be thought as an electrode
which is put to the ground potential. When the glass is hot, the voltage on
the electrode on the opposite face of the glass determines the direction of
the Na+ ions drift. There will be accumulation of Na+ close to the sample
if VG > 0, depletion of Na+ if VG < 0. This is schematized in Figure 3.11.

Before space charge doping, the sample usually has some intrinsic doping
due to charged impurities on the surface caused by air exposition and/or by
the CVD transfer process. For samples made by the anodic bonding process,
there may be a residual space charge effect. The impurity induced doping
can be as high as ≈ 1013 cm−2 [34] and it is usually found to be hole doping.
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Figure 3.11: Illustration of the principle of space charge doping applied to a graphene sample.
With no applied gate voltage the equilibrium in the glass in preserved but when the glass is
hot (i.e. Na+ mobility is activated) the polarity of VG determines accumulation (VG > 0) or
depletion (VG < 0) of sodium ions at the interface.

Annealing performed in vacuum (at a pressure � 10−6 mbar) in the cryostat
at a temperature of 420 K or in an external oven (always in high vacuum) at
T= 525 K can significantly reduce this doping and even eventually reverse
it (from hole to electron for example).

We experimented two slightly different doping procedures: the first con-
sists in heating the sample to the doping temperature and then increasing
the gate voltage to a desired value and waiting for the doping to be ac-
complished; in the second approach, the gate voltage is applied at room
temperature and then the sample is heated to the desired temperature. We
found the second method to be more efficient in terms of maximum doping
reached.

We will now show some representative results obtained on a graphene
sample realized with the anodic bonding technique. The substrate is soda-
lime glass and the bonding process was done using the anvil as top elec-
trode. The parameters for the deposition of the sample are T = 225◦C, V
= −1250 V and t = 15 minutes. Figures 3.12 and 3.13 shows two differ-
ent doping pprocedures performed on this sample. As we can see, several
parameters can be monitored and controlled during the doping, like the
sheet resistance RS , the gate voltage, the gate current and the tempera-
ture. An annealing was performed for an overnight period in the cryostat
at a temperature of 420 K. The carrier density measured after the anneal-
ing at room temperature with the Hall effect was 4.02 × 1012 cm−2 and
RS = 1180 Ω/�. Vacuum annealing is expected to remove impurities from
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Figure 3.12: Doping of an anodic bonded graphene with a positive gate voltage. The sample was
found to be slightly n-doped after a vacuum annealing in the cryostat. It was then heated to the
doping temperature and the voltage increased up to 210 V.
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temperature and then heated to 370 K. The space charge is progressively formed by uncompensated
O2− ions as Na+ ions drift away from the interface and the sample is p-doped.
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the surface of graphene and also neutralize the space charge created with
the anodic bonding fabrication process in the glass substrate.

As we can see from Figure 3.12 the sample is heated to 365 K with a
constant applied voltage VG = 10 V. We see a decrease in RS with the
temperature indicating that the sample is being electrostatically doped due
to the accumulation of sodium ions at the interface. Once the 365 K value
is attained, the gate voltage is progressively increased to +210 V. RS imme-
diately decreases due to the increasing space charge at the interface. When
RS does not change anymore the process can be stopped. The sample is
then cooled down rapidly (‘quenched’) to room temperature where the ion
mobility is negligible. The space charge is then ‘frozen’ and conserved even
with VG = 0 V (not shown in the figure). The electron concentration mea-
sured at room temperature is 1014 cm−2, an extremely high value compared
to the usual carrier concentrations attained with conventional electrostatic
techniques in graphene and also with respect to some chemical approaches.
The corresponding sheet resistance due to residual resistance from defects
or impurities is 270 Ω/� at room temperature.

We now focus on Figure 3.13 where the doped sample of Figure 3.12 is
first annealed for an overnight period at 420 K with no VG to neutralize the
previous doping and “reset” the glass. The same effect could also have been
achieved by inverting the polarity of the gate voltage at high temperature.
The starting conditions are RS = 850 Ω/� and the electron concentration
is 8.82 × 1012 cm−2, meaning that there is still a residual space charge at
the glass/material interface (a longer annealing would have still reduced this
space charge). This time we apply a constant gate volatge of −10 V corre-
sponding to hole doping. In the bottom part of Figure 3.13 it can be seen
that the gate current increases exponentially as the temperature increases
as a consequence of the ion mobility and drift. As a result the graphene
layer is progressively hole doped. The Na+ accumulation is progressively
reduced finally leaving a negative oxygen ion space charge (figure 3.11) and
resulting in the typical the bell-shaped curve in the top part of Figure 3.13
as the Fermi level in graphene is progressively shifted from the conduction
band, through the neutrality point to the valence band. Figure 3.14 shows
the Hall measurements performed before and after the doping process. The
sign of the slope of the Hall resistance curve with respect to the applied
magnetic field indicates that the charge carriers in the sample are changed
from electrons to holes, the final carrier concentration being 1013 cm−2.

Fine doping and doping limit

Following the procedure illustrated in Figure 3.12 or 3.13 it is possible to
reproduce the well known bell-shaped RS vs nS characteristic of graphene
(see Section 1.3.1), as depicted in Figure 3.15. Each point of the curve has
been reproduced after a doping step and a Hall measurement (shown all
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Figure 3.14: Hall measurement performed before and after space charge doping showing that the
charge carrier type in the graphene sample is changed.
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Figure 3.15: A large CVD graphene sample on a borosilicate glass substrate doped at different
carrier concentrations. Each point of the curve is obtained with the process described in Figure
3.12 or 3.13. The red line is a guide for the eyes.

together in Figure 3.16 in the 0 − 2 T range). It is clear that the carrier
density can be finely controlled by the space charge at the interface.

We found experimentally that in the case of graphene the maximum
reachable carrier density is higher for electrons than for holes. This could
be related to the technique itself and space charge creation in the glass.
Indeed the n-doping process is due to Na+ accumulation at the interface
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Figure 3.16: The Hall measurements done in each point of the curve of Figure 3.15 from 0 to 2 T
showing the wide range of achievable doping.

while p-doping is due to Na+ depletion and therefore due to the uncom-
pensated and non-mobile oxygen ions. The width of the space charge could
thus be different, being smaller in the case of ion accumulation and there-
fore the capacitance associated to the space charge could also be different.
Like in a FET device, the higher the capacitance the higher the charge ac-
cumulation at the interface. This would then be a direct consequence of
the fact that Na+ ions are mobile while O2− ions a are covalently bound to
the atomic structure of the glass. This observation needs direct confirma-
tion though and eventually also needs to be correlated with the material to
be doped. The highest achievable carrier density is determined by another
parameter: the Na+ content in the glass. Higher Na+ content in glass im-
plies a more dense space charge at the interface and thus a higher electric
field. In table 3.2 we compare the maximum electronic carrier concentra-
tions achieved borosilicate and soda-lime glass substrates on graphene. A
carrier density three times higher is achieved with soda-lime glass. At the
highest carrier density attained the shift of the Fermi energy from the Dirac
point is calculated through the expression ∆EF = ~ |vF |

√
πnS [99], with

vF ≈ 108 cm/s begin the Fermi velocity and ~ the reduced Planck constant.
With nS = 1014cm−2 we obtain ∆EF = 1.17 eV.
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Na+ density (mm−3) Max carrier density (cm−2)

Borosilicate 1.4× 1018 4× 1013

Soda-lime 3.4× 1018 1.2× 1014

Table 3.2: Maximum reached carrier concentration in graphene.

The limiting value for doping limit is not always due to the Na+ concen-
tration in the glass and it is sometimes necessary to stop the doping process
in order to avoid damage to the sample. When the space charge appears
and the sample begins to be doped, a strong attraction arises between the
sample and the glass surface because they have opposite charges. The elec-
trostatic pressure on the sample can reach 1 MPa [16, 79], possibly inducing
deformation. This would degrade its quality and the mobility of the charge
carriers in the material as shown schematically in Figure 3.17. Well polished
substrates and finely prepared surfaces are thus a key to avoid this degra-
dation. We have probed this aspect by pushing the doping process beyond

No doping

Extemely high doping

Figure 3.17: Illustration of the mechanical stress to which graphene is subjected in extremely high
doping conditions.

the value for which RS no longer decreases. In these conditions we observe
that RS , after attaining a minimum value, starts to increase meaning that
the mobility of the charge carriers decreases possibly because of sample de-
formation. An example is shown in Figure 3.18, where a CVD graphene
sample on a soda-lime glass substrate is doped at 375 K at a gate voltage of
130 V. As highlighted in orange in the figure, the resistance attains a mini-
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mum and then starts to increase. At this point, quenching the temperature
is necessary in order limit damage in the sample. The carrier concentration
that was measured later at room temperature for this particular sample was
1.2× 1014 cm−2.
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Figure 3.18: Mechanical strain induced increase of sheet resistance at very high doping values.

Reversibility

Outside of conditions leading to sample damage, space charge doping ensures
perfect reversibility of the doping process. It is thus always possible to
achieve a carrier concentration previously induced in the sample by simply
performing space charge doping and quenching the system at the proper
value of RS . This fact is presented in Figure 3.19, where a 70×70 µm2 CVD
graphene sample is doped at different carrier concentration values going in
the n to p direction (black circles) and than is doped back from the p to
n direction (red crosses) by stopping the doping process at the same RS

value found before. Clearly, the same carrier concentration is found for all
the points, meaning that the process is fully reversible. A detailed analysis
of the graphene quality after the doping process will be done later in this
chapter.

Substrate surface quality

We showed above that the substrate surface quality can induce mechanical
deformation in the sample at high doping. We now take a closer look at
the influence of this substrate surface quality on the sample mobility. As
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Figure 3.19: Space charge doping is performed on a 70×70 µm2 CVD graphene sample (delimited
with a micromanipulator tip) in a cycle to demonstrate the reversibility of the doping process.
The black circles represent the doping performed in the n to p direction while the red crosses are
the doping in the p to n direction.

reported in Table 3.2, soda-lime glass allows to reach carrier concentration
levels exceeding 1014 cm−2 thanks to the higher sodium ion content. But
for a transparent conducting electrode application the carrier concentration
is not the only factor which is relevant. The sheet resistance of the TCE
should be below a certain threshold value which depends on the application.
For the most demanding applications the threshold of ∼ 100 Ω/� [100] is
often cited. The Drude resistivity in a material depends both on the carrier
concentration and the mobility of the charge carriers.

RS =
1

eµnS
(3.1)

where e is the electron charge, nS is the carrier density in the material and µ
is the mobility. Mobility is affected in particular by defects or deformations.
In a one atom thick material like graphene the interaction with the substrate
can play a role in modifying electronic properties. In order to quantify this
aspect we compared the results of the measured Hall mobility taken from
several samples and for different carrier densities (both in the n and p side)
deposited on borosilicate or soda-lime glass. They are reported in Figure
3.20. Both in the electron and the hole side we observe a reduction on the
mobility with increasing carrier concentration, which is normal because the
charge carriers experience an incremented carrier-carrier scattering, which
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Figure 3.20: Hall mobility of several graphene samples deposited on the two glass substrates used
in this thesis at different carrier concentration values.

lowers the mobility. However, the mobility of the samples deposited on the
borosilicate glass is systematically higher than the mobility of the samples
on soda-lime at every carrier density value. AFM scans of the surfaces of the
borosilicate and soda-lime glasses revealed that the root-mean-square (RMS)
roughness is significantly lower in the borosilicate glass then in the soda-lime
(0.227 nm against 0.734 nm) as Figure 3.21 shows. The difference is due to
the polishing procedure carried out by the manufacturer, since no polishing
step was performed by us. This difference in the RMS roughness (see Figure
3.17) explains why graphene doped on borosilicate glass reached a minimum
RS comparable with the minimum RS on soda-lime glass notwithstanding
the lower nS values obtained in the former. The minimum value of sheet
resistance measured at room temperature after the doping were 224 Ω/�
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Figure 3.21: AFM topography performed on the surface of clean borosilicate (left) and soda-lime
(right) glass. The flatter nature of the borosilicate glass substrate is visible from the topography.
The scan is performed on an area of 15 µm × 15 µm and RMS roughness of 0.227 nm for
borosilicate and 0.734 nm for soda-lime extracted by software analysis.

for CVD graphene on borosilicate glass and 268 Ω/� for anodic bonded
graphene on soda-lime glass.

Transmittance

For transparent conducting electrodes (TCE) the transparency of the mate-
rial is a fundamental aspect. TCE are used in many devices like solar cells,
diodes or displays and are essential for the proper functioning of the device:
they provide electricity to the active part of the device and at the same time
let the light go in or out of it. The problem in producing such materials is
that the transparency of a material decreases with increasing conductivity.
The transparency is measured through the transmittance. The transmit-
tance is defined as the portion of light at a certain wavelength which is
not absorbed by a material and passes through it. The transmittance spec-
trum of doped graphene was measured by illuminating the graphene layer
through the substrate using a white lamp in several points and analyzing
the transmitted spectrum with the spectrometer of our Raman system. The
same thing is done on clean glass adjacent to the graphene sample. The ra-
tio between the two intensities at every wavelength gives the transmittance
spectrum of doped graphene:

T (λ) =
Igraphene(λ)

Iglass(λ)
× 100 (3.2)

where Igraphene(λ) is the intensity of light passing through graphene and the
space charge above it and Iglass(λ) is the intensity of light passing through
the clean glass close to the graphene sheet. The range of wavelengths in
which the measurement is done is 535− 800 nm (the lower limit is imposed
by the filter in our Raman system, the upper limit is the limit of the visible
range).
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Figure 3.22: Transmittance of a doped CVD graphene sample in the wavelength range between
535 and 800 nm.

Monolayer graphene has a transmittance of ∼ 97.6% at a wavelength of
550 nm [81]. In Figure 3.22 are shown our measurements on doped CVD
graphene performed immediately after high doping. As we can see, the
transmittance is not altered by the doping process.

Quality of the doped samples

The graphene samples like the one showed in Figure 3.10 were used to moni-
tor a given area with µ-Raman mapping before and after the doping process.
As described in Section 1.3.3, the Raman signal of graphene gives useful
information about its quality [22] through the D peak and about carrier
concentration [23] through the ratio of the intensity of the 2D peak to the
G peak. Raman mapping allows to monitor both aspects simultaneously
over a big area. The step size we used for the mapping was 1.3 µm over an
area of 30× 30 µm2. The ratio 2D/G was mapped (Figure 3.23) before and
after the doping in the same area. The sample was routinely doped both
in the electron and in the hole side, the last value of carrier concentration
before Raman mapping being 4.28 × 1013 cm−2 on the electron side and
RS = 260 Ω/�. It is clear that the 2D/G ratio decreases remarkably after
the doping and in a uniform way on the whole area of the sample. This is
consistent with the results found in [23] and [35] where the effects of dop-
ing was monitored with µ-Raman measured in situ. The spectra collected
during the mapping are also used to monitor the quality of the graphene
layer before and after the doping. In Figure 3.24 10 reperesentative spectra
extracted from the Raman mappings are shown. The curves are shifted for
clarity. We note that there is no increase in the D peak, confirming that the
graphene layer has not been damaged by the multiple doping steps. It can
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Figure 3.23: Map of the 2D/G ratio measured before and after the doping showing a remarkable
and uniform decrease as indication of the homogeneity of the doping all over the sample area.
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Figure 3.24: Raman spectra of undoped and doped graphene extracted randomly from the Raman
mapping. The insignificant D peak demonstrates that no defects are introduced during the doping
process.

again be seen that the ratio of the intensity of the 2D over the G peak is
significantly reduced after the doping.

3.3 Comparison with other doping methods

Published literature furnishes a wide variety of methods to dope graphene.
The first ever used is the electrostatic doping through a dielectric in a field
effect transistor (FET) configuration using an exfoliated graphene sample
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deposited on an SiO2/Si [2] substrate which is also used as gate electrode.
The advantage of using this technique is that it is relatively straightforward
to implement and it allows to change the carrier concentration in the sam-
ple simply by changing the gate voltage. On the other hand, the maximum
achievable carrier concentration is relatively low for certain applications, be-
ing of the order of 1012 cm−2. This is due to the low capacitance associated
with the SiO2 dielectric and also the thickness of the oxide layer routinely
achievable. Moreover, a graphene sample in this configuration can obvi-
ously not be used as a TCE because of the non transparency of the SiO2/Si
substrate and the gate voltage needs to be maintained to maintain doping.

Other techniques involving chemical doping of the graphene sheet have
been proposed. One of these which is also promising for the large scale
production of graphene was presented in Reference [14]. Here, a roll-to-roll
method was used to transfer large area CVD graphene onto a PET substrate
and graphene sheets with diagonal dimension up to almost 80 cm have been
repetitively transferred. During the transfer process the graphene layer is
doped with nitric acid (HNO3) and the authors found it to efficiently p-
dope the graphene layer. Sheet resistivity as low as 125 Ω/� on mono-layer
graphene were obtained with a slightly altered transmittance. For TCE
applications the advantages offered by this method are many (the minimum
value of RS , the transmittance of doped graphene, the applicability to very
large areas) but on the other hand, this kind of doping is not stable in time
thus imposing severe limitations to this technique [43]. Another example of
chemical doping can be found in Reference [43], where the authors used a
graphene layer p-doped with AuCl3 as TCE for solar cells applications but
they found that the process is not always reproducible. The two methods
mentioned above have also the disadvantage of not being reversible.

Substitutional doping has also been been used to dope graphene. In par-
ticular, in Reference [49] the electron and hole doping capability of substitu-
tional boron (acceptor) or nitrogen (donor) in graphene are explored. The
amount of B or N determines the amount of doping and it is thus possible to
tune the carrier concentration in the sample. This interesting technique has
the obvious disadvantage of not being reversible and the graphene structure
is damaged because the substitutional atoms break the perfect hexagonal
network of graphene, as seen by Raman spectroscopy. In another work in
our group [48] nitrogen doping of graphene was performed during the growth
of graphene onto a SiC substrate. It was found that the nitrogen induced
carrier density can be as high as 2.6× 1013 cm−2, higher then the aforemen-
tioned electrostatic doping but the process is still irreversible, introduces
defects and in the case of SiC graphene, remaisn incompatible with TCE
applications.

Highest efficiency, in terms of maximum doping achievable, can be ob-
tained by means of a polymer electrolyte gate as presented in Reference
[23]. Here the principle is to use a polymer containing mobile ions in order
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to create an ion accumulation at the interface with graphene (similarly to
the space charge doping). The associated electric field dopes the graphene
layer. With this method a charge carrier concentration of 5 × 1013 cm−2

can be obtained, but the graphene layer is contaminated by the polymer,
an aspect that can significantly alter the electronic transport properties of
graphene. Moreover, its transparency is greatly diminshed by the presence
of the polymer. Another example can be found in Reference [101], where
the same method is used to dope CVD graphene. Liquid electrolyte has also
been used to highly dope graphene and control the Raman scattering prop-
erties of the sample through doping, like is shown in Reference [35]. Again,
there is no practical use of this technique due to the presence of the liquid
electrolyte which can significantly alter the transport properties of graphene
as well its transparency.

Space charge doping can overcome many of the disadvantages which
characterize the doping techniques mentioned above. The substrate used
is commercial glass, which is perfectly compatible with all applications es-
pecially those needing a transparent substrate like transparent conductive
electrodes. It allows to reach a considerably higher carrier concentration
than all the techniques known for doping graphene (> 1014 cm−2). Space
charge doping does not involve the use of any extra layer or other technolog-
ical steps. This ensures no contamination or unwanted doping of the sample
and the preservation of its optical properties. Moreover, no defects are in-
troduced during the standard doping process, which is really important to
maintain unaltered the electronic properties of the sample. Especially for
large scale applications, the uniformity of the doping is important to ensure
the correct functioning of the device. During our experiments we dedicated
particular attention to this aspect. We uniformly doped samples of 1 cm2

maximum size, but conceptually the technique applies to samples of arbi-
trary size provided that the applied electric field necessary for the ion drift
is uniform all over the sample area. Finally, the carrier concentration in the
sample can be finely controlled. Moreover at room temperature or lower the
doping is permanent without the need to maintain a gate voltage which is a
very important criterion for energy saving. On the other hand, some draw-
backs can be identified. First of all, tuning the carrier concentration in the
sample requires heating the sample, achieving the required doping through
ion drift and cooling down the system. These steps could be inconvenient
in some applications. Also, if the sample is heated above the temperature
where ion mobility is activate and the gate voltage is not applied the space
charge will gradually disappear and the doping will be lost. This also can be
not convenient for some applications like solar cells for example, but choos-
ing or designing glasses with a higher activation temperature can overcome
this problem.

If we consider space charge doped graphene as a TCE many of the prob-
lems mentioned above for other doping techniques can be overcome, but
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others remain. Doped graphene is sensitive to ambient contamination be-
cause, being a charged material, it attracts charged impurities from the air
which neutralize the doping induced by the space charge. For potential TCE
use the graphene layer needs to be protected which is also a mechanical re-
quirement. In this thesis, the standard value for TCEs of 100 Ω/� could not
be achieved. As mentioned before this problem can be overcome by using
more polished glasses and higher quality graphene. In the field of TCE space
charge doping is thus an innovative method to increase the conductivity of
transparent materials. One can for example investigate materials more me-
chanically robust then graphene. The answer could be found in transparent
oxides. They are usually very resistive and, like in the case of graphene,
many techniques have been used to lower the resistivity. As described in
Chapter 4, we applied the space charge doping to zinc oxide and we will
show it to be a valid alternative to what is commonly done to dope this
material.

3.4 Control measurement on quartz

We made a cross-check to verify the microscopic mechanism that we use to
justify the doping process. For this we used a substrate with similar dielec-
tric properties and size as the glass substrate used, except that it contains no
alkali ions. We performed a test measurement on a CVD graphene sample
deposited on a quartz substrate. Quartz is formed by a crystalline network
of SiO2 and we can think about it as a glass without Na+ ions or other
foreign species. For our control measurement we used a quartz substrate of
same thickness (0.5 mm) as our soda-lime and borosilicate glass substrates
and of similar RMS roughness. In Figure 3.25 we compare doping performed
on a CVD graphene sample deposited on borosilicate glass and a measure-
ment of a CVD graphene on quartz. The two samples were subjected to a
procedure which consists of

(a) raising the temperature to 350 K and then applying a gate voltage of
+210 V (red line),

(b) leaving the system at that temperature for a fixed time (black line),

(c) then decreasing to room temperature followed by switching off of the
gate voltage (blue line).

The initial RS of the samples depends on the impurities due to the transfer
process of the CVD graphene from the copper substrate to the glass or
quartz substrate. The bottom part of the graph corresponds to the doping
procedure applied to the sample on glass. We can see that as soon as the
gate voltage is applied a drop in the resistivity is observed, as a consequence
of the electrostatic doping induced by ion drift. After a certain time and a
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lowering of RS of nearly 1 kΩ/� the system is quenched to room temperature
in order to freeze the ion space charge.

The top part of Figure 3.25 shows the same procedure applied to the
graphene sample deposited on quartz. After the application of the gate
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Figure 3.25: Space charge doping performed on CVD graphene on borosilicate glass compared to
the doping attempted on CVD on quartz in the same conditions. We see that no effect is produced
on the sample deposited on quartz due to the absence of sodium ions in the quartz.

voltage, only a small shift of the sheet resistance of ∼ 20 Ω/� is observed
due to the standard field effect across the quartz substrate. The RS of
the graphene layer remains unaltered after quenching the system to room
temperature, giving a direct confirmation of the fact that the doping of
the sample deposited on glass is due to the space charge formed by Na+ ion
accumulation or depletion. Since no ions are present in the quartz substrate,
no space charge can be formed and the sample can not be doped with space
charge doping method.

3.5 Conclusions on space charge doping

In this chapter we have introduced space charge doping, a technique for
doping ultra-thin layers of materials deposited on a glass substrate. The
first material to be doped with this technique is graphene. The choice of
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graphene is justified by many factors, like the possibility to dope it n or p, the
availability of big area or good quality samples and the ample bibliography
present in literature on this material, useful to analyse our results.

The process of sodium ion drift (the key element of space charge doping)
is exploited in order to form a space charge at the interface between the
glass and the graphene deposited on its surface. Ion mobility is activated
above 330 K and an electric field across the glass causes the Na+ ions to
migrate towards the cathode. The space charge layer can be formed either
by Na+ ion accumulation or depletion which creates a positive or negative
electric field, respectively. The graphene sheet will accordingly be doped n
or p.

Space charge doping was characterized in terms of maximum achievable
carrier concentration, how finely the doping can be controlled, the effect of
the doping process on the sample quality and the dependence of the space
charge doping efficiency on the glass substrate. It turns out that, as ex-
pected, the maximum reachable carrier concentration in the sample can be
obtained with glass substrates which have a higher ion concentration, but
the minimum value of sheet resistance is strongly affected by the glass sur-
face quality (an important aspect for transparent conducting electrode ap-
plications). Moreover, the carrier concentration in the sample can be finely
controlled by quenching the system at the proper value of sheet resistance
and it is found that the doping process is fully reversible and does not alter
graphene transparency.

Compared to the most used techniques for doping graphene, space charge
doping offers a valid and for many aspects a much better alternative. Simply
involving a glass substrate and without the need of other technological steps,
space charge doping is able to induce carrier concentrations in graphene
well beyond the techniques mentioned before (exceeding 1014 cm−2) with-
out damaging the sample. Space charge doped graphene could be used in
applications like TCE, but graphene as a TCE has not fulfilled the expectyed
promise in the last years, probably because of a bottleneck related to pro-
duction, quality and processing of large area graphene. Other alternatives
like transparent oxides can be the answer to find new transparent electrodes
based on the space charge doping as we will see in Chapter 4.

Concluding, we invented the space charge doping as an efficient and reli-
able method for doping graphene and potentially other ultra-thin materials
deposited on glass, allowing a fine control of the carrier density to values
exceeding 1014 cm−2, much higher than most other doping techniques.
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Chapter 4

Ultra-high doping of ZnO1−x
thin films

Chapter 4 and Chapter 5 are partially based on our submitted paper: A. Par-
adisi, J. Biscaras and A. Shukla, Magneto-conductance in nearly degenerate
ZnO thin films: space charge doping and localization

In the second part of this thesis I study ultra-thin zinc oxide films deposited
on glass. The transport and magneto-conductance properties of these are
investigated as a function of electrostatic doping using the space charge dop-
ing technique. Why zinc oxide? As we have seen the space charge doping
technique is readily applicable to a well-defined single crystalline material
deposited onto a susbtrate, which is the case of graphene. However as dis-
cussed in the earlier chapter, graphene also has shortcomings as a TCE ma-
terial. Furthermore if our doping technique is versatile, we should be able
to apply it to a variety of polycristalline or even eventually amorphous thin
films deposited on glass by standard deposition techniques. This was the
reason to choose a large gap semiconductor like ZnO which is quite different
from graphene as far as material and electronic properties are concerned, as
we shall see below. We had the possibility to produce high quality samples
thanks to the magnetron sputtering facility at the Insitut des NanoSciences
de Paris. Moreover doped ZnO, like graphene, is a widely studied material
in many fields and in particular in the field of Transparent Conducting Elec-
trodes (TCEs) and spintronics, making it easy to compare results obtained
by our method with other results in litterature.

Zinc oxide is a wide band-gap semiconductor with a direct band-gap of
Eg ∼ 3.3 eV at 300 K [51, 52] which makes it practically transparent in
the visible range. Accordingly single crystal ZnO samples show very high
resistivity of the order of 105 Ω · cm [61, 63]. The most widespread technique
for the doping of ZnO, especially for TCE applications, is substitutional
doping with Al atoms [62, 67, 102], though easily formed oxygen defects also
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provide a route to doping and increasing conductivity. This technique can
significantly lower the resistivity of ZnO to values of the order of 10−4 Ω · cm,
but the atomic structure and the transparency of the aluminium-doped ZnO
are altered by this process. Moreover chemical doping is not reversible.

Regarding the spintronics applications, ZnO (and in general II-VI semi-
conductors) have obtained the attention of the scientific community thanks
to the possibility of manipulating the spin-dependent magnetic phenomena
in thin film systems.

Our study of zinc oxide concerns ultra-thin (< 40 nm) films of ZnO1−x
deposited on soda-lime glass. As in most oxide films, these thin films were
non-stoichiometric, containing oxygen defects. Oxygen vacancies are respon-
sible for the n-type conductivity in ZnO [62, 63, 64] and their number can
be increased by vacuum annealing thus increasing the conductivity of the
material. The transport properties of the thin films are studied as a function
of the carrier concentration, temperature and magnetic field. We find that
space charge doping significantly alters electronic properties of the thin film
and that electrostatic doping can induce an electron concentration as high
as 2×1014 cm−2, bringing the ZnO1−x thin film close to the insulator-metal
transition. As in the case of graphene (Chapter 3) the carrier concentration
can be finely tuned in a wide range allowing us to study the evolution of the
transport properties with the respect to the carrier concentration.

4.1 ZnO1−x device fabrication

We fabricated ZnO ultra-thin films on soda-lime glass with the RF mag-
netron sputtering method at room temperature using a Zn target in an
atmosphere composed of Ar and O, following the procedure described in
Section 2.1.3. The total pressure in the chamber during the deposition was
kept at 10−2 mbar while the partial pressure of Ar and O was varied to vary
the number of oxygen defects and the stoichiometry of the deposited ZnO
thin film. In our experiments the partial pressures were fixed by varying
the composition of gases in the range Ar= 50% - O= 50% to Ar= 80% -
O= 20%. We did not perform a chemical analysis on our deposited thin
films to determine the exact amount of Zn and O contained in the sam-
ples but as an indication of the initial stoichiometry obtained we cite data
from Reference [103]. In this work it was found that annealing ZnO thin
films produced with the same partial pressure of Ar and O (i.e. Ar= 50% -
O= 50%) results in quasi stoichiometric ZnO. As the O partial pressure is
reduced with respect to the Ar partial pressure, the ratio O/Zn decreases,
for example Ar= 70% - O= 30% results in a stoichiometry of ZnO0.73 with
x = 0.27. The determination of the stoichiometry with wet chemical anal-
ysis on such ultra-thin films is not realistic and for our purposes the initial
value of x is not crucial since we are concerned with the maximum carrier
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concentration and the minimum value of RS we can attain with space charge
doping. Moreover, we found that our results are independent of the initial
stoichiometry of the samples, as we shall see later. The sputtering time
determines the thickness of the sample. The samples are characterized with
X-ray diffraction and AFM in order to determine the crystalline proper-
ties and the exact thickness. The characterization is followed by shaping of
the sample and contact deposition to fabricate the device used in transport
measurements.

4.1.1 Zinc oxide deposition on glass

Our samples were deposited using a gas mixture formed by Ar= 76% -
O= 24% or Ar= 80% - O= 20% which, as we saw from Reference [103],
should result in ZnO1−x with x ≈ 0.3 and higher. These samples should thus
have an initial defect induced carrier concentration which was our aim since
stochiometric samples have resistances beyond our measuring range. The
deposition time is varied between 25 s and 120 s, so as to obtain samples with
different thickness. After the deposition an annealing process in high vacuum
at a temperature of ∼ 350◦C is eventually performed. The annealing further
increases the oxygen vacancies in the sample through oxygen desorption from
the thin film and increases the grain size at the same time through a sintering
process.

The zinc oxide thin films are deposited on ∼ 1 cm2 clean soda-lime
glass substrates. For a given set of deposition parameters two to three
substrates are used, since samples are needed for measurements as well as
for characterization. Once the gases are injected in the chamber, the RF
power is turned on and an Ar plasma is created causing the deposition of ZnO
on the glass surface (see Section 2.3.2). A total of 15 sets of samples where
made, each one characterized by a different gas mixture and deposition time.
To study the effects of space charge doping on thin film ZnO samples, the
deposition parameters were varied in order to modify the stoichiometery and
the thickness of the samples. For a detailed study we chose to focus on four
samples labelled A, B, C and D whose deposition parameters and thickness
are listed in Table 4.1. The samples were intentionally deposited with a
certain degree of non-stoichiometry in order to decrease the initial resistivity
with some chemical doping. Then, the Ar/O ratio and the deposition time
were varied to see the effect of the space charge doping on samples with
different characteristics (stoichiometry and thickness). From the samples of
Table 4.1 we obtained the most representative results of our study which will
be analyzed in this chapter. The characterization of the samples is described
in the following.



78 CHAPTER 4. ULTRA-HIGH DOPING OF ZNO1−X THIN FILMS

Sample Ar/O Deposition time (s) Thickness (nm)

A 76/24 120 40
B 76/24 66 23
C 80/20 66 27
D 80/20 25 7.5

Table 4.1: The deposition parameters of the different samples studied

4.1.2 X-ray diffraction, AFM and transmittance

Obtaining an X-ray diffraction signal on our ZnO samples was difficult be-
cause of the ultra-thin nature of the samples. The spectra are collected
using a grazing geometry with an incident angle of 4◦ from a Cu source
with a wavelength of the incident beam of λ = 0.15405980 nm. In Figure
4.1 are shown the XRD spectra obtained from the four analysed samples as
deposited. Comparing Figure 4.1 (the XRD spectra of our samples) with
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Figure 4.1: XRD spectra of samples A, B, C and D. Background due to the glass has been removed
and the spectra are normalized with respect to the peak at ≈ 34◦.

Figure 4.2 (the spectrum of ZnO powder) we can see that the visible peaks
obtained from our samples located at 34.2◦ < 2θ < 34.6◦ correspond to the
crystalline orientation in the (002) direction [58]. We see also a small peak
located at 2θ ≈ 63◦ corresponding to the (103) crystalline orientation. Our
thin films are thus textured with a preferential (00l) orientation.

As explained earlier an initial carrier concentration is induced by creating
oxygen defects. This facilitates the practical application of space charge
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Figure 4.2: The XRD spectrum of the ZnO powder reproposed from Chapter 1. Re-printed from
[59].

doping since the sample resistivity which can be very high initially, can thus
be measured over the whole process. We performed the annealing step on
samples B, C and D for 15 hours at a temperature of ∼ 350◦C. XRD reveals
that the annealing step has an effect on the grain size, as shown in Figure
4.3. We see clearly that there is a sharpening of the peaks associated to the
(002) and (103) crystalline orientations indicating a bigger grain size. We
notice also that the peaks show a slight shift due to a change in the stress
in the film. The average grain size of the samples has been estimated from
the Scherrer formula [88] (see also Section 2.2.4) and the calculated average
grain sizes calculated after the annealing step are 12.9 nm for Sample A and
12.8 nm, 11.2 nm and 10.3 nm for sample B, C and D respectively. As we saw
from Section 2.2.4, performing the XRD analysis in a grazing geometry (as it
is the case of our samples) while increasing count-rate through an enhanced
footprint on the sample surface, can degrade the angular resolution due to
the augmented source size as seen from the detector. Thus, the effective X-
ray coming from coherent scattering from the sample which hits the detector
can be emitted from an effective surface which is, in the worst case, as big as
the sample surface [89] (∼ 1 cm2 in our case). The result is a broadening of
the peaks in the diffraction pattern. However we verified that this error does
not contribute significantly in our measurements and can thus be neglected.

The annealing increases the grain size of the sample. For example the full
width half maximum (FWHM) of the peak associated to the (002) direction
was 0.723 before the annealing and 0.583 after the annealing for sample
B, while for sample C the FWHM changed from 0.755 to 0.591 after the
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Figure 4.3: Effect of the annealing on the sample crystalline structure analysed by XRD. It is
clear that the characteristic peaks of the thin film are sharper after the annealing, meaning that
the grain size has increased. The spectra are normalized with respect to the peak at ∼ 34◦.

annealing step. The peak position also changed, meaning a change in the
strain in the film. In particular, in sample B the position of the peak changed
from 34.29◦ to 34.81◦ and in sample C from 34.33◦ to 34.54◦. This shift of
the peak position to higher angles is a consequence of compressive stress
caused by the annealing [62].

AFM analysis is used to scan the surface of the samples in order to obtain
topographic data and compare the results with those obtained from the
XRD. An example of the grain size analysis performed with AFM on sample
A is presented in Figure 4.4. The height mapping of the scanned area (upper
part of Figure 4.4) reveals the grains of the sample but a more accurate
information about the grain size can be obtained from the mapping of the
phase, presented in the lower part of the figure. However, the estimation
of the average size of the grains obtained from the AFM scans is higher
than that obtained from the XRD (≈ 28 nm instead of 12.9 nm calculated
from XRD). Since the XRD gives information on the coherent diffraction
domains related to the (00l) reflections which also represent the dominant
texture of the sample, we can assume that grains have an average dimension
perpendicular to the sample surface of about 12 nm. The AFM measurement
on the other hand gives us an average dimension of 28 nm for the grain
dimension in the plane of the sample surface. The grains are thus on the
average, flat discs of thickness about 12 nm and diameter about 28 nm and
roughly oriented with the flat surface on the substrate surface. In Figure 4.5
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Figure 4.4: Topography of the height measured from the AFM scan (upper part) and the corre-
sponding phase topography (bottom part). The height scan of the surface enables to see very well
the grains and measure their height, but the topography of the phase displays in a clearer way
the shape and the size of the grains.

it is shown from a schematized lateral view the deduced shape of the grains
of our ZnO samples.

The thickness of the ZnO samples is also estimated with AFM. A part
of the sample must be etched away in order to obtain a sharp step. The
edge of the sample is thus scanned with the AFM and the height of the step
between the glass and the top of the sample can be measured. An example
is shown in Figure 4.6 where the thickness of sample C is measured.

The RF-magnetron sputtering method is a standard way to produce
ZnO thin films. ZnO thin films are mainly used to fabricate transparent
devices or for the study of their electronic properties. Our results on the
fabrication and characterization of the samples are in excellent agreement
with published data. The crystalline orientation of the film usually depends
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Figure 4.5: Schematization of the shape of the grains of our ZnO thin-films in a lateral view. The
grains lateral size is bigger than their height are suggested from the AFM and XRD measurements.
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Figure 4.6: Thickness measurement of the sample. The edge of the sample is very sharp after the
etching in the aqueous solution of HCl.

on the substrate used and the deposition technique. With the RF sputtering
method it is often found that the preferred crystalline orientation of the film
is the (00l) direction [60, 63, 69, 83, 104]. The grain size of our films is
generally lower then what is found in literature. The grain size estimated in
Reference [61] for example is 32−38 nm. Our films are ultra-thin and grown
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on an amorphous substrate. The samples of the aforementioned references
are in fact thicker than our samples ranging from ∼ 70 nm to 1 µm and in
general grown on crystalline substrates.

Transmittance measurements where also used to characterize the ZnO
thin-films. ZnO absorbs a really small fraction of the visible light thanks to
it wide band-gap. ZnO transmittance in the visible range can exceed 90%
[105] and vary with the thickness. Our ZnO samples show a transmittance
> 94% in the visible range of wavelengths as shown in Figure 4.7.
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Figure 4.7: Transmittance of sample C measured after the annealing process..

We briefly mention the characterization of our ZnO thin film with µ-
Raman spectroscopy. ZnO presents some characteristic peaks dominated
by a peak at 570 cm−1 and other characteristic peaks around it [106]. We
attempted the characterization of our ultra-thin films by means of µ-Raman
spectroscopy by performing very long acquisitions with an excitation laser
wavelength of 532 nm and by doing multiple acquisitions in order to filter the
noise. The results were not encouraging since our samples are very thin and
transparent and the obtained spectra are dominated by the substrate back-
ground. Raman spectroscopy is thus not adapted for the characterization
of our samples.

4.1.3 Sample shaping and contact deposition

As in the case of graphene, the ZnO samples must be shaped and contacted
for the transport measurements. As described in Section 2.3, to give the zinc
oxide the proper shape it is necessary to cover the sample with a drop of
PMMA, leaving uncovered the parts of the sample which have to be etched
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Shaping Contacting

Figure 4.8: A typical ZnO sample after the etching process and before the contact deposition.

away. A rapid immersion (7 s) in an aqueous solution of HCl at 15% will
corrode the ZnO which is not protected by the polymer. A successive bath in
warm (50◦C) acetone for about 30 minutes will remove the PMMA leaving
the etched zinc oxide on the surface of the glass. In the left part of Figure
4.8 sample C is shown after the etching step. The sample has a diameter of
about ∼ 2 mm and an area of ∼ 3.2 mm2. After this step a stencil mask like
the one used for the CVD graphene (Section 3.2.1) is aligned to the sample
and gold is evaporated through it. The result is presented in the right part
of Figure 4.8.

4.2 Space Charge Doping applied to the ZnO thin
film

This section is dedicated to the space charge doping of the ZnO samples.
The samples are doped with the procedures described in Section 3.2.2, i.e.
either by heating the sample and applying the gate voltage once T is stable,
or by applying VG at room temperature and then heating the sample to the
target doping temperature, with this latter technique allowing for the highest
values of carrier concentration to be reached, as in the case of graphene.

4.2.1 Fine control of doping in the thin film

The initial resistivity of ZnO can vary considerably from sample to sample
due to the different initial carrier concentration determined by the oxygen
vacancies. The initial sheet resistance of the four samples under examination
are listed in Table 4.2. Sample A shows a considerably high initial sheet re-
sistance since no post-deposition annealing is performed on this sample and
the oxygen vacancy induced carrier concentration is relatively low. Samples
B and C present an initial RS of the order of few tens of kΩ/� as a result of a
higher oxygen vacancy induced carrier concentration due to post-deposition
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Sample Initial RS (Ω/�)

A ∼ 108

B 6.2× 104

C 4.0× 104

D 3.2× 106

Table 4.2: RS values of the four ZnO samples examined before space charge doping.
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Figure 4.9: Space charge doping applied to Sample A. The initial sheet resistance of the sample
was RS ≈ 108 Ω/�. The sample is first heated at ∼ 370 K and then a gate voltage VG = +285 V
is applied. As observed, the space charge of Na+ ions forming at the interface between the glass
and the ZnO thin film cause a massive drop in RS of ∼ 4 orders of magnitude in just 10 minutes.

annealing. We notice also that the initial RS of sample B is slightly higher
than sample C, as a consequence of the initial oxygen stoichiometry of the
samples as determined by the partial pressures of argon and oxygen during
deposition. From Table 4.1, in sample B PAr/PO = 76/24 while in sample
C PAr/PO = 80/20. This difference persists after the annealing and this is
reasonable since the annealing time and temperature for the two samples are
the same. Sample D which was subjected to the same annealing process as
samples B and C, shows a relatively high initial RS of the order of 106 Ω/�.
This is because it is the thinnest film.

The effect of space charge doping on ultra-thin ZnO films is impressive
and clear. It lowers RS by 4 orders of magnitude or more. As an example, in
Figure 4.9 we show sample A which had the highest initial RS of 108 Ω/� of
our four samples. This is at the upper limit of our measurement apparatus
and falls in a spectacular way during the doping procedure. The sample
is heated to the doping temperature of ∼ 370 K and at that point a gate
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Figure 4.10: RS vs T characteristics in a wide range of carrier concentrations for sample A, B, C
and D. Even at the highest carrier density (which is always higher then 1014 cm−2) the samples
show an insulating behaviour.

voltage of +285 V is applied. An abrupt drop in the resistivity is observed as
the consequence of the space charge forming at the interface. As the doping
increases, the resistivity drop rate slows to zero after about 10 minutes. At
this point the temperature is quenched to room temperature where RS =
14 kΩ/�. Thus a drop in resistivity of a factor 104 is produced with space
charge doping. The carrier concentration measured with the Hall effect at
room temperature after the doping is 5.4× 1013 cm−2.

The carrier density can be finely controlled, exactly like it was done for
graphene, by quenching the system at the desired sheet resistance value.
In Figure 4.10 are shown several RS vs T characteristics in the range 4K<
T < 300K at several values of carrier density. The first thing to be noticed
in these graphs is that the maximum reached carrier concentration is very
similar for all the samples. The maximum carrier concentration attained
always exceeds 1014 cm−2 electrons, ranging from 1.51 to 2.19× 1014 cm−2

independent of the initial carrier concentration. Space charge doping thus
induces charges in a similar manner to chemical doping as confirmed by
the similarity between the curves obtained at different doping from the four
samples. The sheet resistance showed by the four samples at the highest
doping is also very similar being 2 − 3 kΩ/� at room temperature in all
cases. The variation is attributed mainly to the difference in the carrier
mobility of the samples. We also notice that, like in the case of graphene,
the space charge doping is able to induce in ZnO an extremely high doping
in a reversible way. In fact, the doping procedure is usually carried out
by first inducing the highest possible carrier density in the thin film and
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then progressively reducing the doping. Moreover, like in graphene, the
transmittance of the sample measured after the doping process is not altered
and it shows a behaviour similar to that shown in Figure 4.7.

Chemical doping with Al is the most widely used technique for doping
ZnO, especially for practical applications like transparent conducting elec-
trode (TCE). This technique is very effective for reducing the resistivity of
ZnO. In Reference [62] aluminium doped ZnO is produced with RF sputter-
ing using a Zn target mixed with Al. They found that the maximum carrier
concentration induced in the sample is 9.2×1020 cm−3 which is equivalent to
a carrier concentration in two dimensions (in a 1 nm thick sample) of almost
1014 cm−2 and the corresponding resistivity of the film is ∼ 4×10−4 Ω · cm.
To compare the resistivity of our 2D samples with the published data we
have to calculate the resistivity starting from the sheet resistance of the
samples. In Reference [72] the thickness of a quantum well induced on the
surface of ZnO is calculated to be of the order of few nanometers. We can
thus assume that in our ZnO samples the thickness which is effectively doped
by the space charge is of the order of the nanometer. The resistivity can
be calculated from ρ = RS · t, with t the thickness of the doped ZnO. The
lowest RS in all the analyzed ZnO samples is of the order of the kΩ/�, thus
the resistivity of our doped samples is of the order of ρ ∼ 10−4 Ω · cm.
This value is comparable with the one found for Al doped ZnO in Reference
[62]. In Reference [68] slightly different results are found with a resistivity
of the Al doped ZnO being ∼ 4× 10−3 Ω · cm at a doping of 2× 1020 cm−3.
Space charge doping is thus as effective as aluminium doping of ZnO, but
with the immense advantage of being reversible and not altering the trans-
parency (which can be as low as 80% for Al doped ZnO) and quality of the
thin film. The resistance of our thin film still remains high for TCE appli-
cations as a consequence mostly of low electronic mobility which could be
improved by improving the crystalline quality. In the aforementioned papers
the thickness of ZnO varies from 100 nm to 0.8 mm, with bulk conduction.

Polymer electrolyte doping has been described in References [70, 71].
Similarly to the space charge doping, polymer electrolyte doping exploit the
mobile ions present in the polymer to create a space charge at the interface
of the material which dopes it. In those papers, carrier densities up to 4×
1014 cm−2 or more have been measured on the surface on ZnO. The authors
claim that this kind of doping is reversible, but the doping procedure raises
many questions about intercalation of foreign species in the ZnO structure
and on the reliability of the measured data since the ions of the polymer
electrolyte responsible for the doping are considerably mobile in a wide range
of temperatures and can thus alter the measurements. As seen in Figure 5
of Reference [70] we can see that the carrier density induced by the polymer
electrolyte varies considerably with the temperature. Moreover polymer
electrolyte is not suitable for practical applications because it alters the
transparency of the film and contaminates it.
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We mention also the results obtained in References [60, 63] where trans-
parent transistors using ZnO as active material have been used. The whole
transistor structure (gate electrode, source and drain electrodes and gate
dielectric) has been realized using transparent materials but does not allow
to reach very high carrier concentration levels.

Despite the really high doping (always exceeding 1014 cm−2) we are able
to induce, we do not observe an insulator-metal transition in our samples.
This behaviour is coherent with results from literature [70, 107]. In Ref-
erence [107] impurity doped ZnO thin films ∼ 400 nm thick are deposited
on glass with the spray pyrolysis technique with carrier concentration of
1018− 1020 cm−3 (corresponding to 1012− 1013 cm−2 in a 1 nm thick mate-
rial). An insulating material is characterized by a dependence of the conduc-
tivity of the temperature like ∂σ/∂T > 0 and the transition to the metallic
state is observed when ∂σ/∂T < 0 (i.e. ∂ρ/∂T > 0). In the aforemen-
tioned paper this transition is not observed since only a flattening of the
RS vs T characteristic is observed and not a clear transition to the metallic
state. This is similar to what we observe in our sample at the highest car-
rier concentration and, as we’ll see in Chapter 5, the increase of the sheet
resistance at low temperature is due to the Weak Localization phenomenon.
In Reference [70] (Figure 5a) at the highest carrier concentration it appears
that a metallic-like behaviour (∂ρ/∂T > 0) is observed at high tempera-
ture (150 K < T < 250 K) for polymer electrolyte doped ZnO. However in
this range of temperature the authors state that the mobility of the ions in
the polymer is still significant and contributes to charge transport. In fact,
below 150 K where ion mobility is negligible, the sample shows insulating
behaviour. Thus we conclude that the insulator-to-metal transition in ZnO
is not easy to induce and to date has not been clearly observed. Later in
this chapter we examine this problem with the concept of mobility edge.

Space charge doping can thus induce really high electron density in ZnO
thin films to values comparable with the most used techniques like chemical
doping. Furthermore the process is perfectly reversible and the transparency
of the thin film is not altered. In a mechanically stable material like ZnO
even an extremely doping does not induce material damage and allows per-
fect reversibility of the doping process.

4.2.2 Carrier scattering mechanism

The understanding of the main scattering process in ZnO thin films, doped
or not, is essential for understanding the transport properties exhibited by
these samples. Generally speaking, in a polycristalline thin film there are
three main scattering mechanisms: scattering from grain boundaries, from
thermal lattice vibrations and from ionized and neutral impurities [108].
However, the scattering cross section of neutral impurities scattering is small
compared to that of ionized impurities and can be neglected. Thus we can
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express the total mobility of the carriers as:

1

µ
=

1

µgb
+

1

µph
+

1

µi
(4.1)

where µgb is the mobility limited by the grain boundaries, µph is the mobility
limited by phonons and µi is the mobility limited by the ionized impurities.

Lattice phonon scatterimg

Scattering from lattice vibration can be the dominating scattering mecha-
nism in polycristalline thin films at high temperature. The dependence of
the mobility at high temperature [108] should then be such that

µph ∝
1

T
(4.2)

thus µ should decrease with increasing temperature at high temperature.

However this behaviour is not relevant to our data since we shall analyze
data collected at low temperature (< 50 K).

Grain boundary scattering

Our ZnO samples are, as we saw, formed by aggregated crystalline grains.
The junction between two crystallites is characterized by lattice defects-
induced trapping states which compensate the doping in the material by
trapping the electrons in the conduction band. Thus a depletion region is
formed around the grain boundaries to which is associated a potential barrier
which can strongly affect the motion of conduction electrons. According to
the Peritz equation [109] the expression for the mobility in the presence of
grain boundary scattering is

µgb = µ0T
−1/2e−φb/kBT (4.3)

where µ0 can be considered as the mobility inside the grain, φb is the poten-
tial barrier height at the grain boundary and kB is the Boltzmann constant.

If the main scattering mechanism is grain boundary related, a plot of
ln
(
µT 1/2

)
vs 1/T should give a straight line. Figure 4.11 shows such a

plot for our samples. The mobility is the Hall mobility extracted from
the Hall measurements performed at 50, 25, 10 and 4 K. Two sets of data
are displayed for each sample, one corresponding to high doping and one
corresponding to low doping (relatively to the range of doping we studied).
In our thin film samples grain boundaries do not play a dominant role in the
carrier scattering mechanism, since in the plot of Figure 4.11 all the curves
deviate from a linear behaviour.
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Figure 4.11: ln

(
µT 1/2

)
vs 1/T plot for the four analysed samples. For each sample we display

two curves: one corresponding to high doping and one to low doping. The non linearity of the
curves suggests that grain boundaries are not the main scatterers in the carrier transport.

However, even if not dominant, grain boundaries do play a role in the
transport properties of our ZnO thin films. According to the discussion in
Reference [110], the expression of φb in Equation 4.3 has the form:

φb =


e2Q2

t
8εε0ns

, Lns > Qt

e2L2ns
8εε0

, Lns < Qt

(4.4)

where L is the grain size, Qt is the charge carrier trap density at the bound-
ary and nS is the carrier density. Thus we have two limiting cases: (i) at high
carrier density, where at a fixed temperature the barrier height decreases
with increasing nS , (ii) at low carrier density the barrier height increases
with increasing carrier density. Thus in case (i) the mobility increases with
nS , in case (ii) it decreases with nS . Figure 4.12 shows the dependence of
the mobility with respect to the carrier density in our samples at 25 K. We
see that the mobility increases for all the samples with carrier concentration.
This effect is however secondary in our thin film as shown in Figure 4.11
and as explained in the following.

Ionized impurity scattering

In (conducting) oxides in general ionized impurities play an essential role
in the scattering mechanism of charge carriers. Generally speaking, ionized
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Figure 4.12: Dependence of the mobility on the carrier concentration for sample A, B, C and D
measured at 25 K. The increase of µ with nS indicates that the samples are in the condition of
high doping as highlighted in Equation 4.4 and that the grain boundaries do influence transport
properties of the ZnO thin films without dominating them.

impurities can be represented by foreign atoms introduced in the crystalline
network like dopants (in doped films) or oxygen vacancies (like in our ZnO
samples). This scattering mechanism can be recognized again by the tem-
perature dependence of the mobility which should vary like [111, 112]

µii ∝ T 3/2 (4.5)

Figure 4.13 shows µ vs T 3/2 of the Hall mobility of the four analysed
samples measured at 50, 25, 10 and 4 K. The carrier density indicated in
the plot for each curve is measured at room temperature.

The linear behaviour of the Hall mobility with respect to T 3/2 clearly
suggests that the ionized impurities govern the scattering process in the
ZnO thin film. Since no foreign atoms are added as dopants, the ionized
impurities can only be the oxygen vacancies in the ZnO thin film.

4.3 Variable Range Hopping and mobility edge

The transport properties of disordered systems (like our ZnO thin films) can
be studied in terms of localized and extended states [113]. A very simplified
picture in one dimension can be used to argue that in an ordered system,
the potential profile experienced by the charges in the material will be like
the one showed in the upper part of Figure 4.14. B is the tight-binding
bandwidth in the absence of disorder. If disorder is present in the system,
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Figure 4.13: Linear dependence of the mobility with respect to T 3/2, indicating that the main
scattering mechanism is due to ionized impurities.

the potential wells instead of being uniform will be spread over a range of
energies V0, as shown in the lower part of Figure 4.14. It has been shown

Figure 4.14: Simplification in one-dimension of the shape of the potential in a materials in the
ordered (upper part of the figure) and disordered (lower part) case. Re-printed from [113].

by Anderson [114] that if V0/B � 1 all the states in the band are localized
and take the form

Ψ =
[∑

Cne
iφnψn

]
e−αr (4.6)
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where the part of Equation 4.6 in the brackets is the wavefunction of the
electrons in the absence of disorder and the exponent outside the brackets
shows how the wavefunction decays exponentially with the distance from
the well. Thus when states are localized conduction can be obtained only
by thermally activated hopping between the wells.

In terms of energy, the localized states are separated from extended states
by a particular energy value Ec which is called the mobility edge. We can
distinguish two cases: (i) the Fermi energy lies above Ec, thus the mobility
will depend slightly on the phonons and in general the conductivity will have
a metallic like behaviour (∂σ(T )/∂T < 0); (ii) if EF < Ec the electrons will
have a thermally activated mobility and the behaviour of the conductivity
with the temperature will have the form [115] at high temperature

σ(T ) = σ0 exp(−(Ec − EF )/kT ) (4.7)

with k the Boltzmann constant. At low temperature the conductivity takes
the form

σ(T ) = σ0 exp(−A/T 1/(1+D)) (4.8)

where D is the dimensionality of the system. Thus in three dimensions the
dependence of ln(σ(T )) with respect to the temperature would be linear
with respect to T−1/4, while in the 2D case it would be linear with respect
to T−1/3.

4.3.1 Variable range hopping in ZnO thin films

Our ZnO thin films can be considered as disordered systems since they are
characterized by a strong polycrystallinity. It is thus reasonable to analyze
the scattering phenomena in our samples in terms of variable range hopping
(VRH). As said before, VRH is a consequence of disorder in materials. In
this situation the potential seen by an electron travelling through the ma-
terial is characterized by potential well of unpredictable depth where the
electrons are trapped. Only thermal energy can help the electrons to get
out of the well. VRH thus manifests itself with an important increase in
the resistivity at low temperature as described by Equation 4.8. In principle
it is possible to discriminate if the electronic transport is confined in two
dimensions or if it is in 3D by plotting the ln(RS) vs T−1/(1+D) (with D
the dimensionality of the system) as shown in Figure 4.15. The upper part
of the figure shows the 2D case, while the lower part the 3D case. We see
that it is quite hard to discriminate between 2D or 3D transport since all
the curves (both in the 2D and 3D case) have a linear behaviour in the low
temperature part.

VRH is thus not a good tool to understand the dimensionality or our
system. Hence it is not possible to determine the dimensionality of the
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Figure 4.15: Variable range hopping in ZnO. Upper part of the figure: VRH in the 2D case. Lower
part of the figure: VRH in the 3D case. We can see that for both types of behaviour the data
appears linear in the low temperature part making it impossible to discriminate the dimensionality
from this argument.

transport mechanism with these considerations. However since we do ob-
serve variable range hopping in both graphs through the obvious linear de-
pendence of ln(RS) vs T−1/(1+D), the transport can be assumed to be of the
VRH type.

4.3.2 Mobility edge

Equation 4.6 affirms that the electrons are spatially localized around the po-
tential wells. In the conduction band of a disordered material it is possible
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Figure 4.16: Value of ∆E extrapolated from Equation 4.7 for samples B, C and D for various
carrier concentrations.

to identify a certain energy Ec which marks the transition from localized to
extended states which is called mobility edge. If the Fermi energy is smaller
than Ec the mobility of the charge carriers is thermally activated while it
becomes independent of temperature if EF > Ec. In the words of Mott [116]:
A mobility edge is defined as the energy separating localised and non-localised
states in the conduction or valence bands of a non-crystalline material, or
the impurity band of a doped semiconductor. It thus marks the transition
from the insulating to the metallic state. In Figure 4.10 we see that all
samples show insulating behaviour because resistance increases as temper-
ature decreases. However clearly, with increasing doping a metal-insulator
transition is approached without being reached at the highest doping values
attained. In other words the Fermi energy remains below the mobility edge.

From Equation 4.7 it is in principle possible to evaluate the energy ∆E
separating the Fermi level from the mobility edge Ec by plotting ln(σ(T ))
as a function of 1/T and taking the slope of the straight line obtained in the
high temperature part of the curve. This was done for samples B, C and D
and the result is shown in Figure 4.16. We see that the ∆E is very small,
of the order of a few meV for the highest doping. This is not realistic since
thermal excitation would delocalize electrons but the absolute value of ∆E is
probably not of significance. ∆E is positive, indicating that EF is below the
mobility edge and it becomes smaller when the doping increases, confirming
that EF is approaching the region of delocalized states. This is an aspect
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which should be investigated more in detail because in all probability the
transition to the metallic state in not sharp but gradual (as mentioned in
[113]).

The study of the electronic transport properties inside transparent oxides
is important for practical applications. In fact, the understanding of the
scattering mechanisms involved during the electron motion is crucial for the
design of efficient devices. Our conclusions on the scattering mechanisms in
ZnO are consistent with previous published work. For instance, in Reference
[117] the authors conducted a study on oxygen deficient ZnO thin films and
concluded that the electronic transport is dominated at low temperature by
VRH. The same conclusions are drawn for chemically doped samples like in
References [118, 119] where the resistivity of ZnO doped respectively with
Y and Mn are studied as a function of the temperatures and the VRH was
found to be active in all the cases. However, as shown before the transition
to the metallic state (thus the transition from localized to extended states)
is not an easy task to accomplish in ZnO and no evidence has yet been cited
in literature.

We can thus conclude that in (electrostatically or chemically) doped
ZnO thin film VRH is a key element in the electronic transport. Eventually,
an extremely high doping can bring the system in a condition where the
mobility is independent of temperature i.e. where the states occupied by
the electrons are delocalized, but this situation has not been experimentally
found as yet. In our study on space charge doped ultra-thin ZnO films we
were able to induce carrier concentrations such that the transition to the
metallic state was very close.

4.3.3 2D nature of the doped film

Even if the phenomenon of the VRH discussed in Section 4.3.1 does not allow
to uniquely confirm that the carrier transport in done in two dimensions, it
is anyway reasonable to think that it is so. First of all, as discussed before,
calculations on the width of ZnO quantum wells done in Reference [72]
suggest that the accumulation of the electrons at the surface of a ZnO crystal
is of the order of few nanometers. We can thus imagine that the Na+ space
charge formed at the glass/ZnO interface induces a strong accumulation
layer at the interface itself. Moreover, and most importantly, the results
we obtained from the four representative samples are independent on the
sample thickness and stoichiometry being very similar in terms of maximum
ns, minimum RS , values of mobility and, as it will be shown in Chapter 5,
behaviour of the resistivity under the effect of a magnetic field.
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4.4 Conclusions on space charge doping of ZnO

Zinc oxide thin film samples were deposited on glass substrates with the RF
magnetron sputtering technique at room temperature, fully characterized
using XRD and AFM measurements and prepared as devices ready for space
charge doping and transport measurements.

The results presented in this chapter show that space charge doping can
be used to dope ultra-thin films of ZnO to extremely high carrier concen-
tration exceeding 2× 1014 cm−2. This fact is of particular interest because
it opens a completely new perspective in the use of this doping technique,
firstly for a wide variety of materials deposited by diverse techniques on
glass substrates and secondly for a variety of applications, for example in
the field of Transparent Conducting Electrodes where transparent oxides are
normally doped exclusively by chemical means in order to increase their con-
ductivity. We showed that space charge doping can obtain results superieur
to other techniques in terms of maximum doping of the ZnO thin film with-
out altering the sample quality and transparency in particular with respect
to chemical or polymer electrolyte doping. The resistivity of the space charge
doped samples is also comparable with the lowest reported resistivity, but
the ultimate resistance of our samples is still high for TCE applications and
this problem could be eventually overcome with the use of higher quality
thin films.

Hall measurements where performed at different temperatures in the
the range 4 − 50 K for all the carrier densities in each sample in order to
determine the variation of the Hall mobility (µH) with the temperature. The
study of µH vs T revealed that the main scattering mechanism for electrons
is charged impurity scattering which we identified with the oxygen vacancies
present in the ZnO. Grain boundaries have also an effect on the transport
properties, but they do not provide the dominant scattering mechanism in
the material.

The carriers in our ZnO thin films obey the variable range hopping mech-
anism at low temperature. In fact, the random potential induced by the
disordered lattice of ZnO is such that the electrons wavefunctions are local-
ized for all doping levels that we can attain. An insulator-metal transition
should be observed if EF crosses a certain energy value EC called mobility
edge separating localized states from delocalized states. Our measurements
show that with space charge doping we attained doping values which place
our samples at the threshold of this transition. Moreover, the perfect sim-
ilarity of the results on samples of different thickness and stoichiometry
suggests that the electronic transport is confined in two dimensions at the
interface with the glass substrate.
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Chapter 5

Magneto-transport and spin
orbit coupling

In Chapter 4 we have detailed the procedure for doping ZnO thin films to
very high carrier concentrations and discussed scattering mechanisms which
can intervene to explain the transport properties that we observe. These
properties are principally determined, we found, by the impurity scatter-
ing mechanism. At low temperatures and eventually in the presence of a
magnetic field electronic transport in a disordered medium can exhibit some
specific quantum interference effects related to coherent transport and the
electronic spin. These effects can significantly change conductivity. The first
aspect gives rise to negative magnetoresistance through the phenomenon
of Weak Localization and the second aspect can suppress this behaviour
through the phenomenon of Weak anti-Localization. The measurement of
both these phenomena can give access to information of the dimensionality
of the observed phenomenon and quantities like the spin relaxation time.
Spin orbit coupling in ZnO is thought to be small, because the valence band
splitting is of the order of a few meV, almost two orders of magnitude less
than in GaAs for example [120]. Nevertheless experiments [76, 78, 120, 121]
have found significant effects of spin orbit coupling in ZnO. This could be
justified by the wurtzite structure of ZnO as argued in [122]. ZnO is also
widely studied because of predictions of possible applications in spintronic
devices with appropriate doping. It is known that quantum interference
phenomena like the aforementioned weak localization exist in ZnO and more
rarely weak anti-localization has also been observed. In the work found in
Reference [72] for instance, the magneto-transport properties of high carrier
concentration (up to 5 × 1014 cm−2) ZnO surface layers produced with a
variety of methods are studied and the authors found that the samples show
the weak localization phenomenon up to room temperature. Spin-related
phenomena have also been studied [120, 123, 124] and it was found that in
ZnO system the spin coherence time can be of the order of 10 ns and can

99
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be measured up to room temperature.

This chapter is dedicated to the study of the magneto-transport proper-
ties of space charge doped zinc oxide thin-films as a function of the tempera-
ture and doping. We analyse conductivity as a function of the magnetic field
and temperature and derive information about the mean free path, inelastic
scattering times and spin-coherence time.

5.1 Weak localization

Weak localization (WL) is a quantum interference phenomenon experienced
by charges moving in a disordered medium at low temperature. WL gives
rise to a negative correction to the conductivity due to quantum interference
effects, causing a change of sign in the slope of the conductivity with respect
to the temperature of a metallic sample at low temperatures. The charac-
teristic signature of this phenomenon is the suppression of these quantum
effects on the application of a magnetic field. In Figure 5.1 is shown an
example one of our macroscopic CVD graphene sample on borosilicate glass
having a carrier concentration of 1.7×1012 cm−2. We see that the sample is
metallic and that its resistance decreases with temperature (∂RS/∂T > 0)
till ∼ 80 K. Below 50 K the sample appears to be insulating as the resistance
now increases as the temperature decreases. The behaviour in this specific
case was shown to be weak localization in graphene.
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Figure 5.1: WL effect on the RS vs T characteristic of a doped CVD graphene sample deposited
on borosilicate glass.
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5.1.1 Backscattering

In the classical treatment of the motion of a particle, an electron starting
at the time t = 0 and position r = 0 has a certain probability to be found
at point r, after a time t � τ , with τ the transport relaxation time. A
quantum mechanical treatment however results under certain conditions in
an enhanced probability for the wavefunction at the starting point r = 0
after a time t . Following the classical treatment, the probability w for
the electron to travel from one point to another is given by the sum of the
squares of the probability amplitudes Ai of all the possible paths connecting
the two points, while in a quantum mechanical treatment where the wave
function has a phase as well as an amplitude, it is the square of the sum of
the probability amplitudes of all the possible paths [125]. In other words we
have:

w =

{∑
|Ai|2, classical case

|
∑
Ai|2, quantum mechanical case

(5.1)

Since the possible paths an electron can travel are random, the phase ac-
quired during a given path is also random. Most terms in the second row
of Equation 5.1 thus cancel each other out. Paths travelled along opposite
directions of a closed loop however will sum up. Thus in our simple model
the probability of finding an electron at the starting point is increased by a
factor of 2 with respect to the classical case:

w =

{
|A1|2 + |A2|2 = 2A2, classical case

|A1|2 + |A2|2 + 2 |A1A2| = 4A2, quantum mechanical case
(5.2)

With A1 and A2 being the probability amplitudes that the electron travel
along the same path in opposite direction and A is the modulus of A1 and
A2. This is the Weak Localization effect.

Figure 5.2 illustrates schematically the WL phenomenon. An electron,
being subjected to various elastic scattering events can follow the path illus-
trated in Figure 5.2 by solid lines. As we saw from Equation 5.2, when we
consider the phase of the electrons the times-reversed path (dashed lines)
gives rise to a positive interference, thus making the closed loop the pre-
ferred path for the electrons and increasing the probability of finding it at
the starting point.

The total effect is that the electron is backscattered decreasing the mo-
bility of the charge carriers and, thus, provoking a negative correction to the
conductivity.

5.1.2 Temperature dependence of the conductivity

At low temperature, the correction to the conductivity due to the weak
localization effect is dependent on the dimensionality of the system. The
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Figure 5.2: Illustration of the backscattering phenomenon by several scattering centers along
opposite directions.

temperature dependence of the inelastic scattering time is τφ ∝ T−p, where
p depends on the inelastic scattering mechanism. Thus from theoretical
considerations the conductivity takes the form [126]:

σ(T )3D = σ0 +
e2

aπ2~
T p/2

σ(T )2D = σ0 +
p

2

e2

π2~
ln(

T

T0
)

σ(T )1D = σ0 −
ae2

π~
T−p/2

(5.3)

In our doped ZnO samples the temperature dependance of the conductivity
is clearly representative of 2D transport. From the 2D case in Equation 5.3,
plotting the conductivity with respect to the ln(T ) should give a straight
line. As a representative case of what is measured in our samples we show
the behaviour of sample B at high doping (nS = 2.2×1014 cm−2) and at low
temperature in Figure 5.3. A linear dependance is observed indicating the
2D nature of our samples. We now have clearer experimental verification
of this 2D behaviour as opposed to the more ambiguous results shown in
Figure 4.15.
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Figure 5.3: Conductivity of sample B at high doping as a function of ln(T ). The linear behaviour
is indicative of 2D transport for the electrons in the sample.

5.2 Magneto-conductivity

5.2.1 Theoretical considerations

Effect of the weak localization

Without quantum interference phenomena, i.e. for example at high tem-
perature, conductivity has a quadratic dependence on the magnetic field
[127]. However in two-dimensions, when quantum interference due to the
weak localization takes place, the conductivity of the sample deviates from
this value by a positive logarithmic value [126]. As pointed-out before, lo-
calization is due to the constructive interference of the wavefunctions along
the same closed path in opposite directions. These will be in phase at the
starting point of the closed loop and interfere constructively, increasing the
probability of a carrier to ‘stay in the same place’ or localize. The appli-
cation of a magnetic field B perpendicular to the current flux introduces a
dephasing term δφ = 2πBS/Φ0, where S is the surface of the closed loop and
Φ0 is the flux quantum. At low B, the dephasing is small and the quantum
interference is still strong. But as B increases the constructive interference
becomes smaller due to the increasing dephasing. This results in a reduction
of the resistivity as a function of the magnetic field or negative magnetore-
sistance, which is a signature of weak localization. The rigorous expression
for the correction to the conductivity coming from theoretical treatment can
be found in Reference [128]

∆σ(B)

G0
= −Ψ

(
1

2
+
Btr
B

)
+ Ψ

(
1

2
+
Bφ
B

)
(5.4)
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where Ψ is the digamma function, G0 = e2/2π2~ is the conductance quan-
tum, Btr = ~/4eDτ (τ is the scattering time associated to the mean free
path Ltr and D is the diffusion coefficient), Bφ = ~/4eDτφ with τφ the
inelastic scattering time. ∆σ(B) is the correction to the conductivity due
to the interference phenomenon and is related to the magneto-conductivity
by the expression ∆σ(B) − ∆σ(0) = σ(B) − σ(0), where ∆σ(0) and σ(0)
are respectively the correction to the conductivity and the conductivity at
zero applied magnetic field. The scattering time τ associated to the mean
free path can be considered as the elastic scattering time only at very low
temperature and in the following discussion this consideration will be taken
into account.

Influence of spin-orbit coupling on the magneto-conductivity

In a material with spin-orbit coupling, that is coupling between the spin and
the momentum of the carrier, the above picture undergoes further change.
The rotation of the spin along the paths in opposite directions of the closed
loop is also opposite, introducing a dephasing which leads to destructive in-
terference. Spin-orbit coupling can thus have a significant effect on the low
temperature magneto-conductivity. Spin-flip scattering (or spin relaxation
and spin-lattice relaxation) can be due to different mechanisms the most
important of which are the Elliott-Yafet mechanism, the D’Yakonov-Perel’
mechanism and the Rashba effect. They will all be discussed in details later
in this chapter. As discussed above, in the presence of spin-orbit coupling,
the temperature dependence of the conductivity is still subject to a quan-
tum correction arising from the altering of the constructive interference at
the starting point of the closed path. In this case the correction is still log-
arithmic but is now positive (rather then negative as in the case of weak
localization) [125] and is a direct consequence of the fact that the spin-flip
time is shorter then the inelastic scattering time, τSO � τφ.

The expression of the magneto-conductivity is radically altered by spin-
orbit coupling. The correction to the magneto-conductivity taking into ac-
count this additional correction has been examined by several authors. In
the case of a perpendicular magnetic field Zeeman coupling can be neglected
and a general expression is given for example in Reference [129]:

∆σ(B)

G0
= −Ψ

(
1

2
+
Btr
B

)
+

3

2
Ψ

(
1

2
+
Bφ +BSO

B

)
− 1

2
Ψ

(
1

2
+
Bφ
B

)
(5.5)

where BSO = ~/4eDτSO is the characteristic field associated with the spin-
flip time.

Equation 5.5 then describes the behaviour of the magneto-conductivity
in the presence of WAL. However though very general because all scatter-
ing processes are explicitly taken into account, the practical application of
this expression to analyze experimental data can be hazardous because it
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depends on as many as three parameters (Btr, Bφ and BSO). The mathe-
matical problem thus can be overdetermined and the extraction of the three
parameters unstable. Another problem that must be confronted is the need
to estimate a diffusion coefficient to extract characteristic scattering times
and lengths.

As a first step we used Equation 5.5 to fit our data. We could thus
extract three characteristic fields but in some cases the characteristic field
Btr was found to be of the order of the applied magnetic field or Bφ or BSO.
This translates to a time τ associated to the mean free path of the order of
τφ and τSO, which is questionable.

Another expression for the magneto-conductivity can be found in Refer-
ences [130, 131]:
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= Ψ
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1

2
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In this expression only two parameters, Bφ and BSO appear, making their
extraction from experimental data more stable. This reduction of the num-
ber of parameters is based on the hypothesis that the characteristic field Btr
is much higher than the applied magnetic field in the measurement. This
translates to a time τ associated to the mean free path which is much smaller
than τφ and τSO. τ can be estimated by the expression of the mobility (or
conductivity) in terms of τ and the effective mass of the charge carriers in
ZnO meff = 0.25 obtained from Reference [132]:

τ =
µm

e
. (5.7)

As we shall see later the condition τ � τφ, τSO is indeed satisfied.

This brings us to the problem of the extraction of these characteristic
times from experimental data. An expression for a diffusion coefficient is
needed. One can be tempted to use the Einstein relation (D = µkBT/e,
with µ the mobility of the charge carriers, kB the Boltzmann constant, T the
temperature and e the electron charge), but in our case a more appropriate
expression is D = v2

F τ/2 [125], with vF being the Fermi velocity which is
estimated in the approximation of a perfect two-dimensional electron gas
and a single parabolic conduction band. In this case, vF = ~kF /m where
~ is the reduced Planck constant and kF =

√
8πnS is the Fermi wavevector

and nS the carrier concentration.
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5.2.2 Magneto-conductivity of ZnO

We measure the magneto-conductivity of our ZnO thin films as a function
of temperature and doping. The range of doping is the one shown in Figure
4.10 i.e. from ∼ 1013 to over 2× 1014 cm−2 while the measurements under
magnetic field are usually carried out at 50, 25, 10 and 4 K. Our electro-
magnet facility allows us to apply a magnetic field of up to 2 T. The 2 T
field is sufficient to observe significant changes in magnetoconductivity.

Given the small spin-orbit coupling in ZnO one could ask if weak anti-
localization would be visible in our samples. We show that in a certain
domain of doping, temperature and magnetic field we do observe weak anti-
localization. More interestingly in all our samples we observe a transition
from weak localization to weak anti-localization. This transition can be ob-
served at fixed carrier concentration as temperature decreases, or at fixed
temperature by lowering the carrier concentration. This transition is a text-
book case of a change in the dominant scattering mechanism as a function
of an external parameter.

WL to WAL transition as a function of temperature

Let us examine the correction to the magneto-conductivity ∆σ(B)/G0 cal-
culated in Equation 5.6 for our data. For clarity we restrict ourselves to
data from sample C but as we have mentioned before, all our samples
show similar behaviour. In Figure 5.4 is shown the relative variation of
the magneto-resistance and its evolution in temperature in the range 4 K
to 50 K while in Figure 5.5 we show the calculated ∆σ(B)/G0. The carrier
concentration of the sample which stays fixed throughout this measurement
is measured at room temperature to be 7.2× 1013 cm−2. In the figure, the
grey circles correspond to the correction to the conductivity calculated from
∆σ(B)/G0 = (σ(B)− σ(0)) /G0 and the coloured lines are the parametrized
fits obtained from Equation 5.6. The parameters are the characteristic fields
Bφ and BSO.

A deviation from zero in this figure indicates a modification of the con-
ductivity in presence of the magnetic field due to the WL or WAL phenom-
ena. Even at the relatively high temperature of 50 K we detect weak localiza-
tion: the conductivity increases with the magnetic field. Since the inelastic
scattering time increases with decreasing temperature weak localization in-
creases between 50 and 10 K. However at 4 K the correction ∆σ(B)/G0 to
the conductivity switches sign becoming negative. This is the signature of
weak anti-localization and implies that the spin relaxation time τSO is now
lower than τφ. This is the crossover between dominating scattering mecha-
nisms that we mentioned above, which is controlled by temperature. It can
be seen from the figure that the parametrized fits are of good quality and
permit us to extract characteristic parameters of the scattering experienced
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Figure 5.4: Normalized magneto-resistance (RS(B)/RS(0)) as a function of the temperature
showing the relative variation of the resistance of the sample with the magnetic field.
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Figure 5.5: Correction to the magneto-conductivity of sample C at a carrier concentration of
7.2 × 1013 cm−2. The grey circles are the calculated data of the correction of the conductivity
from the measured data of magneto-resistance while the coloured lines are the fit obtained from
software analysis using Equation 5.6 and using as the characteristic fields Bφ and BSO as fitting
parameters. We observe a transition from weak localization to Weak Anti-Localization occurring
between 10 and 4 K.

by the carriers in each case, notably the characteristic fields which are re-
lated to the characteristic transport times τφ and τSO, while τ is estimated
from Equation 5.7. We are confident that the positive magnetoresistance ob-
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served in our measurements is effectively due to the WAL effect and not to
the classical magnetoresistance due to the Kohler effect which manifest itself
as a quadratic dependence of the resistivity as a function of the magnetic
field. In the first place, the Kohler effect is relevant when the charge carriers
in the material have relatively high mobility, which is not the case of our
ZnO samples. Secondly, the Kohler effect is visible at very high magnetic
field, which again is not our case since we are able to apply a magnetic field
of maximum 2 T. Classical magnetoresistance is proportional to 1+(µ×B)2

[133] so for µ = 5 cm2V−1s−1 and B = 2 T, we get 10−6% which is four
orders of magnitude smaller than what we see.

We use Equation 5.6 to fit our data as it allows for a comprhensive
description of the magneto-conductivity and can be used to extract the nec-
essary information required for the understanding of the scattering mech-
anisms in the samples. Other alternatives are proposed in literature to
describe the magneto-conductivity in the presence of quantum interference
phenomenons like in References [72, 104, 134] where an approximation of
Equation 5.5 is used. In the equation for the correction ∆σ(B)/G0 used in
those works the only fitting parameters is the inelastic scattering time τφ
(thus neglecting the spin relaxation time τSO) and the phenomenon of the
weak anti-localization in Reference [134] is not treated in terms of τSO but a
negative prefactor is simply added in order to change the sign of the curve.
In Reference [77] instead a semiempirical expression is used in order to fit
the negative magneto-resistance data.

In Figure 5.6 are shown Bφ and BSO obtained from the fits of Figure
5.5. As expected, Bφ decreases with the temperature (Bφ ∝ 1/τφ ∝ T p).
BSO does not vary with T except at the lowest measured temperature at
4 K where BSO becomes larger than Bφ. This transition manifests itself as
the weak anti-localization effect.

The process of fitting the data with Equation 5.6 must be done with
care since the values of the two paramters are dependent on each other.
Several pairs of valid values can be found which gives a domain of validity
for each parameter. Thus several alternative sets of parameters were tried to
establish the domain of existence of the fits which determine the error bars
shown in Figure 5.6. By software analysis, after the initial parameters are
fitted with the least square method and the unphysical values are discarded,
the parameters are varied in order to find the range in which the fit is still
valid. We are thus confident of the values extracted by this procedure and
the interpretation that we deduce from them.

The characteristic fields extracted from the fits can be translated into
a more physically intuitive quantity by using the diffusion coefficient D
discussed above. Indeed the fields are related to characteristic relaxation
times (see Equation 5.4, Equation 5.5 and Equation 5.6) which we now show
in Figure 5.7. The values of τφ and τSO are estimated using the highest
values of the fields estimated in domain represented by the error bars of
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Figure 5.6: Evolution of the characteristic fields associated with the curves of Figure 5.5. Till
10 K, Bφ is higher then BSO, as a consequence of the shorter inelastic scattering time with respect
to the spin-flip time. Between 10 and 4 K we observe a crossover and the weak anti-localization
takes place.
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Figure 5.7: Inelastic scattering time and spin relaxation time as a function of the temperature
calculated from the curves of Figure 5.5. A crossover can be observed between 10 and 4 K,
such that at the lowest temperatures the spin relaxation time becomes shorter than the inelastic
scattering time.

Figure 5.6. No error bars are consequently shown for these characteristic
times. Corresponding to the behaviour already seen for the charcteristic
fields, while at higher temperature τφ is always smaller than τSO, there is
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Sample nS,4 K (1014 cm−2) τSO (ps)

A 1.37 0.76
B 2.06 0.52
C 1.39 0.53
D 1.56 1.62

Table 5.1: Maximum spin relaxation time found in the measured samples in high doping condi-
tions.

a crossover as T approaches 4 K where the spin relaxation time becomes
smaller then the inelastic scattering time.

The values found for the different samples at 4 K and at high doping
(i.e. where the spin relaxation is supposed to be slower) are listed in Table
5.1. We find values value of τSO ≈ 0.5 − 1.6 ps at 4 K in our samples.
These are only indicative but consistently smaller than those found in earlier
works. Ghosh et al. [124] measure electron spin dynamics in 100 nm thick
epilayer samples with Time Resolved Faraday Rotation. Prestgard et al.
[120] measure spin relaxation times with spin polarized Hanle transport
measurements in 200 nm thick films. The carrier concentrations in their
highest doped samples when translated to our 2D case are well below those
that we achieve . Ghosh et al. measure a spin relaxation time of 2 ns
at 10 K rapidly decreasing with temperature. Prestgard et al. measure a
spin relaxation time of 0.15 ns at 20 K. Finally Liu et al. [123] report a
theoretical estimation of about 6 ns for ZnO. The values we found for τSO
at low temperature and high doping in our samples are smaller than what
are found in literature and could be attributed to the relatively low mobility
in our polycristalline samples compared to the other published works.

WL to WAL transition as a function of carrier concentration

The transition from weak localization to weak anti-localization can also be
observed at a fixed temperature (4 K) by varying the carrier concentration
as shown in Figure 5.8 for samples B and C. They are representative of all
our samples where we systematically measure this transition from WL to
WAL. Figure 5.9 shows the magneto-resistance corresponding to the curves
in presented Figure 5.8 and normalized to the value of RS at B = 0. We
note the following points:

– the phenomenon we observe of increasing magneto-resistance (decreas-
ing magneto-conductivity) is unambiguously associated to the weak
anti-localization and not to the normal parabolic increase of the re-
sistivity with the magnetic field because the latter is a phenomenon
observable at higher values of B.
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– weak anti-localization is present at relatively low carrier density, mean-
ing that in this range of doping and at 4 K the spin relaxation time is
shorter then the inelastic scattering time;

– τφ becomes smaller then τSO as nS approaches 1014 cm−2 and the
transition to weak localization occurs (Figure 5.10); in other words
BSO decreases with increasing doping;

– the discussion above is valid only if the Btr, the characteristic field
associated with the mean free path, is much larger then Bφ and BSO,
which is the assumption implicitly made in Equation 5.6. In fact, the
parameter Btr would appear in the equation if it would be comparable
to the other characteristic fields (like in Equation 5.5 for example),
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Figure 5.8: Combined data from sample B and C showing the transition from weak anti-
localization to weak localization as nS increases. The data from the two samples show perfect
coherence.
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Figure 5.9: Combined magneto-resistances corresponding to the calculated corrections of magneto-
conductivity shown in Figure 5.8.

but one obtains the actual expression of Equation 5.6 by considering
Btr much higher then the maximum applied magnetic field. Intuitively
this translates the logical fact that the mean free path, which is related
to the totality of scattering events, is smaller than the characteristic
lengths associated to specific scattering events: inelastic or spin-flip
scattering. Typical values obtained for τ corresponding to the mean
free path are of the order of 10−15 s indicating once more that defect
scattering is important.
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Figure 5.10: τphi and τSO as a function of nS extracted from the fit of Figure 5.8.

Considerations on the characteristic transport lengths

From the characteristic fields obtained from the fit of the correction of the
magneto-conductivity with Equation 5.6 it is possible to obtain the values
of the phase-coherence length Lφ and the spin-coherence length LSO. Since
L =

√
Dτ , with D the diffusion coefficient and τ the characteristic transport

times associated with L, we can estimate the characteristic transport lengths
from

L =

√
~

4eB
(5.8)

with L being Lφ or LSO and B respectively Bφ or BSO. The mean free path
Ltr is derived from τ by the expression Ltr = vF τ , with vF being the Fermi
velocity.

The mean free path at 4 K calculated for the four analyzed samples
ranges from ∼ 1 nm at the lowest carrier concentration to ∼ 6 nm at the
highest carrier concentration. The increase of Ltr with the doping is due to
the increasing overlap of the wavefunctions of the electrons in the material
as the carrier concentration increases. As we saw in Section 4.3 the charge
carriers are subjected to VRH especially at low carrier density well in the
insulating regime. We notice also that at high carrier density where the
maximum value of Ltr is attained, it is of the order of the lowest dimension
of the grain-size. This is the thickness of the disk shaped grains (Section
4.1.2). This is to be expected because the mean free path cannot be longer
than this minimum dimension of the crystalline grain.

The calculated phase-coherence lengths vary from 16 nm to 49 nm at 4 K
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in going from low to high carrier concentrations. These values are higher
than those of Ltr and most importantly at high carrier concentration they
are bigger than the minimum dimension of the crystalline grain. This fact is
coherent with the observation of WL and WAL. In fact the charge carriers
need to remain inside a single crystal grain of the polycrystalline film to
maintain phase coherence. The only way to maintain phase coherence for
such a long path (50 nm) is to travel along a loop inside the same grain
which is possible given the flat disk-like shape of the grains (Section 4.1.2)
and the average diameter of about 30 nm. We could thus imagine that the
situation depicted in Figure 5.2 to explain the WL effect actually happens
inside one of the grains of the sample.

The values obtained for the spin-coherence length LSO at 4 K vary from
10 nm to 128 nm. It is found in the regime of the WL that, as expected, LSO
is bigger than Lφ meaning that the electrons travel for a distance Lφ with
the same phase but the spin is preserved until the distance LSO is reached,
inelastic scattering dominates. On the other hand, the value of LSO is found
to be smaller then Lφ when we observe the WAL, or in other words in this
regime spin-flip scattering dominates.

5.3 Origin of the spin-orbit coupling

As mentioned above, spin-orbit coupling in semiconductors can originate
from various mechanisms. Below we discuss the various possibilities briefly
and from our data we isolate the dominant mechanism in our samples. The
possibilities considered are the D’Yakonov-Perel’ mechanism, the Rashba
effect and the Elliott-Yafet mechanism.

5.3.1 D’Yakonov-Perel’ mechanism

The D’Yakonov-Perel’ mechanism is an efficient spin-relaxation mechanism
in systems lacking an inversion symmetry resulting in an effective magnetic
field. Indeed, without inversion symmetry, the spin-up and spin-down states
are not degenerate: Ek↑ 6= Ek↓ [135]. The conduction band states experience
ordinary impurity and phonon scattering. The wavevector k changes at
every scattering event, as well as the effective magnetic field on the spin
that comes from the spin-orbit coupling. The fluctuating magnetic field is
responsible for the spin relaxation and its magnitude is proportional to the
conduction-band spin splitting. The D’Yakonov-Perel’ mechanism can be
recognized to be active in the material if there is direct correlation between
the inverse of the spin relaxation time τSO and the time associated to the
mean free path τ [135]:

1

τSO
∝ τ (5.9)
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In Figure 5.11 we show the plot of 1/τSO vs τ for all samples analyzed
and for different carrier concentrations. It can clearly be seen that the quan-
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Figure 5.11: Plot of 1/τSO with respect of τ clearly showing that the D’Yakonov-Perel’ mechanisms
is not active in our samples.

tity 1/τSO is inversely and not directly correlated to τ and we can conclude
that in our samples the D’Yakonov-Perel’ mechanism is not the dominant
mechanism for spin relaxation. Earlier published works used spin polarized
transport Hanle experiments or optical orientation experiments [120, 122] to
measure spin relaxation in ZnO. They identified the D’Yakonov-Perel’ mech-
anism as the dominant mechanism, arguing that the conditions in ZnO (large
band gap and small spin-orbit coupling) were compatible with it. Some dif-
ferences exist between these experiments and our experiment in that they
used samples with a very high degree of crystallinity and a thickness above
100 nm. However the main difference resides in the fact that our carrier con-
centrations are clearly higher than the ones in their samples. Secondly as
shown by [122], the D’Yakonov-Perel’ mechanism becomes dominant above
50 K while all our measurements pertain to temperatures below 50 K.

5.3.2 Rashba effect

The Rashba effect can be classified as a particular case of the D’Yakonov-
Perel’ mechanism. In a two-dimensional electron gas (2DEG) formed in an
interfacial band bending of a semiconductor when the spin-orbit coupling is
governed by the Rashba effect, a supplemental term is added to the Hamil-



116 CHAPTER 5. MAGNETOTRANSPORT AND SOC

tonian:

HSO = α(σ × ~k) · ~nz (5.10)

where σ are the Pauli matrices, ~k is the quasi-wavevector of the electrons, ~nz
is a unit vector perpendicular to the surface and α is the spin-orbit coupling
constant [136] which is proportional to the electric field perpendicular to
the 2DEG. The spin relaxation time is related to the spin-orbit coupling
constant by the relation 1/τSO ∝ α2.

It is reasonable to think that the Rashba effect can be present in the
doped ZnO thin-films since the doping is electrostatically induced by the
ions accumulated at the interface between the glass and the zinc oxide.
In this particular case, the carrier density at the interface is proportional
to the perpendicular electric field seen by the electrons, and hence, if the
Rashba effect is active, we should see an increase in spin orbit scattering with
increasing carrier density. However, we can exclude that this is the dominant
effect since we can see from Figure 5.12 that BSO (which is proportional to
1/τSO) decreases with increasing carrier concentration which is the opposite
of the behaviour expected from the Rashba effect.
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Figure 5.12: Evolution of BSO as a function of the carrier density.

5.3.3 Elliott-Yafet mechanism

In the Elliott-Yafet mechanism spin relaxation is caused by scattering with
the ions of the lattice or impurities at low temperature or phonons at high
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temperature. At every scattering event there is a finite probability that the
electron changes its spin orientation. It is thus reasonable to think that this
mechanism is active in our ZnO thin films since oxygen vacancies (present
in our samples) represent an important source of scattering.

From the rigorous treatment of the problem of the electrons travelling
in a crystal in the presence of spin-orbit coupling [135, 137], one finds that
the Hamiltonian describing the system has a component resulting from the
spin-orbit coupling and the corresponding eigenfunctions will be a linear
combination of spin-up ↑ and spin-down ↓ states

Ψkn↑(r) = [akn(r)| ↑〉+ bkn(r)| ↓〉] eik·r

Ψkn↓(r) =
[
a∗−kn(r)| ↓〉 − b∗−kn(r)| ↑〉

]
eik·r

(5.11)

The two functions are degenerate (same k and energy) and are coupled
by time reversal and spatial inversion. In other words, the Equations 5.11
describe a mixing of spin-up and spin-down states. Since spin mixing is
usually small, we can assume that in Equations 5.11 |a| ≈ 1 and |b| � 1. In
the presence of such mixing of the eigenfunctions, the spin relaxation can
be caused by any spin-independent event, while (in principle) in the absence
of scattering the spin of the electrons remains unaltered. The Elliott-Yafet
process is schematically shown in Figure 5.13.

Figure 5.13: Illustration of the Elliott-Yafet mechanism showing that the spin of the electron can
change during a scattering event. The electron possessing for example spin down (red circles)
undergoes some scattering events until one of them causes a spin change (blue circles). This
phenomenon is repeated after some collisions.

Since spin relaxation can occur only during a momentum scattering
event, the spin relaxation time is related to the mean free path time by
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a relation of proportionality [137]

τSO ∝ τ . (5.12)

Theoretically, the ratio τ/τSO (according to the Elliott relation [135])
should be equal to the shift ∆g of the electronic g factor from the free elec-
tron value g0 = 2.0023 [137]. However, experimentally the ratio τ/τSO also
depends on the scattering source (impurities, grain boundaries or phonons).

To examine if the Elliot-Yafet mechanism is dominant in the experimen-
tal conditions of our samples we plot τSO as a function of τ . The plots for
samples B, C and D are shown in Figure 5.14. The proportionality indicates
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Figure 5.14: τSO vs τ for samples B, C and D at different electron concentrations. The propor-
tional relationship seen confirms that the Elliott-Yafet mechanism is the dominant mechanism
encountered.

dominance of the Elliott-Yafet mechanism. As there are no foreign atoms
in out ZnO samples, the only scatterers which can be responsible for the
spin relaxation are the oxygen vacancies. This is also in agreement with the
discussion in Chapter 4.

5.4 Considerations on the metal-insulator transi-
tion

One could determine the transition from the insulating to the metallic state
through what is called the Ioffe-Regel criterion [138]. According to this
criterion the metal-insulator transition is marked by a critical carrier density
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nc for which the product kF ltr = 1, with kF being the Fermi wavevector and
ltr the mean free path. If kF ltr > 1, the system is in the metallic state, while
the system is insulating when kF ltr < 1.

We calculated the product kF ltr for all our samples in order to determine
if the sample could be considered a “metal” at high doping and an insulator
at low doping according to the Ioffe-Regel criterion. For high doping, i.e.
nS > 1014 cm−2, we always obtain kF ltr � 1, with values varying between
21 and 42. At lower doping (2.4 − 6.3 × 1013 cm−2) kF ltr is of the order
of unity, ranging between 0.5 and 5.4. This criterion indeed corresponds
to such a transition in certain cases [139]. In our case at low doping the
RS vs T curves have a clear negative slope indicating that the sample is
insulating (see Figure 4.10) even though the product kF ltr is of the order of
unity. In the high carrier density regime, where kF ltr � 1, we still observe
non-metallic behaviour in our samples in the sense that ∂RS/∂T < 0.

The Ioffe-Regel criterion has been used to argue that the metal-insulator
transition was achieved in polycristalline ZnO with chemical doping [107].
Though the product kF ltr becomes larger than unity as doping is increased,
similar to our observations, the commonplace metallic criterion of ∂ρ/∂T >
0 is not observed in the ρ vs T curves. To clarify the semantic aspects, our
highly doped samples are thus metallic from the point of view of the Ioffe-
Regel criterion but not from the point of view of the ∂ρ/∂T > 0 criterion.

5.5 Conclusions of the magneto-transport in ZnO

This chapter was dedicated to the study of the magneto-transport proper-
ties of our doped non-stoichiometric ultra-thin ZnO samples deposited on
soda-lime glass. Magneto-transport measurements revealed the scattering
mechanisms active in our doped thin-films and helped determine the origin
of the spin-flip observed in the samples. Many groups have studied spin
relaxation in ZnO with the perspective of the use of ZnO in spintronics
applications.

We observe the phenomenon of the weak localization associated to quan-
tum interference and disorder in the sample. We also systematically observe
at low temperature and at a certain carrier concentration a transition to
the weak anti-localization meaning that the spin relaxation time τSO has
become shorter than τφ.

The characteristic transport times are determined by a parametric fit of
the correction of the magneto-conductivity curves using the equation found
in [130, 131] (Equation 5.6) which is the result of the rigorous treatment
of the problem of the magneto-transport in the presence of spin-orbit cou-
pling. We have thus given a complete description of magneto-conductivity
in polycrystalline ZnO when compared with other reports in literature.

The analysis of the evolution of the characteristic scattering times al-
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lowed to identify the Elliot-Yafet mechanism to be responsible for the spin
relaxation. In the presence of this mechanism there is a finite probability
that the spin of the electrons can be reversed after a scattering event and the
evidence that the Elliot-Yafet mechanism is active in our samples is in the
linear relation between the scattering time τ which is essentially elastic at
low temperatures and the spin relaxation time τSO. Another work cites the
D’Yakonov-Perel’ mechanism as the most important spin relaxation mecha-
nism in ZnO, but as we have pointed our before their experimental conditions
(carrier concentration and measurement temperature) are different.

The transition from WL to WAL can be also obtained at a certain tem-
perature by decreasing the carrier concentration in our samples. At 4 K we
observe a crossover as nS approaches 1014 cm−2 from WAL to WL, meaning
that below 1014 cm−2 the spin relaxation time is shorter than the inelas-
tic scattering time (τSO < τφ). We can thus tune the dominant scattering
mechanism in our samples by changing the carrier density.

Concluding, we showed the relevance and efficiency of the space charge
doping technique for polycrystalline thin films of a wide band gap semicon-
ductor, ZnO. We could observe quantum interference phenomena in the low
temperature magnetoconductivity of these films and extract characteristic
values related to the scattering mechanisms. These are compatible with the
crystalline structure and electronic properties of ZnO and were compared
to recent literature. Finally we also showed that the dominant scattering
mechanism can be tuned by external parameters like temperature but also,
in our case an electrostatic field which changes carrier concentration.



Chapter 6

Conclusions and perspectives

In this thesis we have developed a new technique for ultra-high electrostatic
doping of thin films of materials deposited on a glass substrate called Space
Charge Doping. We have applied this technique to the prototype 2D material
graphene which is a semi-metal and can easily be prepared in a monolayer.
We have also applied this technique to polycrystalline films of the wide
band gap semiconductor zinc oxide. We have successfully obtained carrier
concentration levels beyond 1014 cm−2 in both materials in a reversible way.
Reaching a high carrier concentration in these materials is of interest for a
wide variety of reasons, a common one being the eventual application as a
transparent conducting electrode. We applied our method to obtain very
significant modification of carrier density and modification of the transport
properties investigated as a function of temeprature and magnetic field. The
techniques and the results obtained were discussed in the light of material
properties and the relevant theory.

Space charge doping has been shown to be a powerful and reliable
method for doping materials deposited on a glass substrate, capable of induc-
ing extremely high doping levels in a reversible way. Moreover, the doping
level can be finely controlled allowing to study the properties of the materi-
als in a wide range of doping without introducing defects. The space charge
created at the glass surface with the sodium ions accumulation or depletion
is able not only to dope two-dimensional materials like graphene, but also
polycrystalline materials like ZnO. This fact opens a completely new per-
spective in many fields, going from the fundamental research to industrial
applications.

The first experiments on space charge doping where performed on mi-
croscopic and macroscopic graphene samples. The fact that it is possible
to dope graphene n or p makes it the ideal material for the characteriza-
tion of our doping technique, both from a fundamental and from an applied
point of view. We showed that with the space charge at the glass/graphene
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interface it is possible to reproduce the well known bell-shaped RS vs nS
characteristic of graphene demonstrating that the space charge doping can
finely control the doping level in graphene. Moreover, the doping is re-
versible and doesn’t introduce defects, as shown from Raman spectroscopy.
The maximum reached doping level depends on the material and on the
glass substrate and is higher for glasses containing a higher concentration
of Na+ ions. The maximum doping we reached is 1.2 × 1014 cm−2 in the
electron side. The technique was also validated for large area CVD graphene
samples (∼ 1 cm2), indicating that the doping process is uniform all over
the glass surface.

For practical applications like TCE other important parameters are the
minimum value of sheet resistance and the transparency of the material.
Both the quality of the graphene sample and the glass surface play a role. In
fact, the smoother the surface of the glass the higher the mobility of charge
carriers in graphene and the lower the sheet resistance with a minimum
measured value of RS of 224 Ω/� on borosilicate glass. The transparency of
the space charge doped graphene is also unaltered, as a further confirmation
that the quality of the sample is preserved.

Space charge doping has thus been demonstrated to be a very efficient
doping method for graphene and easily extensible to other two-dimensional
materials. In the field of transparent conductors, the combination of gra-
phene and space charge doping can be a valid alternative to the already used
materials and doping techniques in this field. However, monolayer graphene
is sensitive to air pollution especially when it is highly doped. Thus it
requires packaging or it needs to be kept in vacuum. Other alternatives
like transparent oxides combined with the space charge doping can be the
answer for finding new transparent conductors.

The measurements performed on ultra-thin (< 40 nm) films of ZnO1−x
were essential to expand the applicability of space charge doping to poly-
crystalline materials. Also, electrostatically doped ultra-thin ZnO could
have potential applications as a TCE. We showed that space charge doping
is able to induce a very high carrier density in ZnO with sheet resistance
dropping from ∼ 108 Ω/� to ∼ 103 Ω/�, a difference of 5 orders of mag-
nitude. The maximum doping level attained was 2.2 × 1014 cm−2. Like in
the case of graphene, the doping level can be finely controlled in the accu-
mulation layer at the interface allowing us to study the electronic properties
of the thin-film in wide range of carrier concentrations. The analysis of the
Hall mobility in the 4 − 50 K range at various doping levels showed that
the main scattering mechanism for electrons is by charged impurities, i.e.
the oxygen vacancies in the film. Magneto-transport measurements revealed
that the same impurities are responsible for the spin relaxation in the sys-
tem with the observation of a remarkable transition from weak localization
to weak anti-localization under certain conditions.
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A comparative table is shown in the following resuming the characteris-
tics (in terms of RS and carrier density) of the graphene and ZnO samples
before and after the space charge doping is performed.

Undoped Doped

RS (Ω/�) nS (cm−2) RS,min (Ω/�) nS,max (cm−2)

Graphene ∼ 103 1012 − 1013 220 1.2× 1014

ZnO 104 − 108 < 1013 ∼ 2× 103 2× 1014

The original work done in this thesis opens new perspectives in the field
of fundamental research for the study of the materials in high doping condi-
tions as well as for practical applications like TCE. At the moment, in our
laboratory the space charge doping has been successfully used to induce an
insulating-to-superconducting transition in few layers MoS2 samples [139] or
in high-temperature superconductors (on-going work). Very interesting in-
formations could be obtained from the samples if Raman spectroscopy could
be performed in situ in order to monitor, the evolution of the Raman spec-
trum as a function of doping. This particular equipment has been designed
and will be available in our laboratory in the next months.

Regarding potential applications of space charge doping in the future, an
interesting way of using our doping method could be by local doping of the
samples, i.e. by creating space charges of different magnitude and polarity
in different areas of the same sample giving the possibility to fabricate,
for example, diodes without chemical doping or chips with multiple devices
on the same glass substrate. In the field of TCE the work done on ZnO
could be improved by working on the crystalline quality of the thin film
in order to reach the standard value of resistivity for a TCE of 100 Ω/�.
Eventually other oxides like SnO could be investigated. Generally speaking,
the performances of space charge doping (both for fundamental research and
practical applications) could be improved by working on the quality of the
glass substrate. Both ultra-smooth surfaces and a higher Na+ content would
provide an enhanced doping capability with respect to the glasses studied
here.

During this thesis two articles [94, 139] have been published, another is
under preparation and industrial patent on space charge doping has been
obtained.
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List of abbreviations and
symbols

2D two-dimensional
µ Charge carriers mobility
σ Conductivity
τ Mean free path time
τφ Phase coherence time
τSO Spin relaxation time
APS Ammonium persulfate
AFM Atomic force microscopy
Btr Magnetic field associated to the mean free path
Bφ Magnetic field associated to the spin relaxation time
BSO Magnetic field associated to the phase coherence time
CVD Chemical vapour deposition
DC Direct current
FET Field effect transistor
FWHM Full width half maximum
G0 conductance quantum
Ltr Mean free path
Lφ Phase coherence length
LSO Spin relaxation length
MOSFET Metal-oxide-semiconductor field effect transistor
nS Sheet carrier density
PMMA Polymethyl-methacrylate
RH Hall resisstance
RS Sheet resistance
RF Radio-frequency
RMS Root mean square
TCE Transparent conducting electrode
VRH Variable range hopping
XRD X-ray diffraction
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