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𝑭 = 𝟎. 𝟎𝟏𝟐𝑸 + 𝟎. 𝟎𝟖𝟐 

𝝓 = 𝟎. 𝟐𝟏𝟓𝒙 + 𝟏. 𝟓𝟏𝟔

𝑷𝒓𝒐𝒎(𝒚) =  𝑷𝒐𝒇𝒇 + 𝑷𝒎𝒂𝒙 ∗ 𝝈
𝟏

√𝟐𝝅
 𝒆𝒙𝒑 −

(𝒚−𝒚𝟎)²

𝟐𝒚∗
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𝜌 (
𝜕𝑣

𝜕𝑡
+ 𝑣. ∇𝑣) = −∇𝑝 + ∇. 𝑇 + 𝜌𝑓

- 𝜌 représente la masse volumque du fluide (Kg. m−3) 

- v représente la vitesse de l′écoulement(m. s−1) 

- T représente les contraintes  visqueuses (Pa) 

- f représente les efforts volumiques extérieurs (N. Kg−1) 

- p désigne la pression (Pa)

 𝑓 = 0.

 𝑇 = 0.

 𝜌 𝑒𝑠𝑡 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒.

𝜌 (
𝜕𝑣

𝜕𝑡
+ 𝑣. ∇𝑣) = −∇𝑝

 

1

2
𝜌𝑣2 + 𝑝𝑠 = 𝑝𝑡   𝑑′𝑜ù 𝑣2 =

2(𝑝𝑡 − 𝑝𝑠)

𝜌



𝑣 𝑟𝑒𝑝𝑟é𝑠𝑒𝑛𝑡𝑒 𝑙𝑎 𝑣𝑖𝑡𝑒𝑠𝑠𝑒 𝑑𝑒 𝑙′é𝑐𝑜𝑢𝑙𝑒𝑚𝑒𝑛𝑡(𝑚. 𝑠−1) 

𝜌 représente la masse volumque du fluide (Kg. 𝑚−3) 

𝑝𝑠 𝑑é𝑠𝑖𝑔𝑛𝑒 𝑙𝑎 𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑠𝑡𝑎𝑡𝑖𝑞𝑢𝑒 𝑜𝑢 𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑎𝑡𝑚𝑜𝑠𝑝ℎé𝑟𝑖𝑞𝑢𝑒 (𝑃𝑎);

𝑝𝑡 𝑟𝑒𝑝𝑟é𝑠𝑒𝑛𝑡𝑒 𝑙𝑎 𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑡𝑜𝑡𝑎𝑙𝑒 (𝑃𝑎) 
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Contrôleur de 
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Réchauffeur 
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- 

 

-  𝒅,

- 

- 

- 

𝐷𝑚 = 50 𝐿. 𝑚−3 ≈ 8.33. 10−4 𝑚3. 𝑠−1

𝑉𝑚𝑎𝑥 =
8.33. 10−4

𝜋. 10−6
= 2.65. 102 𝑚. 𝑠−1

 

𝑅𝑒 =
𝑉. 𝐿

𝜈



- 𝑚. 𝑠−1)

- 

- 𝜈 𝑚². 𝑠−1)

𝑅𝑒 =
265 ∗ 0.3

15.6. 10−6
≈ 5.1. 106 

 

 

 



 

 

6𝑐𝑚 ≤ 𝛥𝑥 ≤ 30𝑐𝑚  0 ≤ 𝑌 ≤ 7 𝑐𝑚



𝑃𝑟𝑜𝑚(𝑦) =  𝑃𝑜𝑓𝑓 + 𝑃𝑚𝑎𝑥 ∗ 𝜎
1

√2𝜋
 𝑒𝑥𝑝 −

(𝑦−𝑦0)²

2𝑦∗
 

𝑃𝑜𝑓𝑓 

𝑦0 ∶ 

𝑃𝑜𝑓𝑓 𝑃𝑜𝑓𝑓(𝑥) = 0.37 ± 0.02

𝑦0(𝑥) = 𝑎0𝑥 + 𝑏0

: 𝑎0 = −1.53 ±

0.82, 𝑏0 = 0.37 ± 0.05 ≈ 20°

𝑦∗(𝑥) = 𝑎∗𝑥 + 𝑏∗ 



 𝑦∗(𝑥) = 𝑎∗𝑥 + 𝑏∗

𝑎0 = 0.46 ± 0.02 𝑏0 = 0.79 ± 0.36

𝑃𝑚𝑎𝑥 

𝑃𝑚𝑎𝑥(𝑥, 𝐷) = 𝑃0𝑚𝑎𝑥 + 𝐶𝑚𝑎𝑥(𝑥 − 𝑥0𝑚𝑎𝑥)2(𝐷 − 𝐷0𝑚𝑎𝑥)

𝑃0𝑚𝑎𝑥 = 4.42 10−3 𝑞𝑢𝑎𝑠𝑖 𝑛𝑢𝑙𝑙𝑒 𝑐𝑜𝑚𝑚𝑒 𝑎𝑡𝑡𝑒𝑛𝑑𝑢;
𝐶𝑚𝑎𝑥 = 5.25
𝑥0𝑚𝑎𝑥 = 1.65
𝐷0𝑚𝑎𝑥 = 12.2
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Affective Communication through Air Jet Stimulation: 

Evidence from Events-Related Potentials 
M.Y. Tsalamlal, W. Rizer, J-C. Martin, M. Ammi, M. Ziat 

Abstract— Recently, research has shown the relevance of communicating affective messages though touch.  This paper 

investigates temporal processing parameters of air jet stimulation strategy using events-related potentials. More specifically, we 

asked the participants to rate the valence of air jet tactile stimulation of the forearm while being exposed to facial expressions 

(Happy, Angry, Neutral). Our results are promising and show that this stimulation technique could be efficient in activating skin 

receptors that play an important role in social and affective behaviours. Particularly, we found significant differences between the 

different facial expressions for the same tactile air jet intensity levels in the somatosensory area. Moreover, participants’ 

pleasantness ratings exhibit a cross-modal effect of visual stimuli on the difference tactile conditions that correspond to the 

intensity of the air jet stimulation (low, medium, high). 

Index Terms—- tactile, air jet, facial expression, emotion, EEG, ERPs 

———————————————————— 

1 INTRODUCTION

he role of affective communication in human develop-
ment and in everyday interactions had been demon-

strated by previous research [1]–[3]. People communicate 
emotions through both non-verbal cues,  such as facial ex-
pressions and gestures, and verbal cues such as language 
[4].   In recent years, there has been a growing interest in 
the development of technology that could communicate af-
fective messages. Such technology might allow remote in-
terpersonal affective communication or enhance human-
robot social interactions [5]–[7]. Many efforts have been 
made to design systems capable of recognizing and dis-
playing visual[8]–[14] and audio [15]–[24] streams. Some 
researchers took a step further by proposing multimodal 
mediated communication systems that are capable of rec-
ognizing or displaying affective cues through multiple 
channels of communication[25]–[36]. Contrary to visual 
and audio channels, the haptic channel has received less 
attention in this research area because affective haptic com-
munication systems and interaction models are more chal-
lenging to design. Touch is a complex channel of commu-
nication and very context dependent, making its experi-
mental measurement and analyses tedious to be achieved 
[37]–[39]. However, recent studies demonstrated the high 
potential of touch for affective communication. Herten-

stein et al. [40], [41] showed that people are able to discrim-
inate different categories of emotions on the basis of  how 
they are touched by someone (contact area, force intensity, 
etc.). The recognition rates for some specific tactile emo-
tional stimuli were as high as those obtained for the visual 
modality. Furthermore, a series of neurophysiologic stud-
ies demonstrated that human skin contains receptors that 
directly generate hedonic values [42]. 
     Both tactile [43]-[44] and kinaesthetic [45] feedback 
were  used as potential medium for social and affective in-
teractions between humans and autonomous agents such 
as social robots [46]–[49]. However, since touch is a com-
plex communication modality, the critical issue is related 
to the design of systems and stimulation strategies that can 
lead to perceptual experiences similar to those from hu-
man-human interaction. To address this matter, some 
studies used psychological evaluation techniques, such as 
the subjective ratings of emotional dimensions regarding 
haptique cues [50]–[52], which provides general infor-
mation on the user’s perception.  
     Recently, we designed of novel haptic interface based 
on air jet stimulation [53]- [54] that could be integrated in 
multimodal mediated affective communications system. 
Air jet technology has the capability to elicit positive he-
donic perceptions and can generate low amplitude forces, 
which more efficient for stimulating mechanoreceptors in-
volved in tactile affective communication [55], [56]. Fur-
thermore, the device does not require any physical contact 
with the participant and can stimulate different locations 
and areas of the body. In this paper, we investigate 
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whether air jet stimulation can trigger emotional event-re-
lated potential (ERP) responses in the context of distal so-
cial interaction. Specifically, when combined the tactile 
stimulation with facial expressions. The objective is to de-
termine the features of air jet stimulation that is suitable for 
visio-haptic affect perception. The present study employed 
the mentioned tactile device and ERPs to examine the in-
fluence of emotional facial expressions on the processing 
of tactile stimuli. We expected ERPs to be larger when 
touch is associated with emotional context emotional as 
opposed to neutral pictures such as houses. We also re-
ported subjective evaluation of pleasantness of air jet tac-
tile stimuli during the bimodal stimulation.  

2 RELATED WORK  

2.1 Facial expressions 

    The communication of emotions through facial expres-
sion has been widely studied and was demonstrated 
through numerous perceptive studies [57]-[69]. Research 
showed that humans are capable of discriminating at least 
six distinct emotions. The pioneer studies leaded by Ek-
man and colleagues [57]-[58] highlighted the existence of 
prototypical facial expressions supporting the communica-
tion of basic emotions (surprise, anger, disgust, enjoyment, 
fear, sadness) that seems to be constant through different 
cultures [59]-[60]. Regarding the significance role of facial 
expressions in the communication of emotions, neurosci-
ence researchers, investigating the perception of emotional 
facial expressions and their neural correlates, showed that  
the initial perceptual processing of pictures of prototypical 
emotional faces takes place in inferior occipital cortex [61] 
[62]. The middle fusiform gyrus seems to be involved in 
structural properties of faces which determine face identity 
[63]-[64]; while the processing of dynamic facial expres-
sions activates the superior temporal sulcus area [65]. A 
rapid evaluation of the emotional and motivational signif-
icance of facial expressions appears to be mediated by the 
amygdala and orbitofrontal cortex, while structures such 
as the anterior cingulate, prefrontal cortex and somatosen-
sory areas are linked to the conscious representation of 
emotional facial expressions for the strategic control of 

thought and action, as well as to the production of concom-
itant feeling states [66]. By combining high-density EEG re-
cordings and source localization analyses, several recent 
studies have reported systematically different ERP modu-
lations in response to different emotional expressions [67]-
[68]. However, the question on whether different emo-
tional facial expressions give rise to specific ERP compo-
nents such as the magnitude, duration and onset latencies 
remains open [69]. 
 
 

2.2 Emotional Touch 

 During day-to-day interpersonal communication, touch is 
used along with other modalities to convey affective mes-
sages [4]. Unlike facial expressions, the communicative as-
pect of touch using haptic technologies has received much 
less intention. However, recent research showed that touch 
can be very effective to communicate some distinct emo-
tions [38] and appears to require a specific set of patterns 
to communicate specific emotions [40]-[41]. Recent studies 
support the involvement of C-tactile (CT) afferents in tac-
tile affective communication. These nerves are present in 
hairy skin and project to the insular cortex [70]-[42]. CT are 
stimulated by light and gentle touch triggering pleasant 
sensations that are important components of social interac-
tion and could play a central role in forming and maintain-
ing social bonds. While CT-afferents respond to gentle and 
slow touch, they are not good indicators in discriminating 
touch locations [71]. fMRI studies also revealed that areas 
involved in social perception and social cognition, includ-
ing the right posterior superior temporal sulcus and the 
medial prefrontal cortex (mPFC)/dorso anterior cingulate 
cortex (dACC) are also related to CT activation [42]. To ob-
tain more evidence of the existence of CT-afferents, 
Ackerley et al. examined the temporal parameters of emo-
tional processing during gentle arm stimulation using  
EEG technique [72].   The study showed a late cortical po-
tential over frontal electrodes, around 700 ms after the 
stimulus onset that was associated to a slow and gentle 
brush stroke and could be associated to CT-afferents acti-
vation.  

   

Fig. 1. The participant with an EEG net in front of the screen with the arm laid on a support.  The picture on the right shows the air 
nozzle placed above the forearm of the participant. The figure on the left gave an overview of the experimental setup.  
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In the context of mediated affective communication, 
some studies [52], [74], [86] evaluated the subjective ratings 
of emotional dimensions regarding multimodal stimuli. 
The general conclusion is that congruent facial expression-
tactile information facilitates behavioural reactions to emo-
tional stimuli. These studies and others [75] have provided 
important information about the expression and percep-
tion of tactile affective cues. Yet, none of these studies as-
sessed the process underlying the combination of face and 
touch information in the course of emotional processing. 

In the current study, we examined ERP responses during 
an air jet tactile stimulation presented simultaneously with 
fa facial expressions. Beyond providing fundamental infor-
mation, the study should help the design of a haptic inter-
face for multimodal mediated affective communication.  

3 METHODS  

3.1 Participants 

Nineteen Northern Michigan University students aged 
between 18 to 28 years (M= 21.5, SD=3.6) participated in 
the experiment. Fourteen participants stated that they 
were right handed. Participants were informed of experi-
mental procedures and gave informed consent before par-
ticipation. They all received extra credit course for their 
participation and the Institutional Review Board approved 
the experimental protocol. 

3.2 Apparatus  

The apparatus was composed of three main elements:  1) 
the air jet system that provided tactile stimulation, 2) a 
computer screen that displayed facial expressions, and 3) 
EEG system that measured ERPs to the stimuli.  

The tactile stimulus was delivered using an air jet sys-
tem composed of an air nozzle SILVENT MJ4 that diffuses 
the air; a servomotor that controls the movement of the air 
nozzle; and an air compressor with mass flow regulator. 

Figure 1b shows the nozzle attached the motor that can 
move along the forearm. The mass flow controller accu-
rately regulated the flow rate of the outlet air jet (MFC Buk-
ert 8711, up to 50l/min ± 0.02) with the air compressor 
providing sufficient air pressure to the system (4 bars).  
Static facial expressions (see section 3.4) were displayed on 
a 23in HP Compaq LA2306x screen with a resolution of 
1920 x 1080 at a distance of 60 cm from the participants. 

EEG data was collected using EGI Net Amps 300 with 
HydroCel GSN 64 channels nets and Net Station 4.5.4 soft-

ware. 

3.3 Stimuli and Experimental Design 

The tactile stimulus (T) consisted of air jet tactile stimula-
tion applied on the forearm. The controlled parameters 
were i) the intensity of the stimulus, which consists of the 
air jet flow rate, and ii) the movement velocity of the stim-
ulus, which is the speed of the moving nozzle. Three types 
of tactile stimulus were presented to participants: 1) tactile 
stimulus of a high intensity level (T-HI), corresponding to 
a high flow rate (50nl/min corresponding to blowing force 
of 0.682N) and a high movement velocity (12 rad/s), 2) tac-
tile stimulus of a medium intensity level (T-ME), corre-
sponding to a medium flow rate (25nl/min corresponding 
to blowing force of 0.341) and a medium movement veloc-
ity 6 rad/s, and 3) tactile stimulus of a low intensity level 
(T-LO), corresponding to a low flow rate (7.5nl/min corre-
sponding to blowing force of 0.172N) and a slow move-
ment velocity (0.6 rad/s). These parameters were chosen 
from a previous study that identified air jet tactile features 
in relation to the perceived valence [73].  
 Visual stimuli (V) consisted four conditions of facial ex-
pression faces and house pictures. Three conditions were 
related to facial expressions: happy, angry and neutral.  All 
faces were Caucasian female obtained from The Karolin-
ska Directed Emotional Faces (KDEF) database [74]. The 
fourth condition, which was the control condition, con-

  

Fig. 2.  Timeline of Visual (V) only and Tactile-Visual (T-V) conditions. In V, faces were presented alone. In T-V condition stimuli presen-

tation started with the presentation of a crosshair on a black background for 100ms. V lasted 33ms followed by a black screen. The air 

jet tactile stimulus was delivered simultaneously and lasted 3 seconds.  

 
 

How did the air 
jet feel on your 

forearm? 

100 ms 

133 ms 

3000 ms 

8000 ms 

0 ms 

100 ms 

133 ms 

140ms 

0 ms 

Visual only Condition (V) Tactile-Visual Condition (TV) 
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sisted of house images that were obtained from the Com-
putational Vision at the California Institute of Technology 
archive of Pasadena houses [75] and resized to match face 
image sizes. The experimental design comprised twelve 
(16) T-V conditions (4 visual stimuli: Happy, Angry, Neu-
tral, House * 4 tactile conditions: HI, ME, LO, None). A to-
tal of 30 trials were presented for each of the twelve condi-
tions. 

3.4 Procedure 

Participants were wearing the appropriate EEG cap size 
and were seated 60 cm from the computer screen in a com-
fortable chair with custom foam arm rests. The participant 
wore earplugs with a NRR of 32dB to to prevent them from 
hearing the sound produced by the nozzle motion. The air 
nozzle was positioned above the left forearm at an approx-
imate distance of 20 cm. The participants were instructed 
to use the keyboard placed near their right hand and were 
instructed to avoid blinking during stimulus presentation; 
they were also asked to avoid unnecessary movement and 
try relax during the task.  
The task was to rate the valence of the air jet stimulation 
using a 5-point Likert scale ranging from very unpleasant 
to very pleasant. Five keys covered with stickers with the 
symbols ‘- -‘(very unpleasant), ‘-‘ (unpleasant), ‘o’ (neu-
tral), ‘+’ (pleasant), and ‘++’ (very pleasant) respectively 
served this purpose. After a quick training session partici-
pants started the experiment (see figure 2). Stimulus 
presentation started with the presentation of a crosshair on 
a black background for 100ms. Immediately, a T-V stimu-
lus was presented. V lasted 33ms followed by a black 
screen. The tactile stimulus was delivered simultaneously 
with a duration of 3s (See figure 2). Following each stimu-
lus presentation, the subject was asked “How did the air 
jet feel on your forearm?” The participants answered using 

the 5-point Likert scale by pressing one of the five keys de-
tailed earlier. 
After the experiment, participants were asked to fill out the 
TACTYPE Instrument [76]. and Big Five Inventory [77]. In 
TACTYPE questionnaire, 15 questions focus on the affec-
tive aspect of interpersonal touch behaviour in social situ-
ations, particularly in opposite-sex relationships. The Big 
Five Inventory was administrated to examine if some per-

sonality traits correlate with tactile receptivity/expressive-
ness and the evaluation of air jet stimulation.  

3.5 EEG data collection and analysis 

EEG data was collected using an EGI Net Amps 300 
with HydroCel GSN 64 v1 nets and Net Station 4.5.4 soft-
ware; data was stored on a Mac Pro 5.1. The HydroCel net 
collects data from the following electrodes Fp1, Fp2, Fz, F3, 
F4, F7, F8, Cz, C3, C4, Pz, P3, P4, T3, T4, T5, T6, Oz, O1, and 
O2, as well as, eye-blink and mastoid electrodes using the 
10-20 system (see Figure 3). Table 1 shows the equivalent 
electrodes in the EGI system. EEG nets were prepared by 
soaking them for five minutes in an electrolyse solution be-
fore being placed on the participants’ head. Electrode im-
pedances were verified and were maintained below 75kΩ. 
EEG data was recorded at 250 Hz with Cz as a reference. 
 

 

 Fig. 3.  EGI Net Amps 300 with HydroCel GSN 64 v1. The recorded electrodes are highlighted in red for lateral (right) hemisphere (41, 46, 49, 50, 51, 53, 

and 57) and in blue for contralateral (left) hemisphere (14, 15, 16, 20, 21, 22, and 26). The ERPs represent the three tactile conditions described below 

(low: green, medium: red, high: blue) for these electrodes.  
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We were able to use only sixteen participants’ (nine fe-
males and seven males) data for the EEG analysis; the data 
from the remaining three participants were excluded: two 
of them had noisy EEG data, while one participant was re-
sponding “very pleasant” to each stimulus presentation. 
EEG data were preprocessed in the Net Station 4.5.4 soft-
ware. Single subject files were high-pass filtered at 0.1 Hz 
and low-pass filtered at 40 Hz. The data was segmented 
into epochs of 100ms before and 500ms after the stimulus 
onset. Twenty segments were created per condition for 
each subject for a total of 320 segments per subject. Artefact 
detection was performed using bad channels, eye blink, 
and eye movement tools. Eye movement, eye blink and 
bad channels tools allowed the rejection of any artefact 
with amplitude greater than 30µV, 70µV, and 100µV re-
spectively. An average of 70 (out of 320) segments per con-
dition were marked as containing an artefact. The remain-
ing segments were then averaged for each participant to 
form an ERP for each stimulus condition (4 visual stimuli 
with no tactile stimulation, 4 visual stimuli * 3 tactile levels) 
and for all the repetitions (10 repetitions for each stimulus). 
Figure 4 shows the grand-averaged for all participants in 
the recorded electrodes after a baseline correction of 
100ms. 
 
Data was extracted for the twelve combined T-V condi-
tions from electrodes around the somatosensory cortex 
(FC1/2, FC3/4, FC5/6, C3/4, CP1/2, and CP5/6); V only-
condition were extracted from electrodes around the occip-
ital cortex (O1/2).  The time windows for the three ERP 
components of interest were identified based on previ-
ously published work and visual inspection of the ERP 
traces. The mean activity for T-V condition data were ex-
tracted for mid-latency ERPs for 2 windows of extraction: 
100-120ms around (N100) and 180-220ms (P200). These 

time windows were selected based on visual inspection as 
to centre on the component peak [78][79][80]. Mean ampli-
tudes during these time windows were analysed using 
ANOVAs with The electrodes number (FC1/2, FC3/4, 
FC5/6, C3/4, CP1/2, and CP5/6), the visual stimulus 
(happy/neutral/angry/houses), the tactile stimulus 
(low/medium/high) as repeated-measures factors. The 
threshold of the statistical significance was set to p<0.05. 

4 RESULTS  

EEG data 
Analysis around N100 amplitudes revealed a signifi-

cant main effect of the tactile condition [F(2, 30) = 5.62, p = 
.028] and significant effect of the visual condition [F (3, 45)  

= 6.69, p = .001]. A significant interaction of electrode, 
visual tactile   [F(39,585) = 1.76, p < .003] and electrode, tac-
tile   [F(26,390) = 1.85, p < .007] were found suggested that 
the effects was differently distributed across somatosen-
sory electrodes. To break-down this interaction, simple 
pairwise comparisons were performed for each electrode 

TABLE 1 
EGI ELECTRODES ID CONVERTED TO 20-10 SYSTEM 

EGI Electrode 10-20 system* 

14/57 FC5/6 

15/53 FC3/4 

16/51 FC1/2 

20/50 C3/4 

21/41 CP1/2 

22/49 C5/6 

26/46 Cp5/6 

35/39 O1/2 

 

*= Approximate estimate of the EGI electrodes to the 10-20 system 

  
Fig. 4. The Grand average Erp for the FC2 electrode for the the three tactile 

conditions (Low, Medium, and High).  N100 and P200 components exhibit 

larger value for high intensity stimuli. N100 component appears at a peak 

latency of 126ms for LO, 124 ms for ME, and 110 ms for HI. P200 

component appears at a peak latency of 258 ms for LO, 262 ms for ME, 

and 264 ms for HI. 

Fig. 5 . Grand average ERP for the FC2 electrode for each one of the four 

visual conditions (Angryf, Happy, Neutral, and House). N100 and P200 

components are larger for the three facial expressions compared to the 

house condition.  N100 component appears at a peak latency of 112 ms for 

happy, 120 ms for angry, 120ms for neutral, and 128 ms for house. P200 

component appears at a peak latency 262 ms for happy, 305 ms for angry, 

266 ms for neutral, and 262 ms for house. 



 131 

 

of the somatosensory region. We found significant effect of 
the tactile condition on all the anterior–right and posterior–
right electrodes FC6, FC4, FC2, C4, C6, and CP6. Post-hoc 
pairwise tests revealed a significant difference in ERP am-
plitudes between LO and HI of the touch conditions, indi-
cating that the N100 was larger during high levels of tactile 
stimulation as compared to low levels stimulation trials.   
We also found significant effect of the visual condition for 
FC4, FC2, C4, CP2 and C5. Post-hoc pairwise tests revealed 
a significant difference in ERP amplitudes between emo-
tion facial expressions and house pictures, indicating that 
the N100 was larger during Happy/Angry/Neutral as op-
posed to House.  

Peak analysis for P200 amplitudes revealed a non-sig-
nificant effect for the tactile condition [F(2, 30) = 1.78, p = 
.185] and a significant effect of the visual condition [F(3, 45) 
= 7.72, p = .0001]. A significant interaction of electrode and 
visual [F(39,585) = 1.52, p < .023] was also found, suggest-
ing that these effects was differently distributed across 
those electrodes. We broke-down the interaction by run-
ning simple pairwise comparisons. We found significant 
effect of the visual condition for the right hemisphere (FC4, 
FC2, C4) and left hemisphere (FC1, FC3, FC5, and C3) elec-
trodes. Post-hoc pairwise tests revealed a significant differ-
ence in ERP amplitudes between emotion facial expression 
and house images, indicating that the P200 was larger dur-
ing Happy/Angry, Neutral facial images compared to 
house images. To illustrate these results, we show FC2 
electrode waveforms as an example. ERPs elicited by the 
three levels of touch for this electrode are presented in fig-
ure 4, while ERPs elicited by the four visual conditions are 
presented in figures 5.  
 
Valence ratings 
We performed a two-way repeated measures ANOVA on 
participants’ mean ratings of pleasantness of tactile air jet 
stimulation conditions (low/medium/high) associated 
with one of the four visual stimuli (happy/neutral/an-
gry/house). Results revealed significant main effects of 
tactile [F(2,30)=57.89, p<0.0001] and visual [F( 3,45)=8.67, 
p<0.0001]. Figure 6 represents mean ratings of air jet pleas-
antness for the different conditions. Post-hoc pairwise 
comparisons showed significant differences between the 
three levels of air jet stimulation with low intensity air jet 
stimulation rated more positively than medium and high 
air jet conditions. 

  

Fig 6. Mean ratings of air jet stumulation according to the different T-

V conditions (Happy, Angry, Neutral, House).  

 
Tactype Scores and Big Five Test 
Based on their TACTYPE scores with a mean of 58.06 and 
SD = 5.32, participants were divided into four groups. 
Group I consists of two participants scoring in the first 
quartile (TAC-1) beyond one standard deviation above the 
mean. Group II comprises of seven participants in the sec-
ond quartile (TAC-2), scoring within one standard devia-
tion above the mean. Four participants were classified in 
Group III scoring within one standard deviation below the 
mean (TAC-3), and finally the remaining three participants 
composed the Group IV that scored beyond one standard 
deviation below the mean (TAC-4). TAC-1 and TAC-2 are 
participants who scored highly in touch receptiveness and 
expressiveness; while TAC-3 and TAC-4 are the ones who 
had lower scores lower toward touch responsiveness. 
Based on previous research who showed that females are 
more expressive and receptive in tactile communication 
[81], we compare gender differences(in our sample 7 males 
and 9 females) using a t -test  that shows significant differ-
ence [t (14)=0.78 , p=0.035] between the mean score for 
males (M =56.85, SD=6.81) as opposed to females (M = 59, 
SD=4). This Result corroborates the claim that females pre-
sent greater touch expressiveness and receptiveness, and 
scores than their male counterparts. As for the big five per-
sonality test, there were, no correlations between the ex-
pressiveness of touch and big five factors.  

5 DISCUSSION 

In this study, we investigated the ERPs time-course during 
simultaneous air jet tactile stimulation and emotional facial 
expressions. The results show that visuo-tacile processing 
elicited different levels of somatosensory activity for mide-
latency stages of processing (N100 and P200). More specif-
ically, the results further demonstrate that somatosensory 
ERP components have larger latencies for stimuli that in-
volved facial expression as opposed to a neutral image 
(house). The N100 ERP component responses have also 
larger latencies for stimuli with high intensity air jet stim-
ulation as compared to low intensity.  

ERP modulations in response to different emotional ex-
pressions compared to house pictures support the hypoth-
esis that somatosensory cortex activation is independently 
shaped by face emotion processing [78][82]. In fact, many 
TMS and fMRI studies have suggested that somatosensory 
cortex is involved during emotional face processing 
[83][84][85]. In the future, we would like to explore late 
cognitive stages (700-800 ms) that seem to be related to CT-
fibers activation. Future works should address specifically 
this aspect for late cortical potentials over frontal elec-
trodes (Fz and FCz).  

Although there was no statistical interaction between 
the two main factors, we find a significant main effect of 
both tactile and visual conditions, valence ratings revealed 
that the pleasantness of the tactile stimulation were influ-
enced by the emotional facial expressions. We assume that 
this cross-modal effect reflects the mandatory integration 
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of inputs and not just an attentional post-perceptual eval-
uation. This is not surprising as bimodal emotion percep-
tion is often related to a single event that is presented for 
two different modalities [86].   

6 CONCLUSION 

Our objective was to investigate how facial expressions 
could influence the perception of tactile stimulation in the 
context of mediated affective communication through a 
haptic interface.  

Results support the idea that tactile stimulation can 
modulate the valence of emotional faces. Our study is lim-
ited by the moderate number of participants but despites 
this limitation, it offers important insights into the pro-
cessing of air jet tactile stimulation such as the effect of the 
levels of the air parameters (i.e. flow rate, velocity of the 
movement across the skin) on ERPs activation within the 
somatosensory cortex. Future works will particularly ad-
dress the combination of facial expression and tactile stim-
ulation on the frontal cortex electrodes for their importance 
in the perception of stimulation pleasantness by investigat-
ing whether air jet levels could elicit positive perceptual 
responses. Finlay the effect of individual differences (like 
personality traits and touch expressiveness) should be ad-
dressed with larger number of participants.  
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ABSTRACT 

Haptic rendering technologies are becoming a strategic component 
of the new Human-Machines Interfaces. Many existing devices 
generally operate with intrusive mechanical structures that limit 
rendering and transparency of the haptic interaction. In the context 
of the design of a novel non-contact haptic device that exploit the 
air jet tactile stimulation with long distance, we carried out 
psychophysical experiments in order to characterize the human 
perception of the air jet tactile stimulation. This study focuses on 
the stimulation of the user’s hand palm. Fluid mechanics suggests 
that perceived parameters of the air jet stimulation can be controlled 
by the air jet flow rate, the nozzle geometry, and the distance 
between the nozzle and the hand palm. In this paper we investigate 
how these control variables affect the perceived force on the hand 
palm. 

Two psychophysical studies were carried out. The first 
experiment investigated three distances from the air nozzle to 
determine the absolute threshold of the air flow rate on the hand 
palm. Results reveal that there is a linear relationship between the 
perceived absolute threshold and the distance from the hand palm 
to the nozzle. The second psychophysical experiment was made to 
determinate the just noticeable difference of the air flow rate 
according to three referential stimuli. Then we estimated the Weber 
fraction. These two results are important for the display control and 
will be used further for the design of the future non-contact haptic 
device.  

Keywords: tactile air jet stimulation, perception, absolute 
threshold, JND. 

1 INTRODUCTION 

 Haptic interfaces are relatively recent devices. They stimulate 
users physically through tactile, thermal and kinesthetic 
perceptions to improve the interaction and immersion in virtual 
environments. Among the different issues of existing haptic 
devices, comfort and interaction fidelity are important factors to be 
considered. In fact, current haptic devices mainly exploit 
technologies based on articulated robotic structures, systems with 
cables, or vibrotactile actuators [1]. However, these rendering 
technologies present several constraints. First, they require a 
physical contact between the user and the mechanical systems to 
interact with the virtual object. Second, they provide a punctual 
interaction and do not exploit the entire surface of the hand. Finally, 
most systems are intrusive and are not practical in many fields (e.g., 
games, desktop applications). A number of systems, like data 
gloves with vibrotactile actuators, allow more freedom of 

movement but provide low spatial and force resolutions. Currently, 
several works address these constraints with non-contact 
stimulation technologies. Two main strategies were investigated. 
The first strategy is based on acoustic radiations [2]. 
It consists in the control of the phase delays of acoustic waves to 

generate a focal point. This strategy provides a tactile feedback in 

3D environments without physical contact with transductions. The 

main drawback of this strategy is the low intensity of generated 

force (Maximum force of 160mN). Moreover, the authors 

highlighted some potential medical risks for interactions with 

sensitive regions (e.g., head and face). 

    The second strategy consists in the use of air jets for tactile or 

kinesthetic stimulations. The first work proposed to use multiple air 

jets arranged in a matrix. These jets hit an air receiver, kept by the 

user, in order to apply a force on the user's hand [3]. This strategy 

generates a kinesthetic feedback with important force intensity. 

However, it provides poor force and position resolutions. 

Moreover, the user needs to handle an end-effector in order to 

interact with the air jets. Thereafter, Inoue et al. [4] proposed to use 

a flexible sheet driven by an air jet. This approach provides a virtual 

haptic sensation of bumps under the user’s fingers. The main 

handicap of this method is that the flexible sheet is fixed and cannot 

move to enable a free exploration. For a free exploration and 

interaction, Romano and Kuchenbecker [5] proposed the AirWand 

device. The device is based on two air jets aligned along the 

longitudinal axis of the tool, comprising two air outlets. These two 

jets are used to create driving forces along the longitudinal axis in 

the positive and negative directions. The combination of three 

actuating axes enables the free interaction in a large working area 

but the resolution of the force is still limited. Finally, Bianchi et al. 

[6] proposed to use the air jet for the direct tactile stimulation. It 

consists to direct a thin stream of air on the finger pad. This strategy 

provides greater force. This work was limited to short distances not 

exceeding 2 cm. In fact, this system, designed for the palpation 

using robot-assisted minimally invasive surgery (RMIS), requires 

an accurate punctual force for the perception of bumps. Thus, they 

used the region corresponding to the potential core of the air jet, 

which provides the best physical features (i.e., same velocity than 

the source, no turbulence) for the tactile stimulation. This 

stimulation configuration (i.e., stimulation at 2 cm) greatly restricts 

the movement of the user and does not allow a free exploration of 

3D environments.    

    In summary, the use of acoustic radiations does not allow high 

intensity stimulations and could present a significant risk for the 

user. The air jet approaches seem more promising. However, 

existing works exploit either intermediate object for interaction 

with air jet (i.e., air receiver), or exploit very short stimulation 

distances restricting the user’s workspace.  
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    In the context of the design of a novel non-contact haptic device 

providing an important work space, we propose to use the air jet for 

direct tactile stimulation with greater distances (>10 cm). This 

configuration provides an important workspace for a better freedom 

of movement (figure 1). It can also provide a greater stimulation 

area. Indeed, the air jet theory suggests that for air jet penetrating a 

fluid of the same density (in this case the room air), the jet envelope 

takes a conical shape (See Figure 2), and the opening angle of the 

jet envelope remains constant.  

 

 
 

Figure 1: Long distance (>10 cm) air jet tactile stimulation. 

 

For this new stimulation configuration, we propose to carry out an 

experimental study in order to characterize the relation between the 

air jet physical stimulation and its perception using psychophysics 

framework.  

1.1 Air jet diffusion model 

According to Gescheider [7], the asymmetric free jet flow can be 
divided into two regions with different physical features (Figure 2):  

 Region I: Corresponds to a short zone (potential core) where 

the velocity remains constant and equal at the nozzle exit. 

 Region II: Corresponds to a great region where the flow is 

established. It is characterized by a linear dissipation of the 

centerline velocity according to the distance to the outlet, and 

a spreading of the jet in the transverse direction.  

 

 

Figure 2: Air flow characteristics. 

The region I seems to present the best air jet features, but it provides 

a very short stimulation distance which could constraint the user 

movements. Moreover, it covers a small area limiting the surface 

of stimulation. This may not be suitable for some applications 

requiring greater stimulation area (e.g., hand palm). Region II 

presents intermediate features. In fact, it corresponds to a longer 

distance than Region I, which provides greater workspace allowing 

free movements. Besides, with an average flow rate, the velocity 

intensity is sufficient to provide a high range of force stimulation 

intensity. Additionally, the contact zone is greater than Region I, 

because of the spreading effect, providing greater stimulation area. 

Yet, the end of Region II corresponds to a highly turbulent flow, 

difficult to distinguish from the ambient air, which is not suitable 

for a relevant haptic rendering. 

    Ideally, the impinging force and the diameter of the jet envelope 

would be determined using models of fluid mechanics. Although, 

an accurate model is difficult to obtain since the system is affected 

by many factors, including the outlet geometry (e.g., shape, size), 

the type of air flow (e.g., laminar, turbulent), pressure losses due to 

friction along the length of the tubing, air temperature etc. [8]. In 

this study we propose to use empirical models determined with the 

data provided by the nozzle manufacturer. This approach enabled 

us to obtain an accurate model without tedious physical 

measurements.  
Based on these relevant features of Region II, we propose to carry 
out a psychophysical study in order to characterize the tactile 
perception with this type of air jet stimulation. These features could 
lead to identify the optimal stimulation configuration (distance, 
applied tactile stimulus, etc.) which are the compromise between 
the working distance, the accuracy of the stimulation, and the 
intensity of the perceived applied force.      

1.2 Objective of the experimental study 

For this configuration of stimulation (distance >10 cm), we propose 
to achieve a quantitative study of human tactile perception, 
examining the relationship between the observed quantifiable 
physical stimuli and users responses. 
The study of tactile perception involves mainly two types of 
measurements: determining the absolute threshold and the 
differential threshold. Absolute threshold measurement is 
performed by detecting the presence of a stimulus. This value 
corresponds to the minimum intensity at which the stimulus is just 
detectable.  Moreover, it is important to determine the differential 
threshold. This threshold refers to the smallest change incremented 
or decremented in stimulus intensity that is detectable by the 
subjects. It is also known as the just noticeable difference (JND). 
The differential threshold is measured with respect to a reference 
stimulus; it must be presented in relation to this reference value. 
Both of the absolute and differential thresholds can be measured by 
similar experimental procedures. The next section details the 
adaptive staircase methods used for this study. The full list and 
details of experimental methods, commonly used to estimate the 
sensory thresholds, can be found in [9]. 

2 PSYCHOPHYSICAL MEASUREMENT METHODS 

In this study we used the adaptive staircase methods to evaluate 
both of the absolute threshold and the JND.  Staircase procedures 
are designed to concentrate data sampling around some interesting 
regions of the psychometric function and to avoid data sampling at 
too high or too low signal levels. These methods generally use one 
or more previous responses within an adaptation track. The 
responses are used to select the intensity level of the stimulus in the 
next trial. The threshold is estimated by averaging the levels at the 
direction reversals in the adaptive track. The single staircase "up-
down" procedure consists in reducing the intensity of the stimulus 
when the subject's response is positive (e.g., "I feel pressure", and 
“I feel a difference” for JND measurement) and an increasing in the 
intensity of stimulation when the response is negative.  Figure 6 
shows an example of a simple "1up-1down" procedure. The track 
starts from a level well above the estimated threshold, the positive 
responses lead to decrease the intensity of the generated stimulus 
until a negative response occurs [10]. This triggers a reversal 
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change in the direction of the track, and stimulus levels increase 
further until the next change in response occurs.  
The procedure of a simple staircase "1up-1down" means the level 
of performance of 50% on a psychometric function, which ranges 
from 0% to 100%. In other words, the track targets the level of 
stimulation for which the probability of a positive response is equal 
to the probability of a negative response. To target a higher 
performance level, the sequence to reduce the intensity of the 
stimulus may correspond to two or more positive responses and the 
sequence of upward movement may be limited to a single negative 
response [11]. This example is the most commonly used procedure. 
The "1up-2down” staircase procedure targets a performance level 
of 70.7% on the psychometric function. Indeed, if p is the 
probability of a positive response on a given trial, then p*p must be 
equal to 0.50, and therefore the probability target is √0.5 = 0.707. 
However, using two positive responses to decrement the stimulus 
intensity requires performing more trials, which is time consuming. 
Additionally, Kaernbach [12] describes a simple procedure that can 
be used to estimate the threshold levels with more precision by 
reducing the step-size after each change in the direction of the 
staircase. To determine the JND, we need to compare the threshold 
value with a reference stimulus.  The JND is then obtained by 
calculating the difference between the threshold and the value of 
the reference stimulus.  
    We proposed to use adaptive staircase procedures since it can 
provide a precise tuning with less time consuming. In fact, these 
procedures avoid data sampling at too high or too low signal levels 
and require fewer trials compared with other methods (e.g., 
constant stimuli and signal detection). 

3 MATERIALS  

The experimentation is based on a desktop platform including a 
computer and the air jet system. The software architecture of the 
platform presents two main modules (See figure 3). The 
Experiment Manager shows the graphical user interface that allows 
the participant to give responses and to trigger the next stimuli by 
sending calls to the second module that controls the air flow rate.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: Experiment Platform. 

To provide an accurate air jet tactile stimulation, we need to 
generate a concentrated air jet. The choice of the nozzle shape is a 
key parameter. There is a direct relationship between this parameter 
and the diffusion angle of the jet. Several types of nozzles were 
examined and tested. The adopted nozzle (SILVENT MJ4) is made 
of stainless steel with a central hole surrounded by slots to generate 
a concentrated air stream while limiting the sound level. Its small 
dimensions make this nozzle suitable for incorporation into 
machine designs. The manufacturer provides some specifications 
on the jet flow including the blowing force (F)  in Newton 
according to the flow rate (Q ) in l/min, and the jet diameter (Ø)  in 
millimeter as a function of distance (x) in millimeter (figure 4). For 

these two relationships the data present a linear profile. We 
performed linear regression to obtain the following models:    
 
                              082.0012.0  QF                             (1) 
                                     
                              561.1215.0  x                                 (2) 
 
The nozzle is supplied by air through a flexible tube with a 6 mm 
diameter.  An air compressor provides sufficient air pressure to the 
system (4 bars). The flow rate is accurately controlled (up to 
50l/min ±0.02) using an industrial mass flow controller (MFC 
Bukert 8711). In this device the flow rate value measured by a 
sensor is compared by the integrated electronic controller with the 
digital set value. If a difference is detected, the control applied to 
the proportional valve is changed by using a PI control algorithm. 
The flow rate can be maintained at a fixed value or be assigned to 
a profile, regardless of variations in pressure or changes in the 
system. The manufacturer provides software to control the device. 
However, for more use flexibility, we developed a C++ user 
interface. 
 
 
 
 
 
 
 
 
 

 

 

 

 

Figure 4:  Diameter of the air jet conical envelope.  

4 EVALUATION OF THE ABSOLUTE THRESHOLD   

4.1 Objective 

This experiment aims to identify the minimum threshold of the air 
flow rate released from the air nozzle. This threshold is measured 
according to several distances from the nozzle to the hand palm. 
The objective is to determine the minimum flow rate to be applied 
to the user’s hand palm so that the generated haptic rendering is 
perceptible. 

4.2 Hypothesis 

According to fluid mechanics [8], in Region II there is a linear 
relationship between the distance and the decline of the jet velocity 
and thus the impact force. The adopted hypothesis suggests an 
inverse proportional relationship between the distance from the 
outlet of the injector and the minimum detectable flow rate. 

4.3 Method 

4.3.1 Participants  

12 participants (9 males and 3 females aged between 22 and 31 
years old), from the University of Paris-Sud and CNRS/LIMSI 
laboratory (Orsay, France) took part in this study. All subjects were 
right-handed. None of the subjects have any neurological or 
physical injury that affected sensitivity of the hand palm. 
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4.3.2  Procedure  

Subjects were asked to place themselves in front of the desk and to 
place their right arm on the supporting structure. The palm was 
placed down and centred on the air nozzle through a square opening 
of 6 X 6 cm. The nozzle was placed perpendicularly to the user’s 
hand palm and a given distance (see figure 5). The distance could 
be modified according to the experimental conditions. We used the 
“1up - 2down” adaptive staircase procedure with a variable step-
size. During the first trial, an air jet stimulus was presented to the 
user with intensity well above the threshold. The duration of the 
stimulus was two seconds, and then the subject was asked to 
respond 'yes' if he/she perceived a pressure on their palm and 'no' 
otherwise. The participant indicated the response using one of the 
two mouse buttons, the left button for a negative response, and the 
right one for a positive response. For a negative response, the 
stimulus level was incremented by one step on the next trial and for 
two successive positive responses the stimulus was decremented by 
one step. Giving two successive positive responses to move 
downward on the track should limit the bias caused by the lake of 
concentration of the subject.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5: Experimental setup.  

After each inversion on the track, the stimulus step size was 
reduced for more accurate tuning. The procedure consisted of eight 
reversals on the adaptive track and then the threshold was estimated 
by averaging the last four reversal point values (step-sizes: 5, 4, 3, 
2, 1, 0.5, 0.3, and 0.2 l/min).  
The experiment was conducted in three phases, separated by 
exposures of 2 minutes. During each phase, the nozzle was set at a 
different distance from the user’s hand palm. Three distances were 
studied (150, 250, 350 mm) and presented to participants in a 
random order. The experiment lasted an average time of 12 
minutes. During the experiment, subjects were wearing headphones 
playing white noise to prevent the sound of the jet flow to bias the 
user tactile perception. Before each session, subjects were informed 
about the objective of the experiment and the experimental tasks. A 
quick learning session was conducted to make sure that the 
participant mastered all aspects of the experiment. 

4.4 Results and discussion 

Figure 6 shows an example of a participant's response at 350 mm 
distance from the nozzle. The line represents the psychophysical 
adaptive track. Squares in red correspond to trials where the subject 
gave a positive response. The white squares correspond to trials 
where the participant gave a negative response. The subject 

performed 8 transitions after 24 trials. The minimum detectable 
threshold value is calculated by averaging the 4 last transition point 
values. A mean threshold value was computed for each distance 
from the nozzle by averaging threshold values across subjects.  

Figure 6: Psychophysical adaptive staircase for subject 4 with a 

distance to the nozzle of 350 mm. 

 

Figure 7:  Mean Absolute Threshold flow rate for the three 

distances to the nozzle. 

Figure 7 shows the mean threshold values for all subjects. We 
observe that the absolute threshold decreases when the stimulus is 
closer to the subject hand.  
    This result is in agreement with the physical air jet flow velocity 
model discussed in [8]. As a matter of fact, the jet velocity 
decreases proportionally according to the distance from the nozzle 
(x). We can consider the hypothesis of this study validated. In order 
to calculate the threshold (T) model according to the distance from 
the nozzle (Equation 3), we perform a linear regression from the 
obtained data (See Figure 7).  

 
                             158.2047.0  xT                            (3) 
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This model will be used for the display control of the haptic 
rendering in order to calculate the minimum flow rate, according to 
the user’s hand position, to generate a perceptible tactile 
stimulation. 

5 EVALUATION OF THE DIFFERENTIAL THRESHOLD (JND) 

5.1 Objective 

The second experiment aims to identify the JND between two air 
flow rates released by the nozzle. This threshold was measured for 
three stimulus references distributed between the maximum and the 
minimum flow rates that can be generated with the air jet system. 
The objective is to determine the flow rate to be applied, so that the 
user can distinguish between different flow rate intensities. 

5.2 Hypothesis 

For this study, we considered two hypotheses:  

 [H1]: We supposed that a proportional relationship exists 
between the JND and the reference stimulus according the 
Weber-Fechner law [13]:   

 

                                          kII  /                                   (4) 

Where ΔI is the differential threshold (JND), I is the intensity 
of the standard stimulus, and the constant k is the characteristic 
of the sensory modality.  

 
 [H2]: We also supposed that the JND increases as the 

referential flow rate increases. 

5.3 Method 

5.3.1 Participants 

15 participants were invited to take part of the experience (9 men 
and 6 women aged between 22 and 37 years old). All subjects were 
right-handed. None of the subjects presented neurological or 
physical deficiencies that could affect the sensitivity of the hand. 
The participants were from the University of Paris-Sud and 
CNRS/LIMSI laboratory (Orsay, France). 

5.3.2  Procedure 

The experimental setup is similar to the previous experimentation. 
However, the user’s hand palm was maintained at a fixed distance 
of 150 mm.  This distance seems to be a good compromise between 
the jet diameter, estimated at 35 mm using equation 3, and the 
estrangement from the nozzle. This envelope jet diameter should 
also keep the jet energy on the user’s hand palm. For this 
experiment, we used the “1up - 1down” simple adaptive staircase 
procedure with a variable step-size. 

Subjects received air jets on the hand palm. These air jets were 
presented as separate pairs of stimuli. Subjects were asked to 
indicate if they perceive a difference in the intensity between the 
two stimuli. Each pair was composed of a first stimulus reference 
(SR) and a comparison stimulus (CS). The trial consisted in 
presenting the stimulus reference for 2 seconds and the comparison 
stimulus after an interval second. During the first trial, the 
presented stimulus corresponded to the intensity well above the 
reference stimulus. The subject was asked to answer 'yes' if he/she 
perceived a difference between SR and SC, and 'no' otherwise, 
using mouse buttons. For a negative response, the level of 
comparison stimulus was incremented by one intensity step on the 
next trial and for a positive response was decremented by one. After 
each reversal (change of response), we reduced the stimulus unit to 
have a more accurate adjustment. The steps used were 5, 4, 3, 2, 1, 

0.5, 0.3, and 0.2 l/min. The procedure consisted of eight reversals 
and the threshold was calculated by taking the average of the last 4 
reversal point values.  
   The experiment was conducted in three phases, separated by 
exposures of 2 minutes. During each phase, the reference stimulus 
was changed. The three reference values (10, 20, 30 l/min) were 
presented randomly to participants. The experience lasted an 
average of 15 minutes. For all trials, subjects were wearing 
headphones with white noise to prevent the sound of the jet flow to 
bias the user tactile perception. Before each session, subjects were 
informed about the objective of the experiment and the 
experimental tasks. A quick learning session was conducted to 

make sure that the participant understood all the experiment 
aspects. 

5.4 Results and Discussion 

Figure 8: Psychophysical adaptive staircase for subject 1 with a 

reference flow rate of 20l/min. 

Figure 8 shows an example of a participant's response with a 
reference stimulus of 20 l/min. The red line represents the 
psychophysical staircase. The blue line represents the reference 
value of the stimulus. The subject performed 8 transitions after 13 

trials. The threshold value was calculated by performing a 
differential subtraction between the stimulus reference values and 
the average value of the air flow past 4 transition points. 

Figure 9: Mean JND according to the three flow rate references.  

This experiment identified the air jet differential threshold, 
according to three different flow rate references. The results, in 
figure 9, indicate that the perception of a difference between the 
intensities of the air jet is proportional to the reference stimulus. 
This is in agreement with our hypothesis based on Weber rule. In 
fact, the JND increases as the referential flow rate increases. Based 
on the on obtained results we performed a linear approximation to 
calculate the weber fraction k=0.06.  
    This result will be used for the display control of the haptic 
rendering in order to calculate the minimum increment or 
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decrement to apply to generate a perceptible difference in the tactile 
stimulation. 

6 CONCLUSION AND FUTURE WORKS 

This paper investigated the relationship between the control air jet 
parameters and the user perception. Different psychophysical 
experiments were carried out in order to understand how these 
control parameters affect the perceived stimuli on the hand palm. 
The experimental results showed that the absolute threshold of air 
flow rate on the hand palm presents a linear relationship according 
to the distance from the air nozzle. We also evaluate mean JND 
values measured in relation with three different reference stimuli. 
We also observed a linear relationship between the JND and the 
flow rate references. The different results will be used to 
characterize the haptic rendering parameters of the proposed 
device. Future works include additional psychophysical 
experiments in order to clarify how air jet supply frequency affects 
the tactile perception. We will also use tactile sensors to collect 
physical data like the pressure impact distribution according to the 
shape and size of the nozzle, air supply frequency, and distance 
from the nozzle. This study and future works should be 
compromising to provide performance specifications for the air jet 
haptic display and to lead to the design of the proposed non-contact 
haptic interface. 

REFERENCES 

[1] V. Hayward, O.R. Astley, M. Cruz-Hernandez, D. Grant, and G. 

Robles-De-La-Torre. Haptic interfaces and devices. Sensor Review, 

24:16–29, 2004. 

[2] T. Iwamoto, M. Tatezono, and H. Shinoda, Non-Contact Method for 

Producing Tactile Sensation Using Airborne Ultrasound, In 

Proceedings, EuroHaptics 2008, LNCS 5024, 504-513, 2008. 

[3] Y. Suzuki and M. Kobayashi. Air jet driven force feedback in virtual 

reality. IEEE Computer Graphics and Applications, 25:44-47, 2005. 

[4] K. Inoue, F.  Kato and S. Lee. Haptic device using flexible sheet and 

air jet for presenting virtual lumps under skin. In Proceedings. 

IEEE/RSJ Intl Conference on Intelligent Robots and Systems, 1749-

1754, 2009. 

[5] J. M. Romano and K. J. Kuchenbecker. The AirWand: Design and 

Characterization of a Large-Workspace Haptic Device. In 

Proceedings, IEEE International Conference on Robotics and 

Automation,1461-1466, 2009. 

[6] M. Bianchi, J. C. Gwilliam, A. Degirmenci, and A. M. Okamura. 

Characterization of an Air Jet Haptic Lump Display. In 33rd Annual 

International Conference of the IEEE Engineering in Medicine and 

Biology Society, 3467-3470, 2011. 

[7] J.W. Gauntner, J.N.B. Livingwood, P. Hrycak, Survey of literature on 

flow characteristics of a single turbulent jet impinging on a flat plate, 

NASA TN D-5652, 1970. 

[8] R. Stephane. Aerothermal experimental contribution for an 

acoustically forced impinging air jet. PhD thesis, university of 

Poitiers, Jun 2011.  

[9] A. G. Gescheider. Psychophysics: The Fundamentals. Lawrence 

Erlbaum Associates Inc., Mahwah, New Jersey, 3rd edition, 1997. 

[10] W. H. Ehrenstein and A. Ehrenstein. Psychophysical methods.          U. 

Windhorst, H. Johansson. Modern Techniques in Neuroscience 

Research. Berlin, New York, Springer, 1211-1241, 1999. 

[11] L. G. Allan, S. D. Hannah, M. J. C. Crump, and Shepard Siegel. The 

Psychophysics of Contingency Assessment. Journal of Experimental 

Psychology, 137:226–243, 2008. 

[12] C. Kaernbach. Simple adaptive testing with the weighted up–down 

method. Perception & Psychophysics, 49: 227-229, 1991. 

[13] S.C Masin, V. Zudini, and M. Antonelli. Alternative derivations of 

Fechner’s law, Journal of the History of Behavioral Sciences, 45:56-

65, 2009. 

 



  



Université Paris-Saclay           

Espace Technologique / Immeuble Discovery  

Route de l’Orme aux Merisiers RD 128 / 91190 Saint-Aubin, France  

 

 

Titre : Communication affective médiée via une interface tactile 

Mots clés : émotion, tactile, jet d’air, expression faciale, voix, communication médiée 

Résumé : L’objectif de cette thèse est de 

proposer et d’étudier une technique de 

stimulation tactile sans contact avec des 

systèmes mécaniques pour médier des signaux 

affectifs. Sur la base de l’état de l’art des 

interfaces haptiques, nous avons proposé une 

stratégie de stimulation tactile basée sur 

l’utilisation d’un jet d’air mobile. Nous avons 

conduit une étude expérimentale pour 

comprendre les relations entre les 

caractéristiques physiques de la stimulation 

tactile par jet d’air et la perception affective des 

utilisateurs. Les résultats mettent en évidence les 

effets principaux de l'intensité et de la vitesse du 

mouvement du jet d’air sur l’évaluation 

subjective mesurée dans l’espace affectif (à 

savoir, la valence, l'arousal et la dominance). 

La communication des émotions est clairement 

multimodale. Nous avons conduit deux études 

expérimentales pour examiner la combinaison de 

la stimulation tactile par jet d’air avec les 

expressions faciales et vocales pour la perception 

de la valence. Ces expérimentations ont été 

conduites dans un cadre théorique et 

expérimental appelé théorie de l’intégration de 

l’information. Ce cadre permet de modéliser 

l’intégration de l’information issue de plusieurs 

sources en employant une algèbre cognitive.  

Les résultats de nos travaux suggèrent que la 

stimulation tactile par jet d’air peut être utilisée 

pour transmettre des signaux affectifs dans le 

cadre des interactions homme-machine. Les 

modèles perceptifs d’intégration bimodales 

peuvent être exploités pour construire des 

modèles informatiques permettant d’afficher des 

affects en combinant la stimulation tactile aux 

expressions faciales ou à la voix. 
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Abstract: This thesis proposes and study a non-

intrusive tactile stimulation technique for 

communicating affective messages. Based on 

the state of the art of the haptic interfaces, we 

proposed a strategy of tactile stimulation based 

on air jet. We conducted an experimental study 

to understand the relationships between the 

physical characteristics of the air jet tactile 

stimulation and the emotional perception of the 

users. The results highlight the main effects of 

the intensity and the speed of movement of the 

air jet on the subjective perception assessed 

using the dimensional affective space (namely, 

the Valencia, the arousal and dominance). 

  

 

 

Communication of emotions is clearly 

multimodal. We conducted two experimental 

studies to examine the combination of tactile 

stimulation by air jet with facial and vocal 

expressions for perception of the Valence. These 

experiments were conducted within a 

framework called information integration 

theory. This framework allows to model the 

integration of information from multiple sources 

using a cognitive algebra. 

Our work suggests that the tactile stimulation by 

air jet can be used to transmit emotional signals 

in human-machine interactions setups. The 

perceptual bimodal integration models can be 

exploited to design computational models in 

order to display affects by combining tactile 

stimulation with facial expressions or the voice. 
 

 


