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Introduction

T
he rapid evolution of the different medical imaging techniques, particularly in the areas
of instrumentation and image processing, marked the beginning of the 21st century. This

is in part due to the significant technological advances, and the continuous interplay between
the worlds of scientific research and industry. The application of fundamental nuclear and
particle physics to medical applications is essential in modern medicine and it has deeply
influenced its development. Many devices currently used in medical imaging have their
roots directly borrowed from experiments in nuclear and particle physics. However, despite
the very good images currently obtained in clinical practice, the increasing life expectancy
and the desire to always move forward in that direction pose new challenges, especially for
functional imaging techniques used in nuclear medicine. The reduction of the radiation dose
administered to the patient, the decrease of the time required to perform an exam and the
therapeutic follow-up of certain diseases are three clear vectors to guide future improvements.
It is in this context that Subatech proposed a new medical imaging technique, called 3γ
imaging. The 3γ imaging technique is an innovative functional medical imaging modality,
which is based on two new concepts: the joint use of a new technology based on a liquid
xenon Compton telescope, and a new radiopharmaceutical labeled with Sc-44, which aims to
reduce the activity injected to the patient to unprecedented limits.

The principle of the 3γ imaging technique is based on the use of a specific radioisotope,
the 44Sc, which emits a positron and a γ-ray of 1.157 MeV in spatial and temporal coincidence.
After the annihilation of a positron with an electron of the surrounding matter, two γ-rays
are produced back-to-back with an energy of 511 keV. The detection in coincidence of these
two photons forms a line of response (LOR) between the two interactions. In 3γ imaging,
we use the intersection between the LOR and a Compton cone obtained after the interaction
of the third γ-ray, coming from the decay of 44Sc, with a Compton telescope. With the
additional information provided by the third photon, it is possible to constrain the position
of the source along the LOR and hence, directly obtain the distribution of the radioactive
source in 3D. The benefit of this new technique is expressed directly in terms of reducing the
number of disintegrations necessary to obtain the image and therefore, the activity injected
to the patient and / or the exam time are significantly reduced.

In order to consolidate and provide an experimental demonstration of the use of a liquid
xenon Compton camera for 3γ imaging, a first phase of research and development (R&D)
has been carried out. This initial step is the starting point of the XEMIS project (XEnon
Medical Imaging System), which involves both fundamental research and the development
and implementation of innovative technologies. A first prototype of a liquid xenon Compton
telescope, called XEMIS1, was successfully developed and tested at Subatech laboratory.
The choice of liquid xenon as detection medium is motivated by the fact that the detection
techniques currently available in nuclear medicine, mostly based on the use of scintillation
crystal for the detection of γ-rays, are not well suited for 3γ imaging. Moreover, the
fundamental physical properties of liquid xenon, high density and atomic number, give it a
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Introduction

high stopping power for ionizing radiation, which makes liquid xenon a perfect candidate
as a γ-ray detector in the energy range from several tens of keV to tens of MeV. Liquid
xenon is both an excellent active medium for an ionizing radiation detector and an excellent
scintillator, with the advantage of making possible the construction of large scale, massive and
homogeneous detectors. These are the main reasons why liquid xenon has gained relevance,
not only in medical imaging, but also in diverse fields such as in fundamental particle physics
and astrophysics.

The present document details the characterization and optimization of a single-phase
liquid xenon Compton camera for 3γ imaging applications. It provides the experimental
evidence of the feasibility of the 3γ imaging technique through the small-scale prototype
XEMIS1. This work has been focused in the extraction of the ionization signal in liquid
xenon and the device optimization. The obtained results have contributed to substantial
advancements in our understanding of the detector performances and ionization signal
extraction, which has led to the final design and construction of a second prototype dedicated
to small animal imaging. This larger-scale device called XEMIS2, is a monolithic cylindrical
camera filled with liquid xenon placed surrounding the small animal. The geometry of
XEMIS2 is optimized to measure the three γ-rays with very high sensitivity and a wide field
of view.

The work presented in this document was performed at Subatech laboratory under the
scientific advice of Dr. Jean-Pierre Cussonneau and the supervision of Dr. Ginés Martinez.
This document is divided in seven chapters, each of them as stand-alone as possible.

Chapter 1 is devoted to an introduction of the general properties of liquid xenon
as radiation detector material. We overview the physics of particle interaction and the
production of ionization and scintillation signals in liquid xenon. A general review of various
liquid xenon-based detectors used in different experimental research fields is presented. Then,
we perform a brief introduction to nuclear medical imaging and in particular to the two
most used nuclear functional medical imaging techniques, single positron emission computed
tomography and positron emission tomography. We describe the basics of Compton imaging
and we carry out a detailed description of the principle of the 3γ-imaging technique. Finally,
we introduce the basic requirements of a liquid xenon Compton camera for medical imaging.

In Chapter 2, we present an overview of the basic principle of a liquid xenon time
projection chamber. Liquid xenon time projection chambers are one of the most promising
technologies for the study of rare phenomena, from dark matter searches to neutrino
detection. XEMIS is a single-phase liquid xenon time projection chamber, which design has
been optimized for medical applications. We lay out the basic principle and the advantages
of these kind of detectors for nuclear medical imaging. The different mechanisms that
affect the production and detection of the ionization signal in liquid xenon such as diffusion,
recombination and impurities attachment are discussed. Finally, we present a brief summary
of the formation process of the ionization signal in the segmented anode, starting from the
interaction of an ionizing particle with the detector to the collection of the signal by the
front-end electronics. The discussion is supported by some experimental results along with
results reported by other authors.

Chapter 3 gives a detailed description of the XEMIS1 camera. This includes a description
of the light detection and charge collection systems and the cryogenic infrastructure, developed
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to liquefy and maintain the xenon in stable temperature and pressure conditions during long
data taking periods. The purity of the liquid xenon is a major concern is this kind of detectors
where electrons must travel relative long distance without being attached to impurities. We
describe the purification and circulation system used in XEMIS. Then, we introduce the main
characteristics of the new liquid xenon Compton camera, XEMIS2. Building and operating a
large scale detector for medical applications involves an entirely new set of challenges, from
experimental condition stability, safety conditions to data acquisition and processing. An
innovative cryogenic infrastructure, called ReStoX (Recovery and Storage of Xenon), has
been especially developed to recuperate and store the xenon in liquid state.

Chapter 4 is devoted to the data acquisition system used in XEMIS1. The system has
been developed to record both the ionization and scintillation signals with a minimum dead
time. The design and performance of the readout front-end electronics used in XEMIS1
is introduced. We present a detailed study of the electronics response. The ASIC shows
excellent properties in terms of gain linearity (in the energy range up to 2 MeV), baseline
stability and electronic noise. In particular, my work was focused on the description of
the measurement of the ionization signal. Special attention is paid to the optimization of
the time and amplitude measurements of the ionization signals. In this thesis, a Monte
Carlo simulation of the output signal of the IDeF-X LXe has been implemented. The
obtained results have contributed to the development of an advanced acquisition system
for the measurement of the ionization signal in XEMIS2. Finally, a description of the main
characteristics of this new analog ASIC, called XTRACT, is presented.

The use of a Frisch grid, located between the cathode and the anode, is essential to remove
the position-dependence of the collected signals. A complete study of the performances of a
Frisch grid ionization chamber is presented in Chapter 5. During this work, three effects
have been identified as possible factors that have a direct impact on the extraction of the
ionization signal: electron transparency, inefficiency of the Frisch grid and indirect charge
induction in non-collecting pixels. These processes and the studies performed in this thesis
are explained in detail. Moreover, experimental data have been used to set an upper bound
of their impact in the quality of the collected signals. A Monte Carlo simulation has been
developed in order to study the effect of charge induction on a segmented anode.

In Chapter 6, a detailed description of the experimental set-up and trigger system used
in XEMIS1 for the detection of 511 keV γ-rays from a 22Na source is presented. We describe
the data acquisition system and data processing protocol used in XEMIS1. A detailed
description of the analysis and calibration method developed in this thesis to determine the
noise for each individual pixel is discussed. The results obtained from this study are used
to correct the raw data and to set a threshold level for event selection. Finally, the off-line
methods used for clustering and data analysis is presented.

In Chapter 7 we present and discuss the results obtained during this work with XEMIS1.
The results presented in this section intent to provide a complete understanding of the
response of XEMIS1 to 511 keV γ-rays. We study the energy, timing, position and angular
resolutions with a monochromatic beam of 511 keV γ-rays emitted from a low activity
22Na source. The evolution of the energy resolution and ionization charge yield with the
applied electric field and the drift length are analyzed. Then, a preliminary calibration of
the response of the detector for different γ-ray energies is presented. Transport properties
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of electrons in LXe such as electron drift velocity and diffusion are discussed. Finally, we
present a Monte Carlo simulation as an useful tool to understand the impact of diffusion on
the measured signal on a pixelated detector, and to estimate the position resolution.

In conclusion, the work performed during this thesis has allowed to reach a very low
electronic noise (lower than 100 electrons), a time resolution of 44 ns for 511 keV photoelectric
events equivalent to a longitudinal spatial resolution of 100 µm, an energy resolution of
3.9 % (σ/E) at 511 keV and an electric field of 2.5 kV/cm, and a transverse spatial resolution
smaller than 1 mm. All these results are compatible with the necessary requirements for
small animal imaging with XEMIS2, and very promising for the future of the 3γ imaging
technique.
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T
he study of the structure of matter, the origin of the universe or the fundamental laws
of nature has captivated the interests of our species from the very beginning. The

desire to understand and predict the behavior of nature has indeed incited many of the
scientific and technological breakthroughs. In the field of experimental physics, new devices
are continuously developed to apprehend new observations where the limits of our knowledge
are tested.

Liquid noble gases and more particularly liquid xenon have proven to be a perfect detector
medium to answer some of these fascinating questions. That is why, for the past few decades,
many leading experiments in the field of particle physics, γ-ray astronomy and astrophysics
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use liquid xenon as radiation detector medium showing its superiority over other materials.
Moreover, its excellent properties for γ-ray detection have extended its use to other fields
such as medical imaging applications.

In this chapter, we will first introduce the general properties of liquid xenon as radiation
detector material. The physics of particle interactions and the production of ionization and
scintillation signals in liquid xenon are also discussed in detail. Then, applications of liquid
xenon detectors in several past and present experiments will be reviewed. The last part
of this introductory chapter is devoted to a more extensive description of the application
of liquid xenon to nuclear medical imaging. To conclude we will present the 3γ imaging
technique, an innovative medical imaging modality developed at Subatech laboratory, that
requires the use of liquid xenon as detection medium.

1.1 Fundamental properties of liquid xenon as radiation

detection medium

Liquid noble gases, especially liquid xenon (LXe) and liquid argon (LAr) have shown their
potential for particle detection since several decades [1]. Their high densities and short
radiation lengths confer them a high stopping power for penetrating radiation. In addition,
they present an unique response to ionizing radiation by the simultaneous emission of a
scintillation and an ionization signals. These properties makes them a well suited medium
not only for the detection of γ-rays but also for the discovery of rare events, such as direct
dark matter search or neutrinoless double-beta decay.

In particular, LXe presents some very interesting properties, which made it one of the
most extended target medium for both position-sensitive detectors and calorimeters. In this
section, we will first present the fundamental properties of LXe as radiation detector. A
brief reminder of the main interaction processes of γ-rays and charged particles with liquid
xenon is also included. An introduction to both signal production channels, ionization and
scintillation, is also presented in this section.

1.1.1 Main properties of liquid xenon

The relevant properties of the liquefied rare gases suitable for radiation detection are
presented in Table 1.1. Among liquid noble gases, xenon (Xe) appears to be the most
attractive candidate for particle detection in a wide range of applications [2]. Even though
radon (Rn) has the highest atomic number (86), which is an important requirement for
high stopping power detectors, its very high intrinsic radioactivity has excluded it so far
for radiation detection. Therefore, omitting radon, Xe has the highest atomic number and
density, which implies the highest absorption coefficient for γ-rays in the energy range of
hundreds of keV to tens of MeV.

A review of some of the fundamental properties of LXe as detection medium is made in
Table 1.2. LXe has a small radiation length of 2.77 cm which, together with its high atomic
number provides good capabilities as electromagnetic calorimeter [3]. Moreover, among all
noble gases, LXe has the highest ionization yield. Indeed, the high electron mobility in LXe
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and the low energy required to produce an electron-ion pair, make it also very attractive as
ionization detector medium. The high ionization density results in enough electron-ion pairs
per unit length to generate a detectable ionization signal.

Element LHe LNe LAr LKr LXe Ref

Atomic number Z 2 10 18 36 54 [4]

Average atomic weight A 4.00 20.18 39.95 83.80 131.30 [4]

Density (g.cm−3) 0.145 1.2 1.40 2.41 3.06 [4]

Boiling point at 1 atm (K) 4.22 27.1 87.3 119.9 165.0 [5, 6]

Average ionization energy W (eV) 41.3 29.2 23.6 18.4 15.6 [2, 4]

Light yield (photons/MeV) 15000 30000 40000 25000 42000 [5, 7]

Table 1.1 – Main properties of several liquid noble gases.

LXe also presents excellent scintillation properties with a high scintillation yield and fast
decay times. The number of photons emitted per MeV with zero electric field is around
42000. This value is comparable to that of the most commonly used scintillator crystals such
as NaI, and around two times bigger than the Lutetium Oxyorthosilicate (LSO), widely used
in Positron Emission Tomography (PET) [8, 9]. In addition, the fast scintillation response
implies good time resolution, making it ideal for time-of-flight (TOF) applications [10].

From the radioactive point of view, unlike krypton (Kr) and argon (Ar), which suffer
from 85Kr and 39Ar at a level of 1MBq/kg and 1 Bq/kg respectively [11], Xe is intrinsically
clean since no long-live naturally radioisotopes are present. This is a crucial requirement for
those experiments for which low background is needed.

Another advantage of using liquid noble gases as radiation detection is the possibility
to construct large monolithic detection volumes at a reasonable cost with high detection
efficiency, which is not yet possible with other detector media such as semiconductor detectors.
This fact, together with the previously mentioned characteristics, make liquid noble gases
suitable media to produce high-sensitivity detectors with a large Field-Of-View (FOV).
However, one constrain of using liquefied noble gases as particle detector is the need of
good cryogenics and purification systems. LXe has a small temperature operating range
of only 4 K. At a pressure of 1 bar, xenon becomes liquid at a temperature of 165 K and
solid at 161 K. This small temperature interval requires constant pressure and temperature
monitoring. Nevertheless, compared to the other liquid noble gases, LXe has a relative high
temperature. The fast development of new and effective cryogenics systems in the recent
years has made the technical aspects accessible.
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Xenon properties Values Ref

Atomic number Z 54 [12]

Average atomic weight A 131.3 [12]

Density (g.cm−3) 3.06 [13]

Radiation length X0 (cm) 2.77 [14]

Ionization potential in liquid phase (eV) 9.28 [4]

Average ionization energy W-value (eV) 15.6 ± 0.3 [15]

Wph in liquid for relativistic e− (eV)a 21.6 [2]

Wph in liquid for alpha particles (eV)a 17.9 [2]

Peak emission wavelength (nm) 178 [2, 16]

Refractive index (at 178 nm) [1.6,1.72] [17, 18]

Fast decay time (singlet state τs) (ns) 2.2 [2, 16]

Slow decay time (triplet state τs) (ns) 27 [2, 16]

Recombination time (τr) (ns) 45 [16]

Table 1.2 – Main properties of Liquid xenon as radiation detector medium

aIn the absence of electric field.

1.1.2 Response of liquid xenon to ionizing radiation

When an ionizing particle passes through matter, it loses its energy by interaction with the
atoms of the medium. The type of interaction and the amount of deposited energy depend on
the kind of incident particle, its energy and also on the type of material. Charged particles
and photons mainly interact with matter via electromagnetic processes, principally through
inelastic collisions with the atomic electrons [19]. Neutrons, on the other hand, interact with
nuclei of the absorbing material via the strong interaction [20]. For the purpose of this thesis,
only the principal electromagnetic mechanisms are considered.

Charged particle interactions in matter

Charged particles, such as α-particles, protons or electrons, lose their energy mainly by
ionization and atomic excitation. When a charged particle penetrates in LXe, it will interact
with the electrons and nuclei present in the material through the Coulomb force. Depending
on whether this interaction is an inelastic collisions with the atomic electrons or an elastic
scattering from nuclei, the incoming particle will lose its energy or it will just suffer a
deflection from its incident direction. Inelastic collisions with the bound electrons of the
atoms are in general the predominant processes by which heavy charged particles, such as
α-particles and protons, interact with matter. These type of interactions will cause either
ionization or excitation of the atoms of the medium depending on the transferred energy in
each collision.
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Since charged particles can transfer only a small fraction of the total energy in a single
electronic collision, they interact with many electrons of the medium continuously losing
their energy before being stopped [19]. Moreover, in the case of heavy charged particles,
collisions with the atomic electrons are not enough to cause a significant deflection from the
incoming direction. This implies that the trajectory of a heavy charged particle, defined
as the average distance traveled by a particle before coming to rest, can be approximated
by a straight line. On the other hand, electrons and positrons are less ionizing than heavy
charged particles and thus, they can travel longer distances before slow down. For example,
a 5.5 MeV α-particle will lose all its energy in 42.5 µm of LXe, while an electron of the same
energy will travel around 1.3 cm of LXe before being stopped [13]. In addition, electrons and
positrons are more susceptible to multiple scattering by nuclei than heavy charged particles,
and also a larger fraction of their energy can be lost in a single interaction producing larger
scattering angles. As a result, electrons and positrons suffer from larger deviations from
the electron path than heavy charged particles, resulting in erratic trajectories. Figure 2.16
shows the trajectory of a 511 keV electron in LXe obtained by simulation.

Figure 1.1 – Example of a 511 keV electron recoil track obtained by simulation. Energy
loss along the track is represented by the the color palette [21].

Collisional energy loss is not the only mechanism by which charged particles lose their
energy when interacting with matter. Electrons due to their small mass also lose their energy
by inelastic collisions with nuclei, resulting in the emission of electromagnetic radiation
(bremsstrahlung). However, at the energies we are interested in, of the order of 1 MeV, the
radiative stopping power1 mostly due to bremsstrahlung (8.217× 10−2 MeV cm2/g) is about
one order of magnitude smaller than that from collision interactions (1.122 MeV cm2/g) [13].
Thereby, the bremsstrahlung process becomes negligible and thus, it can be ignored from this
discussion. The total mass stopping power and CSDA2 range for electrons in xenon are shown
in Figures 1.2 and 1.3 respectively. Then, the predominant interaction processes of electrons
and positrons with matter at these energies are ionization and atomic excitation through
inelastic collisions with the atomic electrons. Other mechanisms such as the emission of
Cherenkov radiation and nuclear reactions are also irrelevant in this thesis. For a pedagogical
review of these processes please refer to [19, 22].

1Rate of energy loss per unit length in the medium.
2Approximation of the average path length travelled by a charged particle before it slow down to rest [13].
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Figure 1.2 – Stopping power for electrons in xenon. Data from [13].

Figure 1.3 – CSDA range for electrons in xenon. Data from [13].

Photon interactions in matter

The lack of electric charge of photons, in our case X-rays and γ-rays, makes the interaction
processes with matter completely different from those of charged particles. Unlike electrons,
photons do not lose their energy continuously via Coulomb interactions with atomic electrons,
but instead they travel relatively long distances before a partial or total transfer of their energy
to the medium in a single interaction. Photons interact with LXe mainly via photoelectric
effect, Compton scattering, Rayleigh effect and pair production. The relative contribution of
this processes in xenon as a function of the photon energy is illustrated in Figure 1.4.
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Figure 1.4 – Calculated photoelectric, total Compton scattering and pair production cross
sections in xenon as a function of the photon energy. The values are taken from [13].

Photoelectric effect

In the photoelectric effect, the total energy of the incoming photon is transferred to a bound
electron of the atom producing the complete absorption of the photon and the consequent
ejection of the electron from the atom. The energy of the emitted electron is then equal to
the energy of the incoming photon minus the binding energy of the electron on its atomic
shell. Since the electrons are bounded, the momentum is conserved by the recoil of the entire
atom.

This phenomenon was first observed and reported by Heinrich Hertz in 1887 after
observing electric sparks when a metal was illuminated with a light of an specific wavelength.
However, it was not until 1905 when a plausible explanation of the photoelectric effect was
given by Albert Einstein, awarded in 1921 with the Nobel Prize in physics for its contribution
to explain this effect.

The photoelectric effect is graphically depicted in Figure 1.5. After the ejection of the
electron, the atom remains in an excited state with an inner shell electron vacancy. The atom
will return to the ground state by filling the vacancy with a less tightly electron from an
upper shell with lower binding energy. In such a transition, the emission of a characteristic
X-ray or an Auger electron is produced. The direction in which the electron is ejected from
the atom depends on the energy of the photon. For low energies the electron is emitted
perpendicular to the direction of incidence, whereas for high energies the electron is ejected
forward in the direction of the incident photon [19, 23]. At energies we are interested in,
above 100 keV, the recoil electron is emitted almost in the same direction as the incident
photon. Fluorescence radiation is, on the other hand, emitted isotropically.

For the photoelectric absorption to occur, the energy of the incident photon must
be greater or equal to the binding energy of the involved electron. The probability of
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photoelectric absorption depends, therefore, on the electron binding energy, being greater
for more tightly bound electrons. The photoelectric effect takes place predominantly in the
K-shell. In fact, if the energy of the photon is higher than the K-electron binding energy,
85 % of the photoelectric interactions results in the ejection of an electron from the K-shell.
Figure 1.4 shows the photoelectric cross section in LXe as a function of the photon’s energy.
As we can see, the probability of interaction increases as the energy of the photon decreases.
In the figure the absorption edges corresponding to the K, L and M atomic shells are visible at
energies of around 34 keV, 5 keV and 2 keV respectively. At these energies the photoelectric
cross section rapidly increases, which means that “the maximum absorption takes place for
photon with just enough energy to eject the electron” [19].

As presented in Figure 1.4, the photoelectric effect dominates over the other interaction
processes at low photon energies or high atomic numbers Z. This is because the photoelectric
cross section shows a strong dependency on the energy of the incident photon and on the
atomic number of the material. Despite the complexity of the theoretical estimation of the
photoelectric cross section, it can be roughly approximated as:

τ ≃ const
Zn

(hν)3
(1.1)

where τ is the photoelectric mass attenuation coefficient. At the energy range of interest,
the dependency on Z varies between Z4 to Z5 depending on the energy of the photon. As a
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result, materials with high atomic number are better candidates for γ-ray absorbers. For a
complete discussion of the theoretical estimation of the photoelectric cross section please
refer to [24].

Compton scattering

Compton scattering was first reported by Arthur H. Compton in 1923 [25] after a series
of experiments concerning the scattering of X-rays from electrons in a carbon target. Its
discovery made Compton recipient of the Nobel Prize in physics in 1927. Unlike photoelectric
effect, in Compton scattering the incident photon with energy hν does not transfer all of its
energy to a bounded electron, but instead, only a portion of its energy is transferred to a recoil
electron which is considered to be at rest and unbound. The free electron approximation is
only valid if the energy of the photon is much higher than the binding energy of the electron.
After the collision, the photon is deflected with respect to its original direction and emitted
with a lower energy hν ′ that depends on the diffusion angle θ. Figure 1.6 illustrates the
Compton scattering process. Applying momentum and energy conservation, the energy of
the scattered photon hν ′ is given by Equation 1.2:

hν ′ =
hν

1 + α(1− cos θ)
(1.2)

where α = hν/mec
2. The electron recoils at an angle φ with a kinetic energy Te given by:

Te = hν − hν ′

= hν
α(1− cos θ)

1 + α(1− cos θ)

(1.3)

The directions of the scattered photon and the electron depend on the amount of energy
transferred to the electron during the collision. The scattering angles of both the incoming
photon and the released electron can be expressed as:

cos θ = 1− 2

(1 + α)2 + tan2 φ+ 1
(1.4)

cotφ = (1 + α) tan
θ

2
(1.5)

The energy transferred to the electron can vary from zero, when electron is scattered at
right angles (φ ⋍ 90◦), to a maximum value obtained for an scattering angle θ = 180◦ (back
scattering). In such a collision, the electron moves forward in the direction of the incident
photon, which conserves the minimum energy. The maximum energy that can be transferred
to the scattered electron is given by Equation 1.6:

Te,max = hν
2α

1 + 2α
(1.6)
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Figure 1.4 shows the total Compton scattering cross section as a function of the energy
of the incident photon in xenon. The Compton scattering probability becomes important
at energies of the order of 100 keV with a maximum at around 1.5 MeV and then, rapidly
decreases as the energy of the incident photon increases. Because Compton scattering
involves free electrons, the probability of Compton absorption is nearly independent of the
atomic number Z, although is directly proportional to the number of electrons per gram
Z/A, which is nearly constant for all materials. Regardless the probability of the interaction,
the amount of energy transferred during the collision depends on the energy of the incident
photon. Low-energy photons are scattered with small angles θ ⋍ 0◦ going almost forward
with respect to the direction of the incident photon with a small energy transfer to the
electron. On the other hand, if the energy of the incident photon is large, 10 to 100 MeV,
most of the energy is transferred to the recoil electron.

Rayleigh scattering

The phenomenon of Rayleigh scattering also known as coherent scattering, was named
in honour of J. W. S. Rayleigh, who in 1871 published a paper describing, at that time
unknown, effect [26, 27]. A full understanding of the process is, however, the result of
collective efforts carried out by many authors during the first half of the 20th century [28].
Nevertheless, a rigorous mathematical formulation of the Rayleigh scattering had to wait
until 1965 (Kleinman, 1975, 1978) [29].

The Rayleigh scattering is produced between an incident photon and a tightly bound
atomic electron, in which both particle interact coherently. After the collision, the atom is
neither ionized nor excited. The photon is deflected without energy transfer. The Rayleigh
scattering mostly occurs at low energies and for high atomic number materials. The average
scattering angle decreases with increasing energy. In xenon the probability of coherent
scattering is very small even for low photon energies, so it can be ignored.

Pair production

Figure 1.7 illustrates the pair production mechanism. This effect, which is based on the
conversion of a photon into an electron-positron pair, was first confirmed by Patrick M.S.
Blackett and Giuseppe P.S. Occhialini after the discovery of the positron by Carl D. Anderson
in 1932 [30]. Blacket was awarded for his work with the Nobel Prize in physics in 1948 [31].

For the pair production to occur, the incident photon must have an energy above 2mec
2

(1.022 MeV). The photon, passing near the nucleus of an atom, can interact with the Coulomb
field of the atomic nucleus to be transformed into an electron-positron pair. The electron
and the positron are not scattered, but created from energy conservation after the photon
disappears. The excess energy after the creation of the pair, which is equal to the difference
between the energy of the incident photon and the minimum energy required to create the
pair (2mec

2), is shared by the electron and the positron. After their emission, both particles
will rapidly slow down inside the material. The positron will annihilate with an electron
releasing two back-to-back γ-rays with energies of 511 keV.

The pair production mechanism can also occur in the field of an atomic electron if the
energy of the incident photon is greater than 4mec

2 (2.044 MeV). In such an interaction
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called triplet production, the recoil electron is also ejected from the atom resulting in the
emission of two electrons and a positron.

The probability of a photon to undergo a pair production increases rapidly with the
photon energy and varies approximately as the square of the atomic number Z. In the case
of xenon, pair production starts to dominate at energies above 10 MeV.

1.1.3 Ionization properties

As we have seen in Section 1.1.2, when an ionizing particle interacts with LXe it loses part
of its energy mainly by ionization and atomic excitation. This implies that, regardless the
type of incoming particle, charged particles or photons with the consequent emission of a
recoil electron, a certain number of electron-ion pairs (Ni), excited atoms (Nex) and free
electrons (sub-excitation electrons) are created after the interaction with the LXe. The
energy deposited by the scattering particle E0 can be expresses in terms of the number of
excited and ionized xenon atoms through the Platzman equation [32]:

E0 = NexEex + NiEi + Niǫ (1.7)

where the energies Eex and Ei correspond to the average energy needed to produce atomic
excitation or an electron-ion pair respectively, and the remaining term ǫ corresponds to the
kinetic energy of the sub-excitation electrons.

The average energy W needed to create an electron-ion pair in LXe can be expressed as
follows:

W =
E0

Ni

(1.8)

Applying Equation 1.8:

W = Ei + Eex

Nex

Ni

+ ǫ (1.9)

The value of W in LXe is 15.6 ± 0.3 eV [15]. Compared to that of LAr, which is
23.6± 0.3 eV [33], the significantly smaller W-value for LXe implies a much larger ionization
yield. In fact, LXe has the highest ionization yield of ∼64000 pairs/MeV (for an infinite
electric field) among all liquefied noble gases.

1.1.4 Scintillation mechanism

Scintillation light emission in LXe has been investigated in detail by many authors since the
pioneering studies carried out by Doke [1]. Light is of major importance because its fast
production mechanism, of the order of a few ns, makes photons useful to provide the event
trigger information, which corresponds to the interaction time. Moreover, the number of
produced photons is proportional to the deposited energy by the interacting particles and
hence, it can provide calorimetric information.
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Scintillation photons are produced either by atomic ionization or atomic excitation. Both
ways lead to Xe∗2 excimer formation, in a molecular excited state singlet 1

∑+
u or triplet

3
∑+

u , which eventually de-excites producing VUV photon. The two scintillation production
processes can be summarized as follows:

1. Direct excitation of xenon atoms followed by an excited molecule formation and
de-excitation:

Xe + e− → Xe∗ + e−

Xe∗ + Xe + Xe → Xe∗2 + Xe

Xe∗2 → 2Xe + hν

(1.10)

The recoiling electron emitted after the interaction via a photoelectric effect or a
Compton scattering of a γ-ray with the LXe, may excite the encountered xenon atoms.
The excited atoms Xe∗ will combine with another xenon atom creating an excited
di-xenon molecule or dimer Xe∗2. After some time, depending on whether the molecule
is on a singlet or triplet excited state, the dimer will return to the ground state
through the dissociation in two neutral atoms and the emission of a VUV photon. The
typical time needed for the formation of a Xe∗2 excimer is of the order of few picoseconds.

2. Molecular state formation through recombination between electrons and Xe+ ions:

Xe + e− → Xe+ + 2e−

Xe+ + Xe → Xe+2

Xe+2 + e− → Xe∗∗ + Xe

Xe∗∗ → Xe∗ + heat

Xe∗ + Xe + Xe → Xe∗2 + Xe

Xe∗2 → 2Xe + hν

(1.11)

The ejected electrons can otherwise transfer enough energy to a neutral atom to create
an electron-ion pair. The Xe+ may recombine with another atom creating an ionized
dimer Xe+2 . The molecular ion Xe+2 will capture a free electron leading to the formation
of a Xe∗2 excimer and the eventually emission of a UVU scintillation photon in the
same way as in the direct excitation process. This process takes, however, more time
for the Xe∗2 excimer formation.
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No matter the origin of the scintillation emission process, the scintillation light spectrum
is in the vacuum ultraviolet (VUV) region, with a peak around λ = 178±1 nm (FWHM = 14
nm) [34]. Moreover, a strong peculiarity of liquid noble gases is that they are transparent to
their scintillation light, since the emitted VUV photons have an energy which is appreciably
lower than the minimum necessary energy required for atomic excitation. The scintillation
mechanism in LXe is schematically illustrated in Figure 1.8.

Figure 1.8 – Scintillation mechanism in LXe. Figure taken from [35].

Scintillation decay components

Both ions Xe+ and excited atoms Xe∗ lead to the formation of excited dimers Xe∗2. The
excimers may exist in two different energetic states, the singlet state 1

∑+
u and the triplet

state 3
∑+

u , which eventually decay to the ground state 1
∑+

g . The associated relaxation times
are then different, depending on which excited state the excimer is. For relativistic electrons,
the lifetimes of the singlet and triplet excited states are 2.2 ns and 27 ns respectively [36].
These values referred as the fast and slow decay components depend slightly on the nature
of the recoiling particle. Figure 1.9 illustrates the decay curves of the scintillation light in
LXe for electrons, alpha particles and fission fragments without applied electric field. For
electrons and without electric field, the scintillation light shows only a decay component of
45 ns [37, 38]. Since this component disappears in presence of an electric field as reported
by Kubota et al. [37], its origin is most likely due to the recombination between electron and
ions [39]. The comparison of the scintillation decay curves with and without applied electric
field is shown in Figure 1.10. With an electric field of 4 kV/cm, the decay curve exhibits
roughly a double exponential decay form, characterized by the fast and slow lifetimes of the
single and triplet excited states. Scintillation light in LXe is therefore characterized by three
different decay components: a fast component with a time constant of τs = 2.2± 0.3 ns, a
slow component with a lifetime of τt = 27± 1 ns and a third component due to electron-ion
recombination with time constant of τr = 45 ns (at 173 K). Table 1.3 lists the lifetime
differences for electrons, alpha particles and fission fragments.
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Incident particle τs (ns) τt (ns) τr (ns) Is/It Ref

Electrons: 2.2± 0.3 27.0± 1.0 ∼ 45 0.05 [37, 38]

Alpha particles: 4.3± 0.6 22.0± 1.5 0.45± 0.07 [38]

Fission fragments 4.3± 0.5 21.0± 2.0 1.6± 0.2 [38]

Table 1.3 – Decay times for the fast, slow and recombination time constants for electrons,
α-particles and fission fragments

.

Figure 1.9 – Decay curves of the scintillation light for electrons, α-particles and fission
fragments in LXe, without applied electric field [36, 38].

For electrons, 71 % of the VUV scintillation photons are produced by ionization of the
xenon atoms, whereas the remaining 29 % is due to pure atomic excitation [37]. The later
does not depend on the applied electric field and the ratio Is/It between the number of
produced photons from the two excited states, singlet (Is) and triplet (It), was found to
be 0.05 [38]. Under the influence of an electric field, on the other hand, the proportion
of scintillation light due to recombination decreases. For an electric field of 2 kV/cm, for
example, only the ∼46 % of the maximum scintillation light is produced (see Figure 1.11).
Since the fraction of light due to direct excitation remains constant regardless the electric
field, 63 % of the scintillation yield is therefore emitted with a time constants of 2.2 ns and
27 ns, while the remaining 37 % of the emitted photons have a decay time of 45 ns.

Although the decay times does not depend much on the ionization density, the proportion
between the two excited states, singlet and triplet, depends on the recoiling particle. The
energy loss per unit length for heavy particles such as α-particles is much higher than that
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Figure 1.10 – Decay curves of the scintillation light for electrons in LXe with and without
an applied electric field [39].

for electrons, leading to a much higher ionization density. The recombination yield will be
higher and the recombination process will occur faster for heavy recoiling particles than
for recoiling electrons. The recombination decay component become thus negligible and
the scintillation decay times are dominated by the de-excitation of the singlet and triplet
states. The ratios Is/It are found to be 0.45 ± 0.07 and 1.6 ± 0.2 under α-particle and
fission-fragment excitation, respectively, showing an enhancement of 1

∑+
u formation with

higher ionization density.

Figure 1.11 – Evolution of the charge and scintillation light yields with the electric field in
liquid xenon for 122 keV electron recoils (ER), 56 keVr nuclear recoils (NR) and α-particles.
Figure taken from [40].
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Scintillation yield

The number of VUV scintillation photons, Nph, emitted after the interaction of an ionizing
particle with the LXe is characterized by the minimum average energy Wph required to
emit a scintillation photon. Liquid noble gases are in general very good scintillators. The
scintillation yield for electron with 1 MeV of energy has been estimated between 40000 photons
to 50000 photons [41]. LXe light yield is therefore comparable to that of the NaI scintillation
crystal (43000 photons/MeV). For low energy electrons (20 - 100 keV), the light yield in LXe
increases significantly producing nearly 70000 photons/MeV. Nevertheless, to date, there is
not an accurate measurement of the value of Wph due to the difficulty of the measurement.

The average energy for a scintillation photon emission depends on the number of
electron-ion pairs produced by ionization, Ni, and on the number of excited atoms Nex.
Assuming that all electron-ion pairs recombine ( ~E = 0 kV/cm), the average energy Wph can
be expressed as follows:

Wph =
E0

Nph

=
E0

Ni + Nex

=
W

1 +
Nex

Ni

(1.12)

where E0 is the energy of the incident particle and W is the average energy required
to generate an electron-ion pair. The maximum value of Wph published by Doke et al.
[42] in 2002 was estimated to be 13.8 ± 0.9 eV , corresponding to a photon yield of ∼
72000 photons/MeV . More recent studies agrees with the result of Doke et al. [42], showing
results of 13.45 ± 0.29 eV [43] and 13.7 ± 0.2 eV [44]. This value corresponds to the
minimum possible energy needed to produce a scintillation photon without escape electrons
or scintillation quenching. For relativistic electrons (1 MeV) a value of 21.6 eV has been
estimated [42]. A compilation of the existing experimental and theoretically estimated Wph

values for LXe can be found in [41].
The scintillation yield depends on the recoiling particle since the recombination process

between electrons and positive ions depends on the density of electron-ion pairs. The
estimated value of Wph for α-particles in LXe is 21.6 eV with a production ratio β/α of
0.81 [45].

Photon attenuation in LXe

There are two main aspects besides recombination that can affect the collection of the
produced scintillation light in a LXe detector: the absorption of electron by impurities (λabs)
and the photon elastic scattering (λrayleigh). The total attenuation coefficient of photons can
be expressed according to Equation 1.13:

1

λatt

=
1

λabs

+
1

λrayleigh

(1.13)

Thus, the variation of the number of produced photons Nph with the distance can be
expressed as an exponential function which depends on the total attenuation coefficient, λatt,
also referred as the mean free path of scintillation photons:
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N(z) = Nph e
−z
λatt (1.14)

LXe is transparent to its own scintillation light since the absorption band of free exciton is
at a higher energy than the scintillation light emission band, which is ∼ 0.6 eV [46]. However,
the presence of impurities in the liquid can absorb a large fraction of the scintillation
photons. Water is the most serious contaminant due to its high absorption cross section.
A concentration of the order of 10 ppm (parts per million) is enough to attenuate 90 % of
the scintillation light in two cm [47]. O2 can also contribute to the scintillation photon loss,
although its influence is more important for the ionization signal. Photon attachment to
impurities can be successfully reduced by installing a purification system (see Chapter 3,
Section 3.1.4).

The Rayleigh scattering length in LXe also affects the collection of scintillation light.
Its influence is especially important for large volume detectors. The travelled length by
a photon through the LXe before undergoing a Rayleigh scattering is strongly dependent
on the wavelength of the light as well as on the optical properties. For LXe, the Rayleigh
scattering length has been experimentally determined as λrayleigh = 29 cm [48], which is in
good agreement with the theoretical calculations. For a detector with the dimensions as the
one reported in this thesis, the Rayleigh scattering contribution can be considered negligible.

1.2 Next generation of LXe detectors

Liquefied rare gases are an attractive option for radiation and particle detection thanks to
their very interesting and suitable properties previously discussed in this chapter. Among
liquid noble gases, LXe and LAr are widely used in modern physics experiments despite
the difficulties associated with handling low temperature detectors. In particular, LXe has
gained importance in different research fields from medical imaging applications to physics
beyond the standard model. Following the success of current LXe-based detectors such as
XENON100, EXO, LUX, XMASS, Panda-X..., LXe technology has gained a lot of interest in
the scientific community, which has led to the development of a new generation of large-scale
LXe detectors. In fact, the possibility of building big massive monolithic detectors makes
liquid noble gases very interesting for the study of rare phenomena such as the measurement
of low-energy solar neutrinos and direct dark matter search.

The development of large-scale LXe detectors aims to push the performances and
sensitivity of the current technology beyond the existing limits. However, ultra-sensitive
detectors bring along new technological challenges. These include fast and efficient purification
systems, high applied electric fields along long drift distances of the order of 1 m and effective
background rejection both environmental and intrinsic to the detectors.

In this section we perform a brief overview of some past, present and future LXe detectors
dedicated to the dark matter search, neutrinoless double β decay detection, γ-ray astrophysics
and nuclear medicine imaging.
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Dark Matter Direct Detection

LXe is one of the most extended target materials used in the direct detection of dark matter.
Weakly Interacting Massive Particles (WIMPs) are a particularly interesting candidate for
the dark matter “problem”, which is one of the remaining unknowns in the universe. The
WIMP particle is predicted by many supersymmetric extensions of the standard model [49].
They interact only through the weak nuclear force and gravity, and can have masses from
40 GeV to 3.2 TeV [49]. The WIMP interacts with matter through elastic collisions producing
a nucleus recoil. LXe has shown its potential to discriminate nuclear recoils generated by
elastic scattering of a WIMP or neutrons, from electronic recoils produced by, for example,
γ-rays, which are the major source of background. The predicted interaction cross sections
are in the range of 10−42 − 10−46 cm2, which translates into a interaction rate of the order
of 10−4 event/LXe kg. The extremely low interaction cross sections require large target
volumes, with the main challenges being the detection of low-energy signals in the keV-scale
and unprecedented levels of sensitivity with a huge control of the background.

Beyond the ongoing direct dark matter experiments based on LXe detectors, we can
mention the XENON, ZEPLIN, LUX and XMASS projects. All of them as exception of
XMASS, are based on a dual-phase LXe/GXe detector. The main advantage of using a two
phase-detector compared to a single-phase technique is the capability to reject background.
However, single-phase detectors are technological simpler. The scaling to larger devices of
dual-phase detectors might become relatively complicated. Moreover, the presence of a double
liquid-gaseous phase limits the possible geometrical designs of the detector. The performances
of a single-phase xenon detector depend on whether it relays on measuring exclusively the
scintillation light as the XMASS experiment, or both scintillation and ionization signals as
in dual-phase technology. The combination of both scintillation-light and ionization-electron
signals provides better energy resolution and position sensitivity.

(a) (b)

Figure 1.12 – (a) Schematic principle of a dual phase xenon Time Projection Chamber
(TPC) [50] and (b) the XENON100 TPC (from XENON collaboration).
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In the XENON Dark Matter Search collaboration, two detectors, XENON10 and
XENON100, have already been successfully tested, and a larger scale detector XENON1T
is currently in the qualification stage. All of them operate underground at the Gran
Sasso laboratory (LNGS) in Italy. The XENON100 detector [51] consists of a dual-phase
time-projection chamber (TPC) that contains about 70 kg of LXe. Figure 1.12 shows a
sketch of the basic principle of a dual-phase xenon TPC (left) and the XENON100 TPC
(right). The LXeTPC exploits both the scintillation and ionization signals produced after the
interaction of an ionizing particle with the LXe. The bulk volume of the detector is liquid
with a drift length of 30 cm, whereas the top is based on a thin layer of gaseous xenon. Both
the top and bottom parts of the detector are covered by two arrays of photomultiplier tubes
(PMT) to detect both the primary scintillation light (S1) and the secondary scintillation
photons (S2). The proportional scintillation light S2 is locally produced in the gas phase
located above the liquid level. An electric field applied between the cathode and the anode
forces the ionization electrons to drift towards the gas phase. A second electrical field called
extraction field, which is higher than the drift field, is applied to convert the electrons into
a proportional amount of electroluminescence photons. The time difference between the
prompt signal S1 and the S2 signal from the ionization electrons is used to reconstruct the Z
position of the interaction points inside the detector. The XY position is determined from
the distribution of the S2 signal in the PMTs. Finally, the ration between both S1 and
S2 signals is used to discriminate between electronic and nuclear recoils. A more detailed
description of the principle of a TPC is performed in the Chapter 2.

Similarly, the LUX (Large Underground Xenon) detector [52] is a two-phase TPC filled
with 370 kg of LXe (100 kg of target mass) contained in a titanium vessel. The detector
is based on the same principle as the XENON detector. LUX is placed underground at
the Sanford Underground Laboratory of the Homestake Mine, in South Dakota and it is
operational since 2009. The next step on the LUX experiment is a new detector called LZ
from LUX-ZEPLIN that merge two dark matter experiments LUX and ZEPLIN (ZonEd
Proportional scintillation In Liquid Noble gases). The LZ detector will hold a target mass
twenty times higher than that of LUX (7 tons), and which promises a sensitivity much
greater [53]. An artistic design of the future LZ detector is depicted in Figure 1.13.

The XMASS experiment [54], on the other hand, is based on a single-phase TPC with
a fiducial volume of ∼100 kg of LXe used to measure exclusively the scintillation signal.
Thereby, the entire LXe volume is surrounded by PMTs to efficiently measure the scintillation
light. The XMASS detector is depicted in Figure 1.14. The XMASS project was developed
for double beta decay, pp and 7Be solar neutrinos, in addition to the direct detection of dark
matter. The future of the XMASS experiment is the XMASS1.5 detector with 5 tons of LXe
(3 tons fiducial).

Gamma-Ray Astrophysics

The application of LXe in γ-ray astronomy was first investigated in the late 1980s, following
the encouraging results in terms of sensitivity, energy resolution and signal collection of LXe
for γ-ray observation in the energy range from 200 keV to 25 MeV [45]. The first attempts
of astrophysics observations with LXe were carried out with the Liquid Xenon Gamma-Ray
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Figure 1.13 – Cutaway drawing of the LZ dark matter detector within the outer detector
and water tank. Figure from LZ collaboration.

Figure 1.14 – The 800 kg XMASS detector. Figure from XMASS collaboration.

Imaging Telescope (LXeGRIT) [55]. LXeGRIT is a Compton telescope based on a LXe
time projection chamber (TPC) used as a balloon-borne instrument. The development of
LXeGRIT was the start of a novel concept of Compton telescope, different from standard
Compton imaging systems.

The device was based on a single monolithic detector that exploited both scintillation and
ionization signals. A schematic drawing of the LXeGRIT detector is depicted in Figure 1.15.
The detector consists of a gridded ionization chamber with an active zone of 400 cm2 and
a drift length of 7 cm filled with ultra-pure LXe. The scintillation light generated after
the interaction of an ionizing particle with the LXe is detected by four VUV-sensitive
photomultiplier tubes (PMT) and used as the event trigger for the data acquisition. A
uniform electric field of 1 keV/cm is applied between the cathode and the anode to force
electrons to drift towards the anode. The ionization signal is collected by four independent
electrodes placed at 9 mm from a shielding grid used as a Frisch grid. A set of two parallel
wired planes is installed to provided information of the X and Y position of the interaction
point inside the fiducial volume of the detector.
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Figure 1.15 – Schematic design of the LXeGRIT LXeTPC. Figure taken from [56].

LXeGRIT was tested in three different balloon flights. After a first short duration flight in
1997 for engineering tests and calibration purposes, the feasibly of LXeGRIT was successfully
demonstrated in two longer duration flights in 1999 and 2000 [57, 58]. LXeGRIT showed
good performances as γ-ray detector, with a spatial resolution of 1 mm, an energy resolution
of 8.8 % FWHM at 1 MeV and an angular resolution of 4◦ at 1.8 MeV [59].

At the moment there are not ongoing experiment for γ-ray astronomy based on LXe
detectors. However, the important developments around LXe technologies in the past years,
has renewed the interest of using LXe as detection medium for astronomy observations.

Particle Physics

LXe is also a very suitable candidate for particle physics experiments such as the detection
of low-energy solar neutrinos, neutrinoless double beta decay search and the measurement of
neutrino-nucleus scattering.

The EXO-200 (Enriched Xenon Observatory) is a good example of a LXe detector
dedicated to the study of neutrinoless double beta decay [60]. It is based on a 200 kg TPC
filled with LXe enriched in the 136Xe isotope to 80 %, developed for the detection of the
double beta decay transition via the 0νββ channel [61]. A schematic drawing of the EXO-200
TPC is presented in Figure 1.16. The TPC is divided in two symmetric zones separated
by an optically transparent shared cathode. Both regions are equipped with induction and
collection wire planes. The crossed wires are placed at the endcaps of the TPC. An electric
field of 376 V/cm is applied between the cathode and the anodes to drift the ionization
charges towards the wires. The scintillation light is detected by two sets of Large Area
Avalanche Photodiodes (LAAPD) also located at the ends of the TPC and parallel to the
cathode. The double beta decay of 136Xe is therefore detected by the collection of both the
ionization signal and the scintillation light. The detector is located at the Waste Isolation
Pilot Plant (WIPP) in New Mexico, and it has been operational since 2011. The EXO-200
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experiment reported the first observation of the two-neutrino double beta decay 2νββ of
136Xe and pursued the search of the neutrinoless double beta decay [62]. nEXO from next

EXO is a large scale 5 tons LXe detector design with the aim of increasing the sensibility
achieved with its predecessor EXO-200 in at least an order of magnitude.

(a)
(b)

Figure 1.16 – (a) Schematic principle of the EXO-200 TPC and (b) EXO-200 TPC. Figures
from EXO collaboration.

The PandaX experiment with 125 kg of LXe (37 kg of fiducial volume), and the MEG
experiment based on a 900 liter LXe scintillation detector, are other examples of the upgrade
of large scale LXe-based detectors, dedicated to observe double beta decays and µ+ → e++γ,
respectively.

Medical Imaging

The potential of LXe for medical imaging was already considered in the early 1970s. Most part
of the LXe detectors in medical imaging have been focused on Positron Emission Tomography
(PET) scanners, where the coincidence of the 511 keV γ-rays emitted in opposite directions
after the annihilation of a positron with an electron are used to reconstruct the emission
point of a radioactive source (see Section 1.3.3). Although, some attempts have been also
made in gamma-cameras for Single Positron Emission Computed Tomography (SPECT)
(see Section 1.3.2). A successful LXe gamma-camera was developed in 1983 by Erogov et al.
[63]. The detector showed comparable energy and spatial resolutions of the order of 15 % at
122 keV and 2.5 mm respectively, than the values obtained with a standard gamma-camera
based on scintillation crystals [64].

First experiments related to the use of liquid xenon detectors for PET were made almost
40 years ago [65]. Later, in the 90s, the group of A.J.P.L. Policarpo and V. Chepel developed
the first prototype of a LXe TPC for PET [66, 67]. The detector was based on a multiwire
chamber design to detect both the ionization and scintillation signals. Other groups have
also worked in this direction based on the detection of both production channels [68, 69, 70]
or only the scintillation light [71]. Thanks to the excellent scintillation properties of LXe,
its application for Time of Flight PET (TOF-PET) has been also considered by several
authors [10, 65]. The first prototype of a LXe TPC for TOF-PET was developed in
1997 by Waseda et.al. [10]. In 2004, our group proposed the idea of using a LXeTPC
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for the detection in coincidence of three γ-rays emitted quasi-simultaneously from specific
3γ-emitting radionuclides [72]. This nuclear imaging technique is presented in the next
section. The proposed technology is a single-phase LXeTPC that exploits both charge and
light yields of electronic recoils. The detector has been developed to fulfill the requirements of
a device dedicated to medical applications: high energy resolution, high detector granularity
to increase the spatial resolution, the ability to discriminate single from multiple scatter
interactions, and very low electronic noise. A detailed description of the detector is presented
in Chapter 3.

1.3 3γ imaging: a new medical imaging technique

1.3.1 A brief introduction to nuclear medical imaging

Nuclear medicine is a medical specialty that uses radioactive substances for the diagnosis and
treatment of diseases. The radionuclides (label) are chemically bound to a biologically active
molecule (tracer) forming a radiopharmaceutical or radiotracer, which is introduced into
the patient. Once the radiotracer is administered to the patient, the molecule concentrates
at specific organs or cellular receptors with a certain biological function. The choice of a
specific radioisotope depends on the actual biological function or organ we are interested
in. The concentration of the radioactive substance in the region of interest, allows nuclear
medicine to image the location and extent of a certain disease in the body, besides the
evaluation of its functional activity from a morphological point of view. The ability to
evaluate physiological functions is the main difference between nuclear medicine imaging
and traditional anatomic imaging techniques, such as Computed Tomography (CT) or
conventional Magnetic Resonance Imaging (MRI). To provides the best available information
on tumor staging and assessment of many common cancers, functional imaging is usually
combined with anatomical imaging techniques [73].

The origin of nuclear medicine is the result of many scientific discoveries that date back
from the end of the XIX century. The discovery of the X-rays by Wilhelm Röntgen in
1895 represented one of the greatest revolution in medicine through the incorporation of
the use of ionizing radiation for the diagnosis and treatment of many different diseases [74].
Its discovery triggered the development of medical imaging techniques, which provided an
actual image of the inside of the human body. The beginning of image-based diagnosis
supposed a greatly increase of our life expectancy, health and welfare. A few years after
the breakthrough of the X-rays, many fundamental findings followed, that opened the path
to the understanding of the structure of matter and its fundamental interactions. The
discovery of natural radioactivity by Henri Becquerel in 1896 and the finding, two years
later, of two new radioactive elements polonium and radium by Marie and Pierre Curie laid
the foundations of this new medical specialty known as Nuclear Medicine [75]. The use of
radioactive substances in medicine was driven, in the coming years, by a series of scientific
discoveries such as the finding of artificial radioactivity in 1934 by Irène Joliot-Curie and
Frédéric Joliot-Curie, and the production of radionuclides for medical use in 1946 by the Oak
Ridge National Laboratory. Nuclear Medicine won official recognition as a potential medical
specialty in 1946 after the successful treatment with radioactive iodine (131I) in a patient
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with thyroid cancer [76]. The use of radioactive iodine was later extended to the diagnosis
and treatment of thyroid diseases including the production of images of the thyroid gland,
which provided visual information of thyroid disorders.

Nuclear medicine imaging was shaped by the development of scintillation detectors and
scintillation cameras, which facilitated external imaging and measurement of radionuclides
distributed within the body. The invention in 1950 of the rectilinear scanner by Benedict
Cassen, followed by the development of the first scintillation camera, also known as Anger
Camera (Hal Anger, 1958), suppose a revolutionary breakthrough in medical diagnosis [77].
The significant technological advances in the following years opened a new window to the
study of human physiology, which gave medical imaging, until then exclusively anatomical, a
functional character. By the 50s, the use of nuclear medicine was widespread for clinical use.
In particular, nuclear imaging techniques experienced a rapid development during the mid
1960s. The initial scintillation camera evolved into modern imaging systems such as PET
and SPECT. These two functional imaging techniques are widely used in clinical practice.
Currently, nuclear medicine imaging has extend from organ imaging for tumor localization, to
the diagnosis of a great variety of diseases including the diagnosis of cardiovascular diseases
and neurological disorders [78].

During the 60s, a new detector for imaging solar neutrinos was proposed independently
by Pinkau (1966) and White (1968). This detector, called Compton camera, exploited
the physics of Compton scattering for imaging purposes. The possible application of a
Compton telescope in nuclear medicine was first proposed by Todd, Nightingale and Everett
in 1974 [79], although the potential of Compton scattered imaging in medicine was already
been noticed back in 1959 by Lale [80]. The detector proposed by Todd et. al. was based on
a combination of a standard Anger camera and a pixelated germanium detector. Compton
imaging provides high sensitivity, high spatial resolution and 3D information.

One of the main limitations of nuclear imaging techniques is the risk of radiation exposure.
The biological effect of ionizing radiation was first observed in 1897 after a prolonged exposure
to a source of X-rays. In 1927, H. J. Muller reported the resulting genetic effects and the
increase of cancer risk [81]. In the past years, additional efforts have been focused at reducing
the radiation dose by the improvement of the actual instrumentation, the implementation of
low-dose protocols and the development of new imaging techniques. The goal is to obtain
same quality images with a significant reduction of the dose administered to the patient. An
innovative nuclear medicine imaging technique was proposed in 2004 by Thers et.al. [72].
This technique called 3γ imaging consists in measuring the position of a radioactive source
in 3D using the simultaneous detection of three γ-rays by means of a LXe Compton camera.
The 3γ imaging technique exploits the benefits of the Compton imaging providing high
sensitivity and very good spatial resolution with an important reduction of the administered
dose [82].

In this section, a brief description of the two main functional imaging techniques PET
and SPECT is performed. The explanation includes some notions of the physics background,
detection system and main radiopharmaceuticals used in clinical practice. The principle of a
Compton telescope and the basics of the Compton imaging are also discussed in this section.
Finally, we introduce the concept of the 3γ imaging technique and the possible 3γ emitter
radionuclides that can be used.
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1.3.2 Single Photon Emission Tomography

Single Photon Emission Computed Tomography (SPECT) is a non-invasive functional
medical imaging technique, which provides 3D information of the distribution of a radiotracer
inside the body [83]. The SPECT technique requires a radiopharmaceutical labeled with a
γ-emitter radionuclide. An external detector is used to measure the radiation emitted from
the radiotracer and generate an image.

The SPECT imaging is based on the principle of the Anger camera [84]. A standard
scintillation camera consists of a large scintillation crystal, usually NaI(Tl), coupled to an
array of PMTs. Figure 1.17 illustrates the principle of operation of a scintillation camera.
Since γ-rays are emitted isotropically, a collimator is placed between the patient and the
radiation detector to relate the detected γ-ray to the emission point. The collimator only
allows photons from certain directions to reach the detector and thus, limits the acceptance
angle and defines the spatial distribution of the photons detected by the scintillation crystal.
Collimators are made of high atomic number materials, usually lead or tungsten, to efficiently
absorb those γ-rays emitted with a certain angle with respect to the collimator holes.
A widely-used collimator is the parallel-hole which provides a two-dimensional parallel
projection of the source distribution with a constant FOV. Such a collimator only allows
photons emitted in the normal direction with respect to the crystal surface to reach the
detector, whereas the rest of photons are absorbed. Other types of collimators used in
clinical practice are illustrated in Figure 1.18. Collimators are therefore necessary to obtain
information of the incoming direction of the emitted γ-rays, at the expense of being the
major limitation to the spatial resolution and the sensitivity of SPECT detectors. The
adequate choice of a collimator depends on the image purposes in terms of energy resolution,
sensitivity and spatial resolution.

Figure 1.17 – Schematic description of the principle of an Anger scintillation camera.
Figure taken from [85].

The advantage of SPECT imaging compared to planar scintigraphy is the tomographic
character of the SPECT technique. In SPECT, the gamma camera moves around the patient
following a circular, elliptical or contoured orbit. By rotating the detector, two-dimensional
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projections are acquired from many different angles. These multiple projections are then
reconstructed using either analytic or iterative reconstruction algorithms that generate a 3D
image slice by slice.

Figure 1.18 – Different types of collimators used in SPECT. Figure taken from [86].

Scintillators

The basic radiation detectors used in SPECT imaging are scintillation detectors that transform
the incident γ-rays into optical photons. Historically, the Anger camera was based on a NaI
scintillation crystal, commonly doped with thallium to improve the scintillation performances.
γ-rays interact with the molecules and atoms of the detector either by photoelectric effect
or Compton scattering, leading the crystal in excited state. The excited atoms return to
the ground state with the consequent emission of a fluorescence photon. The fluorescence
emission process depends on whether the detector is based on an organic or inorganic
scintillation crystal [20]. In particular, the NaI(Tl) is an inorganic scintillation detector
characterized by the emission of visible photons with a primary decay constant at 230 ns
and maximum emission wavelength at 410 nm [87]. The main characteristics of the NaI(Tl)
as scintillation detector are listed in Table 1.4.

An ideal scintillation crystal should have high detection efficiency, large light output and
good energy and time resolutions. Particularly, the NaI(Tl) has a high scintillation yield,
in average 40 photons are emitted per keV, and a high detection efficiency for the energies
typically used in SPECT (below 200 keV). For example, 85% of the incoming 140 keV γ-rays
from the decay of 99mTc deposit all their energy in the detector. The energy resolution of the
NaI(Tl) is of the order of 7-8% at 1 MeV [86]. Associated with the light yield requirement,
a large fraction of the emitted scintillation photons should be detected. This implies that
the optical self-absorption of the scintillation crystal should be minimal. The NaI(Tl) is
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relatively transparent to its own light, with about the 30% of the emitted photon detected
by the PMT [86]. Due to its good scintillation properties, the NaI(Tl) remains as one of the
most used scintillation detector in SPECT, even 60 years later of the development of the
first Anger camera.

Photodetectors

The photons emitted by the scintillation crystal are detected by a photosensor, typically
a PMT, and converted into an electrical signal. The principle of a PMT is schematically
represented in Figure 1.19. Incident photons strike the photocathode located at the entry
window of the PMT, which emit a number of photoelectrons as a result of photoelectric
absorption. These electrons are directed by a focusing electrode towards a series of electrode
called dynodes, where electrons are multiplied by means of secondary emission. The geometry
of the dynode chain is such that an increasing number of electrons is produced after each
collision. Electrons are accelerated towards the next dynode under the influence of an intense
electric field established along the dynodes chain. Each dynode is held at a more positive
voltage than the previous one. The electrons reach the first dynode with a kinetic energy
equal to the potential difference between the photocathode and the dynode. This energy is
sufficient to extract more secondary electrons from this dynode and create an avalanche of
electrons. At the end of the multiplication chain, a large number of electrons is produced
and collected by the last dynode, called anode. The total number of electrons that arrive
to the anode for each photoelectron ejected from the photocathode is defined as the gain
of a PMT. Gains of the order of 105 to 108 are usually reached with these devices. The
total collected charge in the anode results in a sharp current pulse that contains the timing
information of the arrival of a photon at the photocathode. The amplitude of the pulse
delivered by the PMT is proportional to the number of scintillation light that reached the
PMT surface, which is proportional to the deposited energy [20].

Figure 1.19 – Principle of operation of a photomultiplier tube (PMT) [20].

Other photodetectors such as Silicon PhotoMultipliers (SiPM) are also widely used in
many different applications [88]. The insensitivity to magnetic field of SiPMs compared to
the standard PMTs, is one of the most interesting advantages of this kind of photosensors,
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which has given rise to the development of hybrid systems PET-MRI. This new medical
imaging technique combines the functional imaging of PET with the high contrast in soft
tissues of the MRI [89].

1.3.3 Positron Emission Tomography

Positron Emission Tomography (PET) [90] is a nuclear medicine imaging technique widely
used in the diagnosis and staging of many sorts of cancers [91]. PET is based on the decay
of β+-emitting radionuclides. The emitted positron annihilates with an electron of the
surrounding matter, resulting in the emission of two γ-rays in opposite directions, each of
them with an energy equal to the rest mass of the emitted particles (mc2 = 511 keV ). The
principle of the PET imaging is therefore based on the detection in coincidence of these two
511 keV γ-rays. The devices used in PET are commonly based on a circular array of detectors
arranged in a ring configuration around the patient (see Figure 1.20). The registration in
coincidence of these two γ-rays defines a line of response (LOR) which contains information
about the annihilation position. With a full angular coverage of the patient, the information
collected in every LOR is processed and used to produce an image of the functionality of the
organism.

Figure 1.20 – Schematic description of the principle of a PET system. Figure taken
from [85].

A PET scanner consists of a set of scintillation crystals positioned in a cylindrical gantry.
Each scintillation crystal is coupled to a PMT usually attached via a light guide. Unlike in
SPECT, the radiation detector is not an unique monolithic crystal, but it is composed by a
array of several rectangular crystals separated from each other by a reflective material like
Teflon. Crystal segmentation allows to increase the spatial resolution of the detector. The
choice of the crystal dimensions requires, however, a compromise between sensitivity and
spatial resolution [92].

To obtain a signal, the system requires interactions in two independent detectors within a
short time window. This information is extracted thanks to a coincidence circuit established

32



1.3. 3γ imaging: a new medical imaging technique

between the different detectors that compose the tomograph. Besides the coincidental time
window, a narrow energy windows is normally set around the 511 keV photoelectric peak
to determine a true coincidence. Energy and time conditions depend on the characteristics
of the scintillation crystal used in the system. After a coincidence, an annihilation is
assumed to have taken place somewhere along the LOR between the two crystals. The
information measured by each coincidental unit at different angles is reconstructed providing
3D information of the distribution of the radiotracer inside the body. Moreover, if the
study is performed over successive temporal intervals, a temporal distribution of a metabolic
function is obtained, allowing dynamic studies.

Same as in SPECT, the scintillation crystals used in PET should have a high detection
efficiency for 511 keV γ-rays, i.e. high density, large photon emission rate and good energy
and time resolutions. The NaI(Tl) used in SPECT is not a good candidate for PET imaging,
due to its poor detection efficiency at higher energies than 200 keV. At 511 keV, for example,
only 12% of the detected γ-rays deposit all their energy in the detector. PET requires
higher density crystals in order to increase the photoelectric absorption. Some of the
scintillation crystals commonly used in PET are the Bismuth Germanate (BGO), Lutetium
Oxyorthosilicate (LSO) and Lutetium Yttrium Orthosilicate (LYSO). Their basic properties
are summarized in Table 1.4. Compared to the NaI(Tl), these scintillation crystals have
lower light output, whereas they show high detection efficiency for 511 keV photons and
faster scintillation emission, which results in an important improvement in the counting-rate
capability of the detector.

Table 1.4 – Properties of some scintillators used in functional medicine imaging. Table
taken from [93].
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PET performances

Due to the limited energy and time resolutions of the system, there are also some limitations
in the coincidence detection technique that cause image degradation in PET. Figure 1.21
illustrates the main coincidence event types. A true event is considered when the two
detected photons come from the same annihilation point (Figure 1.21 a). However, if
one or both of the detected photons interact with the surrounding matter before being
detected, they may have changed their direction producing an error in the reconstructed
position. This kind of events are known as scattered events (Figure 1.21 e). Nevertheless,
since scatter produces energy loss, scattered events can be substantially reduced by the
energy window condition. Random coincidences between two γ-rays from two different
annihilation processes within the coincidence window are also possible, generating a LOR
that does not include useful information about the radiotracer distribution (Figure 1.21
d). Finally, multiple coincidences may occur when three or more photons are detected
simultaneously within the coincidence window (Figure 1.21 b). These pile-up events cause
an ambiguity between possible valid photon pairs, and therefore are usually discarded from
the reconstructed data. Equally, single coincidences are produced when only one of the
emitted photons is detected, which are directly rejected from the reconstruction (Figure 1.21
c).

Figure 1.21 – Illustration of the main coincidence event types: a) true; b) multiple; c)
single; d) random and e) scattered. Figure adapted from [90].

Since the detection of the two γ-rays is made via the coincidence between the two
back-to-back 511 keV γ-rays, there is no need of collimator. Therefore, the sensitivity of a
PET scanner is several times higher than that of SPECT. However, there are other factors
that ultimately affect the spatial resolution in PET. The emitted positron travels some
distance before it annihilates with an electron. The distance from the emission point to
the annihilation point is known as positron range and it depends both on the energy of
the emitted positron and the surrounding materials. Since PET imaging reconstructs the
annihilation sites and not the positron emission points, the non-zero positron range is one
of the main limiting factors to the spatial resolution [94]. Another factor that affects the
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performances of the PET technique is related to the fact that not all of the positrons are
at rest when the annihilation occurs. Since the majority of annihilations occur with both
positron and electron at thermal energies, by energy and momentum conservation, the two
511 keV γ-rays are emitted with an angle of approximately 180◦ [95]. However, there is
a non negligible probability that the annihilation occurs when the positron is not at rest.
This causes a non-collinearity between the emitted γ-rays that adds some uncertainty in the
identification of the annihilation position [95]. This non-collinearity may be of the order
of 0.5◦. The combination of both effects affects the intrinsic spatial resolution of the PET
imaging technique. For example, for the 18F , which is one of the most used positron-emitting
radionuclides in PET, this limitation is less than 1 mm. Nevertheless, on a PET system the
major constraint to the spatial resolution is still the intrinsic spatial resolution of the PET
detector.

1.3.3.1 Time-of-Flight PET

The Time of Flight PET or TOF-PET exploits the time difference ∆t between the two
detected photons to provide information of the depth of interaction inside the crystal. In
PET, there is a uniform probability that the emission point lays along the entire length of the
LOR. The accurate measurement of the arrival time of the two back-to-back 511 keV γ-rays
constrains the position of the annihilation point along the LOR between two coincidental
pairs [96, 97, 98]. Figure 1.22 illustrates the basic principle of the TOF-PET technique. The
time information correlates to the position of the annihilation point with respect to the
center of the FOV according to the formula:

∆x =
c

2
∆t (1.15)

where c is the speed of light. The position constraint achieved by adding the time of flight
information is not enough to highly improve the spatial resolution or to avoid the image
reconstruction process. The existing commercially available TOF-PET systems achieve
timing resolutions of the order of 450 ps to 900 ps allowing a position resolution of 6.75 to
13.5 cm (FWHM) along the LOR [99, 100, 101]. In the case of small animal imaging, the
annihilation position can be estimated with a resolution of the order of 2 - 3 cm.

The exploitation of timing information to calculate the emission point along the LOR was
introduced in the 1960s, along with the development of PET [103]. However, its application
for clinical use had to wait until the 1980s with the development of the first TOF-PET
system [104]. The TOF-PET modality has suffered a very tortuous trajectory until its
complete acceptance in the clinical practice. The early TOF-PET systems were based on
cesium fluoride (CsF) and barium fluoride (BaF2) scintillation crystals that provided good
timing resolutions compared to the standard NaI(Tl) or BGO crystals. However, due to their
low detection efficiency and low scintillation yield, the research around TOF-PET was paused
and almost forgotten in the early 1990s. Later, in the 2000s, the development of new and
faster scintillation crystals such as the LSO, reawoke the interest for this imaging modality
for both industry and research. The incorporation of new photodetectors, electronics and
more precise image reconstruction techniques have also contributed to the improvement of
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Figure 1.22 – Comparison between conventional PET and TOF-PET. The measured
time-of-flight difference (∆t) between the arrival photons in TOF-PET allows to constraint
the annihilation point along the LOR [102].

TOF-PET imaging. LYSO crystals combined with SiPMs have shown a great potential with
achievable timing resolutions of between 200 - 300 ps [105, 106]. However, even today, there
are still some technological limitations that avoid reaching the desired timing requirements
of the TOF-PET.

To obtain subcentimeter spatial resolution, a coincidence timing precision of less than
50 ps is necessary. However, this is hard to accomplish with the existing technology. On
the other hand, the additional timing information has demonstrated to improve the Signal
to Noise Ratio (SNR) in the reconstructed images, which is one of the limitations of PET
imaging. The statistical noise reduction factor or gain of the TOF-PET with respect to the
Non-TOF mode can be approximated as:

SNRTOF

SNRNon−TOF

=

√

D

∆x
(1.16)

where D is the size of the emission source. The SNR improvement of the TOF-PET for a
time resolution of 500 ps and a patient with 40 cm in diameter is about ∼2.3. Since this
gain is related to the object size, a largest improvement is expected in heavy patients. No
improvement in terms of SNR is, however, obtained for small animal imaging technologies.

Over the recent years, the results show that the advantages of TOF-PET should be
focused on the improvement in terms of lesion detection, shortening of the total imaging
time and reduction of the injected dose [99].
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PET and SPECT Radionuclides

Radioactive tracers are based on a specific biological active molecule coupled to a radioactive
isotope, that allow the assessment of physiological and metabolic functions in the organism
and the diagnosis of diseases. The type of carrier molecule depends greatly on the purpose
of the scan, which can vary from bone imaging (Na18F ), myocardial perfusion (82RbCl) or
glucose metabolism (18FDG). Properties such as decay scheme, effective half-life, energy
and chemical properties make radionuclides appropriate for certain applications.

Radioactive tracer employed in SPECT are all γ-emitting radionuclides. The most
common radioactive marker is the 99mTc, which is characterized by a half-life of 6 hours and
the emission of a main γ rays of energy 140 keV. The 99mTc is produced by the decay of 99Mo
that has a much longer half- life of 66 hours. This allows the use of 99Mo−99mTc generators,
which make 99mTc daily available in hospitals. Other frequently used radioisotopes in SPECT
are listed in Table 1.5.

Radionuclide Half-life Energy (keV)

99mTc 6.02 hours 140.5
123I 13 hours 159
201T l 73 hours 170, 135

e− capture 69 - 80 keV
67Ga 3.26 days 93.3, 185.6, 300
111In 2.81 days 171.3, 245.4

Table 1.5 – Physical properties of the main radioisotopes used in SPECT.

PET requires β+-emitting radionuclides. The most frequently used are listed in Table 1.6
with some of their physical characteristics. Among them, the 18F , characterized by a half-life
of 110 minutes and positron range of less than 0.7 mm in water, is the most commonly
used radionuclide in neurology, cardiology and in the diagnosis and staging of many sorts of
cancer. The most frequently used 18F -labeled radiopharmaceutical is 18-fluoro-deoxy-glucose
(FDG), which is an analogue of glucose. The other relevant PET isotopes are characterized
by much shorter half-lives with respect to 18F , so they have to be produced in the same
center where the medical exam is performed. The positron energy and its resulting range in
water are inversely correlated with the PET image resolution.

1.3.4 Future trends in functional imaging

The perspectives of nuclear medical imaging are in constant growth thanks to the technological
advances and the development of new radiopharmaceutical. In the past few years, the progress
in functional imaging is focused, not so much in the constant improvement of image resolution,
which is probably nearing its limit, but in its consolidation as a routine clinical technique.
The reduction of the injected dose and the shortening of the imaging time have also become
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Table 1.6 – Physical properties of positron emitters radionuclides used in PET. Figure
taken from [107].

of great importance to reduce the radiation exposure of the patients and working personnel
during a medical exam. To overcome some of the limitations of PET and SPECT, which
show a relative poor anatomical detail, the development of multimodal imaging system
offers more reliable images. Multimodality is based on the combination of two or more
different imaging techniques to take advantage of complementary information provided by
each independent modality. Anatomical imaging ensures very good spatial resolution of
less than 1 mm. However, for the diagnosis and staging of certain diseases, morphological
information is not always enough, since functional changes may occur in the absence of
any associated structural change. Accordingly, multimodal imaging is currently a preferred
approach. Nowadays, there are commercially available PET-CT, SPECT-MR and PET-MR
multimodal systems [108, 109, 110]. In particular, the coupling of PET and CT has become
a standard in clinical practice due to the improved quality image and robustness of the
diagnosis [111].

1.3.5 Medical imaging with a Compton Camera

Compton imaging is a well-know technique that exploits the kinematics of Compton scattering
for the reconstruction of the origin of incoming γ-rays [112]. The original direction of the
incident particle can be determined from the coordinate point (xi, yi, zi) and the energy
deposited (Ei) at each individual interaction i. Figure 1.23 depicts the principle of Compton
imaging for a single γ-ray. The basic useful event for a Compton scattering system consists
of two interactions, a Compton scattering and a photoelectric absorption. In the first
interaction, the incoming γ-ray with energy Eγ is deflected from its initial trajectory after
losing some of its energy to an atomic electron. The resulting energy E1 can be determined
from the scattering formula:

Eγ
′ =

Eγ

1 + Eγ(1− cos θ)/mec2
(1.17)
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From the energy conservation, the energy deposited after the first interaction is: E1 =

Eγ − Eγ
′ . After the second interaction, the scattered γ-ray with energy Eγ

′ is completely
absorbed. Assuming that both events are calorimetrized inside the detector, the incident
energy Eγ is equal to the sum of the deposited energies in both interactions: Eγ = E1 + E2.
Applying energy and momentum conservation, the deflection angle for the first interaction
can be computed using the Compton scatter formula:

cos θ = 1 + mec
2

(

1

E1 + E2

−
1

E1

)

(1.18)

The incident direction of the incoming γ-ray cannot be directly determined, but it
theoretically falls in the surface of a cone with opening angle θ and an axis direction that
can be determined from the spatial coordinates (x1, y1, z1) and (x2, y2, z2) of the first and
second interactions, represented by the subscripts 1 and 2 respectively. Therefore, the spatial
location of the interaction points combined with the deflection angle, constraint the possible
location of the emission point. Each detected γ-ray is expected to have different reconstructed
Compton cones from different scatter angles and axis. The intersection of the cones resulting
from multiple incident γ-rays, reveals the probable location of the radiation source. For an
accurate reconstruction, the correct sequence of the two interactions must be known.

Figure 1.23 – Basic principle of a Compton camera [113].

Compton imaging systems, also known as Compton cameras are widely used to image
sources of gamma radiation in a variety of applications such as nuclear medicine imaging,
hadrontherapy, γ-ray astronomy and homeland security. Traditional Compton cameras
consist of, at least, two independent position-sensitive detectors working in coincidence. The
γ-ray undergoes a Compton scattering in the first detector, known as the scatterer, and
is completely absorbed in the second module or absorber as illustrated in Figure 1.23. In
nuclear medicine, Compton cameras have the potential to overcome some of the inherent
physical limitations of standard SPECT and PET systems in terms of system sensitivity
and image resolution. The direct triangulation of the position of the radioactive source,
allows the possibility of imaging the source distribution without the use of mechanical
collimators and reconstruction algorithms. Compton imaging also provides large field of view,
good background rejection, direct 3D imaging and an increase of the detection efficiency
over a large energy range between hundreds of keV to tens of MeV. However, an accurate
reconstruction of the Compton cones requires high spatial and energy resolutions. Some
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technological limitations have prevented Compton imaging to become a suitable medical
imaging alternative in clinical practice. In the recent years, the development of new detectors
and optimized technologies have renewed the interest of Compton imaging for medical
applications. The use of solid state detectors seems very promising to fulfill the requirements
of Compton imaging. The choice of LXe as detection medium has also shown its potential
for γ astronomy with the LXeGRIT experiment [114] and in nuclear medical imaging [115],
which is the purpose of this dissertation.

1.3.6 The 3γ imaging technique

As mentioned in the introduction, one of the increasing concerns in nuclear medicine is the
radiation exposure of the patients during a medical exam. Typical 18F − FDG injected
activities in human PET studies are in the range from ∼370 to 740 MBq [116], while in
small-animal PET, activities of the order of 4 - 40 MBq are typically applied [117]. These
injected activities lead to effective doses on the order of ∼10 mSv. The administered doses
and the examination times, which are of the order of 10 - 45 min depending on the scanner,
disease, patient and image reconstruction method, are prohibitive for monitoring disease
progression and the assessment of the response of a disease to treatment. A new medical
imaging technique called 3γ imaging was proposed to improve not only the spatial resolution
of standard nuclear imaging techniques, but also to reduce the administered dose maintaining
image quality with reasonable scanning times. This technique opens a new window in the
future of medical imaging in which low dose is required.

The 3γ imaging technique is based on the triple coincidence between the two 511 keV
γ-rays generated after the annihilation of a positron with an electron, and an additional
γ-ray emitted from a specific 3γ-emitting radioisotope. The notion of the triple coincident
Compton imaging was introduced for the first time in 1987 by Liang et al. [118]. However,
due to the limited available technology at that time, no further research was performed
around this technique. Later in 2001, Kurfess and Phlips [119] resumed the research work
based on solid-state detectors. Independently, in 2004 Thers et.al. [72] proposed the idea
of the 3γ imaging and the potential of using a large monolithic LXe Compton camera as
γ-detector. To consolidate and show the advantages of the 3γ imaging technique, a first phase
of research and development (R&D) has been carried out within a research project called
XEMIS (XEnon Medical Imaging System). This initial phase involves both fundamental
research and the implementation of novel technologies. Currently, 3γ imaging with LXe is
in the early stages of the pre-clinical phase with the development and characterization of a
small animal LXe Compton imaging system called XEMIS2. Furthermore, the application
of the 3γ imaging modality has been recently adopted by other authors such as [120], who
propose the use of a standard Compton camera based on solid state detectors and LaBr3
scintillator crystals as detection system.

In this section, we describe the basic principle of the 3γ imaging technique. The physical
requirements of a LXe Compton camera to achieve an accurate reconstruction of the position
of the radioactive source are also discussed. Finally, we present the features required by a
3γ-emitting radionuclide as a possible candidate for this medical imaging modality.
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Principle of the 3γ imaging technique

3γ imaging is a new functional medicine imaging technique based on the detection in
coincidence of three γ-rays. This medical imaging modality aims to obtain a precise 3D
location of a radioactive source with both good energy and spatial resolutions, and a
significant reduction of the dose administered to the patient. The principle of the 3γ
imaging technique consists in measuring the position of a radioactive source in 3D using the
simultaneous detection of three γ-rays. Consequently, this technique requires the use of a
specific radionuclide that emits a γ-ray and a positron in quasi-coincidence [121]. Assuming
that the positron and the γ-ray are emitted simultaneously, the position of the radionuclide
is then obtained by the intersection between the LOR, given by the two back-to-back 511 keV
γ-rays resulted from the positron annihilation, and the Compton cone defined from the
interaction of the third γ-ray with a Compton telescope. The Compton cone surface contains
the incident direction of the third γ-ray and it can be directly inferred from the Compton
kinematics as explained in the previous section. The aperture angle of the cone, θ, is given
by the Compton scattering formula (see Equation 1.18), whereas the axis of the cone is
determined by the first two interaction points of the incoming photon inside the detector.
Figure 1.24 illustrates the principle of the 3γ imaging technique.

Figure 1.24 – Schematic illustration of the principle of the 3γ imaging technique with a LXe
Compton telescope. The difference between the position of the source and a reconstructed
intersection point (green point) is represented as ∆L. This difference can be also expressed
in terms of the angle α [82].

Thanks to the additional information brought by the third photon, in contrast to the
previously mentioned medicine imaging techniques SPECT and PET, the 3γ imaging allows
real-time detection and the direct reconstruction in 3D of the emitter position at a low
counting rate. The potential of this new medicine imaging modality lies directly in the
reduction of the number of radioactive decays needed to obtain an image. The time required
to perform an exam and the radioactive dose received by the patient should be therefore
significantly reduced.
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Modern small animal PET imaging systems can reach spatial resolution of the order
of 1 - 2 mm (FWHM) with sensitivities of 1% to 15% for a point source at the center of
the FOV [122]. The combination of the positron annihilation with a prompt γ-ray enables
to reach submillimiter spatial resolution in the 3D with high sensitivity. Previous results
showed that a uniform sensitivity of around 5% to 7% along the full FOV are expected with
a monolithic LXe Compton camera design for small animal imaging [123].

Moreover, 3γ imaging shows the potential to overcome certain limitations of the standard
functional imaging techniques. The additional information supplied by the third photon
allows to efficiently separate the reconstructed true events from background. Therefore,
the spatial uncertainty introduced by the positron range and Compton scattering of the
γ-rays within the object before reaching the detector can be strongly reduced. A detailed
simulation of the detector have shown the possibility of obtaining good property images only
by the triangulation of the position of the source from the interaction of the three γ-rays
in a simulated rat phantom, without any additional reconstruction algorithms. First raw
images shows very good results with a sensibility of 7%. Furthermore, to increase the quality
of the reconstructed image, a deconvolution technique using the ML-EM iterative algorithm
has been also implemented showing that good properties images of the whole animal can be
obtained with only 20 kBq of injected activity, 100 less of activity than a conventional small
animal functional imaging exam.

Requirements of the 3γ imaging technique

To exploit the advantages of the 3γ imaging technique the Compton telescope requires a
high Compton scattering efficiency and a high spatial and energy resolutions on each γ

interaction. As discussed in the previous section, for each coincidence event, a Compton
cone is reconstructed. The precision on the reconstruction of the intersection point between
the cone and the LOR is what determines the image spatial resolution of the detector. The
errors on the reconstruction of the cone involve the uncertainty on the cone apex (σ2

θp
),

and opening angle (σ2
θE

), that can be quantified as an angular resolution on the emission
point along the LOR (σθ). In fact, the angular resolution can be considered as one of the
most important parameters to characterize the image performances of a Compton camera.
Assuming that each contribution is Gaussian-distributed and uncorrelated, the total angular
resolution can be expressed as:

σ2
θ = σ2

θp + σ2
θE

+ σ2
θDB

(1.19)

where σ2
θDB

represents the intrinsic limitation to the angular resolution due to the Doppler
broadening effect (see Chapter 2, Section 2.3.2). Therefore, there are three sources of error
that limits the angular resolution of a Compton camera: the position resolution, which limits
the precision in measuring the the direction of the scattered γ-ray, the energy resolution,
which affects the determination of the scatter angle, and the inherent resolution given by the
Doppler broadening.
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Energy resolution

The aperture angle of the reconstructed cone is computed using Equation 1.18, that can
be expressed in terms of the energy transferred to the ejected electron Ee according to the
following expression:

cos θ = 1 + mec
2

(

1

Eγ

−
1

E1

)

= 1 + mec
2

(

1

Eγ

−
1

Eγ − Ee

)

(1.20)

where Eγ is the energy of the incoming photon. Therefore, any error in the determination of
the deposited energy affects the value of the Compton angle. The contribution of the energy
resolution can be estimated by applying error propagation to Equation 1.20 and assuming
that Eγ is known:

σ2
θE

=

(

∂θ

∂Ee

σEe

)2

(1.21)

where σEe
is the energy resolution of the detector. The energy contribution to the angle θ is

therefore given by:

∂θ

∂Ee

=
1

sin θ

mec
2

(Eγ − Ee)2
(1.22)

The energy resolution in a LXe Compton telescope depends on three main factors:

σ2
Ee

= σ2
LXe + σ2

el + σ2
others (1.23)

The first contribution σLXe is the intrinsic energy resolution of LXe and it comes from
statistical fluctuations in the charge carrier formation (see Chapter 2, section 2.2). The
number of electron-ion pairs produced by an ionizing particle in the LXe is proportional
to the deposited energy, E0, in such interaction: Ni = E0/W . However, the number Ni of
generated charge carriers fluctuates statistically, which results in a physical limit to the energy
resolution of the detector. In a first approach, it can be expected that this number fluctuates
according to Poisson statistic. However, due to the correlation between the events along the
track of the recoiling electron, they can not be treated independently. The deviation from the
Poisson limit is quantified by the Fano factor, F, that depends on the target material [124].
The energy resolution of a detector expressed in terms of the full width at half maximum
(FWHM), can be inferred from the Fano factor through the following formula:

σEe
= 2.35

√
FNi

Ni

= 2.35

√

FW

E0

(1.24)
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LXe has an estimated low Fano factor of 0.041 [1], which predicts a theoretical energy
resolution of about 2 keV (FWHM) at 1 MeV, of the order of that of germanium detectors.
However, it has been demonstrated experimentally that this value is underestimated since
several contributions are missing. In LXe the lifetime of the electrons in the detector is
limited by the recombination between electrons and positive ions. The recombination rate
depends on the applied electric field along the drift length of the detector as discussed in
Section 2.2, and it introduces an additional source of uncertainty in the measurement of
the energy resolution. The best published result in LXe, combining scintillation light and
ionization electrons, is 1 % (σ/E) for 1.33 MeV γ-rays, measured by Stephenson et al. [125]
at an electric field of 0.2 kV/cm. With our LXe TPC, an energy resolution of 5 % (σ/E) has
been obtained for 511 keV 22Na γ-rays at an electric field of 1 keV/cm [82, 115].

The second contribution to the energy resolution σel comes from the electronic noise
introduced by the readout electronics (see Chapter 4) and its value does not depend on
the energy. The electronic noise must be minimized to increase the SNR and to allow the
detection of low deposited energies. A electronic noise of the order of 100 e− has already
been reported with our experimental set-up [115]. Such low electronic noise is necessary
to recuperate all the deposited energy after an interaction that may be shared by multiple
neighboring pixels. An electronic noise of less than 100 e− is negligible with respect to
the contribution due to the intrinsic energy resolution, which results in a measured energy
resolution of 5 % at 511 keV [82]. Finally, the last term σothers accounts for other contributions
to the energy resolution such as the inefficiency of the Frisch grid or pulse rise time variations
(see Chapter 5).

Position resolution

The axis of the Compton cone is determined from the intersection point between the first
and second interactions of the incoming γ-ray inside the detector. The position of the source
~r is related to both interaction positions via the following geometric expression:

cos θ =
(~r2 − ~r1).(~r1 − ~r)

||~r2 − ~r1||.||~r1 − ~r|| (1.25)

The spatial resolution is thus proportional to separation distance between the two
interactions. The impact of the position to the opening angle can be approximated by:

σ2
p = σ2

(x1,y1)
+ σ2

(x2,y2)
(1.26)

where σ(x1,y1) and σ(x2,y2) represent the spatial resolution of the first and second interaction
points respectively. The uncertainty on the position of each interaction depends on the
geometry of the collecting electrode. In the case of a pixelated anode, the lateral spatial
resolution depends on the pixel size as well as on the size of the electron cloud. If the charge
cloud is completely detected by a single pixel, the position of the interaction is referred to the
center of the pixel. On the other hand, if the charge cloud is spread over several pixels due
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to the charge sharing effect, the interaction point is calculated as the centroid position of the
charge distribution. Either way the pixel size introduces an error on the determination of the
interaction point which depends on the pixel size. Considering a uniform spatial resolution
with the energy and the drift distance of about σs ≃ 500 µm (σx ≈ σy ≈ σz), the impact of
the position resolution can be approximated as:

σp =
√
2

σs

d(Eγ′ )
(1.27)

where d(Eγ
′ ) is the 3D separation between the two interaction vertex that depends on the

deposited energy in the first interaction point, which in turn depends on the scatter angle
θ. The distance d increases with the energy of the scattered photon. To estimate the
contribution of the position resolution, the value of d for an incident γ-ray of 1.157 MeV
should take into account the minimum possible distance due to both the pixel size and the
electronic shaping time to avoid pile-up. 1.157 MeV corresponds to the energy of the third
γ-ray emitted from a source of 44Sc (see next section). The anode is divided in 64 pixels
of 3.125×3.125 mm2 each. Therefore, two interaction will be separated only if the distance
between them is at least 3.125 mm along the two dimensions X-Y. Moreover, to consider the
separation along the drift length, the collected signals from each interaction point should be
separated a minimum time that comprises the rise and fall times of the integrated pulses,
which is of the order of 7 to 8 µs. A minimum distance of 1 cm was then considered.

This separation between two consecutive interaction also depends on the deposited energy
in the first interaction. The higher the deposited energy, the smaller the remaining energy of
the scattered γ-ray, a thus smaller the distance between interaction. This average distance is
determined by the mean free path of the scattered γ-ray.

Doppler broadening

Doppler broadening constitutes an irreducible limitation to the angular resolution in a
Compton telescope. The effect of Doppler broadening is higher for target materials of larger
atomic number, such as Ge or Xe, compared to Si or liquid scintillators [126]. In the case of
LXe and for γ-rays with incident energies of 1.157 MeV, its contribution is very small and
can be directly neglected [58]. For a more detailed description of the Doppler broadening
effect see Chapter 2, Section 2.3.2.

Angular resolution

Taking into account the contributions of the energy and spatial resolutions, we can estimate
the angular resolution of a LXe Compton camera. Figure 1.25 shows the angular resolution
as a function of the scatter angle determined from Equation 1.19, where the term due to
Doppler broadening is zero. The energy (red line) and position (green line) resolutions as
a function of the scatter angle were obtained using Equations 1.21 and 1.27 respectively,
for an incoming energy of 1.157 MeV. As we can see, the angular resolution is dominated
by the contribution of the energy resolution. For scatter angles up to ∼ 60◦, the angular
resolution is less than 3◦and improves for more forward scatterings. The energy resolution
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has a minimum value at around ∼ 7◦. For smaller values of the scatter angle, the energy
resolution worsens and diverges at very small values of θ. Equally, for scatter angles bigger
that 60◦, the energy resolution increases. This can be better understood from Figure 1.26
that shows the energy of the recoil electron as a function of the scatter angle obtained from
Equation 1.3.

The energy transferred to the electron varies from zero, when the electron is scattered at
right angles, to a maximum value obtained for a scattering angle of 180◦(see Figure 1.26). In
a backscattering collision, the electron moves forward in the direction of the incident photon.
At high electron energies the term (Eγ − Ee)

2 from Equation 1.22 dominates and thus, the
angular resolution degrades at higher scatter angles. This can be also deduced from the
slope of the curve on Figure 1.26. A small error in the calculation of the electron energy,
implies a significant error in the scatter angle determination. Similar results are observed at
small Compton scattering angles. For small electron energies, i.e. small scatter angles, the
term 1/θ of Equation 1.22 dominates, which tends to infinity as the angle decreases.

The dependence of the angular resolution on the interaction point separation is shown
in the green line of Figure 1.25. As we can see the position resolution is almost constant
with the scatter angle. This implies that, for the typical separation between interaction of
the order of few cm used to estimate the contribution of the spatial resolution, a position
resolution of millimeters is required for good imaging performance.

From Figure 1.25 we can deduce that not all scatter angles are thus valid to perform
the Compton cone reconstruction. Fair values of the angular resolution are, therefore, for
scattering angles between ∼ 10◦ to 60◦, which translate into a deposited energy between
40 keV - 610 keV (see Figure 1.26). This implies that an additional cut on the clusters energy
should be included in the analysis.

Figure 1.25 – Expected angular resolution of XEMIS as a function of the scatter angle for
an electric field of 2 kV/cm (black line). The electronic noise was fixed to 150 e−/cluster
and the intrinsic energy resolution σLXe was parametrized using the results of [115].
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Figure 1.26 – Energy of the recoil electron as a function of the scatter angle obtained
from Equation 1.3. The red dashed lines represent the energy interval associated with an
acceptable angular resolution.

3γ emitter radionuclides. The 44Sc

The 3γ imaging technique requires a specific radioisotope that emits a positron and γ-ray
in quasi-coincidence. Among the possible candidates the radionuclide must present a series
of specific characteristics. After the emission of the positron, the daughter nuclide should
remain in an excite state to follow a transition to its ground state with the consequent
emission of a γ-ray. The decay time to the ground state should be fast enough to consider
that both emissions, positron and γ-ray, are almost simultaneous. This feature is important
to exploit the temporal coincidence of the three γ-rays. The branching ratios of the positron
and gamma emissions should be close to 100% to increase the detection efficiency. Moreover,
it is preferable that the de-excitation of the daughter nuclide is followed by the emission of
an unique γ-ray, to reduce the dose administered to the patient, the noise background and
the counting rate of the detector. The energy of the emitted photon should also be higher
than the energy of the two 511 keV γ-rays produced after the annihilation of the positron, to
favor the Compton scattering and avoid mispositioning the emission source. The limitation
due to attenuation within the patient before reaching the detector is also reduced as the
energy of the emitted photon increases. Finally, although the information of the third γ-ray,
which comes directly from the source, helps to reduce the spatial uncertainty produced by
the positron range, the energy of the emitted positron is also relevant for 3γ imaging. Higher
positron energies implies higher average positron ranges.

There are a large number of radioisotopes like 94mTc, 67Br, 124I, 86Y, 152Tb, 52Mn, 82Rb,
22Na and 44gSc that are possible candidates for the 3γ imaging technique. Table 1.7 list the
properties of some of these radionuclides. Beyond them, the 44gSc seems to be a particularly
attractive choice. The 44gSc has a half life of ∼4 hours, which is good for clinical practice. In
contrast, the 14O and 82Rb have too short half lives, whereas the 22Na has a extremely long
half life of 3 years. The 94mTc has also a relative adequate half life of ∼ 1 hour. However,
the probability of positron decay is only 67.6 % with the emission of one or more γ-rays with
energies between 871.05 keV to 2740.1 keV. The 44Sc, on the other hand, decays 94.27 % of
the time in a positron (5.73 % by electron capture), with a γ-ray emission probability of
99.9 % [127]. Figure 1.27 shows the decay scheme of 44gSc.
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14O 22Na 44gSc 82Rb 94mTc

Half life: 70.6 s 2.6 years 3.97 hours 1.273 min 52 min

β+ BRa (%): 99.249 90.326 94.27 13.13 67.6

81.76

Emax β+ (keV): 1808.24 545.7 1474.3 2601 2439

3378

Eγ (keV): 2312.6 1274.5 1157 776.52 871.5

993.19

1522.1

1868.7

2740.1

3129.1

γ BR (%): 99.38 99.94 99.9 15.08 94.2

2.21

4.5

5.7

3.5

2.21

Table 1.7 – Physical properties of some 3γ-emitting radionuclides [127].

aBranching Ratio.

Figure 1.27 – Decay scheme of 44gSc. Figure from [127].

The 44gSc decays to excited 44Ca by β+-decay emission. The positron is emitted with
a maximum energy of 1.474 MeV. Then, the excited 44Ca decays in about 2.61 ps to the
ground state by emitting an unique γ-ray of 1.157 MeV. This path is followed 99.9% of the
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time. Due to the fast emission of the third photon, we can assume that they are emitted
simultaneously.

The 44gSc can be directly produced from a 44T i/44Sc generator (T1/2 = 60.4 years) [128].
However, nowadays the production of 44T i is limited for clinical use. An alternative via of
production is based on the irradiation of natural calcium or enriched calcium-44 targets [129,
130]. Currently, 44gSc is produced at the ARRONAX cyclotron (Nantes, France) via the
irradiation of a 44CaCO3 target with 16 MeV deuterons, through the production of the
44Sc/44gSc in-vivo generator [131]. This projectile and energy allow to avoid the production
of 43Sc, a radioisotope with the same half-live as the 44gSc.

The disadvantage of this method is, however, the co-production of longer-lived radioactive
impurities such as 44mSc (T1/2 = 58.6 hours). The 44mSc mainly decays by internal transition
to its ground state (98.80%). Due to its long half life, the use of a 44mSc/44Sc generator
can be an interesting option for the tracking of long-lived radioisotopes for targeted therapy
with monoclonal antibodies (mAbs). However, for the 3γ imaging technique, only the 44gSc
is interesting. Therefore, it requires a production route that limits the production of both
44mSc and 43Sc. Indeed, these isotopes will result in an undesirable source of background
in the detector, and an unnecessary increase of radiation exposure to the patient. The
concentration of impurities depends on the energy of the particle beam. Duchemin et al. [130]
showed that the production of 43Sc and 44mSc can be reduced by irradiating a 44Ca target
with protons of 15 MeV. The use of 44gSc labeled to DOTAT-conjugated peptides has already
been tested in pre-clinical [132] and clinical trials [133] showing promising results. The 44Sc
is a particularly promising element for nuclear medicine since several radioisotopes are suited
for both therapy and/or diagnosis. The physical properties of the scandium isotopes suitable
for nuclear medicine are listed in Table 1.8.

43Sc 44gSc 44mSc 47Sc

Half life: 3.89 hours 3.97 hours 2.44 days 3.35 days

Emitter: β+ (88 %) β+ (94.27%) γ (98.8 %) β− (100 %)

Emax β (keV): 1200 1474 - 440.9 (68.4 %)

600.3 (31.6 %)

Eγ (keV): 372.8 (23 %) 1157 (99.9 %) 270 159 (68 %)

Production: 43Ca(p, n) 44Ca(p, n) 44Ca(p, n) 48T i(p, 2p)
42Ca(d, n) 44Ca(d, 2n) 44Ca(d, 2n)

natCa(α,X) 44T i/44Sc gen.
natCa(α,Xn)43T i

Clinical use: diagnosis diagnosis diagnosis therapy

Table 1.8 – Main properties of the scandium isotopes of interest for nuclear medicine [131,
134].
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1.4 Conclusions Chapter 1

In this chapter, the main characteristics as a detection medium of liquefied noble gases
and in particular liquid xenon have been discussed. One of the most basic advantages of
liquid xenon is its high density and atomic number, which results in a high stopping power
for ionizing radiation. Moreover, the simultaneous emission of both a scintillation and an
ionization signals after the interaction of an ionizing particle, is a particular interesting
property of this kind of media. Among liquid noble gases, liquid xenon has the smallest
W-values and thus, the highest ionization and scintillation yields. In addition to the large
light yield, the fast response of liquid xenon to radiation, which is of the order of a few ns,
makes it suitable for timing applications.

Liquid xenon has proven to be a perfect candidate as a γ-ray detector in the energy range
from several tens of keV to tens of MeV due to its ideal properties. For this reason, its use
as radiation detection medium has increased in the recent years in numerous applications in
particle physics, astrophysics and medical imaging. A short overview of some of the currently
liquid xenon-based detectors used in the detection of rare events, such as neutrinoless double
beta decay or the direct detection of dark matter, γ-ray astronomy and functional medical
imaging is also presented in this chapter.

In fact, liquid xenon is considered as a promising detection medium for medical applications
since the 1970s. Early approaches were focused on the use of liquid xenon as a detector
medium in SPECT and PET. These two medicine imaging modalities, based on standard
scintillation crystals, are well established in the clinical practice. A brief description of these
two functional imaging techniques is presented in Section 1.3.1.

The potential of LXe has led to the development of a new concept of nuclear medical
imaging based on the precise 3D location of a radioactive source by the simultaneous detection
of 3γ-rays. To take advantage of this imaging technique called 3γ imaging, a detection
device based on a single-phase liquid xenon Compton telescope and a specific (β+,γ) emitter
radionuclide, 44Sc, are required.

The XEMIS project (XEnon Medical Imaging System) developed at Subatech laboratory,
has started a research program that revolves around the feasibility of the 3γ imaging
concept for its future in pre-clinical and clinical applications, and the development of new
technologies around liquid xenon detection and cryogenic systems. The biggest advantages of
this technique are the improvements in detection sensitivity, position resolutions and reduction
of the injected activity to the patient. The basic principle and the main requirements of the
3γ imaging technique are discussed in Section 1.3.6.

A first prototype of a liquid xenon time projection chamber called XEMIS1 has been
successfully developed. A second phase for small animal imaging has already begun with the
construction and calibration of a larger-scale liquid xenon Compton camera called XEMIS2.
The characteristics of both XEMIS1 and XEMIS2 are presented in Chapter 3. In the next
chapter, we introduce the basic principle of a liquid xenon time projection chamber and the
main transport properties of charge carriers in liquid xenon.
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D
ue to the signal generation properties of LXe, which can produce simultaneously both
ionization and scintillation signals after the passage of an ionizing particle through

the medium, LXe detectors can be divided into three different categories according to
which kind of signal they detect: the ionization signal, the scintillation signal, or both [2].
Ionization detectors have been commonly used since the first half of the 20th century to
detect and measure only the ionization signal [135]. However, the difficulties associated
with the scintillation light detection mainly due to the emission wavelength (178 ns) and
the very low working temperature of xenon-based detectors, made the measurement of the
light signal much complicated. During the last half of the 20th century, the development
of new photodetectors with UV sensitivity and capable of withstanding the temperature of
LXe, launched the development of a new generation of LXe detectors. LXe Time Projection
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Chambers (TPC) belong to the category where both ionization and scintillation signals
are simultaneously detected. A TPC is a sophisticated ionization detector that provides
accurate information of individual events. They are extensively used in modern nuclear
and particle physics experiments due to their ability to provide spatial information of the
position of the particle track with high resolution, energy deposit information, as well as
particle identification.

This chapter summarizes the fundamentals of the LXe TPC detection technology.
This includes a discussion of the different mechanisms that affect the ionization signal
production. The diffusion of the electron cloud during the drifting process and the electron-ion
recombination are two factors that have a direct impact in the performances of a detector
of the characteristics of XEMIS. Moreover, the range of the primary electrons, the X-ray
emission and the Doppler broadening effect are other processes that affect the measurement
of the ionization signal in a LXe TPC. The theoretical explanation of some of these processes
is supported by experimental results reported by other authors including some of our work.
The last part of this introductory chapter is devoted to technical considerations, such as the
presence of impurities inside the LXe, that can degrade the measurement of the ionization
signal.

2.1 Liquid xenon Time Projection Chamber

The 3γ imaging technique requires a detector that provides high sensitivity to emitted
radiation, precise interaction localization and high energy resolution in order to obtain an
image of the source with an acceptable SNR. As discussed in Section 1, a LXe Compton
telescope is a perfect candidate to exploit the benefits of both the LXe and the 3γ imaging
technique. However, Compton sequence reconstruction requires precise information of the
3D position and deposited energy of each individual interaction in the detector. To provide
these informations the XEMIS detector is based on a Time Projection Chamber (TPC).

The concept of TPC was first introduced by D. Nygren at Berkeley in 1974 for the
study of electron-positron collisions at the PEP colliding-beam ring at the SLAC National
Accelerator Laboratory [136]. The original design of the Nygren’s TPC is presented in
Figure 2.1. The detector was based on a cylindrical chamber of 2 m long and 2 m in diameter
filled with methane gas. In 1977, the concept of the TPC technology using a liquid instead
of a gas was first proposed by C. Rubbia for the ICARUS project [137]. The detector was
a large-volume TPC of 600 ton filled with LAr dedicated to the study of the properties of
neutrino interactions. But it was not until 1989 when E. Aprile proposed for the first time
the use of LXe as detection medium in a TPC for γ-ray spectroscopy and Compton imaging
(see Section 1.2) [45].

In this section we introduce the basic principle of a LXe TPC. A more detailed description
of the characteristics of the TPC used in XEMIS is presented in Chapter 3.
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Figure 2.1 – Detector schematics of the TPC proposed for the first time by D. Nygren in
1974. Figure taken from [136].

2.1.1 Basic principle of a TPC

A TPC is a homogenous large-volume tracking detector that provides three-dimensional
event reconstruction and energy information. Figure 2.2 illustrates the principle of a LXe
TPC. The basic design of a TPC consist of two parallel plane electrodes (anode and cathode)
separated by a certain distance d and filled filled with a gas or a liquid.

When an ionizing particle such as a γ-ray crosses the sensitive volume of the TPC,
it ionizes the medium producing a track of electron-ion pairs. A uniform electric field
of the order of several kV/cm applied between the two opposed electrodes prevents the
recombination between electrons and ions. The electric field forces the electrons to drift
towards the anode where they are collected by a pixelated array. The segmented anode
provides two-dimensional information of the interaction inside the fiducial volume (X-Y
coordinates). The third coordinate Z defined along the TPC axis, represents the distance
from the point of interaction to the collecting electrode and is given by the drift time of the
ionization electrons, as presented in Equation 2.1:

Z =

∫ t

t0

~vdrift(t
′, ~E) dt′ (2.1)

where ~vdrift is the electron drift velocity, which depends on the applied electric field ~E, t0 is
the time when the interaction occurs or trigger time, and t is the electron collection time.
For a uniform electric field Equation 2.1 can be simplified by: Z = vdrift(t − t0).

An advantage of using LXe as detection medium is the simultaneous production of a
scintillation signal that provides to the detector self-triggering capabilities. Due to the fast
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scintillation light emission in LXe of the order of a few ns, t0 can be obtained from the
scintillation signal detection by for example a VUV sensitive PMT.

Figure 2.2 – Schematics drawing of the principle of a TPC.

Signal amplification is commonly used in TPCs due to the reduced amount of charge
carriers produced per interaction. The charge amplification was traditionally accomplished by
multi-wire proportional chambers (MWPCs). However, in the last decades the development
of micropatterns detectors such as Gas Electron Multiplier (GEM) [138] and MICROMEsh
GAseous Structure (MICROMEGAS) [139], have become a successful alternative in TPCs.
These kind of detectors include a micro-mesh located at several hundreds of µm from the
collecting electrode. The small gap between the mesh and the collecting electrode, also called
amplification zone, is intended to amplify the ionization signal by applying a large electric
field.

In LXe no charge multiplication in necessary, so the collected charge corresponds directly
to the amount of charge produced by ionization, which in turn is proportional to the energy
lost by the interacting particle in the medium. Therefore, the information of the deposited
energy can be directly extracted from the amplitude of the ionization signal. Instead of using
one of these amplification systems, we use a Frisch grid to collect the generated charges.
The grid is placed between the cathode and anode to shield the anode from the motion of
positive ions inside the sensitive volume (see Figure 2.2). Electrons start inducing a signal
on the anode after passing through the grid, so the signals are independent of the position of
the interaction with respect to the anode. To measure the amplitude and drift time of the
collected signals, even in high-multiplicity events, fast read-out electronics are required.

2.1.2 Waveform formation

The information of the 3D position and deposited energy of each individual interaction is
directly obtained from the waveforms generated by the read-out electronics. A brief summary
of the signal formation process from the interaction of radiation with the detector to the
charge collection by the electronics is presented in this section.

As discussed in Chapter 1, after the passage of an ionizing particle through the detector,
the deposited energy E0 is converted into a number of electron-ion pairs due to ionization.
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The number of produced charge carries is given by the expression: N0 = E0/W where
W is the average energy needed to create an electron-ion pair. The small W-value in LXe
implies high ionization yield and thus, the deposited charge can be directly measured from
the amplitude of the signals.

Several effects such as electron-ion recombination and the purity of the medium play also
an important role in the electron collection. Due to electron-ion recombination, a fraction
of the produced electrons recombine before arriving to the anode. The recombination rate
depends on the ionization density and on the applied electric field (see Section 2.2.1). On the
other hand, electron attachment to electronegative impurities dissolved in the LXe may also
reduce the number of ionization electrons that reach the anode. Similarly, the scintillation
light may be absorbed by impurities dissolved in the LXe (Section 2.2.3). Both effects should
be therefore minimized in order to increase the energy resolution of the detector by an
adequate purification system and a relative high electric field.

The remaining charges drift towards the anode under the influence of the electric field.
A pixelated anode gives directly the information of the X and Y position of each interaction
point. The granularity of the anode limits the spatial resolution of the detector. The number
of fired pixels per interaction affects the transverse spatial resolution of the detector and
depends on several factors, such as the electron diffusion and the size of the electron cloud.
A criteria concerning the location of the fired pixels and the arrival time of electrons to
the anode should be established to identify those pixels that may be triggered by the same
interaction. The regrouping of pixels from the same interaction vertex is called clustering.

Charges start inducing a current in the anode from the moment they start drifting. A
Frisch grid placed between the cathode and the anode shields the anode from the movement
of ions and partially removes the position dependence of the induced signal with respect to
the collecting electrode. Ideally, electrons induce a signal in the anode from the moment
the pass through the grid. The induced current is then processed by a charge sensitive
preamplifier and filtered by a second order low-pass filter. A more detailed description of the
read-out electronics is presented in Chapter 4. After processing, the amplitude of the output
signal is proportional to the number of collected electrons, which in turn it is proportional
to the deposited energy in the detector. The drift time and thus the Z coordinate along the
drift length, are also deduced from the waveform of the output signal.

Besides the intrinsic energy resolution of LXe, the electronic noise and the energy threshold
used in the data analysis will also play an important role in the final energy resolution
of the detector. Both contributions should be as low as possible, although in the case of
the threshold level the volume of data due to noise events should be reduced before being
registered.

2.2 Ionization Signal Production in Liquid Xenon

When charged particles travel through the LXe, they produce a track of electron-ion pairs
by ionization. On a TPC a uniform electric field is applied to force electrons and ions
to drift in opposite directions towards the TPC electrodes. This electric field contributes
to reduce the recombination between the electrons and the ions during migration. The
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recombination fraction depends on both the number of electron-ion pairs created and the
applied electric field. The recombination effect and the influence of the electric field on
the charge and scintillation light productions are described in this section. Inside LXe, as
well as the recombination effect, other factors such as electron diffusion may also influence
the final charge collection. Doppler broadening effect, X-ray emission and the spread of
the electron cloud are discussed in the next section. Some of these properties have been
experimentally studied during this work. A more detailed description can be found in the
following Chapters.

2.2.1 Electron-ion recombination

The number of electron-ions pairs generated by radiation in LXe or ionization yield, depends
on many different factors such as the energy of the incident particle (see Section 1.1.3), the
applied electric field which is related to electron-ion recombination, and the purity of the
medium. Charge loss due to either ionization carriers recombination or electron capture by
electronegative impurities must be minimized in order to increase the energy resolution of
the detector.

Besides the dependence of electron-ion recombination on the applied electric field, the
fraction of recombined electrons also depends on the local ionization density, being greater
at low fields and in dense ionization tracks. Understanding the mechanism of electron-ion
recombination is of primary importance in order to predict the response of liquefied noble
gas detectors. To date there are three main models that pretend to explain the phenomenon
of recombination in liquid noble gases: the germinate recombination model proposed by
Onsanger, which is based on the Coulomb interaction between the charge carriers [140], the
columnar model of Jaffé [141] and the Thomas and Imel box model [142, 143]. Beyond them,
the Thomas and Imel approach uses more realistic assumptions regarding liquid noble gases,
and it is typically used to describe the energy resolution limitation observed in LXe beyond
the Fano-limit [2] (see next section). In fact, this model was originally developed in 1987 to
explain the mechanism of recombination in liquid xenon and liquid argon.

The fraction of collected electrons, i.e. those escaping recombination, predicted by the
Thomas-Imel box model is given by Equation 2.2:

Q(E)

Q0

=
1

ξ
ln (1 + ξ) (2.2)

in which the free parameter ξ is defined as:

ξ =
N0α

4a2µ−E
(2.3)

where N0 is the initial number of electron-ion pairs, µ− is the electron mobility, α is the
recombination coefficient and E is the applied electric field. In this model, electron diffusion
is ignored and the positive ions are treated as stationary due to their slow motion compared
to electrons. In addition, Thomas and Imel assumed that the initial number of produced
electron-ion pairs N0 is distributed in a three-dimensional box of size a, in contrast to the
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Jaffé columnar model in which electrons are assumed to be uniformly distributed in a column
of charge [142]. Equation 2.3 states that the probability of electron recombination decreases
with increasing the applied electric field. At an infinite electric field the parameter ξ → 0,
which means that all electrons are collected, whereas at zero applied electric field ξ →∞.

The ionization density dependence of the recombination rate implies a non-linear ionization
yield. Along a particle track, the ionization density is determined by the electronic stopping
power of the primary electrons, which refers to the amount of energy loss per distance
traveled [22]. Figure 1.2 shows the stopping power as a function of energy for electrons
in LXe. Since the stopping power depends on the particle’s energy, the ionization density
distribution varies as the recoiling electron losses its energy. The specific energy loss of the
primary electron along its track increases as its velocity decreases. The “single density model
of charge collection” proposed by Thomas and Imel, presented in Equation 2.2, does not
take into account these ionization density fluctuations along the trajectory of the recoiling
electrons, in addition to the random emission of δ-rays along the track of the ionizing particle.
These δ-rays are secondary electrons with enough energy to ionize the medium and produce
more lower energy δ electrons. δ-rays loss most of their energy at the end of their trajectory
creating a minimum ionizing region followed by a high local charge density region or blob

at the end of the trajectory. These non-uniformities along the electron traces caused by
the presence of δ-rays affect the recombination rate, and thus limits the intrinsic energy
resolution of LXe.

A better description of the experimental data that takes into account ionization density
fluctuations and δ-ray production was later proposed by Thomas et al. [143] by adding a
second term to Equation 2.2, which depends on an additional recombination parameter:

Q(E)

Q0

=
Ec

Ep

=

(

a
ln (1 + ξ0)

ξ0
+ (1 − a)

ln (1 + ξ1)

ξ1

)

(2.4)

a ≡
( ln

(

E2

E1

)

−
E2

Ep

+ 1

ln

(

Ep

E0

)

)

(2.5)

As described in detail in T. Oger [115], the Thomas and Imel model accounts for two
different rates of recombination. The minimum ionizing region is described by the parameter
ξ1, whereas the high charge density blob at the endpoint of the δ electron tracks is described by
ξ0. In Equation 2.4, Ep is the energy of the primary particle, Ec is the actual charge collected
by the anode and E0 is the minimum kinetic energy of a δ electron before thermalization.
The parameter a given by Equation 2.5, represents the fraction of the total charge that is
distributed along a δ-ray track, which depends on the initial energy of the secondary electron.
Three δ electron energy intervals are considered in the Thomas and Imel model, which are
defined by the parameters E0, E1 and E2.
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Influence of electron-ion recombination on the energy resolution

The energy resolution of a detector depends on the number of collected electrons. As
discussed in Chapter 1, the statistical fluctuations in the number of generated electron-ion
pairs do not follow a Poisson distribution, but they can be described as a function of the
Fano factor. The energy resolution can, therefore, be expressed as a function of the Fano
factor, F, according to the following expression [22]:

σE

Ep

=

√

F.W

Ep

(2.6)

where W = 15.6 eV is the average energy required to produce an electron-ion pair [15], and
Ep is the energy of the ionizing particle. The Fano factor in the case of LXe is predicted
to be 0.041 [1], Without δ-electron production, the theoretical energy resolution based on
the Fano factor is of the order of 2 keV (FWHM) at 1 MeV [144]. However, charge loss due
to electron-ion recombination limits the intrinsic energy resolution of LXe. Based on the
Thomas and Imel model, a more realistic description of the energy resolution is given by the
expression:

σE(%) =
b

√

Ep

(

ln (1 + ξ1)

ξ1
−

ln (1 + ξ0)

ξ0

)

Ep

Ec

(2.7)

where

b ≡

√

Ep F (Ep)

(

2E2 − E1

E2
2

Ep

)

F (Ep) ln (
Ep

E0

)

(2.8)

In Equation 2.8, the factor F (Ep) is a function of the energy of the ionizing particle, that
for the particular case of LXe can be approximated by the formula [143]:

F (Ep) = −5.12.10−6 E2
p + 7.84.10−2 Ep + 4.28 (Ep/eV ) (2.9)

Other factors such as the attachment of free electrons to electronegative impurities and
the electronic noise also contribute to the energy resolution of the detector. These two
contributions are taken under consideration in Section 2.2.3 and 4.2 respectively.

The free parameters of the Thomas and Imel model have been determined experimentally
and reported by different authors. The authors themselves tested their model with 976 keV
conversion electrons from a 207Bi source showing good agreement with the experimental
data [143]. The values of ξ0E, ξ1E, a and b were obtained by a simultaneous fit of the
collected charge (Equation 2.2) and the energy resolution (Equation 2.7). Figures 2.3 and 2.4
show the relative ionization yield and the energy resolution of LXe versus the electric field
strength for 570 keV γ-rays from a 207Bi source and 662 keV γ-rays from a 137Cs source
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Figure 2.3 – Simultaneous fit of the Thomas and Imel recombination model to the charge
yield and energy resolution for 570 keV γ-rays as a function of the electric field in LXe.
Figure is taken from [145].

Figure 2.4 – Simultaneous fit of the Thomas and Imel recombination model to the charge
yield and energy resolution for 662 keV γ-rays as a function of the electric field in LXe.
Figure from [146].

reported by [145] and [146] respectively. Both curves have been fitted by the Thomas and
Imel model. In both cases the collected charge is well described by Equation 2.2, whereas the
electric field dependence of the energy resolution seems to saturate at high field strengths.
The Thomas and Imel model cannot completely explain the electron-ion recombination
observed in LXe. The discrepancies between the model and the experimental data may
be related to the assumption that the electron drift velocity is directly proportional to
the electric field strength. In LXe the electron drift velocity varies very slowly with the
applied electric field and tends to saturate at fields higher than 3 kV/cm. Nevertheless, the
hypothesis of a non-uniform distribution of the secondary electrons along the track of the
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primary electrons seems necessary in order to explain the experimental results. The analysis
of our experimental data using the Thomas and Imel model is presented in Chapter 7.

2.2.2 Influence of the electric field on charge and light yields

As discussed previously, the presence of an electric field of the order of several kV/cm reduces
the recombination rate between electrons and positive ions, which implies an increase in the
collected charge (see Figure 2.3 and 2.4). However, this effect is always accompanied by a
reduction of the scintillation signal since the recombination component of the scintillation
light is suppressed by the influence of the electric field. Figure 2.5 shows the field dependence
of both light and charge yields for 662 keV γ-rays from a 137Cs source in LXe [147]. As we
can observe, the scintillation light yield, in contrast to the ionization yield, decreases as
the electric field increases. The electric field dependence of the ionization and scintillation
yields in LXe and LAr was first observed by S. Kubota and A. Nakamoto [39]. The results
presented by the authors showed a reduction of the scintillation light by a 74 % at an electric
field of 12.7 kV/cm, followed by a saturation of the collected charge. This provided a strong
evidence of the recombination luminescence in LXe.

Figure 2.5 – Scintillation and ionization yields as a function of the drift field for 662 keV
γ-rays from a 137Cs source. Figure taken from [148].

The simultaneous increase of the collected charge and the decrease of the scintillation
signals in liquid noble gases implicate a correlation between the ionization and the scintillation
yields. The strong light and charge anti-correlation was first measured for relativistic electrons
in LXe by E. Conti et al. [147] (see Figure 2.6). This anti-correlation effect is explained
by the fact that high charge density regions imply a higher recombination rate between
electrons and ions, which produces a large number of scintillation photons accompanied by
a reduction in the number of free electrons. The correlation between charge and light in
LXe has been used by many authors to improve the energy resolution of the detector, since
the individual fluctuations of the ionization and scintillation signals are compensated when
both signals are combined [148]. E. Aprile et al. reported, for example, an energy resolution
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of 1.7 % from the combination of the two signals for 662 keV γ-rays from a 137Cs source,
whereas energy resolutions from charge and light spectra of 4.8 % and 10.3 % respectively
were obtained when the signals were treated separately.

Figure 2.6 – Anti-correlation between scintillation and ionization signals for a 207Bi source
at a drift field of 4 kV/cm. Figure taken from [147].

2.2.3 Transport properties of charge carriers in LXe

Electrons and positive ions which escape recombination drift in opposite directions under
the influence of the applied electric field. The drift velocity of the charge carriers depends
thus on the applied electric field but also on the temperature and density of the medium.
Furthermore, electrons diffuse while they drift towards the anode causing a certain spread
of the electron cloud. In this section a brief summary of the electron and ion transport
properties is presented. Other aspects that may affect the time development of the ionization
signal are discussed in the following sections.

Electron drift velocity in LXe

The transport characteristic of charge carriers as a function of the applied electric field in
LXe and LAr have received considerable experimental and theoretical attention since the
last decades [149, 150, 151, 152, 153, 154, 155]. In a LXe TPC, since the Z coordinate along
the drift length is directly determined by the product of the electrons drift time and the
electrons drift velocity vdrift, an accurate knowledge of vdrift is important. The electron drift
velocity in a LXe TPC depends on the electric field applied between the cathode and the
anode. The variation of the electron drift velocity in LXe and gaseous xenon (GXe) as a
function of the density-normalized electric field is presented in Figure 2.7. Similarly, the
electron drift velocity dependence with the electric field for solid xenon (SXe) compared to
LXe is presented in Figure 2.8. In all three cases, the electron drift velocity has a linear
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field dependence at low-field strengths, while at high applied fields, above a few kV/cm,
the electron drift velocity is no longer linear with the field and tends to saturate. In the
low-field region the electron mobility becomes constant and the electron drift velocity can be
approximated by:

~vdrift = µ−
~E (2.10)

where µ− is the electron mobility in LXe and ~E is the electric field. For example, at 1 kV/cm,
the drift velocity of electrons in LXe is approximately 2 mm/µs. Equation 2.10 is a good
approximation since at low electric fields the electrons are assumed to be in equilibrium
with the medium. However, as the strength of the electric field increases, the electrons
are no longer in thermal equilibrium and the electron mobility becomes dependent of the
applied electric field. A theoretical description of the electron drift velocity dependence
with the applied electric field has been addressed by several authors [155, 156]. A correct
description of experimental data in LXe and LAr has been provided by the Cohen-Lekner
theory [151, 152], which takes into account the properties of the medium. However, the
behavior of the electron drift velocity at high electric fields is still not fully understood.

Figure 2.7 – Electron drift velocity in liquid and gaseous xenon as a function of the reduced
electric field. Figure is taken from [155]. The x-axis represents the drift field over the
number density of atoms, where 1 Td = 10−17 V cm2. The solid lines show the calculations
by Atrazhev et al. and the points are experimental data from [157, 158, 159, 160].

Figures 2.7 and 2.8 also show that the electron drift velocity in LXe is higher than that
in gaseous state in the whole field range presented in Figure 2.7, whereas higher values
of vdrift are obtained for SXe. This effect can be explained due to the dependence of the
electron mobility with density. The drift velocity of a charge carrier depends on the number
of collisions per unit length. The probability that an electron undergoes a collision along
its path is given by the scattering cross section, which is inversely proportional to the drift
velocity. The scattering cross section depends on both the energy of the electron and the
number of atoms per unit of volume N, i.e. the density of the medium. For xenon, the
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Figure 2.8 – Electron drift velocity in liquid (163 K) and solid (157 K) xenon as a function
of the electric field strength. Figure is taken from [150].

scattering cross section for the liquid state is smaller than that for the gas, which implies a
higher drift velocity. This makes LXe a more suitable detector medium for an ionization
detector [155].

Besides the dependency on the electric field, the mobility of electrons in LXe also depends
on the density of the medium, which implies a dependency on the pressure and temperature
of the system and thus, on the experimental conditions of the detector. Figure 2.9 shows the
electron mobility as a function of the temperature for liquid and solid xenon and argon. At a
temperature of 165 K, the mobility of electrons in LXe is around 2200 cm2V −1s−1, whereas
at 195 K the mobility rapidly increases to ∼4500 cm2V −1s−1 [150]. As a consequence, the
electron drift velocity slightly depends on the temperature of the medium as presented in
Figure 2.10. Moreover it was observed that contaminations with certain molecules such as
carbon hydroxides can enhance the electron drift velocity [2].

Figure 2.9 – Electron mobility in liquid and solid xenon and liquid argon as a function
of the temperature. T0 and Tc are the triple and critical points respectively. The dashed
lines are the theoretical predictions from [161] for the Xe and [162] for the Ar. The point
represents the experimental values reported by [158]. Figure is taken from [4]. Original
figure is from [158].
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Figure 2.10 – Electron drift velocity in solid and liquid xenon as a function of the
temperature. Figure taken from [158].

Holes and positive ions mobility in LXe

For the case of positive carries, which in LXe are positive Xe+2 ions and holes, the mobility
is significantly lower than for electrons. For positive ions the mobility is of the order
of 3.10−4 cm2V −1s−1, which is around 10−5 times smaller than the electron mobility [163].
Whereas, the hole mobility is about 40.10−4 cm2V −1s−1. The dependence of the hole mobility
with temperature is depicted in Figure 2.11. As a result of the slow mobility of positive
charge carriers in LXe, the induced charge due to the motion of positive charge carriers has
a very slow rise time and it can be easily rejected with an appropriate front-end electronics.

Figure 2.11 – Variation of the positive hole mobility in LXe as a function of temperature.
Figure taken from [164].
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Electron diffusion in LXe

Positive ions and free electrons produced after the interaction of an ionizing particle with
LXe diffuses as they drift through the volume of the detector. This diffusion of the charge
cloud is the result of the collision of the charges with the atoms and molecules of the liquid,
which leads to a random motion of charge carriers during migration. The diffusion process
is more important for electrons than for ions due to slower mobility of ions in the liquid.
According to the kinetic theory, the spread of an initial point-like electron cloud can be
described by a Gaussian distribution with a standard deviation equivalent to the diffusion of
charge carriers along a certain axis ~x. Therefore, the diffusion can be described according to:

σ~x =
√

2 D~x tdrift (2.11)

where D~x is diffusion coefficient along the axis ~x expressed in cm2s−1 and tdrift is the electron
drift time. The spread of the electron cloud depends on the electrons collection time, which
is related to the travelled distance by the electron through the LXe (ddrift) and the electron
drift velocity (vdrift). Therefore, Equation 2.11 can be expressed in terms of the distance
according to:

σ =

√

2 D
ddrift

vdrift
(2.12)

Since the electron drift velocity depends on the applied electric field, a small spread of
the electron cloud is expected at higher fields strengths. Moreover, the electron diffusion
coefficient D~x also depends on the magnitude and direction of the applied electric field.
Diffusion takes place along the three spatial dimensions. In LXe, the transverse diffusion
coefficient DT (perpendicular to the drift direction) is much larger than the longitudinal
diffusion coefficient DL defined along the drift direction [2]. As a consequence, the electron
cloud will not maintain its original shape as it drifts through the LXe, but it will result is an
ellipsoid with minor axis along the drift direction.

The values of the longitudinal and transverse diffusion coefficients obtained experimentally
as a function of the electric field in LXe are presented in Figure 2.12. According to the
results, the longitudinal diffusion coefficient is around ten times smaller than the transverse
diffusion coefficient, so we can assume that its contribution to the electron cloud spread
is negligible [2]. Unfortunately, the results available so far are not conclusive due to the
difficulty of the measurement. Doke et al. [3] measured a value of DT which varies between
44 cm2s−1 to 80 cm2s−1 with the electric field, resulting in a transverse diffusion of the
order of 210µm

√
cm to 270µm

√
cm [115]. The experimental results as well as the values

obtained for LAr as a function of the electric field are depicted in Figure 2.13. In a
study carried out by our group [165] with a small dimension LXe TPC (see Chapter 3), a
transverse diffusion coefficient of 37 cm2s−1 was measured for an electric field of 0.5 kV/cm
(E/N = 5.5.10−18 V cm2), which is in good agreement with the value reported by Doke
et al. [3] as can be deduced from Figure 2.13. Our results of the variation of the spread of
the electronic cloud with the applied electric field are shown in Figure 2.14. For an electric
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Figure 2.12 – Transverse (DT ) and longitudinal (DL) diffusion coefficients for liquid xenon
as a function of the electric field. Figure taken from [2].

field of 1 kV/cm, we estimated a lateral diffusion of the order of 170 µm
√
cm. This means

that in our LXe Compton telescope, for an interaction that takes place close to the cathode,
i.e. 12 cm far from the segmented anode, the diffusion process will typically expand the
electron cloud on the order of 600 µm in the x-y plane with an almost negligible spread
along the drift direction.

Figure 2.13 – Transverse diffusion coefficient for liquid xenon and liquid argon as a function
of the density-normalized electric field. Figure is taken from [3].

Electron diffusion may affect the collection of the ionization signal. The transverse
diffusion of the electrons may, on one side, limit the intrinsic spatial resolution of the detector
and, on the other side, increase the number of multiple-pixel events, i.e. events with more
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than one fired pixel per interaction. Whether or not this is a problem depends on the
electron cloud size, the position of the cloud with respect to the anode and the deposited
energy in the interaction. If a small amount of charge is shared with a neighboring pixel
the reconstruction may be difficult and part of the charge may be lost due to the pulse
selection threshold. Longitudinal diffusion along drift length of the detector, on the other
hand, may produce a smearing of the collected signal due to the spread in the drift time
between arrival electrons. In the case of LXe, the later can be neglected due to the small
longitudinal diffusion coefficient.

Figure 2.14 – Transverse diffusion as a function of the applied electric field obtained with
XEMIS1. Figure taken from [165].

Electron attachment by impurities

Another mechanism that significantly affects the collection of charges is the presence of
impurities inside the liquid, particularly electronegative impurities such as O2, N2, CO2

and H2O. Electron attachment to impurities causes a reduction in the number of collected
charge that increases as electrons drift towards the anode. This phenomenon translates into
a decrease on the electron lifetime and a degradation of energy resolution of the detector.

The collision between a free electron and electronegative impurity may lead to the capture
of the electron by three different processes described in the following:

Three body attachment:

e + AB ←→ (AB−)∗

(AB−)∗ + X → AB− + X (2.13)
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Dissociative attachment:

e + AB → AB∗ + e → A+ + B− + e

e + AB → AB− → A + B− (2.14)

Radiative attachment:

e + AB → AB− + hν (2.15)

where e denotes a free electron, AB is an impurity (atom or molecule), X stands for a Xe
atom or molecule and * represents an excited state. For a more detailed description please
refer to [4]. In all three cases, the presence of impurities causes a reduction on the number
of produced electrons, which increases over the electron drift time.

The effect of electronegative impurities on the number of collected electrons Ne(t) after a
drift time t can be described by the following equation [2]:

Ne(t) = N0 e
−t

∑
i ki[Ni] (2.16)

where N0 is the initial number of ionization electrons, ki is the attachment rate constant
of a given contaminant i and [Ni] are the molar concentrations of such impurity. Detailed
measurements of the attachment rate constants for different electric fields and molecular
contaminants are described in [166]. In order to estimate the amount of impurities the
term

∑

i ki[Ni] is commonly expressed as oxygen equivalent impurity concentration k.[O2]eq
measured in ppb (parts per billion).

The impurity concentration is related to the electron lifetime τe, i.e. the average time
elapsed before a free electron is captured by an impurity, as follows:

τe =
1

∑

i ki[Ni]
(2.17)

According to this, the number of collected electrons Ne(t) can be expressed as a function
of the electron lifetime as:

Ne(t) = N0 e

(

− t
τe

)

(2.18)

Using Equation 2.18 the free electron lifetime can be directly obtained without prior
knowledge of the present concentration of contaminant inside the detector. Moreover, the
electron lifetime is related to the electron attenuation length though the expression:

λ = vdrift . τe (2.19)
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Using these equation, the rate of electron attachment of O2 was calculated in [166]. The
results are showed in Figure 2.15. As we can see, the rate of electron attachment of O2

is reduced by almost a factor of 5 as the applied electric field increased from 1 kV/cm to
10 kV/cm. However, in most cases this reduction is not enough to avoid charge loss. A much
greater reduction of electron attachment is achieved by reducing the impurity concentration
by means of a purification system. In our LXe TPC a closed re-circulation system was
installed to continuously purify the xenon through a SAES MonoTorr Phase II (model
PS4-MT3-R) getter. The purification sub-system is described more in detail in Section 3.1.4.
The measurement of the attenuation length is further described in Chapter 7. The value of
the electron attenuation length is necessary to correct the collected charge for charge losses
as a function of the distance to the anode.

Figure 2.15 – Attachment rate constant of electrons in LXe as a function of the applied
electric field for three different contaminant. Figure taken from [166].

2.3 Other mechanisms that affect electron signal

detection

Besides the transport properties of charge carriers in LXe, other physical aspects, such as the
mean free path of primary electrons, may also contribute to the performances of the detectors.
In this section, three aspects related to the production and detection of the ionization signal
in LXe are considered. These are the displacement of the electron cloud from the point of
interaction due to the mean free path of the recoiling electrons, the emission of fluorescence
X-rays after the interaction of a γ-ray with the LXe and the angular resolution limitation
due to the non-zero momentum of bound electrons in the atom. The discussion is supported
by some experimental results reported by other authors and by a simulation study performed
by our group.
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2.3.1 Primary Electron Cloud

In general, the electronic cloud produced by ionization is considered as a point-like distribution
where all electrons start drifting towards the anode from the same starting point. However,
as discussed in Section 2.2, the ionization density is not uniform along the recoiling electron
track, which causes a variation in the amount of produced charge along the trajectory of the
primary electrons before completely loss their energy. Moreover, electrons do not follow a
straight line but they describe erratic trajectories before completely slow down. The spatial
extent of the track of the recoiling electrons may affect both the final spatial resolution of
the detector and the shape of the collected signal. In this section we perform a detailed
study of the primary electron cloud in LXe in order to better understand the physics and
limitations of a LXe TPC, and to provide a better description of the charge cloud in LXe.

To estimate the size and shape of the recoil electron cloud in LXe, we performed a Monte
Carlo simulation using CASINO V3.2 (CArlo SImulation of electroN trajectory in sOlid) [167].
CASINO is a 3D simulation software developed to simulate electron interactions with matter,
which provides information step by step of the trajectory of the primary electrons through
the medium until its energy is lower than 50 eV. The program simulates both elastic and
inelastic collisions of electron with matter. We used the Mott model for elastic scattering
and the Joy-Luo model to describe energy loss rate between two consecutive collisions.

In the simulation, we consider a source of primary electrons with energies between 30 keV
to 511 keV and an incident direction normal to the LXe surface (~pz = 1, ~px = ~py = 0). At
each step, the simulation provides information of the energy loss (Ei) and electron location
(xi, yi, zi) where i = 1, ..., n represents the interaction point and n is the total number
of collision experienced by the primary electron. Figure 2.16 shows a typical ionization
track for a 511 keV primary electron in LXe. High-energy electrons travel a certain distance
producing a minimum ionization region, whereas most of their energy is deposited at the
end of the trajectory creating a non-uniform distribution of secondary electrons along their
track. Moreover, we can see that the electron recoil track is not at all a straight line,
but electrons can undergo hard scatters with the primary electron giving several keV to
a secondary electron. Even secondary electrons with a few keV of energy may result in a
dense ionization blob along the track [44]. This important energy loss in one interaction
shared among secondary recoils gives rise to recombination fluctuations along the track of
the primary electron.

The penetration depth or Zmean depends on the energy of the recoil electron. The path
length is measured as the average value of the distance between two successive collisions over
the total number of collisions. The minimum mean free path of electrons between scattering
events is around 1 nm. Figure 2.17 shows the spatial extent of the primary electron cloud
for 511 keV primary electrons. The recoil electron cloud has an almost spherical shape with
an average radius in 3D of the order of ∼ 190 µm. The barycenter of the charge cloud is
displaced of about 100 µm towards the incoming direction from the initial interaction point
which represents the γ ray absorption point, whereas no displacement is observed in the X
and Y directions. This implies that the photoelectrons created by 511 keV γ-rays are more
probably emitted in the forward direction with respect to the incident photon with a small
emission angle.
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(a) (x, y) (b) (x, z) (c) (y, z)

Figure 2.16 – Example of an electron recoil track of 511 keV simulated using CASINO.
Energy loss along the track is represented by the the color palette from yellow (511 keV) to
blue (0 keV) (see Figure 2.17(b)) [21].

(a) (b)

Figure 2.17 – Example of an electron cloud for 2000 simulated 511 keV primary electrons
using CASINO.The blue region in (a) represents the LXe surface [21].

The radius in 3D of the primary electron cloud from the barycenter point is estimated
according to the following expression:

R =
√

(|x̄ − 〈x̄〉|)2 + (|ȳ − 〈ȳ〉|)2 + (|z̄ − 〈z̄〉|)2 (2.20)

where x̄ =

∑n
1 xiEi
∑n

1 Ei

, ȳ =

∑n
1 yiEi
∑n

1 Ei

and z̄ =

∑n
1 ziEi
∑n

1 Ei

represent the mean value over

successive interactions along the primary track, and 〈x̄〉, 〈ȳ〉 and 〈z̄〉 indicate the mean value
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of the x̄, ȳ and z̄ distributions obtained over the total number of simulated events N. The
average value of the radius in 3D, which represents the isotropic radial extension of the
electron cloud, is then estimated from the mean value of the R distribution obtained for all
the simulated events. The shift of the barycenter in the forward direction and the isotropic
radial extension as a function of the electron recoil energy are presented in Figure 2.18.
The error bars represent the standard deviation of the R distribution. For each energy,
2000 electrons were simulated. We can see that the cloud size increases as the energy of the
recoil electron increases and the maximum of ionization, i.e. the center of the cloud, shifts to
higher distances as the energy increases. Moreover, for energies near the shell edges (K-shell
and L-shell), the size of the electronic cloud is completely negligible and most of the energy
is deposited near the X-ray absorption point.

Figure 2.18 – Electron radial distribution in the primary electron cloud obtained as a
function of energy [21].

The Monte Carlo simulation demonstrates that the assumption of a uniform distribution of
electrons liberated by the primary electron along an electron track is not realistic. Moreover,
since electrons do not follow straight line trajectories, the estimation of the length of the
electron track from the average path length traveled by a charged particle before coming to
rest, called the CSDA range, is not appropriated [168]. For 511 keV electrons, the CSDA
range is of the order of 1 mm (0.3012 g/cm2) [169]. This value is consistent with the total
length of the electron track obtained with CASINO. Our results show, however, that a
maximal radial extension in 3D of less than 200 µ is expected for 511 keV recoil electrons,
although no information about the charge distribution inside the electron cloud is reported.
The effect of the size of the electron cloud in the measured signals is further discussed in
Chapter 7.
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2.3.2 Doppler Broadening Effect

The Compton equation 1.4 is only valid under the assumption that the interaction between
the γ-ray and an atomic electron occurs when such electron is unbounded and at rest.
However, in a real medium, the Compton scattering takes place with bound and moving
electrons. The motion of the atomic electrons around the nucleus produces a broadening
of the scattered photon energy Eγ

′ , which results in a corresponding broadening of the
scattering angle. This effect is known as Doppler broadening [170]. The Doppler broadening
effect implies an intrinsic limitation on the angular resolution of any Compton telescope.

After a Compton scattering process, the energy conservation leads to: Eγ = Eb + Eγ′

where Eγ and Eγ
′ are the energies of the incident and scattered photons respectively, and Eb

is the binding energy of the electron in the atom for its corresponding subshell. However, the
electron momentum inside the atoms introduces an uncertainty in the energy of the deflected
photon and the recoil electron. For a given incident photon energy Eγ and a scattering angle
θ, a broadening of the possible Eγ′ is produced. The broadened energy distribution is usually
called Compton profile. Figure 2.19 shows the energy distribution of deflected photons for
140 keV incident γ-rays and a scatter angle of 45◦ for three different materials [170]. The
uncertainty in the scattered photon energy, given by the standard deviation of the Doppler
broadening distribution, increases as the atomic number increases [170]. The momentum of
such electron pz before the interaction, projected upon the γ momentum transfer vector is
given by Equation 2.21 [126]:

| ~pz | =
~pγ.~pe−

| ~pγ |
(2.21)

where ~pγ and ~pe− are the momentum vector of the incident photon and the ejected electron
respectively. Applying energy and momentum conservation:

pz = −mec
Eγ − Eγ′ − EγEγ′

(1 − cosθ)

mec2
√

E2
γ + E

′

γ2 − 2EγEγ
′cosθ

(2.22)

If the electron is at rest, pz = 0, and Equation 2.21 reduces to the formula of the
scattering Compton 1.4.

The Compton scattering interaction probability is characterised by the cross section.
The differential cross section for the scattering of photons with unbound and at rest
electrons was first derived by O. Klein and Y. Nishina [171], and the angular distribution
of the recoil electrons is given by the Klein-Nishina differential cross section presented in
Equation 2.23 [20]:
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dσ

dΩ

)
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r2e
2
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E
′

γ

Eγ

)2 (E
′

γ

Eγ

+
Eγ

E ′

γ

− sin2θ

)

[cm2sr−1electron−1] (2.23)
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Figure 2.19 – Energy lost distribution for 140 keV γ-rays after a Compton scattering
interaction with a bound atomic electron through a 45◦ deflection angle for Si (Z = 14), Ar
(Z = 18) and Ge (Z = 32) [170].

where re is the classical electron radius and Ω is the solid angle. The Klein-Nishina equation
for Compton scattering is a good approximation for high energy photons (> 1 MeV), especially
for low atomic number materials. Figure 2.20 shows the angular distribution of the differential
cross section of Compton scattering. For example, 511 keV γ-rays have a high probability
to undergo a forward scattering with small deflection angle. However, due to the non-zero
momentum of the recoil electrons before the interaction, this is not completely accurate.
To account for the momentum distribution of the bound electrons, the atomic shell effects
should be taken into account in the Klein-Nishina formula, which leads to the following
expression [126]:

(

dσ

dΩ

)

DB

=

(

dσ

dΩ

)

KN

. Si(Eγ, Z, θ) (2.24)

where Si(Eγ, Z, θ) is the incoherent scattering function of the i-th shell electrons of an atom
with atomic number Z, which depends on the momentum transfer of the incident photon. The
total scattering cross section for an specific orbital is obtained by integrating Equation 2.24
over all angles. The results show that the Doppler broadening effect is more important for
low γ-ray energies, high scattering angles and material with high atomic number.

The uncertainty in the angular resolution introduced by the Doppler broadening can
be estimated from the Angular Resolution Measure (ARM) profile, which is obtained from
the difference between the scatter angle θ, derived from the Compton equation, and the
geometric scatter angle θgeo, calculated from the real position of the photon emission and
the position of the interaction in the material. The Doppler broadening effect on a Xe
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Figure 2.20 – Differential cross section of Compton scattering. Original figure from [172].

Compton telescope was determined by Zoglauer and Kanbach [126]. The angular resolution
was estimated from the FWHM of the ARM distribution. Figure 2.21 shows the dependence
of the angular resolution on the energy of the incident photon for Xe, Si and Ge. For a Xe
Compton camera and 511 keV γ-rays, a minimum angular resolution due to the Doppler
broadening of ∼ 1.45◦ was estimated, whereas a resolution of ∼ 0.8◦ was measured for
1 MeV γ-rays [126]. This limitation in the angular resolution is present regardless the energy
resolution of the detector.

Figure 2.21 – Angular resolution as a function of the energy of the incoming γ-ray for
Xenon, Silicon and Germanium. Figure taken from [126].

75



Chapter 2. Development of a liquid xenon Time Projection Chamber for medical

2.3.3 Isotropic X-ray emission

As discussed in the previous chapter, when a γ-ray interacts with LXe there is a non negligible
probability that it will ionize an inner shell of an atom with the consequent emission of a
X-ray or an Auger electron. After a photoelectric absorption, for example, the photon is
completely absorbed and an inner shell electron, generally from the K or L shells, is ejected
from the atom. Part of the energy of the γ-ray is used to overcome the binding energy of
the electron and the rest is transferred to the ejected electron. In xenon, the absorption
edges corresponding to the K, L and M atomic shells correspond to energies of around
34.5 keV, 5 keV and 2 keV respectively. The ejected electron creates a vacancy leaving the
atom in a highly excited state. The atom will rapidly return to its ground state by filling
the vacancy with an outershell electron. This de-excitation process is usually accompanied
by the emission of a fluorescence X-ray or an Auger electron, with energies equal to the
difference in the binding energies between the two atomic levels involved in the transition.

Inner shell excitation and X-ray emission may also be produced after a Compton scattering
interaction. However, this process is more unlikely than X-ray emission after a photoelectric
effect since the γ-ray must collide with an electron from the inner K or L shells of the atom.
Assuming a constant probability of Compton scattering per electron, the probability of
interaction with an electron of the K-shell can be roughly estimated as ∼ 4 %.

For γ-rays with incident energies above 34.5 keV, the probability of photoabsorption to
occur in the K-shell is around 86 %. After the ionization of the K-shell, the probability of
atomic relaxation via a Kα (29.7 keV) or a Kβ (33.8 keV) fluorescence photons is of the
order 87 %, whereas the emission of an Auger electron is almost negligible. On the other
hand, if the incident photon has an energy lower than the binding energy of the K-shell, the
interaction will more probably occur with an electron from the L-shell or from a higher level.
In this case, the de-excitation via the emission of an Auger electron is more likely than the
emission of a L fluorescence photon. After the emission of an Auger electron, the atom will
return to the ground state by a series of cascade relaxation processes.

In most cases, the emitted X-ray is reabsorbed by the LXe producing a second electron
cloud displaced from its production point. Photoelectrons produced with energies of the
order of ∼ 30 keV will travel a maximum distance of ∼370 µm in LXe (CSDA) [13]. Whether
or not the two electron clouds are spatially resolved depends on the emission direction
of the X-ray photoelectron with respect to the primary electron cloud. While the X-ray
emission is isotropic, the primary photoelectron has a certain directionality, which depends
on the energy of the incident γ-ray. The electron is emitted forward in the direction of the
incoming photon at high incident energies, while it is emitted perpendicular to the γ-ray at
low energies [173, 174].

If both electrons are emitted in the same direction, a single electron cloud will be
formed and all electrons will drift to the anode at the same time. In this case, the total
collected energy will be equal to the energy of the incident γ-ray. On the other hand, if both
interactions take place far from each other, two different electron clouds will be formed and
electrons will drift towards the anode with a certain time difference. In LXe, since the mean
free path of 30 keV γ-rays is small, the production of multiple scattering events due to the
emission of a X-ray from the K-shell should not be very significant. An Auger electron can
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also produce a considerable amount of secondary electron-ion pairs by ionization. However,
due to their small range (see Figure 2.18) only a single electron cloud is expected.

To better understand the implications of X-ray emission in the data analysis, a precise
Monte Carlo simulation of the interaction of the 3γ-rays emitted by a 44Sc source with our
LXe TPC has been carried out using Geant4 [175, 176]. The physics of photoionization were
simulated using the low-energy Penelope model [177]. X-ray fluorescence and Auger electron
emission were also considered in the simulation. Figure 2.22(a) shows the energy spectra for
photoelectric and Compton scattering processes for all the interactions inside the detector.
On the other hand, the energy spectrum for only those interactions with an emitted X-ray
is depicted in Figure 2.22(b). The simulation shows that 84 % of the time a photoelectric
absorption in the LXe is followed by the emission of a X-ray from the K-shell, whereas only
a 4 % of the X-rays are emitted after a Compton scattering. These results are in good
agreement with the theoretical expectations. For small deposited energies the emission of a
X-ray is more likely due to a Compton interaction than a photoelectric absorption. However,
this probability remains small compared to the probability of the emission of a high energy
photoelectron. Moreover, a widening of the front Compton due to Doppler broadening is
also appreciable in the Figure 2.22(b) compared to the total Compton spectrum. This is
because X-ray emission due to a Compton scattering is produced by the interaction with a
inner electron, most likely from the K-shell. Inner electrons are, in turn, more affected by the
Doppler broadening effect due to their higher momentum compared to outershell electrons.
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Figure 2.22 – Geant4 simulation of the interaction of the 3γ-rays emitted by a 44Sc source
with a LXe TPC. a) all hits and b) only those hits with the emission of a X-ray from the
K-shell.

2.4 Conclusions Chapter 2

A LXe TPC combines the detection of the ionization and scintillation light signals to provide
information of the 3D position and energy deposit of each individual interaction inside the
fiducial volume of the detector. In this chapter we have described the basic principle of a LXe
TPC based on a monolithic detector filled with LXe. The detector provides information of
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each interaction point along the transverse (X, Y) and longitudinal (Z) coordinates, besides
energy loss information along the particle track. The measurement of the Z coordinate
requires a precise knowledge of the electron drift velocity, which depends on the applied
electric field. The information of the time of interaction t0 is obtained from the emission
of scintillation light, that provides the detector self-triggering capabilities. Therefore, a
LXe TPC technology allows for three-dimensional event reconstruction and precise energy
measurements, providing good angular and calorimetry resolutions. These characteristics
are essential to obtain a good quality image of the source distribution on a medical imaging
Compton telescope.

We have seen that the final charge collection depends on the electron-ion recombination
rate and on the purity of the xenon. A description of the recombination process in LXe was
proposed by Thomas and Imel [143]. In Chapter 7 we analyze our experimental results with
the Thomas and Imel model. The obtained results are consistent with the values reported
by other authors, as shown in this chapter.

The time evolution of the electron cloud has been also discussed in this chapter. When a
electron cloud moves through a liquid under the influence of an electric field, three processes
are involved in its time development: electron drift velocity, electron diffusion and electron
attachment to electronegative impurities. All three aspects have discussed in detail in this
chapter. Other effects such as the initial size of the electron cloud, the emission of fluorescence
X-rays and the Doppler broadening effect may also impact the performances of the detector.
A simulation using CASINO shows that the barycenter of the electron cloud is shifted by
around 100 µm from the γ-ray interaction point, which introduces a small systematic error
to the position determination. We have observed that the average size of the electron cloud
for 511 keV γ-rays is of the order of 200 µm. The impact of the size of the electron cloud is
further discussed in Chapter 7.

The interaction of a γ-ray with the LXe is followed almost the 85 % of the time by the
emission of a X-ray from the K-shell after a photoelectric absorption and 4 % of the time after
a Compton scattering. This means that there is a high probability that two ionization clouds
are generated in the chamber after the interaction of a γ-ray. Due to the small mean free
path of X-rays with energy of the order of 30 keV, in most of the cases both interaction will
be confused leading to a total collected charge equal to energy of the incident γ-ray. Finally,
we have discussed the effect of the Doppler broadening to the final angular resolution of a
Xe Compton telescope. In the case of Xe, a minimum angular resolution of ∼ 0.8◦ (FWHM)
was estimated for 1 MeV γ-rays [126].

In the next chapter, a detailed description of the two prototypes of a LXe Compton
telescopes developed within the XEMIS project is presented.
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I
n order to prove the feasibility of the 3γ imaging technique and consolidate this new
imaging modality in the scientific community, a first phase of research and development

(R&D) has been performed at Subatech laboratory. This first stage represents the beginning
of the XEMIS (XEnon Medical Imaging System) project that started at Subatech in 2006,
with the development of a first prototype of a LXe Compton telescope called XEMIS1.
The promising results obtained to date with this small dimension device have led to the
development of a second prototype dedicated to small animal imaging called XEMIS2. In
this chapter, a detailed description of the two prototypes XEMIS1 and XEMIS2 is presented.
The main characteristics of the experimental set-up of XEMIS1 are described in Section 3.1.
The light detection and charge collection systems are described in Sections 3.1.2 and 3.1.3
respectively, while the cryogenic infrastructure used to liquefied and purified the xenon in
XEMIS1 is introduced in Section 3.1.4. Section 3.2 is devoted to give a detailed description
of the new prototype XEMIS2 that comprises the experimental set-up and signal detection
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systems. The innovative cryogenic infrastructure used to recuperate and store the xenon,
especially developed for XEMIS2, is introduced in Section 3.2.4.

3.1 XEMIS1: First prototype of a liquid xenon TPC for

3γ imaging

3.1.1 Detector description

In order to test the possibility of using a LXe Compton telescope for the 3γ imaging technique,
a small dimension single-phase LXe TPC, XEMIS1, has been developed and tested. A general
view of the experimental set-up of XEMIS1 is presented in Figure 3.1, that includes the
XEMIS1 TPC, the data acquisition system, the cryogenic system required to liquefy the
xenon, the purification and recirculation systems and the rescue tank used to recuperate the
xenon in case of necessity.

Figure 3.1 – General view of the XEMIS1 experimental set-up installed at Subatech
laboratory that comprises: (a) external cryostat that hosts the TPC, (b) injection panel, (c)
heat exchanger and pulse tube refrigerator, (d) data acquisition system, (e) control panel
and (f) rescue tank.

The XEMIS1 prototype consists of a cylindrical TPC full of liquid xenon with a drift
volume of 2.8 x 2.8 x 12 cm3. Figure 3.2 shows the main parts of the XEMIS1 TPC. A
photomultiplier tube (PMT) is placed at the top of the TPC with the aim of detecting the
VUV scintillation photons (178 nm) generated after the interaction of a γ-ray with the LXe.
The PMT is especially designed to work at LXe temperature and, as previously mentioned
in Chapter 2, it is used as a trigger for the signal acquisition. The charge carriers produced
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in the ionization process are collected by a segmented anode of 2.5 x 2.5 cm2. The anode
represents the entrance window for the incoming radiation and it is located facing the PMT.
The drift length of the TPC is delimited by a micro-mesh placed 1.6 mm below the PMT
and the anode. The micro-mesh is used as a cathode for the drift electric field. A set of 24
copper field rings is located around the TPC to provide a homogeneous electric field up to
2.5 kV/cm between the cathode and the anode. A mesh used as a Frisch grid is placed above
the anode.

Figure 3.2 – Two different views of the XEMIS1 TPC. In the right side figure the resistive
divider chain used to provide an uniform electric field along the drift volume is visible.

To ensure a uniform electric field inside the drift volume, the potential is distributed
from the cathode, which is directly connected to a high voltage supply, to the first field
shaping ring by means of a resistive divider chain of 24 x 500 MΩ resistors immersed in the
LXe (see Figure 3.2). The first resistor of the divider chain is connected to the rim of the
high-voltage electrode, while the last one is connected to ground through a 500 MΩ resistor.
Two independent power supplies are used to provide a constant voltage to the first copper
field ring and to the Frisch grid separately. The pixels are connected to ground via the
front-end electronics. To ensure a 100% electron transparency of the Frisch grid, an electric
field in the gap of at least 5 to 10 times higher than the electric drift field is necessary. The
ratio between the two electric drift fields depends on the kind of Frisch grid. A study of the
transparency of the grid as a function of the electric field is presented in Section 5.5.1.

The sensitive volume of XEMIS1 is then defined by the drift length and by the intersection
area of the segmented anode, which is 2.5 x 2.5 x 12 cm3. A drift length of 12 cm was
chosen to ensure a high γ-ray detection efficiency with a maximum trigger efficiency. The
probability that a 1.157 MeV γ-ray interacts at least once in 12 cm of LXe is 88%. However,
due to the trigger system configuration, the PMT, which is responsible of the data acquisition
triggering, is located 13.6 cm far from the anode. This implies that a reasonable small solid
angle is covered by the light detection system, mostly for those interactions that take place
close to the anode. A higher drift length will result in a smaller solid angle, and thus in an
important lose of trigger efficiency.
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The anode is connected to an ultra-low noise front-end electronics consisting of two
standard IDeF-X HD-LXe 32 channels chips that generates 64 independent analog signals
[5]. The electronics are placed inside a vacuum container at a temperature lower than -60◦,
allowing a reduction of the electronic noise ENC (Equivalent Noise Charge) down to 80
electrons.

As we can see in Figure 3.2, the different components of the TPC are mounted on a
column structure made of four Macor ceramics rods. The base of the rods are fixed on
a stainless steel flange. Furthermore, to compensate for temperature-induced changes in
some of the materials, a set of four stainless steel springs is used to support the whole
assembly. The ensemble is built inside a stainless steel cylindrical cryostat filled with about
30 kg of high-purity LXe, which is located in a vacuum chamber to ensure good thermal
insulation. All materials used to construct the TPC, including the cryostat and the assembly
structures, were chosen due to their low outgassing. Moreover, to minimize the effect of
thermal contraction of the TPC during cooling, all materials were selected due to their
similar coefficients of thermal expansion, excluding the Macor ceramic which undergoes a
very small thermal contraction. Table 3.1 lists the different components of the TPC. A more
detailed description of the light detection and charge collection systems is presented in the
following subsections.

Designation Materials Thickness (mm) Tolerance (mm)

Flange Stainless steel 0.5 ± 0.2

Glue STYCAST 0.1 ± 0.1

Anode *a 2.6 ± 0.1

Support Frisch grid Copper 1 ± 0.04

Field rings Copper 0.5 ± 0.03

Lower board Macor ceramics 4 ± 0.05

Column spacer Macor ceramics 4.5 ± 0.05

Cathode Copper 0.005 ± 0.02

Screening mesh Copper 0.005 ± 0.02

Table 3.1 – Assembly components of the XEMIS1 TPC.

aSee section 3.1.3.

3.1.2 Light detection system

As we have seen in Section 1.1.4, LXe is an excellent scintillator with high photon yield
and short decay times consisting of a fast (2 ns) and a slow (27 ns) decay components [36].
In order to detect the scintillation light in XEMIS1, we use a VUV-sensitive Hamamatsu
R7600-06MOD-ASSY PMT especially developed to work at LXe temperature. A picture of
the PMT is presented in Figure 3.3. The PMT is directly immersed in the LXe, showing
a good UV photon sensitivity with a quantum efficiency of 35% at 175 nm. The PMT
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has a quartz window of 28 x 28 mm2 and a bi-alkaline photocathode of 18 x 18 mm2 that
constitutes the active area of the detector. At the LXe temperature the total gain is of the
order of 106 for a voltage of 750 V.

Figure 3.3 – VUV-sensitive Hamamatsu R7600-06MOD-ASSY PMT used in XEMIS1 TPC
to detect the scintillation light.

Besides the high scintillation yield of LXe and the relatively large active area of the
light detection system with respect to the geometry of XEMIS1, the design of the TPC
is not optimal for light detection. In absence of an electric field, a large photon yield of
around 42000 UV photons are generated after the interaction of a γ-ray of 1 MeV of energy.
However, the necessity of an electric field to collect the charge carries reduces the amount
of photons produced after the interaction. At a drift field of 1 kV/cm, which is a standard
value used to characterize XEMIS1, the light reduction is about 50% leaving to around 21000
photons/MeV. Even though this value is comparable to those of the best scintillation crystals
used in PET [87], only a reduced fraction of the emitted photons reaches the PMT due to the
small solid angle coverage, especially for those interactions that take place far from the PMT
surface. For example, the interaction of a 1.157 MeV γ-ray at 12 cm from the PMT with
an electric field of 1 kV/cm will result in the detection of around 25 photoelectrons. Other
effects such as the reflection of the UV photons in the cathode or in the copper field rings,
the optical transparency of a screening mesh placed below the PMT surface or the reflection
at the PMT window could also affect the fraction of photons that reaches the PMT. As a
result, the number of photoelectrons is too small for energy resolution measurements, which
is not our goal, but enough to give a suitable signal for triggering of the data acquisition
system and for measuring the interaction time t0.

Signals from the PMT are sent both to an electronic logic chain and to a Flash
Analog-to-Digital Converter (FADC). In the FADC the signals are digitized with a sampling
rate of 250 MHz and a resolution of 16 bits.

3.1.3 Charge collection system

To collect the electrons produced by the ionization of LXe after the passage of an ionizing
particle, XEMIS1 includes: a mesh used as a Frisch grid, a segmented anode divided in 64
pixels and the data acquisition electronics.
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Frisch grid

After the interaction of an ionizing particle with the LXe, and in order to collect an ionization
signal with an amplitude proportional to the deposited energy and independent of the distance
of the interaction with respect to the collecting electrode, a grid is placed between the anode
and the cathode. This grid, known as Frisch grid, is then introduced with the aim of removing
the position dependency of the collected signals. The grid shields the anode of the motion
of the drifting electrons between the cathode and the grid [178]. Therefore, with an ideal
Frisch grid no signal is collected in the anode until the electrons pass through the grid. The
shielding of the anode from electrons motion is, however, not perfect, which leaves to signal
induction on the anode while electrons drift towards the Frisch grid. This effect known as
Frisch grid inefficiency affects the time shape of the anode signal and hence, it has a direct
impact on the energy resolution [179].

In addition to the charge induction opacity of the Frisch grid, the mesh should be
transparent to the drifting electrons. This implies that all electrons created in the ionization
process should be able to pass through the grid to be collected by the anode. However, if
the transparency is not good enough, and the electrons are collected by the grid, the full
ionization charge is not detected, worsening the SNR and hence, negatively affecting the
energy resolution. The electron transparency of a grid depends on the geometry of the grid.
For this reason, the choice of the Frisch grid in a LXe TPC is of crucial importance for the
collection of the ionization signals. During the course of this thesis four different grids have
been tested. A more detailed description of the properties of a Frisch grid is presented in
Chapter 5.

The Frisch grid is basically a metallic mesh usually made of nickel, aluminium, copper
or stainless steel. There are many different types of meshes depending on the manufacture
technique that limit the size and shape of the mesh as well as the distance between the
anode and the grid. Electroformed and chemical-etched micro-meshes are both commonly
used in Micro-Pattern Gas Detectors (MPGD) such as Micro-Mesh Gaseous Structure
(Micromegas) [115, 139]. Electroformed micro-meshes manufactured by Precision Eforming
LLC are usually very thin meshes with a thickness of 5 µm and a wide variety of geometries.
Three different types of electroformed micro-meshes have been tested in XEMIS1. Their
main properties are summarized in Table 3.2. The chemical-etched micro-meshes also known
as CERN meshes, are also commonly used in a gridded ionization chamber. However, they
are not a reasonable option for the XEMIS TPC due to the gap region is generally limited
to 25 to 50 µm. Such a small gap is crucial in Micromegas detectors since the amplification
gain depends directly on the distance between the micro-mesh and anode. However, in our
case no amplification is needed and the mesh is only used as Frisch grid. A very narrow gap
will increase the electronic noise reducing the SNR and hence, affecting the energy resolution,
in addition to make harder the manage of the mesh.
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Mesh Electroformed Electroformed Electroformed

670 LPI 500 LPI 70 LPI

Mesh thickness (µm) 5 5 5

Hole size (µm) 26.2 39.1 344

Bar thickness (µm) 11.7 11.7 18.5

Pitch (µm) 37.9 50.8 362

Material Copper Copper Copper

Optical transparency (%) 48 59 90

Table 3.2 – Properties of three electroformed micro-meshes used in XEMIS1.

Another good option are the metallic woven wire meshes. This kind of grid has the
advantage of allowing larger detectors with a more robust structure, which ease the handling
of the mesh to achieve good flatness and parallelism with respect to the anode plane. The
main characteristics of two different types of woven wire meshes tested during this work are
listed in Table 3.3. Figure 3.4 shows a 100 LPI woven wire mesh and a 70 LPI electroformed
micro-mesh both used in the development of XEMIS1.

Mesh Metallic woven Metallic woven

100 LPI 50.29 LPI

Mesh thickness (µm) 50 60

Hole size (µm) 230 475

Bar thickness (µm) 25 30

Pitch (µm) 254 505

Material Stainless steel Stainless steel

Optical transparency (%) 81 89

Table 3.3 – Properties of the metallic woven meshes used in XEMIS1.

Besides the geometry of the grid, another important parameter to take into account when
selecting a Frisch grid for a LXe detector is the material. Due to the TPC is immersed in
LXe, all the structures that compose the detector are subjected to extreme temperature
changes. This implies that all materials should have similar thermal expansion coefficients,
to minimize the expansion and contraction effects. Any deformation of the grid issues from
thermal expansion would increase the electronic noise or even cause catastrophic damage to
the electronics. Taking this into consideration, stainless steel and copper meshes are good
choices for XEMIS1. To preserve the distance between the anode and the Frisch grid, the
mesh is stretched and glued on a spacer made of copper to ensure an uniform electric field.
Two different gaps of 500 µm and 1 mm have been tested during this thesis.
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Figure 3.4 – Left) 100 LPI metallic woven wire mesh and right) 70 LPI electroformed
micro-mesh.

The cathode

The cathode is based on an electroformed 5 µm thick micro-mesh manufactured by Precision
Eforming LLC, that presents an optical transparency of 90 % for the passage of the UV
photons to the PMT. It consists of a set of intertwined metallic bars made of copper to form
square holes of 344 µm in steps of 365 µm (70 LPI, line per inch). The cathode is placed 1.6
cm below the PMT. Furthermore, to protect the PMT from the high voltages applied to the
cathode that can reach 24 kV for a drift field of 2 kV/cm, an additional screening mesh was
installed 1 mm below the PMT surface and 1.5 cm above the cathode. The screening mesh
is also a 70 LPI electroformed copper micro-mesh. The total transparency for the passage of
the UV photons to the PMT of the set of meshes is 81 % [115].

The segmented anode

The pixelized anode gives information of the two-dimensional localization of an interaction
inside the active area of the TPC, in addition to the deposited energy in such of interaction.
For this reason, its design must be optimized to achieve a compromise between a good
energy resolution and a good transverse spatial resolution. Both properties of the detector
performance depend, among other things, on the pixel size inside the sensitive area of the
anode. A reduction on the pixel size is good to reach a high spatial resolution but at the
expense of worsening the energy resolution, since charge sharing effects due to diffusion
become more important. Moreover, some technical constraints should be taken into account
when selecting the pixels size. The total number of pixels is limited by the number of tracks
that can be connected. The granularity is therefore limited by the minimum distance between
PCB (Printed Circuit Board) tracks. In the case of XEMIS1, the anode is segmented in 64
pixels or pads of 3.1 x 3.1 mm2 that gives an active area of 2.5 x 2.5 cm2. A frontal view of
of the anode where the 64 pixels can be identified is presented in Figure 3.5.

Besides the relevance of the anode in terms of energy and spatial resolutions, its mechanical
design and the different materials that compose it are also of primary importance. The
anode in XEMIS1 is not only used to collected the ionization signal but it also works as the
entrance window for the incoming radiation, being responsible for the insulation between
LXe and vacuum. This implies that the mechanical structure of the anode has to support
both temperatures close to the LXe temperature and pressure differences of the order of
1 to 2 bar without any important deformation or delamination. The anode has therefore
represented an important challenge in the development of XEMIS1.
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Figure 3.5 – Frontal view of the anode used in XEMIS1. The anode has a total surface of
51 x 51 mm2 and it is segmented in 100 pixels of 3.1 x 3.1 mm2. The ionization signal is
collected by the 64 internal pixels resulting in an active area of 2.5 x 2.5 cm2. The 36 pixels
at the edges of the anode are connected to ground.

The anode consists of a multilayer structure composed of seven main layers with a total
thickness of 2.6 mm. Figure 3.6 shows a schematic design of a transversal cut of the anode.
It has four copper layers called Top, Layer2, Layer3 and Bottom. The Top layer, which is
directly in contact with the LXe, has a thickness of 40 µm and is responsible for charge
collection. To isolate the Top layer from the next copper surface, Layer2, three sheets of
prepreg with a total thickness of 147 µm are used. Layer2 has a total thickness of 46 µm.
The prepreg, abbreviation of preimpregnated, refers to a fiberglass reinforced substrate which
has been preimpregnated with a resin system such as epoxy. The prepeg coat serves also
as bonding between the two copper electrodes to form an integrated structure. Equally,
between Layer2 and Layer3, there is a 2 mm thick dielectric coating based on alternate layers
of Rogers RO4350B ceramic laminates and prepreg. Both ceramics and prepreg present
good mechanical resistance and they are good insulators. Moreover, both materials have
a thermal expansion coefficient similar to that of the stainless steel and copper, which is
important to provide good dimensional stability when the system cools down to the LXe
temperature. Layer3 is finally separated from the last copper foil, Bottom, through a prepeg
coating of 147 µm in thickness. Layer3 and Bottom are, respectively, 46 µm and 40 µm
thick. Figure 3.7 shows the four copper layers that make up the anode.

In this multilayer structure the copper layers serve as the structural units while the
prepreg and ceramics provide dielectric insulation between adjacent layers of copper, in
addition to minimize electrical signal loss, reduce the crosstalk between conductive layers and
reduce the electronic noise. The electrical connection between the copper layers through the
dielectrics is made via conductive plated-through holes created by either laser or mechanical
drilled. In Figure 3.6 the pathway via are also illustrated. The signal induced in a pixel is
transmitted from the Top layer to the Bottom one through this plated-through via. Due to
the anode is used as the entrance window for the incoming radiation in the TPC and thus,
it is in direct contact with the LXe, to prevent a LXe leak from the TPC to the vacuum
container, the different layers are not communicated with one another through the same
plated hole. Instead, the layers are communicated through a series of L-shaped drilled holes
as depicted in Figure 3.6.
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Figure 3.6 – Transversal cut of the segmented anode. The layers 1, 2, 3 and 4 correspond
to Top, Layer2, Layer3 and Bottom respectively. Between the four copper layers there are
alternate layers made of ceramics and prepeg for insulation and bounding. The thickness of
the different layers is expressed in µm.

Figure 3.7 – Illustration of the four main layers of the segmented anode used in XEMIS1.

Each pixel of the anode has its own pattern of plated holes between the different layers to
collect the ionization signal. The design is made to minimize and equalize the length of the
conductive tracks between the copper layer for all the pixels, with the aim of minimizing the
electronic noise. In the Bottom layer, pixels are wire bonded directly to the ASIC electronics
through two standard 32 channels vertical mini edge card connectors.
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3.1.4 Cryogenics Infrastructure

During operation, XEMIS1 runs at a stable temperature of 171 K and a pressure of 1.25 bar.
Pressure and temperature stability are crucial to maintain the LXe at a steady state during
long data-taking periods, since both ionization and scintillation yields vary with temperature.
For this reason, an advanced and reliable cryogenic system is required. A schematic diagram of
the XEMIS1 LXe cryogenic installation is shown in Figure 3.8. The cryogenic system consists
of: a double-walled stainless steel vessels that host the TPC, an external double-walled
vacuum-insulated stainless steel vessels used for thermal insulation, and a cooling tower. A
Pulse Tube Refrigerator (PTR) especially developed for LXe applications is used to liquefy
the xenon and maintain the temperature of the system constant. A gas-phase purification
system is used to achieve high purity levels of the LXe, which is essential to measure the
ionization signal. This purification system requires the continuous circulation of the xenon
to evaporate it and re-condense it after purification. An effective heat transfer between
the boiling and condensing xenon during circulation is achieved by means of a coaxial heat
exchanger. Because of the narrow temperature margin between xenon normal boiling point
(165 K) and the triple point (161 K) (see Figure 6.26), a set of security systems and a
rescue tank have been introduced in order to recuperate the xenon in case of necessity. In
addition, a Slow Control System allows a continuous control and monitoring of the cryogenic
infrastructure.

Figure 3.8 – Schematic diagram of the XEMIS1 LXe cryogenic system. Figure taken
from [180]

Xenon Cooling System

The main part of the cooling system of XEMIS1, responsible of liquefying and keeping the
xenon at constant temperature, is based on a Iwatani PC150 PTR specially developed and
optimized for LXe cryogenics. The PTR was originally designed at KEK (The High Energy
Accelerator Research Organization in Japan) and it provides stable cooling power up to 200 W
at 165 K [181, 182]. The maximum cooling power is achieved when the PTR is connected to
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a water-cooled helium compressor (CryoMini Compressor OW404 commercialized by Iwatani
/ CW701) with nominal input power of 6.5 kW. The PTR provides the necessary cooling
power to compensate the expected heat load of 80 W leaked into the detector due to thermal
losses. In Figure 3.9, a picture of the Iwatani PC150 PTR and the available cooling power
as a function of the cold head temperature are shown. As we can deduce from the plot, a
cooling power of 200 W is required to maintain the temperature of the cold head at 165 K.

(a) (b)

Figure 3.9 – (a) Iwatani PC150 pulse-tube cryocooler and (b) available cooling power
(heater power) versus cold head temperature [183] (right).

In XEMIS1, the liquefaction process does not take place in the cryostat itself but in a
separate vessel called the cooling tower. The cooling tower is located about 50 cm above
the detector volume and it consists of a double-walled vacuum-insulated container made of
stainless steel. The PTR is placed on top of the cooling tower and outside the vacuum vessel.
The cooling power is then transferred to the system via the cold head of the PTR which is
integrated inside the vacuum enclosure. The distance between the cryostat and the PTR is
extended to ∼ 2 m to reduce mechanical noise [180]. A cross-section of the cooling tower
is shown in Figure 3.10. The vacuum insulation of the cold part of the cryogenic system
is important to reduce the heat transfer between the outside and the LXe and hence, to
maintain the required temperature constant with a minimum cooling power.

The PTR and the cold head are not in direct contact with the xenon but they are coupled
to a copper plate known as cold finger, which is the actual responsible of the gas xenon
liquefaction (see Figure 3.10). The coupling is made by a set of indium foils for optimal
heat transfer. The PTR is then connected to the cryostat via a double-walled tube. This
tube allows the gas xenon from the upper part of the cryostat to pass through the cooling
tower for liquefaction. If the temperature is low enough, xenon condenses on the cold finger.
Afterwards, the drops of liquefied xenon are recuperated in a stainless steel funnel and guided
into the tube to return into the cryostat. The cold head of the PTR is also equipped with
an ohmic resistor acting as a heater to compensate any excess of cooling power of the PTR.
The cold head of the PTR, heater and all temperature sensors are within vacuum insulation
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and cover by a Multilayer insulation (MLI) in order to avoid radiative heat transfer. The
separation of the PTR from the xenon via the cold finger was first implemented for the
XENON10 experiment [184]. This design reduces the number of impurities released into to
the LXe and facilitates the replacement of the PTR without exposing the inner vessel into
the air since the cold tower is hermetically closed by the cold finger.

Figure 3.10 – Cross-section of the cooling tower of XEMIS1, showing a) PTR, b) cold
head, c) cold finger and d) heater.

In order to control and monitor the overall temperature of the system, a set of 7 pt100
sensors are placed to control the temperature during all cryogenic process. These sensors
measure for example, the temperature of the cold head and the cold finger. The cooling
power of the PTR can be adjusted by fixing the temperature of the cold head. The desired
temperature of the LXe can be set and maintain constant by controlling the power supplied
to the heater placed on the cold head using a Proportional-Integral-Derivative (PID). This
PID regulator is necessary due to the only way to control the temperature of the cold head
is in fact by means of the heater. This means that if the cooling power provided by the
PTR to liquefy the xenon is higher than the actual power required to maintain the xenon in
liquid state, the temperature of the cold head would reach the freezing point and the xenon
would start to freeze. Therefore, the PID can regulate the heater power to maintain the
temperature of the cold head on the requested value. The heater has a maximum capacity
of 100 W, which is enough to counteract the cooling power at all times.

Internal Cryostat and Vacuum Enclosure

Another important part of the cryogenic system is the cryostat itself. The TPC is placed
inside a double-walled stainless steal vessel for thermal insulation. The inner vessel is
20 cm in diameter and 35.4 cm high. It contains around 36.5 kg of LXe and its design was
made in order to host the TPC and necessary cables with the minimum extra amount of
liquid. Due to thermal exchange by convection, the inner container is maintained at LXe
temperature. Additionally, in order to maintain the xenon in liquid state and to avoid the
possible evaporation of part of the LXe, the thermal exchanges between the cryostat and the
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outside are minimized. Both design and materials of the cryostat were optimized to reduce
the thermal losses by conduction. The number of tubes that connect the cryostat with the
rest of the system are limited. Moreover, all tubes are made of stainless steel which is a bad
heat conductor. The cryostat is mounted on a support made of epoxy with a reduced surface
to minimize the contact with the outer wall.

To ensure good thermal insulation the inner vessel is placed inside a vacuum container
that consist of a double-walled stainless steal vessel. This outer vessel reduces the heat flow
into the detector and thus, reduces the required cooling power. Due to the large volume
of the whole system, the containers are first evacuated using a set of two primary vacuum
pumps to reduce the pressure down to 10−2 bar. Then and in parallel to the primary pumps,
two turbo-pumps are used to achieve a vacuum level of the order of 10−6 to 10−8 bar. During
normal operation, only a primary vacuum pump and a turbo-pump are continuously running
to maintain the pressure level. In addition to the vacuum insulation, multiple layers of
aluminized Mylar foil (MLI) are applied between the inner vessel and the vacuum container
and also around all tubes and connexion wires to avoid radiative heat transfer. Figure 3.11
shows an internal view of the vacuum vessel that enclosures the cryostat. The system can be
optimized by covering the outer flange with MLI. In this way, we can reduce the radiative
heat transfer from the outer vessel to the LXe.

Figure 3.11 – Internal view of the stainless steal vacuum-insulated vessel. The cryostat that
contains the TPC is placed inside the vacuum enclosure. All part of the system including
the inner vessel, tubes, and the outer flange of the inner vessel that surround the front-end
electronics are cover by MLI to reduce the heat load into the detector.

Precooling and Liquefaction Procedures

In addition to the xenon liquefaction, the PTR has the task of lowering the temperature
inside the cryostat chamber. The goal of this initial phase, known as precooling, is to reduce
the temperature of the cold head and the entire system down to around 165 K in order to
start the liquefaction process.
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Before starting the precooling the required vacuum level is achieved. Afterwards, 2 bar of
xenon are injected into the cryostat. This pressure is enough to reduce the temperature of the
whole system without damaging any part of the detector, such as the PMT or the cryostat,
that can withstand pressure up to ∼2 bar. Once the gaseous xenon is inside the inner vessel,
the PTR is turned on and the temperature of the cold head is set to 165 K. Figure 3.12
shows the temperature variation of the cold finger during the precooling. As we can see,
the temperature decreases continuously from room temperature to around 165 K in about
1 hour. At this point the temperature of the cold finger becomes stable, which means that
the temperature of the cold head of the PTR is low enough so the xenon starts to condensate
in the surface of the cold finger. The drops of liquefied xenon are recuperated by the stainless
steel funnel placed below the cold finger which is still warm. This implies that when the
liquefied xenon touches the funnel, it will evaporate cooling the funnel progressively. Thanks
to these condensation-evaporation cycles of the 2 bar of injected xenon, the temperature of
the funnel and the rest of component of the detector including the tubes that connect the
cold finger with the cryostat and the cryostat itself, falls to 165 K in less than 24 hours. The
time required to cool the whole system depends on the quality of the insulation. Figures 3.13
and 3.14 shows both temperature and pressure profiles during the precooling until achieve
stability. The pressure inside the chamber decreases gradually to 0.9 bar. The pressure
fluctuations observed at the beginning of the precooling are the result of liquid drops that fall
and touch the bottom of the cryostat which is still warm. When this happens, the pressure
rises rapidly. However, these pressure increases are far from the pressure security value of
1.8 bar, and thus they are harmless to the detector. The precooling stage can be accelerated
by injecting more xenon in gas state once the heater starts to compensate the extra cooling
power of the PTR. The cooling power required to liquefy the xenon will be reduced if the
temperature of the system is low enough before starting the xenon injection.

Figure 3.12 – Temperature profile of the cold finger during the precooling phase.
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Figure 3.13 – Temperature profile of the internal cryostat during the precooling phase.

Figure 3.14 – Pressure profile of the internal cryostat during the precooling phase.

Once the cryogenic system is cooled down sufficiently, we can start filling the inner vessel
with GXe. The gas injection should be made progressively to avoid an excess of pressure
inside the chamber that could damage the detector. The gas flow depends on the pressure
difference between the storage bottle and the system. When the pressure inside the bottle
decreases, the flow rate into the chamber rises, increasing consequently the pressure inside
the cryostat. For this reason, to compensate the pressure variations during gas injection a
Mass Flow Controller (MFC) is placed between the injection valve, that regulates the gas
flow that gets out the bottle, and the cryostat. The gas flow is set to 5 l/min during all
liquefaction process. Since the temperature inside the detector is low enough, the gas is
immediately condensed at the cold finger and the detector is completely filled with liquid in
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about 24 hours. The amount of LXe can be controlled by monitoring the mass of the storage
bottle or by measuring the level of LXe inside the cryostat. The level of LXe is measured
thanks to a liquid level meter placed at the bottom of the chamber (see Section 3.24). The
xenon mass variation inside the storage bottle and the level of LXe inside the TPC are
presented in Figure 3.15(a) and 3.15(b) respectively. In both cases, the amount of xenon
varies progressively during the liquefaction process. The drastic variation on the level of
LXe inside the chamber from zero to 2.8 cm is due to the position of the liquid level meter
with respect to the bottom of the cryostat. In less than 1 day, the detector is full with
around 20 cm of LXe. A reduction of about 2 cm in the level of LXe is produced when the
circulation process starts, since a constant amount of LXe remains inside the connecting
tubes during circulation. The cryogenic system is ready to start the LXe circulation and
purification after 36 hours of cooling.

(a) (b)

Figure 3.15 – (a) GXe mass variation inside the storage bottle and (b) LXe level variation
inside the cryostat during liquefaction.

Xenon Purification and Recirculation Systems

The detector performances are limited by the level of purity of the LXe. If the purity is not
good enough, the drifting electrons may be absorbed by electronegative impurities such as
O2 or N2 before being collected by the anode. Moreover, the presence of water inside the
detector, as main contaminant, may also degrade the scintillation signal. For this reason, in
order to achieve and maintain an adequate level of purity, constant circulation of the xenon
through a purification system is required. In XEMIS1, the purification system is based on two
rare-gas purifiers connected in parallel, which consist of a high-temperature SAES MonoTorr
Phase II getter, model PS4-MT3-R/N, based on zirconium (see Figure 3.16). This kind of
purifier provides output impurity levels below 1 part per billion (ppb) O2 equivalent [185].

With such a purification system, the xenon must be in a gaseous state, so it has to be
continuously evaporated and condensed by a re-circulation system. The circulation is driven
by an oil- free membrane pump that creates the required pressure drop to pump up the
xenon from the cryostat and send it to the getter (see Figure 3.17) [186]. The pump can
provide a maximum circulation rate of 50 NL/min.
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Figure 3.16 – XEMIS1 rare-gas purifier.

Figure 3.17 – Oil-free membrane pump used to recirculate the xenon during purification.

The continuous phase changes from gas to liquid and vice versa, require a considerable
amount of energy. For a flow rate of 3 liters per minute, the power required to decrease
the temperature from 165 K to room temperature is about 13 W (specific heat of xenon is
0.34 kJ/kg◦C at 1 bar). Additionally, another 28 W are needed for the phase change from
GXe to LXe (latent heat of xenon 96.26 kJ/kg). This means that for a circulation rate of
3 liters per minute at least 41 W are required to re-liquefy the purified xenon. Without a
heat exchanger incorporated to the set-up all this cooling power is provided by the PTR,
which implies that the flow rate is limited by the available cooling power. For circulation
rates higher that 15 liters per minute, even the maximum cooling power delivered by the
PTR would not be enough to liquefy the xenon. In fact, if we also take into account the
thermal load leaked into the detector, a maximum circulation rate of the order of 3.8 liters
per minute is achieved without heat exchanger. With a gas flow of 3.8 liters per minute only
∼38 % of the total volume of LXe is purified per cycle [115].

In order to mitigate the heat load required by these phase changes and to achieve an
effective thermal transfer between the boiling and condensing xenon, a coaxial heat exchanger
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has been installed in XEMIS1. It consists of a stainless steel 22.5 cm long hollow tube with
a diameter of 48.26 mm, which has been bent to form a ∼1 m height cylindrical shape.
The XEMIS1 heat exchanger is presented in Figure 3.18(a). The concentric tube is placed
inside a vacuum enclosure for thermal insulation as shown in Figure 3.18(b). To optimize
the heat transfer between the evaporating liquid stream and condensing gas stream, the
gaseous xenon that returns into the detector enters the heat exchanger through a thinner
tube of 17.08 mm in diameter. This tube is contained inside the main tube on the side of
the exchanger that collects the GXe after purification, known as tube side (see Figure 3.8).
Outside the thin tube, the xenon remains in gas state, so the heat transfer to re-condense
the xenon is made around this thiner tube. The heat exchanger is placed ∼50 cm above the
cryostat and coupled to the PTR to tackle space constraints and also to insulate the PTR
through the heat exchanger.

(a) (b)

Figure 3.18 – XEMIS1 coaxial heat exchanger.

During normal operation, the xenon is pumped out the cryostat thanks to the circulation
pump and passes through the heat exchanger where it is evaporated. Afterwards, the gaseous
xenon flows through the getter for purification. The gas flow can be measured by a MFC
and controlled manually by a valve placed between the outlet of the heat exchanger and the
circulation pump. After purification, the xenon returns into the detector volume through the
tube side of the heat exchanger where it is re-condensed. The maximum circulation flow rate
achieved with XEMIS1 is 32 liters per minute, which implies that almost the total volume of
xenon can be purified continuously. An schematic diagram of the re-circulation process is
also illustrated in Figure 3.8. The integration of a coaxial heat exchanger in the circulation
system with respect to a previous prototype based on a parallel-plate heat exchanger [115],
has led to a great improvement not only on the performances of XEMIS1 but also on the
development of a bigger scale LXe Compton telescope prototype such as XEMIS2 [115].

In terms of operational effectiveness, the heat exchanger was designed in order to achieve
an efficiency of 95% for a re-circulation rate up to 50 NL/min (4.92 g/s). This efficiency was
estimated for a pressure difference of 0.5 bar between both sides of the heat exchanger and a
temperature difference of 6 K at the cold end. At detailed study of the performances of the
heat exchanger used in XEMIS1 as a function of the gas flow has been performed by Chen
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et al. [180]. As we can see in Figure 3.19(a), an efficiency of the order of 99%, better than
the expected value, is achieved even at high gas flows. This means that during circulation
less than half of the available cooling power is used to compensate heat leaking into the
detector (about 80 W of thermal losses has been estimated for XEMIS1), since heat exchange
with an efficiency of the order of 99% up to a flow rate of 32 liters per minute is possible.
With the XEMIS1 re-circulation and purification systems, we achieve electron drift lengths
greater than 1 m after 1 week of circulation. Figure 3.19(b) shows the estimated cooling
power required to keep stable the pressure inside the cryostat as a function of the gas flow
when using the coaxial heat exchanger. As we can observe thanks to heat exchanger the
required cooling power is almost the same regardless the circulation rate, except for very low
deliveries. We achieve good stability levels in both pressure and temperature during long
data-taking periods. Figure 3.20 and Figure 3.21 shows the evolution of the LXe temperature
and pressure, respectively, during several months of continuous operation.

(a) (b)

Figure 3.19 – (a) Heat exchanger efficiency calculated as a function of gas flow [180]. (b)
Estimated cooling power as a function of gas flow [180].

Figure 3.20 – Temperature inside the internal cryostat during circulation.
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Figure 3.21 – Pressure inside the internal cryostat during circulation.

Xenon Storage and Recuperation

Whenever the detector is not running, the xenon is stored in gaseous state in a stainless
steel bottle where the xenon is kept at a pressure of 60 bar. Figure 3.22 shows the high
pressure storage bottle and the connexion to the injection valve. During operation the bottle
is isolated from the rest of the set-up through this valve. A pressure regulator is used to
monitor the pressure inside the bottle. A second empty bottle is also installed in case the
xenon has to be immediately recuperated during operation.

Figure 3.22 – High pressure bottles used to store the gaseous xenon when the detector is
not in use.

When the cryostat needs to be emptied, the xenon is recuperated during a process known
as cryopumping. This process is based on cooling down the temperature of the bottle that
contains the xenon when the set-up is not operational, so the pressure difference between
the detector and the storage bottle will force the gaseous xenon to flow from the detector
to the bottle. For recuperation, a dewar that surrounds the storage bottle is filled with
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liquid nitrogen, so the container is cooled down to a temperature of around 77 K. The
temperature of the bottle is therefore lower than the xenon freezing point (161 K). The valve
that separates the bottle from the system is opened, so GXe from the detector volume flows
into the cool bottle and it immediately sublimates on its walls. Since all the gas freezes,
the pressure in the bottle remains low and the xenon will keep flowing to the storage vessel.
During the cryopumping the PTR is turned off. A second heater also based on an ohmic
resistance is located at the bottom of the cryostat to help the xenon evaporation and hence
to increase the recuperation rate. The gas flow is limited by the evaporation of the xenon
inside the detector, which avoids the xenon to freeze inside the detector. In addition, the
primary vacuum pump and the turbo-pump are switched off preserving a static vacuum
inside the chamber. After all xenon is recuperated, the injection valve is closed and the
bottle starts to heat up. Once the temperature of the bottle drops to room temperature, the
xenon will remain inside the storage container in gaseous form. The complete cryopumping
procedure takes about 6 hours (see Figure 3.23). The temperature of the outer and inner
vessels rises above 0 ◦C in around 12 hours. At this moment, the chamber can be opened
ensuring that no ice is formed on the interior walls.

Figure 3.23 – Evolution of the LXe level inside the cryostat during cryopumping.

Slow Control System

A Slow Control System (SCS) was developed using LabView to constantly monitor the
essential values of the experimental set-up such as temperature, pressure, LXe level, gas
flow rate and heater power. Figure 3.24 shows a screen shot of the slow control system of
XEMIS1. A total of 26 parameters are monitored and continuously saved to a file every 1 to
5 seconds. The continuous data acquisition allows the user to access the stored information
at any particular moment. In addition, the SCS allows access to all the variables monitored
over the last 24 hours and provides real-time plots of the different parameters. The SCS also
includes an alarm system that sends a text message when the temperature or pressure inside
the cryostat approach a critical value. The alarm is also sent whether the vacuum inside the
chamber is altered.
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Figure 3.24 – Screen shot of the slow control system used in XEMIS1.

Pressure monitoring inside the system is of crucial importance, not only for operation but
also in terms of safety. The PMT and the anode support pressures up to 2 bar. Above this
value, permanent damages can be inflected to the detectors. Equally, pressures higher than
3 bar can damage the membrane of the circulation pump. The pressure is controlled inside
the chamber, in the purification and circulation systems and also in the storage bottle that
collects the GXe when the detectors is not in use. These are measured by an absolute pressure
sensor with a pressure range of 0 - 3 bar. The pressure measurement is converted to an
electric signal with typical output of 4 - 20 mA. The signal is transmitted to a programmable
logic controller and then sent to the computer for monitoring and registering.

Temperature at the main parts of the experimental set-up is controlled by 10 pt100
temperature sensors. We can highlight cold head and cold finger temperature measurements,
indispensable during the precooling and liquefaction process, as well as a set of pt100
sensors to control the temperature at heat exchanger inlet and outlet, and at the bottom
of the cryostat. Temperature control is important due to the narrow margin between the
xenon boiling point and triple point. The freezing of xenon inside the chamber can reduce
the performances of the detector and even cause irreversible damages. The level of LXe
inside the cryostat is measured by a capacitive sensor manufactured by American Magnetics
Inc. The sensor is place around 2 cm above the bottom of the cryostat, which means
that no information of the level of LXe inside the chamber are available below this value.
Alternatively, the amount of xenon inside the chamber can be controlled by a balance placed
under the storage bottle. The difference between the weight of the bottle before and after
the injection of GXe into the chamber provides information of the volume of xenon inside
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the cryostat. The gas flow is monitored during both the injection phase and re-circulation
process by a MFC from Bronkhorst High-Tech. Finally, the vacuum insulation is controlled
by means of a standard vacuum gauge.

Safety Systems

During a data-taking period XEMIS1 runs continuously for several weeks or even months,
which means that the detector should be able to work in the absence of lab personnel. In
case of cooling power failure the system should be ready to recuperate immediately the xenon
to protect the workers and the detectors, and also to avoid a potential loss of xenon. If the
PTR or any component of the cryogenic system stop running due to, for example, a power
outage, the xenon will start to warm up and the pressure inside the detector will start to
increase. To limit the pressure inside the chamber a pneumatic valve shown in Figure 3.25(a)
is included in the set-up as a safety device. The valve opens at a pressure above 1.8 bar, so
the detector is never exposed to pressure levels that could damage the different components
of the TPC. When the pneumatic valve opens, the xenon is sent to a 4m3 rescue tank (see
Figure 3.26). Once the pressure inside the chamber falls below 1.8 bar, the valve closes off.
Since this pneumatic valve requires power supply, after an electrical failure the valve will
not work. For this reason, a second safety device based on a burst disk is also included
(see Figure 3.25(b)). The goal of this disk is exactly the same as the valve. It opens if the
pressure inside the cryostat exceeds 2 bar. However, once the burst disk is opened all xenon
is recuperated in the rescue tank. The rescue tank can host 35 kg of xenon is gaseous state
at a pressure of 1.6 bar. The tank is maintained at a vacuum level of the order of 10−2 bar
thanks to its own primary vacuum pump. To prevent freezing due to an important pressure
drop, a one-way valve is located before the tank inlet.

(a) Pneumatic Valve (b) Burst Disk

Figure 3.25 – XEMIS1 pressure security systems

Moreover, to overcome an electricity cut, two backup power supply systems are incorporated
to the set-up: an Uninterruptible Power Supply (UPS) and a power generator. The UPS
provides emergency power supply with a typical autonomy of 15 minutes after an electrical
failure. In addition, the UPS provides near-instantaneous protection from input power
interruptions. Immediately after the UPS starts, the generator starts up providing power
supply to the detector during a maximum of 12 hours. After a power failure the system is
allowed to warm up for at least 2 hours before the pressure achieves a critical value. The
laboratory personnel is notified by the slow control alarm system, which means that 12 hours
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are enough to restore power or to perform the cryopumping procedure to recuperate the
xenon.

Figure 3.26 – 4 m3 rescue tank used to recuperate the xenon is case of emergency.

3.2 XEMIS2: A small animal imaging LXe detector

3.2.1 Detector description

A small animal imaging LXe Compton telescope called XEMIS2 is currently under development
as a prototype for quantifying the potential benefit of the 3γ imaging technique in terms of
injected dose. The design of the system is based on a cylindrical camera filled with LXe that
completely covers the whole animal. This particular geometry maximizes the FOV and thus,
increases the sensitivity. A general view of the experimental set-up of XEMIS2 is presented
in Figure 3.27, that includes the XEMIS2 cryostat and the cryogenic infrastructure used
to store, liquefy and recuperate the xenon. The purification and recirculation systems are
presented in Figure 3.28.

Figure 3.27 – General view of the XEMIS2 experimental set-up installed in Subatech
laboratory: right) XEMIS2 cryostat and left) Recovery and Storage of Xenon (ReStoX).
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Figure 3.28 – General view of the XEMIS1 experimental set-up installed in Subatech
laboratory: right) Recovery and Storage of Xenon (ReStoX) and left) purification system.

XEMIS2 consists of a cylindrical TPC full of LXe with a total drift volume of 26.7 x 26.7
x 24 mm3. Figure 3.29 illustrates a design of the active zone of XEMIS2. At detection level,
the camera is composed by two identical TPC arrays placed back to back and separated
by a shared cathode. The active zone of the detector is a cylinder of 7 cm of inner radius,
19 cm of outer radius and 24 cm of total depth (12 cm for each TPC array). The active
volume is completely covered by 380 Hamamatsu PMTs to detect the VUV scintillation
photons (178 nm) generated after the interaction of a γ-ray with the LXe. Two circular
segmented anodes are located at the edges of the active zone. A total amount of 24000
pixels of 3.125 x 3.125 mm2 size are used to collect the ionization signal. A mesh used as a
Frisch grid is placed above each anode. To provide a homogeneous electric field between the
cathode and the anode, a set of 104 field rings is located around both sides of each TPC.

Figure 3.29 – Mechanical design of the active zone of the XEMIS2 prototype for small
animal imaging [82].
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A schematic diagram of the active zone of XEMIS2 is illustrated in Figure 3.30. For
simplicity, the design only shows the upper half of one of the TPCs placed at the right side
on the cathode. The other half of the TPC is completely symmetrical. All the dimension are
expressed in mm. Each TPC has a drift length of 12 cm between the cathode and the grid.
This length is the same as the one used in XEMIS1, and its value was chosen according to
the requirements exposed in Section 3.1.1. A gap between the grid and the anode of the
order of 100 µm has been chosen in order to reduced the effects of charge sharing. The TPC
is divided in two by a hollow 2.5 mm thick tube made of Aluminium. The tube is place
outside the chamber and it is in direct contact with the air. In Figure 3.30 only half of the
tube is represented. The dimensions of the tube are 100 mm of diameter and a total length
of 875 mm. The tube crosses the chamber side to side. The purpose of this tube is to hold
the small animal during the medical exam. For this reason, to insulate the animal from
the internal temperature of the cryostat and maintain it at room temperature, the tube is
separated from the stainless steel inner vessel by a 7.5 cm thick vacuum insulation. The
inner container has a thickness of 1.5 mm that separates the LXe from the vacuum. A 7 cm
thick Teflon support is added around the inner radius of the stainless steel vessel, that serves
both as insulation and to increase the light collection by the PMTs.

Figure 3.30 – Schematic diagram of the dimensions of XEMIS2. Only half of the right
TPC with respect to the cathode is represented.

105



Chapter 3. XEMIS: A liquid xenon Compton telescope for 3γ imaging

Each half of the TPC has a radial length of 133.5 mm limited by a external set of
23 stainless steel field rings and an internal set of 81 copper field rings. The external field
rings are shown in Figure 3.31. The copper electrodes are a set of interspersed 2 mm tracks
with a thickness of 0.35 mm, which are separated 1 mm from each other and located around
the inner part of the TPC as illustrated in Figure 3.30. The tracks are directly printed in
a kapton support which serves as insulation. These two sets of electrodes are necessary to
ensure a homogeneous electric field along the chamber. The sensitive volume of XEMIS2 is
then defined by the drift length between the cathode and the grid, and by the intersection
area of the segmented anode, which is in total of de order of 24 x 24 x 24 cm3.

In the same way as in XEMIS1, to ensure a uniform electric field inside the drift volume,
two resistive divider chains (one for each set of electric field rings) immersed in the LXe are
used to drive the potential from the cathode to the first field ring. Since in XEMIS2 there
are two TPC, each of them can be treated independently from one another. Each resistive
divider chain is based on 500 MΩ resistors. The last resistor of each chain is connected to
ground, whereas the first one is connected to the rim of the high-voltage electrode, which is
common for the two detectors. The first copper field ring and the Frisch grid of each TPC
are biased through two independent power supplies. Each anode is connected to ground via
the front-end electronics.

Figure 3.31 – External 46 stainless steel field rings used to provide an uniform electric
field along the drift volume of the detector.

As in XEMIS1, to read-out the collected charge by the pixels of the anode, we use an
ultra-low noise front-end electronics based on an IDeF-X HD-LXe 32 channels chips [187].
Each ASIC is connected to 32 pixels, which generates 32 analog signals. To reduce the volume
of data produced by 24000 pixels, each IDeF-X is coupled to a new front-end electronics
called XTRACT that extracts from each detected signal that crosses a given threshold,
the amplitude, time and pixel address. The performances of this ASIC are presented in
Section 4.6. The electronics are placed inside a vacuum container allowing a reduction of the
electronic noise.
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The assemblage and the materials of the different components of the TPCs follows the
same principle as the one presented for XEMIS. The device is designed in such a way that
the total TPC constituted by the common cathode and the field rings can be mounted
independently of the PMTs, which allows a correct adjustment of all the components. The
total structure is then assemble together inside a stainless steel cylindrical cryostat. This
inner cryostat is located in a vacuum chamber to reduce the convection heat transfer.

3.2.2 Light detection system

In order to detect the scintillation light in XEMIS2, we use a set of 380 VUV-sensitive
Hamamatsu R7600-06MOD-ASSY PMT especially developed to work at LXe temperature.
The main characteristics of this kind of PMT are reported in Section 3.1.2. The PMTs are
located all around the active zone of XEMIS2 and mounted on a stainless steal structure. A
picture of the mounting bracket is shown in Figure 3.32. The structure is directly immersed
in the LXe. Each PMT has a quartz surface of 26.8 x 26.8 mm2 with an active area of 18
x 18 mm2. A distance of 3 mm between PMTs is set by the separation structures, that
constitutes a dead zone between PMTs of the order of 20.6 mm.

Figure 3.32 – Mounting bracket for the 380 PMTs used to detect the VUV scintillation
photons emitted after the interaction of an ionizing particle with the LXe.

The PMTs surface is place at around 31 mm from the LXe and 22 mm from the external
part of the ring shaping rings. To protect the PMTs from the hight voltage applied to the
cathode and the copper electrodes, a screening mesh is installed 7 mm below the PMTs
surface and 1.5 cm above the electric field rings. The screening grids is based on a copper
mesh with a 6.3 mm pitch and an optical transparency of 89 %.

The design of the XEMIS2 has been optimized to increase the light detection with respect
to XEMIS1. Every interaction inside the active zone of the detector will produce a certain
number of VUV scintillation photons depending on the energy of the γ-ray and the applied
electric field. Due to the full coverage of the chamber by photodetectors, we ensure that the
produced light will be collected. The scintillation signal will be exclusively used to measure
the time of interaction t0 of the 3γ-ray interaction, which allows to determine the z-position,
and not for spectroscopy purposes. In addition, the light detection can be useful to reduce
the fraction of pile-up events.
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3.2.3 Charge collection system

To collect the ionization signal produced after the passage of an ionizing particle through
the LXe, XEMIS2 includes: two meshes used as a Frisch grid, two segmented anodes divided
in 12000 pixels each, a shared cathode and the data acquisition electronics.

The cathode is based on a 2 mm thick stainless steel plane electrode (see Figure 3.33). The
cathode is completely opaque for the passage of the UV photons, so for a given interaction
the produced light is not divided between the tow TPCs. The cathode has a circular shape
with an inner radius of 6.3 cm and an outer radius of 20.3 cm, allowing the aluminium tube
that holds the small animal to pass through. The cathode is placed in the middle of the two
TPC a 12 cm from each anode. Under standard experimental conditions, the cathode will
be biased at a high voltages of 25 kV for a drift field of 2 kV/cm.

Figure 3.33 – Frontal view of the cathode with the stainless steel field rings.

The generated charges inside the detector are collected by two segmented anodes place
diametrically opposed. Based on the results obtained with XEMIS1, the pixel size has been
optimized to achieve good energy and spatial resolutions, withstanding the space limitations
imposed by the electronic connectors. Each anode is divided in 12000 pixels of 3.1 x 3.1 mm2

that gives an active area of 24 x 24 cm2. A frontal view of of the design of one of the anodes
is shown in Figure 3.34. The internal structure of the anode is the same as the one reported
in Section 3.1.3. The anode has a circular shape with an inner diameter of 135 mm and an
outer diameter of 424 mm. The internal and external parts of the anode are based on a
copper circular-shaping ring with a thickness of 5.3 mm and 10 mm respectively. Between
these copper rims and the first pixels there is a 1 mm thick insulating layers. Due to the
circular shape of the anode, a set of smaller pixels is placed around the inner and outer parts
of the anode to fill up with electrodes the entire structure. Both internal and external copper
rings are connected to a high voltage supply.

Figure 3.34 shows the mechanical design of the anode of XEMIS2 connected to the
front-end electronics. The signals from the 24000 pixels are processed via an ultra-low noise
front-end electronics. Around 700 read-out IDeF-X LXe ASICs of 32 channels are used to
collect the signals. A new analog ASIC has been developed in order to extract only the
relevant information of each collected signal reducing the amount of data produced per
interaction. The new front-end electronics called XTRACT, performs a CFD1 operation to

1Constant Fraction Discriminator
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(a) (b)

Figure 3.34 – (a) Frontal view and (b) bottom part of the segmented anode used in
XEMIS2. The small squares at the center of (a) represents the pixels, whereas in (b) the
vertical connectors of the front-end electronics are illustrated.

obtain the charge and timing information of each signals that crosses a certain threshold
level. Each set of eight XTRACTs is read-out by a common PU card. This new connexion
system significantly reduces the amount of cables that go out from the chamber to the
outside, reducing the risk of leak between the vacuum and the air.

Electronics cooling system

On low temperature detectors, a complete knowledge of the heat transfer in the detector
is necessary in order to reduce both the power consumption and the possible operational
problems caused by liquid variations inside the active volume (see Section 6.4.1). The
conduction of heat from the outside surfaces to the LXe imply a major source of heat load.
In XEMIS2 the large number of read-out electronics will cause an important heat flow from
the electronics towards the inner vessel.

The electronic system used to collect the ionization signal require ∼100 mW per channel,
which leads to a heat dissipation problem. In order to minimize the heat load from the
front-end electronics to the LXe, two options have been proposed: a cooling system and the
installation of the electronics directly inside the LXe. Figure 3.35(a) shows the mechanical
design of the cooling system. It is based on an coiled stainless steel pipe design to circulate
LXe at a temperature of 168 K and a pressure of 1.2 bar. The LXe is directly extracted from
the detector cryostat and evacuated to the surface of the chamber. The tube is placed on a
copper structure. Since the cooling is conductive, the heat sink is placed in direct contact
with the electronics to remove the dissipated heat. On the other hand, the mechanical design
of the chamber with the electronics inside the LXe is depicted in Figure 3.35(b). Only the
IDeF-X LXe front-end electronics would be placed inside the liquid, whereas the XTRAC and
Pu boards would remain in the vacuum. This option provides better temperature stability,
but on the other hand, implies more technological difficulties, especially in the interface
vacuum-liquid. Please note that the goal is not to cool down the electronic components
themselves, but to minimize the heat flow towards the liquid.
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(a) (b)

Figure 3.35 – (a) Cooling system design to reduce the heat transfer by conduction between
the electronics towards the LXe. (b) Mechanical design of XEMIS2: a) IDeF-X LXe chip
inside the LXe, b) interface liquid-vacuum and c) XTRACT in the vacuum.

3.2.4 Cryogenics Infrastructure. ReStoX: Recovery and Storage

of Xenon

As discussed in Section 3.1.4, during operation the LXe inside the chamber should be kept
under stable temperature and pressure conditions during long data-taking periods. However,
temperature and pressure stability becomes more and more difficult as the dimensions of the
detector increases. Same cooling and storage systems as the one used in XEMIS1 are no
longer a feasible option for XEMIS2, where the amount of LXe increases from 8 l to 70 l.

In this section, we introduce the new cryogenics infrastructure developed for XEMIS2.
Figure 3.39 shows an schematic diagram of the XEMIS2 LXe cryogenic installation, that can
be divided in three different sub-systems: the cryostat that encloses the TPC, the purification
and recirculation systems and a new recovery and storage system called ReStoX (Reservoir
Storage Xenon), which is also engaged in the pre-cooling and liquefaction processes.

Internal Cryostat and Vacuum Enclosure

The detector cryostat consists of a double-walled stainless steel vessels that host the TPC.
This inner vessel is 60 cm in diameter by 35.4 cm long and it provides thermal insulation
to the detection volume. The inside of the cryogenic chamber is illustrated in Figure 3.36.
The camera holds 200 kg of LXe and its is placed inside a double-walled vacuum-insulated
stainless steel vessels used to improve the thermal insulation.

The design of the chamber has been optimized in order to reduce the amount of liquid
xenon, the power consumption and heat transfer into the detector. The vacuum enclosure
limits the convective heat transport. To increase the shielding, the vacuum envelope is
based on a cylindrical shell 5 mm thick with a diameter of 80 cm and 87.5 cm of length.
Under normal operating condition a vacuum level of the order of 10−6 bar is continuously
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(a) (b)

Figure 3.36 – (a) Frontal view and (b) mechanical design of the internal part of the
XEMIS2 cryostat.

maintained. This outer vessel reduces the heat load into the detector and thus, reduces the
required cooling power.

The conduction of heat from the outside surfaces to the LXe can also occur through the
components that supports the inner vessel, cables, detectors, etc. On the worst possible
scenario, a thermal loss by conduction of ∼28 W has been estimated through the mechanical
components of the chamber including, for example, the three bracket supports, the high
voltage lines, the PMT cables and the two upper exit pipes. A small heat transfer of ∼10 W
has been estimated from the 380 PMTs to the LXe.

To reduce the thermal radiation, the outside of the inner chamber is wrapped with MLI.
Without any kind of insulation, a heat load of 156 W due to radiative losses has been
calculated. Most of the thermal losses comes from the stainless steel enclosure, whereas a
negligible loss has been determined through the central tube. With an insulation consisting
of 20 layers of MLI, a reduction of the radiative heat transfer by a factor of 11 has been
estimated, which leads to a total radiative heat load of ∼7.5 W. This improvements against
thermal radiation reduces the cooling power consumption and increases the circulation rate.

The cabling inside XEMIS2 is also a challenge compared to a small dimension prototype.
380 cables with a length of 1.5 m from the PMTs must be extracted from the external
vessel through the outside avoiding any possible leak, in addition to the 98 cables from the
front-end electronics, the high voltage lines and the calibration and monitoring wires from
the slow control sensors. XEMIS2 has four side openings around the outer vessel as shown in
Figure 3.27. The two upper tubes have a diameter of 270 mm and are designed to exit, on
one side the 380 PMTs cables, and on the other side the high voltage line. All these cables
are extended toward the top of the cryostat through the exit pipes and they pass through
the cap of the outer vessel to out of the chamber. The lateral tubes are equally a 200 mm
extraction pipe. One of them is used to host the front-end electronics and exit the read-out
signal cables from the two segmented anodes towards the outside, where the data acquisition
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systems and computers are located. Once all cables are within their respective exit tubes,
the tubes are pumped up to remove the presence of impurities due to the cable outgassing.
The other lateral exit tube is connected to the vacuum pump.

ReStoX: Recovery and Storage of Xenon

Same cryogenics infrastructure as the one reported in Section 3.1.4 for the small dimensions
prototype XEMIS1 is not longer viable when a 200 kg of LXe detector is developed. The
operation principle and purposes are the same, but dealing with a large amount of LXe
requires a new technological concept to liquefy, store and transfer the xenon in an efficient and
low consuming way. Subatech in collaboration with Air Liquide Advanced Technologies has
developed a sophisticated cryogenic storage and recovery system called ReStoX (Reservoir
Storage Xenon) that brings together the three last requirements. A storage system of
similar characteristics has already been installed and tested in the Gran Sasso Underground
Laboratory (LNGS) Laboratory for the dark matter XENON experiment [188].

The design of this new cryogenic infrastructure has to comply with the criteria of a
medical imaging facility. The detector should only be operational during medical exams or
calibrations tests. Therefore, when the detector is not working, the chamber is empty of
LXe, which implies that a reliable and relative fast recovery and transfer system is necessary.
Unlike XEMIS1, where the xenon is kept in a gas bottle when the detector is not in use,
storing 200 kg of LXe in gas state will require at least 6 standard bottles (60 bar) at ambient
temperature, besides the important time required to liquefied this large amount of xenon
(see Section 3.1.4). For this reason, one of the main goals of ReStoX is to store the xenon
already in liquid state.

ReStoX is based on a double-walled insulated stainless steel tank, that can hold up to
280 l of gaseous xenon. For security reasons, it has been designed in such way that only
the 25 % of the total volume should be in liquid state, which makes 70 l (203 kg) of LXe
inside ReStoX, while the rest of the volume is occupy by xenon in gas state. The inner vessel
that holds the xenon, is 2 cm thick and it has a diameter of 20 cm and a length of 1 m.
To protect and insulate the inner vessel from convection heat transfer, it is enclosed in a
vacuum insulation container. The vacuum enclosure is a 300 l volume stainless steel cylinder
with a wall thickness of 2 cm. The vacuum jacket is 25 cm thick and it is filled with perlite
insulation. Both stainless steel containers have total weight of 440 kg.

Precooling and Liquefaction Procedures

To initially liquefy the xenon, ReStoX has a cooling system based on liquid nitrogen (LN2).
Instead of using a PTR, the cooling system of XEMIS2 is based on a massive aluminium
heat exchanger, which behaves as a thermal buffer. The heat exchanger is a cylinder with a
cross section of 600 mm by 205 mm and 260 kg of aluminium. The condenser is located at
the top of the reservoir and placed inside the inner vessel. The LN2 circulates in an open
loop through the aluminium heat exchanger via a double stainless steel tube of 2 x 12 m long.
This continuous circulation of LN2 reduces progressively the temperature of the aluminium
block, until it reaches a temperature slightly below the xenon transient temperature. Since
the thickness of the tube that holds the liquid nitrogen is small, after some time both surfaces
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reach the same temperature. Due to the high thermal inertia of aluminium, the condenser is
capable of maintaining the temperature of the system stable over long-term periods without
any refrigeration. Moreover, since the inner vessel is also in contact with the aluminium
condenser, its temperature is automatically reduced. Around 250 - 300 kg of liquid nitrogen
are necessary to reduce the temperature of the heat exchanger, the stainless steel inner vessel
and 2 bar of xenon from 300 K to 170 K.

Figure 3.37 shows the liquid nitrogen container, that holds around 3500 kg of LN2. The
liquid nitrogen is transferred to the ReStoX though a 50 cm thick stainless steel tube, and the
injection rate is regulated by a control valve. Once the liquid nitrogen pass trough the cooling
loop, it is evacuated to the open-air. Liquid nitrogen is not only used to initially liquefy
the xenon, but also to maintain the temperature and pressure of the system constants by a
continuous compensation of the specific heat losses of the whole system. An increase of the
LN2 flow reduces the pressure system, whereas no LN2 circulation will imply a progressive
increase of the pressure inside the system. Unlike XEMIS1, no heater is used to regulate
the temperature inside the chamber. Under equilibrium condition, the xenon is kept at a
temperature of 172 K and a pressure of 1.5 bar inside ReStoX.

Figure 3.37 – Liquid nitrogen container.

Same as in XEMIS1, before sending the xenon inside the cryostat, we need to reduce
the temperature of the whole system in order to avoid the pressure to increase above the
security value of 2 bars. Figure 3.38 illustrates the GXe and LXe injection procedures from
ReStoX to the detector cryostat. We use the GXe which is at the surface of ReStoX to inject
2 bar of xenon inside the cryostat though a valve. When the chamber is cold enough, we can
start filling the detector vessel with LXe. A UHV manual valve directly connects the inner
vessel with the chamber. Since the pressure inside ReStoX is 1.5 bar and the pressure of the
connexion tube is approximately ambient pressure (∼ 1 bar), this depression makes the LXe
to go naturally towards the cryostat when the valve is opened. The moment the valve is
opened, the flow of liquid nitrogen is stopped. However, thanks to the high thermal inertia
of the aluminium condenser, the inner pressure of ReStoX is stable. During the injection,
the level of xenon and pressure inside the chamber starts to increase. The steady state is
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reached when the pressure inside the cryostat is 1.2 bars, whereas the pressure inside ReStoX
remains at 1.5 bars. The temperature inside the chamber is therefore ∼168 K. When the
injection process is finished, a pressure difference of 300 mbar between the slower point of
ReStoX and the LXe surface inside XEMIS2 is reached.

Figure 3.38 – Schematic diagram of the filling process of XEMIS2 with LXe and the GXe
evacuation process.

Same stainless steel tube is used to recuperate the xenon. This reversible transfer system
allows to drive back the LXe into the ReStoX from the cryostat in case of necessity in a
about eight minutes. Moreover, the valve allows to completely separate ReStoX from the
rest of the system and used it as a safe storage tank. To recuperate the LXe inside ReStoX,
the temperature and pressure of the reservoir is reduced by increasing the flow of LN2. Due
to the pressure difference between ReStoX and the cryostat, the LXe naturally returns to the
storage tank. The circulation of LN2 continuous until no liquid remains inside the chamber.

Xenon Purification and Recirculation Systems

To accomplish for the high LXe purity levels required for signal detection, the LXe has to be
continuously purified during its storage, so the detector cryostat is directly filled up with
ultra pure xenon at any moment. The xenon is continuously liquefied and purified thanks to a
closed loop that includes the detector cryostat and the storage tank. The purification process
is illustrated in Figure 3.39. The purification and re-circulation systems used in XEMIS2 are
the same as the one used in XEMIS1 (see Section 3.1.4). The LXe is extracted from the
chamber and sent to the purification loop by a double oil free pump [186]. The LXe enters
in a 30 m long coaxial heat exchanger placed at the top of the aluminium condenser. No
thermal contact between the two heat exchanger is established. The coaxial heat exchanger
is placed inside the vacuum enclosure to not disturb the heat transfer. Once in the coaxial
heat exchanger, the LXe is evaporated and pumped through a SAES MonoTorr Phase II
hot getter, model PS4-MT3-R/N [185]. The pure GXe returns to the ReStoX through the
coaxial heat exchanger, where it is cooled and re-condensed with a ∼ 99% efficiency. A
maximum re-circulation rate of 2.9 g/s is expected due to the pumps.

Under equilibrium conditions, the xenon inside the TPC is at a temperature of 168 K
and at a pressure of 1.2 bars. However, the thermal losses due to radiation and conduction
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Figure 3.39 – Schematic diagram of the purification and re-circulation process in XEMIS2.

increases the temperature of the liquid above the stationary regime. An estimation of possible
heat transfer on the three different sub-system reveals that most of the heat load is due to
the cryostat (44 W) and ReStoX (33 W), while only 15 W are lost through the purification
system. The heat transfer inside the TPC causes the evaporation of part of the LXe stored
inside the chamber. Part of the heat load is directly evacuated through the ReStoX due to
the temperature difference between the two systems. However, if the heat load is higher that
the heat flow between the cryostat and ReStoX, the GXe accumulated in the surface of the
chamber will cause an increase of the pressure. To maintain the pressure at 1.2 bar, the GXe
must be evacuated from the chamber. A pump is used to extract the GXe from the cryostat
surface towards the purification loop. This evacuation process is illustrated in Figure 3.38.
Furthermore, in the process, part of LXe is also removed from the chamber. When the xenon
evaporates due to the heat transfer, the equilibrium level required to perform the medical
exam decreases. The amount of LXe lost has to be replaced by injecting more LXe from
ReStoX to the detector.

Safety System and Slow Control

The narrow operational margin of 4 K (at 1 bar) requires a continuous monitoring of the
temperature and pressure inside both ReStoX and the detector. In addition, as discussed
in Section 3.1.4, a set of security systems should be introduced in order to recuperate the
xenon inside the storage tank in case of emergency.

ReStoX is able to work even in case of a power failure. The continuous liquefaction of
xenon is based on the circulation of LN2 through the aluminium heat exchanger. If the
LN2 stops, ReStoX is design to withstand about 70 bar of pressure at ambient temperature
of around ∼30 ◦C. This means that the 200 kg of xenon may be stored in gas state safety.
Nevertheless, if the pressure inside ReStoX exceeds the design value, a burst disk is included

115



Chapter 3. XEMIS: A liquid xenon Compton telescope for 3γ imaging

that will irreversibly open and liberate the xenon to the outside. To prevent the completely
loss of all the xenon, another safety valve has been installed. This relief valve opens
proportionally with increasing pressure discharging a small quantity of xenon. The valve
closes once the pressure falls below a certain reseting value.

Similarly, the pressure inside the cryostat should not exceed 2 bar to avoid damages on
neither the detector, nor the cryostat itself. To limit the pressure inside the chamber the
same security system as the one installed in XEMIS1 is used. A pneumatic valve and two
burst disks open if the pressure reaches 1.8 bar. If that happens, the xenon is evacuated to
the outside. As the same way as for ReStoX, the total loss of xenon is prevented through
the GXe injection pipe. A control valve closes the purification and re-circulation loop, and
regulates the passage of LXe towards ReStoX. The opening and closure of this valve is
regulated by a slow control interface.

3.3 Conclusions Chapter 3

In this chapter, a detailed description of the first prototype of a LXe Compton telescope
XEMIS1 has been carried out. This small dimension prototype represents the experimental
evidence of the feasibility of the 3γ imaging technique. XEMIS1 consists of a time projection
chamber of 2.5 × 2.5 × 12 cm3 active volume full of LXe. The VUV scintillation photons
generated after the interaction of a γ-ray with the LXe are detected by a PMT, which has
been especially designed to work at liquid xenon temperature. The ionization signal, on
the other hand, is collected by a 64 pixels segmented anode. A complete description of the
internal structure of the anode has been also presented in this chapter. A homogeneous
electric field between the cathode a the anode is established thanks to a set of 24 copper field
rings connected through a resistive chain. The charge collection system of XEMIS1 is also
equipped with a Frisch grid. The properties of four different grids tested during this thesis are
presented is this chapter. The advanced cryogenics system, which has contributed to a high
liquid xenon purity with a very good stability, described in detail. The different cryogenic
processes performed before any data-taking period, such as liquefaction and purification of
the xenon are also presented.

In the second part of this chapter, we have presented the characteristics of the second
prototype XEMIS2 designed to image small animals. Main properties and materials of both
the detector and the cryostat have been described. This new prototype is a monolithic liquid
xenon cylindrical camera, which totally surrounds the small animal. XEMIS2 holds around
200 kg of liquid xenon. The active volume of the detector is completely covered by 380 1"
PMT to detect the VUV scintillation photons, allowing a pre-localization for the detection
of the ionization signal. The ionization signal is collected by two segmented anodes with a
total amount of 24000 pixels. This innovative geometry will allow the simultaneous detection
of the three γ-rays with a high sensitivity and a high Field-Of-View. Moreover, in order to
manage such as important quantity of liquid xenon, an innovative high-pressure subsystem
called ReStoX (Reservoir Storage Xenon) has been developed and successfully installed.
ReStoX allows to maintain the xenon in liquid state at the desired temperature and pressure,
distribute the xenon into the detector and also recover the xenon in case of necessity. A brief
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allusion of the possible thermal losses presented in the whole system has been made. Special
attention has been paid to the thermal load from the front-end electronics towards the LXe
that may cause certain operational problems (see Section 6.4.1).

This new prototype target to obtain good quality images with only 20 kBq of injected
activity, 100 less of activity than a conventional small animal functional imaging exam.
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T
he main goal of a LXe Compton telescope is to provide information of the 3D location
of each individual interaction of an ionizing particle with the LXe, as well as to provide

a precise measurement of the produced ionization charge in such an interaction. Both the
scintillation light and the electron-ion pairs produced by the incoming radiation provide
relevant information of the interaction in the medium. For this reason, the data acquisition
system should be capable of recording for each interaction point both the ionization and
scintillation signals simultaneously and without any dead time. In addition to that, the 3γ
imaging technique requires very good energy and spatial resolutions in order to triangulate
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the position of the source. Consequently, charge and time determination on the detected
signals must be optimized. In this chapter, we focus on the measurement of the ionization
signal. The design and performance of the readout front-end electronics used in XEMIS1 is
presented in Section 4.1.1. A detailed study of the electronics response is necessary in order
to characterize the detector performances. The study of the influence of the charge sensitive
pre-amplifier and shaper on the shape of the output signals is reported in Section 4.3. Charge
linearity and electronic noise contributions are also discussed in this section. Moreover, the
optimization of the time and amplitude measurement on the ionization signals is performed
thanks to a Monte Carlo simulation. The goal of this study is to develop an advanced
acquisition system for the measurement of the ionization signal in XEMIS2 (see Section 4.4).
A description of the main characteristics of this new analog ASIC is presented in Section 4.6.

4.1 General overview

Incident radiation in the detector induces a current pulse on each pixel of the anode that is
commonly read-out by means of a charge-sensitive preamplifier (CSA) [189]. The preamplifier
generates an output pulse which amplitude is proportional to the integral of the induced
current pulse on each pixel. Figure 4.1 shows a basic preamplifier circuit composed of a
feedback capacitor Cf . The capacitor integrates the input current signal i(t) and generates a
voltage step pulse at the CSA output: Vout(t) = 1

Cf

∫

i(t)dt. A reset system is incorporated
to the CSA to discharge the feedback capacitance in order to avoid amplifier saturation. In
the configuration shown in Figure 4.1, the reset is based on a feedback resistor, Rf , placed
in parallel to the feedback capacitor Cf . The resistor continuously discharges the capacitor
without degrading the signal to noise ratio and the linearity performances of the system.
Ideally, the rise time of the output pulse generated by the preamplifier depends only on
the charge collection time in the detector, and is independent of the characteristics of the
preamplifier and the capacitance of the detector [20]. On the other hand, the decay time of
the output pulse is determined by the time constant of the CSA: τp = RfCf . Therefore,
the output signal is proportional to the total collected charge on a pixel, as long as the
duration of the input pulse, tc, is short compared with the time constant of the preamplifier
(tc << RfCf ). Consequently, the choice of the feedback capacitor has an influence on the
charge collection efficiency and on the shape of the output signals. Large feedback capacitors,
i.e. long time constant, are required to achieve a high charge collection efficiency and also
to decrease the electronic noise contribution of the CSA. However, if the charge collection
time in the detector is smaller than the CSA time constant, consecutive arriving pulses may
overlap at the CSA output. This pile-up effect becomes more important for high event rate.

The preamplifier is also a major source of electronic noise to the system. That is why it
should be placed as close as possible to the anode to increase the SNR. A brief discussion
of the different sources of electronic noise is presented in Section 4.2. A pulse-shaping
amplifier or shaper is generally added to the signal processing chain in order to filter and
shape the CSA output signals (see Figure 4.2). The shaper generally consists of a band-pass
filter that limits the available bandwidth by attenuating the undesirable spectral noise
components outside the frequency band of interest and thus, increases the SNR. In addition,
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Figure 4.1 – Basic diagram of a charge-sensitive preamplifier with a feedback capacitance
Cf and a feedback resistance Rf as reset. An input current pulse i(t) is integrated on the
CSA that produces an output voltage pulse Vout(t) with a time constant τ = RfCf .

the shaper contributes to diminish the pile-up effect by shortening the pulse decay time, but
preserving the maximum of the signal. In general, shapers are based on a combination of a
first order CR high-pass filter also called differentiator, and a nth order RC low-pass filter
or integrator (CR-RCn filter). For example, a second order low-pass filter is used in the
front-end electronics of XEMIS1 called IDeF-X (see Section 4.1.1) with equal differentiator
and integrator time constants. The resulting output signals generated by the shaper have a
quasi-gaussian shape with a rise time that depends on the integration time of the filter or
peaking time τ0, which is usually established by the time constant of the low-pass filter. In
the following, the peaking time refers to the time between the moment the output signal
reaches 5 % of its amplitude and the maximum. On the other hand, the decay time of the
pulse is usually governed by the time constant of the CR filter, which is in general lower
than the CSA time constant to reduce the pile-up effect. The choice of the time constants of
the shaping circuit affects the maximum amplitude of the output signal. A loss of amplitude
on the shaper output pulse compared to the CSA output signal is known as the ballistic
deficit of the electronics, and it is discussed more in detailed in Section 4.3.2.

Figure 4.2 – Basic diagram of a charge-sensitive preamplifier with a CR-RCn filter. The
output voltage pulse Vout(t) has a quasi-gaussian shape with a rise and decay times that
depend on the time properties of the different blocks of the electronic chain.
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4.1.1 Front-end electronics: IDeF-X LXe

As discussed in Chapter 3, in the XEMIS1 TPC the ionization signal generated after the
interaction of an ionizing particle with the LXe is directly collected by the anode, which
means no amplification of the signals is used. This implies that a very low electronic noise is
needed in order to maximize the SNR and hence, to achieve a good energy resolution. The
location of the electronics close to the anode also reduces the electronic noise, as well as the
signal degradation during transmission. However, this implies that they should be able to
tolerate temperatures close to the temperature of LXe. In the last version of XEMIS1, the
front-end electronics are placed inside the vacuum container reaching temperatures below -60
◦C. Several tests with the electronics placed directly inside the LXe have been also performed
during this thesis. The coupling between the anode and the ASICs are also of critical
importance to maintain the required levels of noise and to withstand low temperatures.

The readout front-end electronics used in XEMIS1 consists of a low-noise 32 channels
analog IDeF-X HD-LXe chip (Imaging Detector Front-end for X rays) [187]. This low power
ASIC was initially developed by the CEA1 for X-ray and γ-ray spectroscopy with a Cd(Zn)Te
detector named Caliste [190]. The initial IDeF-X HD ASIC has self-triggering capability that
includes a baseline restoration circuitry, a peak detector and a discriminator [191]. Subatech
has successfully adapted the existing ASIC for the purpose of collecting the ionization signal
with a LXe detector. The differential output and multiplexes present on the ASIC have been
replaced by 32 analog outputs with no memorization.

Figure 4.3 – Schematic of the IDeF-X HD-LXe ASIC.

The segmented anode is connected to two IDeF-X HD-LXe of 32 channels each. Every
pixel of the anode is then connected to its own ultra low-noise readout channel, generating
a total of 64 independent analog signals. A general architecture of a readout channel
of the chip is presented in Figure 4.3. Each analog channel includes a charge-sensitive
preamplifier that integrates the induced signal on a pixel. To continuously discharge the
integration capacitance, Cf , the CSA is provided by a reset system based on a PMOS
feedback transistor, which is equivalent to a several GΩ resistor. The output of the CSA

1Commissariat à l’énergie atomique et aux énergies alternatives
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is fed to a Pole-Zero cancellation (PZC) stage based on a PZ filter [192]. The PCZ is used
for baseline restoration by compensating pulse long duration undershoots. It is also used
to perform a first signal amplification of the CSA output. The differentiation filter is also
included in this module. A shaper based on a RC2 second order low-pass filter with variable
shaping times is also integrated. Each channel is provided with an injection capacitance of
50 fF, Cinj, used to inject a well known charge on the input of the CSA of each channel
for test and calibration purposes. Furthermore, to emulate the detector dark current each
channel includes a adjustable internal current source ileak to polarize the ASIC input.

The main characteristics of the IDeF-X HD-LXe are summarized in Table 4.1. Every
parameter of the chip such as the peaking time, the gain and the leakage current among
others, are easily tunable with a four wires slow control protocol that is provided with an
easy and intuitive graphical user interface [187]. The time constants of the RC2 filter and
hence, the peaking time of the output signals can be varied between 0.73 to 10.73 µs. The
gain of each channel can be set from 50 to 200 mV/fC, which means that a dynamic range
of around 1.3 MeV can be reached. Moreover, a power consumption of 800 µW per channel
has been reported [187]. To reduce the total power consumption or to select only those
channels that are needed, the slow control system also allows to switch off every channel
independently. The IDeF-X HD-LXe chip includes a temperature sensor with an absolute
resolution of 0.5 ◦C. The technical specifications of the chip are shown in Figure 4.4.

Parameter Value

Chip size 4.34 x 2.00 x 0.16 cm3

Number of channels 32

Technology 0.35 µm CMOS

Supply voltage 3.3 V

Cf 50 fF

Power consumption 27 mV (800 µW/channels)

Gain 50, 100, 150, 200 mV/fC

Dynamic range 1.3 MeV for LXe at 200 mV/fC

Peak time 0.73 to 10.73 µs (16 values)

ENC (room temperature) 150 e− RMS [187]

Leakage current tolerance up to 4 nA

Table 4.1 – Main properties of the IDeF-X HD-LXe chip.

The 32 channels IDeF-X front-end ASIC is bonded on a 4.34 x 2.00 x 0.16 cm3 PCB
(Printed Circuit Board) (see left image in Figure 4.5). In order to comply the temperature
and pressure requirements, the different material that compose the PCB circuit are the same
as those used to build the anode. The anode and the electronics are directly coupled to two
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Figure 4.4 – Technical details of the IDeF-X HD-LXe ASIC.

standard 32 channels vertical mini edge card connectors. This type of connectors allow for
excellent electrical performances and ensures good signal transmission. Figure 4.5 shows the
Bottom layer of the anode with the two 32 channels connectors wire bounded directly to the
pixels of the anode. A perpendicular position of the electronics with respect to the anode
facilitates the wiring, as well as allowing a reduction of the pixels size. Earlier versions of the
segmented anode with a higher pixel size of 3.5 x 3.5 mm2 and a 1 in2 PCB board coupled to
the anode through a flat Cinch connector, have been also tested during this thesis. However,
this oldest configuration led to a higher electronic noise and a worse spatial resolution (see
Section 7.6) [187].

The two vertical IDeF-X front-end ASICs are connected together through a 64 channels
interface board, as we can see in the right-side image of Figure 4.5. The 64 output signals of
the interface board are transferred to an analog buffer through a ≈ 20 cm kapton bus. The
buffer stage enables the transmission of the analog signals from the vacuum vessel to the
outside by increasing the available current. The kapton nap also provides the power supply
to the front-end electronics. Figure 4.6 shows the inside part of the outer vessel of XEMIS1
where the kapton nap and buffer are visible. Finally, the 64 analog signals from each pixel
are extracted from the vacuum container to the air and transferred to the acquisition board
through 64 standard wires. Signals are then digitized with a sampling rate of 12.5 MHz by
an external 12 bits FADC. Thanks to the dedicated electronic setup used in XEMIS1 an
electronic noise of the order of 80 electrons is achieved.

4.2 Electronic noise

The noise is the result of statistical fluctuations either cause by the detector, the electronics
or both, that are superimposed to the output signal. It is clear that the noise limits the
smallest detectable charge signal, so it has an important impact on the energy resolution
of the detector. Only signals with an amplitude several multiples larger than the noise
can be clearly distinguished from random noise fluctuations. The spectral resolution of a
detector depends therefore on the SNR. Likewise, timing measurements are also affected
by noise. The noise produces an uncertainty or jitter in the time where the maximum of
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(a) (b) (c)

Figure 4.5 – (a) 32 channels IDeF-X front-end ASIC. (b) Bottom layer of the anode with
the two standard 32 channels vertical mini edge card connectors. c) Two ASIC chips bounded
to the two vertical connectors. The two PCBs are couple through a 64 channels interface
board.

Figure 4.6 – Zoom of the interior view of the outer vessel of XEMIS1. The kapton bus
connected to the 64 channels interface board and the buffer are visible.

the signal is measured, so the time resolution depends on the slope/noise ratio according to
Equation 4.1 [193]:

σt =
σN

dV
dt

(4.1)

where dV/dt is the slope of the signal when its leading edge crosses the threshold, and σN is
the quadratic sum of all non-correlated sources of noise in volt.

The electronic noise causes random fluctuations in the number of collected charges and
it is produced by the different components of the read-out electronic system. In general,
the higher levels of noise are produced at the beginning of the electronic chain where the
signal level is small compared to the noise fluctuations [20]. The charge-sensitive preamplifier
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implies, for example, a major source of electronic noise that is in part filtered by the shaper.
In a CSA the total input capacitance Cin, represented by the inherent pixel capacitance
or detector capacitance (Cd), the parasitic capacitance due to the connexion between the
pixels and the preamplifier (Cp) and the capacitance at the input of the electronic chain
(Ce) are an important source of noise. Ce is the sum of the feedback capacitance Cf and all
the parasitic capacitances at the input of the CSA and between the grid and the anode. To
reduce the amount of electronic noise is, therefore, important to minimize the total input
capacitance. To reduce the input capacitance, the connecting line from the pixel to the CSA
has to be as short as possible.

In a detector, there are many different sources of electronic noise that can be classified
as parallel noise or serial noise depending on its coupling with the output signal [194].
For example, detector leakage current shot noise and feedback resistor Rf thermal noise
are common noise contributions that are in parallel with the detector at the preamplifier
input. On the other hand, thermal noise on the first-stage of the preamplifier is a sort of
noise that is in series with the signal source. The different noise contributions are generally
expressed in terms of the voltage (en) or current (in) spectral density depending on whether
the contribution comes from a voltage (series) or current (parallel) noise source [195]. Please
note that there are a great variety of noise sources in an electronic circuit and in this section
we discuss only the most relevant noise contributions related to the CMOS2 technology. For
a more complete overview of the electronic noise please refer to [196].

The electronic noise added by the read-out electronic system is often expressed in terms
of the Equivalent Noise Charge (ENC), which is defined as the charge that must be supplied
to the input of the system in order to obtain an output signal equal to the root-mean-square
(RMS) due only to noise. Commonly, the ENC is expressed in Coulombs, units of electron
charges (e−) or equivalent deposited energy (eV).

The Thermal noise also called Johnson-Nyquist noise is generated by thermal agitation
of charge carriers within a conductor [197, 198]. It is produced in the preamplifier input
stage due to the input field effect transistor (FET). The thermal noise can be modeled
approximately as white noise in most real electronic systems, since its Power Spectral Density
(PSD) is independent of frequency. The spectral density of the thermal noise contribution is
given by [194]:

e2thermal =
8

3

kT

gm
(V 2/Hz) (4.2)

where k is the Boltzmann’s constant, T is the absolute temperature and gm is the transconductance
of the first-stage of the preamplifier. The thermal noise on the preamplifier output due to the
first-stage FET can be also expressed in terms of the equivalent noise charge as follows [194]:

ENC2
thermal =

8

3

kT

gm

C2
t

q2 τ0
(4.3)

2Complementary Metal Oxide Semiconductor
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where q is the electron charge, Cin = Cd + Cp + Ce is the total input capacitance and τ0
is the shaping time constant. The contribution of this thermal noise to the detector can be
significantly reduced by operating at low temperature.

The shot noise is due to random fluctuations of the electric current about its average
value and causes fluctuations in the number of charge carriers within a semiconductor or
vacuum tube [199]. It comes from the sensor leakage current, and like the thermal serial noise,
it also has a white spectrum. The power spectral density of the shot noise is proportional to
the average current I given by the gate leakage current of the first-stage of the preamplifier
and the dark current of detector:

i2shot = 2qI (A2/Hz) (4.4)

The leakage current shot noise on the preamplifier expressed in terms of the equivalent
noise charge is given by the following expressions:

ENC2
shot = 2qI τ0 (4.5)

Other significant parallel contributors to the noise is the thermal noise associated with
the reset of the preamplifier Rf , which current power spectral density and ENC are given
by:

i2Rf =
4kT

Rf

(A2/Hz) (4.6)

ENC2
Rf

=
4kT τ0
Rf

(4.7)

This noise contribution decreases by increasing the resistance value and its power density
is also independent of frequency. However, larger values of Rf implies longer time constants
and hence, longer pulse tails that may lead to an increase of pulse pile-up. The ENC of
the thermal noise caused by feedback resistance is proportional to the shaping time τ0 but
independent of the input capacitance Ci. Substituting the feedback resistor by a PMOS
transistor is a good alternative to reduce this kind of noise.

Flicker noise is another source of inherent noise in a detector. Its contribution also
comes from the preamplifier input transistor and may be explained by the charge carriers
which are trapped in the impurities or imperfections of the medium, and then released after
a characteristic lifetime, producing fluctuations on the number of produced charge carriers.
The PSD of the flicker noise is inversely proportional to frequency, and that is why is also
called 1/f noise. The spectrum of the noise depends on the ratio of the upper to lower
cutoff frequencies, rather than the absolute bandwidth unlike the thermal serial noise and
shot noise. The contribution of the flicker noise is given by:
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e21/f =
Kf Im ∆f

f
(V 2/Hz) (4.8)

where I is the current, Kf is the flicker-noise coefficient, m is the flicker noise coefficient and
∆f is the bandwidth in hertz over which the noise is measured [199]. The ENC of the 1/f
noise depends on the input capacitance of the detector (∝ Cin) and it is independent of the
shaping time τ0 [194].

Since all these contributions are uncorrelated noise sources, the total electronic noise is
given by the square root of the quadratic sum of the different noise sources:

ENC2
total = ENC2

parallel + ENC2
series + ENC2

1/f (4.9)

The total electronic noise of a detector can be reduced by choosing the appropriate
amplifier shaping time. Figure 4.7 shows the ENC as a function of the shaping time. In
general, the series noise contribution such as the thermal noise at the input stage of the
preamplifier dominates at short shaping times, while the parallel noise component (shot
noise and thermal noise at the preamplifier feedback resistor) increases with the shaping
time. Therefore, the selection of the time components of the read-out electronics should be
taken under careful consideration in order to minimize the noise contribution. In theory,
the minimum noise is obtained when both contributions, series and parallel noise, are equal.
The flicker noise on the other hand, is independent of the shaping time and it tends to
dominate at low frequencies. However, its contribution does depend on the input capacitance.
The relative contribution of series noise also increases with detector capacitance, while the
parallel noise does not depend on Cin. Consequently, the minimum noise is usually achieved
for detectors with long shaping times and small input capacitances.

Figure 4.7 – Equivalent noise charge vs. shaping time. At long shaping times the ENC noise
is dominated by current or parallel noise, whereas at small shaping times (large bandwidth)
the parallel contributions dominates. A minimum of noise is achieved when the series and
parallel contributions are equal, so changing any of these noise contributions shifts the noise
minimum. The 1/f noise contribution is independent of shaping time. The dependence on
the input capacitance and the leakage current is also shown in the figure.
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4.3 Effect of the readout electronics on the

measurement of the induced ionization signal

As discussed in Section 4.1, in order to measure the full amplitude of the induced signal on a
pixel, the shaping time must be larger than the temporal width of the signal. Therefore, for
high energy resolution detectors, the best method to measure the energy of an interaction is
to use a charge-sensitive amplifier with large shaping times. Timing measurements, on the
other hand, require short shaping times to reduce the SNR and the pulse pile-up. When
both requirements are necessary, as in the case of a TPC, the choice of the parameters of the
front-end electronic requires a thoughtful study. In this section, we study the shape of the
output signal of the IDeF-X HD LXe ASIC for an injected test pulse and different peaking
times (Tpeak

3). Results are compared to the experimental output pulse for 511 keV γ-rays.
Moreover, charge loss as a function of the shaping time and the linearity of the chip are also
discussed in this section.

4.3.1 Study of the shape of the output signals

The response of the front-end electronics used in XEMIS1 has been tested by injecting a test
pulse to the input of the preamplifier. Every channels of the anode, i.e. every preamplifier,
includes a 50 fF test pulse capacitor that enables to inject well defined test charges to be
integrated by the preamplifier. All measurements were performed under realistic experimental
conditions with the LXe TPC completely functional. Figure 4.8 and 4.9 show the output
signal of the shaper and preamplifier, respectively, for a step input pulse with an amplitude
of 60 mV and a 5 ns rise time. The injected test pulse was provided by a standard waveform
generator (Agilent 33250A). The presented signals are the result of averaging over 2000 test
pulses to reduce statistical fluctuations. The injection was performed on four different pixels
of the anode, two from each IDeF-X chip. The preamplifier output signal was extracted
from two of the injected channels. The gain and peaking time of the amplifier were set to
200 mV/fC and 1.39 µs respectively.
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Figure 4.8 – Output signal of the shaper for a 60 mV injected delta-like pulse with 5 ns
rise time and a peaking time of 1.39 µs.

3The peaking time is defined as the time between the 5 % of the amplitude and the maximum.
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Figure 4.9 – Output signal of the preamplifier for a 60 mV injected delta-like pulse with
5 ns rise time.

As expected, the response of the chip to a Dirac-like current signal is a quasi-gaussian
pulse that reaches its maximum value in 1.39 µs (from 5 % to 100 % of the amplitude).
Similar results were obtained for different peaking times. Figure 4.10 shows the comparison
of the signal at the output of the shaper for four different peaking times: 0.73 µs, 1.39 µs,
2.05 µs and 2.72 µs. Since the same time constant is used on both differentiation and
integration stages of the shaper, faster rise times and faster decay times are achieved for
slower peaking times. The charge loss due to the ballistic effect is discussed in the next
section.
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Figure 4.10 – Output signal of the shaper for a 60 mV injected delta-like pulse with 5 ns
rise time and four different peaking times.

On the other hand, the shape of the preamplifier signal differs from a delta-like pulse.
The preamplifier generates a signal with a rise time of the order of 500 ns when a 5 ns leading
edge current pulse is injected. This behavior is due to the fact that a real CSA does not
respond instantaneously to an input charge.
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In order to reproduce the actual output signal of the front-end electronics when radiation
interacts with the LXe, some other aspects besides the shaping time of the amplifier should
be taken into account. The rise time of the output signals also depends on the charge
collection time. In the case of XEMIS1 and for an ideal Frisch grid, electrons start to induce
a signal on the anode from the moment they pass through the grid, so all charges travel the
same distance, equal to the gap, before being collected. The effect of the inefficiency of the
Frisch grid on the pulse shape is discussed in Chapter 5.

During this thesis two different gaps of 500 µm and 1 mm have been tested. In the LXe,
the electron drift velocity for an electric field of 1 kV/cm is around 2 mm/µs, whereas for
field strengths higher than ∼3 kV/cm it saturates at around ∼2.3 kV/cm. Although the
electric field in the gap is between five to six times the electric drift field (6 kV/cm) (see
Section 5.5.1), the total electron drift time was approximated as 250 ns and 500 ns for a
500 µm and a 1 mm gap respectively. The evolution of the preamplifier output signal for
three injected delta-like pulses with different rise times of 5 ns, 250 ns and 500 ns, that
simulates three different grid-anode distances is presented in Figure 4.11. As the collection
time increases, i.e. the slope of the injected step increases, the rise time of the signal at the
output of the preamplifier also increases. This implies that, in general, higher gaps require
larger shaping times in order to integrate the total charge.
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Figure 4.11 – Output signal of the preamplifier for a 60 mV injected delta-like pulse with
5 ns, 250 ns and 500 ns rise time.

However, some discrepancies have been observed on the experimental data. Figure 4.12
shows the comparison between the average output signal for 511 keV events obtained with
a 100 LPI metallic woven mesh placed at 500 µm from the anode and a 6 cm long TPC
(see Chapter 6, Section 6.2), with a 250 ns slope injected pulse, i.e. ∼ 500 µm of gap.
The peaking time on both signals was set to 1.39 µs. For the experimental pulse only
single-cluster events, i.e. clusters with only one fired pixel, for interactions that took place
between 2.6 cm and 6 cm from the grid were selected. Likewise, the signal was averaged
over a large enough number of events to increase the SNR. The experimental signal shows a
larger peaking time of 1.52 µs compared to the injected pulse (Tpeak = 1.46 µs). The decay
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time of the experimental pulse is estimated to be 3.3 µs, obtained between the 100 % to
5 % of the maximum. The shaped pulse from an injected 60 mV step signal with a rise time
of 500 ns corresponding to grid-anode distances of approximately 1 mm is also depicted in
the figure. The results show that the convolution of a delta-like charge signal with a gap of
500 µm does not mimic the shape of the experimental signal, but instead a gap of 1 mm
better reproduces the rise time of the pulse. A difference of ∼80 ns is measured at 5 % of
the signal’s maximum between the experimental pulse and a 250 ns rise time injected pulse,
while no difference is measured for the 500 ns slope pulse.
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Figure 4.12 – Comparison between the output signal of the shaper for 511 keV events with
a 100 LPI Frisch grid placed at 500 µm from the anode (red line) and a 60 mV injected
delta-like pulse with 250 ns (black line) and 500 ns (blue line) rise time. The peaking time
was set to 1.39 µs.

The comparison of the experimental output signal for two different gaps is presented in
Figure 4.13. A large pulse was expected for a higher gap distance due to the added time to
the electrons drift. However, we observed that the rise time of the signals does not change
when the gap varies by a factor of two, despite of the slow rising tail that it is attributed
to the inefficiency of the Frisch grid as discussed in Section 5.5. These results show that
the peaking time of the amplifier and the collection time of electrons in the gap cannot
explain the shape of the output signals, and denote the presence of an additional effect that
affects the charge collection in the anode. This effect seems also independent of the physical
characteristics of the Frisch grid since a similar rise time was found for a 50.29 LPI mesh
(see Figure 4.14). In fact, it points out that the collected charge depends on the position of
the interaction with respect to the anode. This effect is further discussed in Chapter 5.
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Figure 4.13 – Comparison between the output signal of the shaper for 511 keV events with
a 100 LPI Frisch grid placed at 500 µm (red line) and a 1 mm (black line)from the anode.
The peaking time was set to 1.39 µs.
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Figure 4.14 – Comparison between the output signal of the shaper for 511 keV events for
two different Frisch grids placed at 1 mm from the anode: a 100 LPI Frisch grid (red line)
and a 50.3 LPI (black line). The peaking time was set to 1.39 µs.

4.3.2 Ballistic deficit

In a radiation detector the amplitude of the measured signals should be proportional to
charge produced after an ionizing particles interacts with the medium. In addition to that,
the measured charge should be independent of the charge collecting time within the detector.
This means that the maximum amplitude of the preamplifier signal must be preserved after
the shaper. This is possible if the shaping time constants of the pulse-shaping amplifier are
large compared with the preamplifier pulse rise time. However, if the shaping time constants
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are not long enough, part of the collected charge would be lost in the shaping process. This
effect is called ballistic deficit. The amplitude loss, together with the electronic noise and
the statistical fluctuations associated with the charge production process in the detector are
the major source that limits the energy resolution on a detector. The ballistic deficit can be
corrected by an adequate selection of the shaping time of the linear amplifier. However, the
choice of the peaking time cannot be made arbitrarily, but it should be made depending on
the detector requirements. For example, on high rate experiments short shaping times are
needed in order to minimize pulse pile-up. Equally, short shaping times are necessary to
spatially resolve multiple interactions as in a Compton scattering sequence.

Variations in the rise time of the output signals can also affect the amplitude of the
shaper output pulse. In an ideal gridded TPC, since all electrons start to induce a signal on
the anode from the same point, the shape of the pulse at the output of the shaper is the
same regardless the position of the interaction. Thus, the ballistic effect should only depend
on the time properties of the combination preamplifier-shaper.

In this section we try to quantify the degree of ballistic deficit as a function of both
peaking time and preamplifier output signal rise time. Figure 4.10 shows the average output
signal obtained for four different peaking times obtained when a delta-like pulse with a
5 ns slope is injected in the preamplifier input capacitance. The pulses were averaged over
2000 events. When a delta-like current pulse in injected at the input of the preamplifier,
no ballistic deficit is expected for an ideal CSA since the rise time of the output signal is,
in general, very fast compared to the minimum peaking time provided by the IDeF-X LXe
ASIC, which is 0.73 µs. However, as discussed in the previous section, due to the slower rise
time of the preamplifier signals which is of the order of 500 ns, a shaping time of 0.73 µs
is not enough to integrate all the collected charge. The peak signal deficit increases as the
peaking time decreases. Considering that for shaping times larger than 2.72 µs there is not
ballistic deficit [191], a 6 % of charge loss has been measured for a peaking time of 0.73 µs.
Similarly, at 1.39 µs, 2.3 % of the total charge is lost just due to the time response of the
preamplifier, and less than 1 % is expected for a 2.05 µs of peaking time.

The dependence of the ballistic deficit with the preamplifier pulse rise time is presented
in Figure 4.15. Since the rise time of the preamplifier output signal depends on the charge
collection time, for a fixed peaking time the maximum amplitude of the shaped pulse should
depend on the grid-anode distance. The signals presented in Figure 4.15 were obtained with a
constant peaking time of 1.39 µs and four different rise time: 5 ns, 250 ns, 500 ns and 750 ns
corresponding to a grid-anode distance of approximately 0 mm, 0.5 mm, 1 mm and 1.5 mm for
an electron drift velocity of 2 mm/µs at 1 kV/cm. The signals were also injected through the
test input capacitance and averaged over 2000 events to reduce the statistical fluctuations.
The results show that the amplitude deficit increases as the rise time increases. A loss of the
order of 1.7 % on the maximum collected charge is observed for a gap of 1 mm (red line)
compared to a gap of 500 µm (black line). On the other hand, for shaping time of 2.72 µs, a
maximum ballistic deficit of the order of 1 % is observed as shown in Figure 4.16.
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Figure 4.15 – Output signal of the shaper for a peaking time of 1.39 µs as a function of
the preamplifier pulse rise time.
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Figure 4.16 – Output signal of the shaper for a peaking time was of 2.72 µs as a function
of the preamplifier pulse rise time.

We can conclude that larger peaking times imply both less electronic noise as discussed
in Section 4.2, and less ballistic deficit. However, better timing resolutions are in general
related to shorter peaking times, since the time resolution on a detector depends on the
slope-to-noise ratio. In addition, we have seen that larger gaps also increase the charge loss
due to ballistic deficit. For a peaking time of 1.39 µs and a gap-anode distance of 500 µm,
which are the standard experimental conditions in XEMIS1, a ballistic deficit of around 3 %
is estimated. This effect adds a systematic uncertainty in the measurement of the charge in
the detector. In the next section, a study of the amplitude and time measurement precision
as a function of the peaking time is carried out in order to optimize the performances of the
analog ASIC that would be used in XEMIS2 for the measurement of the ionization signals.
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4.3.3 Charge linearity

The study of the linearity range of the IDeF-X LXe ASIC for a given gain of 200 mV/fC
and a peaking time of 1.39 µs has been also performed by injecting a charge through the
Frisch grid. Since the pulse shape at the output of the shaper is not well reproduced by
an ideal delta-like pulse, we opted to inject the preamplifier average signal presented in
Figure 4.17(a) obtained for 511 keV events. In this way, we take into account the different
effect on the output signal due to the overall system. The average pulse was parametrized
and defined as a piece-wise function in the pulse generator and directly injected to the grid.
The measurements were taken with a 100 LPI Frisch grid at 1 mm from the anode, a 12 cm
long TPC and a shaping time of 1.39 µs. Figure 4.17 shows the comparison between the
experimental average pulse and the theoretical one at the output of both the preamplifier
and the shaper. We can see that the injected pulse fairly represents the average experimental
signal, and the small difference between the preamplifier signals does not affect the shaped
pulse. This implies that the shaper is not very sensitive to slight fluctuations in the slope of
the preamplifier signal.
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Figure 4.17 – Comparison between the experimental and injected signals at the output of
the (a) preamplifier and (b) shaper. The average injected pulse was obtained over a large
number of experimental preamplifier output pulses with a total energy of 511 keV.

The amplitude of the injected pulses varied between 100 mV to 3.1 V. For each
configuration 1000 events were acquired and analyzed. The maximum amplitude of the
signals was determined by a method based on a Constant Fraction Discriminator (CFD)
(see Section 4.4.2). Pulse selection was made with a threshold level of 3 times de noise
(∼4.5 keV). Figure 4.18 shows the maximum measured amplitude, averaged over the 1000
events, as a function of the injected charge. The data is well described by a first order
polynomial and show an excellent linear behavior in all the amplitude range. The dynamic
range completely covers the required energy interval for the calibration of the detector, and
enables to measure signals of energies up to 1.274 MeV for a gain of 200 mV/fC. The ASIC
saturation is observed at ∼ 1.3 MeV.
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Figure 4.18 – Output amplitude of the IDeF-X LXe chip as a function of the injected
charge for the pixel 1 of the anode (peaking time 1.39 µs and gain 200 mV/fC). The red line
represents a first order polynomial, which shows a perfect linear response of the electronics
in all the dynamic range.

Same study was performed for low measured energies. In this case, the charge of the
injected pulses varied between 1 mV to 1 V in steps of 5 mV. Equally, for each configuration
1000 events were acquired and analyzed using a method based on a CFD to measured the
maximum of the signals. The data show a good linear behavior in most of the energy internal,
which is well fitted by a first order polynomial, as shown in Figure 4.19. A non-linear response
was measured, in the other hand, at very low measured charges close to the threshold level
(∼4 times the noise). This non linearity, depicted in Figure 4.20, is not related to the response
of the electronics, but is due to the electronic noise and the method used to measured the
charge. Since the signals are selected with a threshold level set at 3σnoise, only pulses with an
amplitude strictly higher than this threshold are registered. The threshold effect generates
a bias in the measured charges at low energies. Figure 4.21 shows the ratio between the
number of measured signal and the number of injected pulses vs. the measured charge. At
amplitudes at around six times the electronic noise (∼9 keV), 100 % of the injected pulses
are measured by the CFD method, whereas only 40 % are measured at the threshold level.

Please note that the differences between the two curves for the same injected charge are
due to the fact that the injection was performed under different experimental conditions.
However, the purpose of this study is to measure the linear behavior of the electronics before
saturation and not the gain (no calibration of the injected charges was made).

4.3.4 Equivalent Noise Charge

The noise performances of the IDeF-X LXe ASIC have been also studied during this thesis
by measuring the ENC as a function of the peaking time. The ASIC was connected to the
detector, that was fully operational and working under standard experimental conditions.
The Frisch grid (100 LPI) was biased with a voltage of -300 V. The value of the input
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Figure 4.19 – Output amplitude of the IDeF-X LXe chip vs input charge for the pixel 1 of
the anode and low injected amplitudes (peaking time 1.39 µs and gain 200 mV/fC). The
red line represents a first order polynomial, which shows a perfect linear response of the
electronics in almost the entire dynamic range. A lost of linearity due to the measurement
method is observed close to the threshold level.

Figure 4.20 – Linearity difference
between the measured charge and the
first degree polynomial fit. The red line
represents an exponential fit.

Figure 4.21 – Ratio between the number
of measured signal and the number of
injected pulses as a function of the
measured charge.

capacitance was estimated to be ∼ 15 pF at room temperature [187], and we can assume
that this value does not change at lower temperatures of the order of -60◦C. The injection
capacitance of a channel is 50 fF. The ASIC was programmed with a gain of 200 mV/fC
and with the minimum available value of the leakage current (20 pA). We used a waveform
generator to inject delta-like pulses of 30 mV and 60 mV. The noise was measured at the
maximum of the signals, and all signal are treated after pedestal correction (see Chapter 6,
Section 6.4). The conversion from volt to electrons was performed using the injection
capacitance.
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Figure 4.22 shows the ENC values as a function of the shaping time obtained for one of
the pixels of the anode. The system shows excellent noise performances with a minimum
of ∼ 100 e− for a shaping time of 2.05 µs. This level of noise is adequate for 3γ imaging
applications. In Figure 4.22 the values of ENC have been fitted to separate the different
noise contributions described in Section 4.2 (see Figure 4.7). The dominant contribution to
the ENC in the peaking time range of 1.39 µs to 4.06 µs is the 1/f noise, whereas at higher
shaping times the parallel noise seems to dominate.

Figure 4.22 – ENC vs. shaping time for a leakage current of 20 pA and a conversion gain
of 200 mV/fC.

The thermal noise contribution due to the reset of the CSA is very small due to the high
value of the equivalent resistance of the PMOS transistor (∼ GΩ). Moreover, since the dark
current of the detector is negligible and the injected leakage current is small, of the order of
tens of pA, the expected relative contribution of the parallel noise should be also small. As
a result, an almost flat distribution limited by the 1/f noise contribution is expected at high
peaking times. However, we see in Figure 4.22 that for peaking times higher than 4.06 µs
the parallel noise seems to dominate. Since the parallel noise contribution increases as the
leakage current ileak increases, the ENC values as a function of the peaking time have been
calculated for two different values of ileak. The results are shown in Figure 4.23. We can
see that an increase of the leakage current of the CSA has no impact on the series noise
contribution (short peaking times). A minimum noise of the order of 100 e− is measured
for both ileak currents at a shaping time of 2.05 µs. Moreover, no significant difference
in the noise performances is observed at long peaking times between the two ileak values.
This suggests that the contribution of a correlated noise, mostly due to capacitive coupling
between signal and electronics grounding, cannot be neglected.

Figure 4.24 shows the same measurements after correlated noise correction (see Chapter 6,
Section 6.5.2). As expected, for the smallest current, the serial noise increases. This is due
to the fact that the main source of series noise is the thermal noise at the input of the CSA,
which is oppositely proportional to the transconductance of the input transistor, which in
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Figure 4.23 – ENC vs. shaping time for two different values of the leakage current of 20 pA
and 100 pA, and a conversion gain of 200 mV/fC.

turn is proportional to the total current of the CSA. For long peaking times (above 4.06 µs)
the contribution of the shot noise dominates for a leakage current of 100 pA, whereas for
20 pA only the 1/f noise is present. After correlated noise correction the minimum noise
for a leakage current of 20 pA, shifts to ∼ 88 e− at a peaking time of 2.72 µs. Figure 4.25
shows the ENC vs the shaping time with and without correlated noise correction for the two
different values of ileak. The estimated contribution of the correlated noise as a function of
the peaking time is presented in Figure 4.26.

Figure 4.24 – ENC vs. shaping time for two different values of the leakage current of 20 pA
and 100 pA (conversion gain of 200 mV/fC) after correlated noise correction.
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(a) ileak = 20 pA (b) ileak = 100 pA

Figure 4.25 – ENC vs. shaping time for two different values of the leakage current of (a)
20 pA and (b) 100 pA with and without correlated noise correction.

Figure 4.26 – Correlated noise contribution for two different values of the leakage current
of 20 pA and 100 pA.

As a conclusion, to minimize the contribution of the electronic noise to the energy and
time resolutions, the IDeF-X LXe ASIC should operate at the smallest possible leakage
current and at a peaking time of the order of 2 µs. Moreover, a shielding optimization of the
chip and the connexion cables will reduce the correlated noise contribution. Results of the
ENC as a function of the peaking time at room temperature and as a function of the input
capacitance for the IDeF-X LXe ASIC can be found in Lemaire et al. [187].
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4.4 Measurement Optimization of the Ionization Signal

with a CFD

Excellent energy and spatial resolutions are essential in Compton imaging, where both the
deposited energy and the position of each interaction are required for the final reconstruction
of the image. As we have discussed in the previous sections, the noise and the ballistic
deficit degrade the energy and time resolutions of a detector. However, besides the statistical
fluctuations in the number of produced charges, there are other intrinsic effects that may
also affect the performances of the detector. For example, the spread of the electronic cloud
during the drift process along the TPC due to the electron transverse diffusion, adds some
uncertainty in the calculation of the reconstructed interaction position and the final collected
charge, which in turn affects the final spatial and energy resolutions.

Because of the electronic cloud diffuses while it drifts towards the anode, due to the
long drifting distance, there is a non-negligible probability that the electron cloud would
fire multiple neighboring pixels. In this case, the estimated position of the interaction is
calculated as the centroid position of the electron cloud, while the final charge is the sum of
all the individual charges. Moreover, since not all the neighboring fired pixels must become
from the same interaction, an additional condition concerning the drift time should be
applied in order to discriminate different interactions that take place very close one from
each other. As a result, accuracy on both time and charge measurements are indispensable
to ensure good energy and spatial resolutions. The purpose of this study is to determine the
optimal method for the measurement of the amplitude and the drift time of the ionization
signals in the LXe. Two different methods are presented and compared. To perform the
study, a complete Monte Carlo simulation of the output signal of the front-end electronics of
XEMIS1 has been performed.

4.4.1 Electronic Noise and Ionization Signal Simulation

As discussed in Section 4.1.1, the read-out electronics of XEMIS1 generates 64 (32 x 2)
independent analog signals S(t) corresponding to the 64 pixels of the anode. Each signal is
registered over a total period of 102.2 µs and sampled by the FADC at a rate of 12.5 MHz.
Consequently, each registered event results in a set of 64 sampled signals S(n), where n =
1,...,N denotes the sampling time index and N is the total number of channels per signal,
equal to 1278.

The aim of this section is to accurate simulate the output signal of the IDeF-X ASIC,
S(n), by using experimental data. Assuming that the signals can be decomposed as the sum
of two statistically independent components, a noiseless signal s(n) and a disturbing noise
n(n), the simulation of both contributions was performed individually.

Signal simulation

The shape of the signal s(n) was reconstructed as a result of the parametrization of the
average signal obtained over a large enough set of independent experimental events. The goal
of using the average signal was to minimize the noise contribution per bin. The experimental
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data was taken for a 100 LPI mesh with a 1 mm gap, an electric field of 1 kV/cm and a
shaping time of 1.39 µs. To reject noise events, a threshold of 10 time the noise (∼ 15 keV )
was set on each individual signal. In this way, we ensured that only events with enough
amplitude contributed to the final shape of s(n). The amplitude of s(n) corresponds to
the voltage equivalent to an electron. As a result, any amplitude signal (in charge) can
be generated by multiplying s(n) by a constant. Figure 4.27 shows the simulated pulse
compared to the experimental averaged signal.
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Figure 4.27 – Comparison between the normalized averaged signal obtained from
experimental data and the simulated signal, in linear and logarithmic scale (τ0 = 1.39 µs).

Noise simulation

The noise adversely affects the signal characteristics and complicates the data processing.
For this reason, its contribution is very important, especially at low energies. The simulation
of the noise n(n), unlike the noiseless signal s(n), is a complicated process that requires a
thorough study.

The noise at the output of the IDeF-X LXe has a Gaussian amplitude distribution. The
power spectrum of the noise obtained for a set of experimental noise events is depicted in
Figure 4.28, which represents the distribution of the noise amplitudes. The equivalent value
of the noise can be quantitatively characterized in terms of the root-mean-square (RMS) of
the distribution. The experimental noise distribution was fitted by a Gaussian function with
a standard deviation of σnoise = 85.42 electrons.

Time domain representation is useful for noiseless signals. However, a correct simulation
of the noise behavior requires the analysis on the frequency domain. This technique allows to
extract relevant signal features not perceptible from the time domain representation. A signal
can be converted between the time and frequency domains by a mathematical operation
call transformation. A common transformation used in data processing is the Fourier
transform. For discrete-time and finite-duration signals, the Discrete Fourier Transform
(DFT) is commonly used (4.10):
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X[k] =
N−1
∑

n=0

x[n].e−j.k.ω0.n (4.10)

where N is the total number of samples, k = 0,1,...N-1 is the frequency bin index4 and ω0 is

the fundamental frequency given by ω0 =
2π

N
. We assume that

∑N−1
n=0 x2[n] = 1 to facilitate

our notation and to avoid additional normalization factors.
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Figure 4.28 – Experimental distribution of the noise amplitudes for a peaking time of
1.39 µs. The red curve represents the Gaussian fit.

Each spectral component of the DFT X[k] is a complex variable that can be expressed as
a function of its real and imaginary components: X[k] = ℜe[k] + iℑm[k]:

ℜe[k] =
N−1
∑

n=0

x[n]. cos(ω0.n.k) (4.11)

ℑm[k] =
N−1
∑

n=0

x[n]. sin(ω0.n.k) (4.12)

The effect of applying the DFT over a finite time window results in high fluctuations
between different events, especially at low frequencies. In fact, the smaller the time interval
and the bigger the sampling period, the higher the inexactitude in the results. A well
used method to compensate this limitation and minimize its effect, is to average the DFT
coefficients for each bin over a large number of events. For this study, we used a set of
12000 events per pixel recorded under standard experimental conditions over a total time
window of 77.3 s. The averaged spectra of the real and imaginary parts of the DFT coefficients
are reported in Figure 4.29. Only the positive half of the frequency spectrum is displayed

4One frequency channel k equals 10 kHz
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due to the symmetry around the DC component. The highest detectable frequency, called
Nyquist frequency, is equal to half of the sampling frequency. In our case the Nyquist
frequency is 6.25 MHz.
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Figure 4.29 – Average probability density functions of the (a) real and (b) imaginary parts
of the DFT coefficients obtained from experimental noise events registered over a total time
window of 77 s.

Figure 4.30 illustrates the probability density function (PDF) of the real and imaginary
parts of the Fourier Transform coefficients for a given frequency obtained with experimental
data. As we can see, both coefficients obey a zero mean Gaussian probability distribution with
equal variance. This fact is derived from the stochastic character of the x[n] coefficients and
explained by the Central Limit Theorem [200]. In addition, both coefficients are statistically
independent, and hence uncorrelated as we can presume from the Figure 4.31.

(a) ℜe[k] (b) ℑm[k]

Figure 4.30 – Probability density functions of the (a) real and (b) imaginary parts of the
DFT coefficients obtained for the same frequency (k = 21). The red curve represents the
Gaussian fit.
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Figure 4.31 – Distribution of the imaginary part of the DFT coefficients as a function of
the real part.

Generally, the Fourier transform is expressed in terms of the magnitude (A[k]) and the
phase (φ[k]): X[k] = A[k]eiφ[k], which are directly related to the real and imaginary parts of
the DFT coefficients through the following formulas:

A[k] =
√

ℜe[k]2 + ℑm[k]2 (4.13)

φ[k] = arctan(
ℑm[k]

ℜe[k] ) (4.14)

Because of the independence of the real and imaginary parts of the DFT coefficients,
the joint probability density function can be expressed as the product of the individual
PDFs: P (x, y) = P (x)P (y), where x and y represent the ℜe and ℑm respectively. The
index k has been dropped for simplification. In addition, since both parts are identically
distributed modeled by a Gaussian density function, the joint PDF is given by equation (4.15),

P (x, y) = P (x)P (y) =
1

2πσ2
e
−
x2 + y2

2σ2 (4.15)

by using dxdy = AdAdφ, we obtain the joint PDF as a function of the magnitude and the
phase. Note that A and φ are also statistically independent.

P (A, φ) =
A

2πσ2
e
−
A2

2σ2 with A ∈ [0,∞] and φ ∈ [−π, π] (4.16)
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The individual PDFs of the magnitude and the phase are therefore:

P (A) =

∫ ∞

0

1

2πσ2
e
−
x2 + y2

2σ2 dA =
A

σ2
e−

A2

2σ2 (4.17)

P (φ) =

∫ π

−π

1

2πσ2
e
−
x2 + y2

2σ2 dφ =
1

2π
(4.18)

This result shows that the magnitude obeys a Rayleigh distribution given by Equation (4.17)
[201] while the phase is uniformly distributed over ±π. The power spectrum obtained from
experimental data is presented in Figure 4.32, whereas the experimental PDFs of the
magnitude and the phase obtained for a given frequency are presented in Figure 4.33(a),
which are consistent with the expected distributions. Figure 4.33(b) reveals an almost
uniform distribution of the phase. Discrepancies with the expected distribution should be
associated with the limitations of the method.
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Figure 4.32 – (a) Power spectrum of the magnitude of the DFT as a function of the
frequency obtained from experimental noise events registered over a total time window of
77 s. (b) shows the average value per bin.

(a) Magnitude (b) Phase

Figure 4.33 – Probability density functions of the (a) magnitude and (b) phase of the DFT
obtained for the same frequency (k=21).
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A Monte Carlo simulation is finally performed to reconstruct the noise signals n(n) using
these results. A random number is generated for both coefficients (ℜe and ℑ m) for each of
the N bins. These random numbers are Gaussian distributed with mean and variance given
by the averaged PDFs obtained for each individual bin (see example in Figure 4.30 for the
frequency 210 kHz (k = 21)). The simulated noise signal is then obtained by performing the
inverse DFT. An example of a simulated noise signal is presented in Figure 4.34.
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Figure 4.34 – Example of a typical simulated noise signal over a total time of window of
102.2 µs at a sampling rate of 12.5 MHz for a peaking time of 1.39 µs.

The simulated power spectrum of the magnitude of the DFT is presented in Figure 4.35(a).
We can verify from Figure 4.35(b) that this method reproduces very well the experimental
results. Moreover, the simulated amplitude distribution of noise events is depicted in
Figure 4.36. A Gaussian fit to the distribution gives a estimated noise of σnoise = 84.89±
0.02 e− which is in good agreement with the value obtained with the experimental data. These
results confirm that the simulated noise can reproduce, with an excellent approximation, the
electronic noise contribution.
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Figure 4.35 – (a) Average power spectrum of the magnitude of the DFT obtained with the
Monte Carlo Simulation and (b) Comparison between the experimental and simulated power
spectra of the magnitude of the DFT.
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Figure 4.36 – (a) Simulated distribution of the noise amplitudes obtained for 10000
simulated events for a peaking time of 1.39µs. The red curve represents the Gaussian fit.
(b) Comparison between the normalized experimental and simulated noise distributions.

Finally, by summing up both contributions s(n) and n(n) the simulated output signal of
XEMIS1 is generated. Figure 4.37 shows an example of a simulated signal with amplitude
20σnoise (5.4 V). Please note that the amplitudes are commonly expressed in terms of the
value of sigma (RMS value) of the noise distribution.
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Figure 4.37 – Simulated output signal of XEMIS1 with amplitude 20σnoise for a peaking
time of 1.39µs.
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4.4.2 Time and Amplitude measurement optimization

As we have seen the output signals of XEMIS1 consist of a total of 64× 1278 samples for
each registered ionization event resulting, in average, in an output file of around 2 GB for
one hour run. This type of data acquisition is not longer recommendable for a detector with
a large number of pixels as the case of XEMIS2, where near 24000 pixels will be present
(see Section 4.6). To minimize the readout data volume we have proposed some updates
in the front-end electronics. Instead of continuous sampling the analog signals, the new
readout system uses an analog ASIC called XTRACT, that registers only the value of the
amplitude, the time and the pixel address of those signals that trigger the discriminator. This
type of recording requires much less time and power than real-time digitization. However,
accurate measurements of time and amplitude are a very delicate issue, mainly for very low
energy signals where noise contributions become important. For this reason, a Monte Carlo
simulation has been performed in order to determine the method that provides the optimum
time and amplitude measurement resolutions.

The simulation can be divided in two different parts. The first part includes of the
generation of the output signal of the IDeF-X, as presented in the previous section 4.4.1.
Each event corresponds to the simulation of one signal. The pulses are randomly generated
inside a time window of 102.2 µs equivalent to the registration time over one pixel. Amplitudes
are simulated between 3σnoise (8 mV) and 20σnoise (54 mV) because we are mostly interested
in performing the analysis at low energies.

The second part consists of the simulation of the ASIC XTRACT, where the time and
amplitude of the signals are estimated. Two different methods of measurement have been
proposed and compared: a Constant Fraction Discriminator (CFD) and a peak-sensing ADC.

In addition, since the shape of the output signals depend greatly on the time-related
parameters of the shaping amplifier such as the the peaking time of the shaper, in order to
improve the SNR and to optimize the measurements of the amplitude and time of the signal,
two different peaking times of 1.39 µs and 2.05 µs have been tested during this analysis.

Time and Amplitude measurement with a Constant Fraction Discriminator

The concept of the constant fraction triggering technique is illustrated in Figure 4.38. The
input signal Va is split in two parts. One part is inverted and attenuated to a certain fraction
k of the original amplitude Vc = −kVa, and the other part is delayed by a time τd. These two
signals are added to form a bipolar pulse Vout with a zero-crossing point that is independent
of the amplitude of the signal and is placed always at the same point, that corresponds
to the optimum fraction of the signal height [22]. Our purpose is to accurately determine
this zero-crossing point at the moment when the original signal reaches its maximum value.
Therefore, with the CFD method, the time and amplitude of the signals are determined at
the zero-crossing point. Since the precision is related to the proper selection of the delay
τd and the constant fraction k, different combinations of these two parameters have been
considered.

In general, the event selection is done by using a leading-edge discriminator [22]. Only
those signals with an amplitude higher than a certain threshold value will be registered. In
particular, for this study the discriminator level was set on 3σnoise to optimize the background
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rate (see Section 4.5). A second threshold may be included in the trailing edge of the pulses
to reduce the number of noise triggers. Moreover, in the CFD method, the threshold can
be set on either the original signal (S1) or directly on the constant-fraction signal (S2) (see
Figure 4.39). Both cases are considered in this study.
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Figure 4.38 – Principle of the Constant Fraction Discriminator. The dotted line in (a)
shows the result for a different rise time [22]. In (b) S1 is the original signal and S2 the CFD
signal.

Setting the discriminator threshold on S2 requires, however, an additional study of the
noise in order to determine the optimum threshold level. The CFD amplitude distribution of
the noise depends on the chosen values of the time delay and the attenuation fraction. For a
delay of τd = 12 channels5 and a factor k = 1.436, an increase of the order of 45.6 % of the
noise on the S2 signal was measured compared to S1. For this particular case, the equivalence
to the 3σnoise threshold level on S2 was found at 3.1σ

′

noise. This value was estimated from
the CFD noise distribution at the point where the number of triggers per second agrees with
the counting rate at the 3σnoise level of the S1 noise distribution.

The worsening of the SNR on the CFD signal (S2), implies an important efficiency
decrease at low energies compared to the result obtained for a 3σnoise threshold set on S1
(see Figure 4.40). For an input signal with an amplitude equal to 3σnoise the efficiency should
be around 50%. However, by setting the discriminator on S2, less that 20 % of the simulated
signals are measured. This efficiency loss cannot compensate the slight improvement observed
at low energies on the measurement of the time and the amplitude resolutions, as shown
in Figures 4.41 and 4.42 respectively. The decrease in the amplitude resolution observed
for simulated amplitudes lower than 5σnoise is due to a bias introduced by the method. As
the threshold is set to 3σnoise, for example for a signal of amplitude 3σnoise, only half of the
amplitude distribution is measured, and therefore, the mean of the distribution is shifted.
As a consequence, the CFD method with the discriminator set on the original signal was
considered the best option.

5One channel corresponds to 80 ns.
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Figure 4.39 – Example of the CFD technique applied on a simulated signal (blue curve).
The red curve is the CFD signal. The dashed black line represents the discriminator threshold.
In (a) the threshold is directly applied on the simulated signal S1, while in (b) the threshold
is set on the CFD signal S2. The threshold depends on the value of the σnoise of the noise
distribution. The x-axis is expressed in time channels, where 1 channel equals to 80 ns.

Figure 4.40 – Efficiency results obtained for the CFD technique for a τd = 12 channels and
a attenuation fraction k = 1.436. The black dots correspond to the case where the threshold
level was set on the signal S1, whereas for the red dots the threshold was set on the CFD
signal S2. The signal S1 was obtained for a peaking time of 2.05µs.
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Figure 4.41 – Time resolution measured with the CFD method (τd = 12 channels and
k = 1.436) for the two possible discriminator situations as a function of the simulated
amplitude, expressed in units of SNR. The signal S1 was obtained for a peaking time of
2.05µs.

Figure 4.42 – Ratio between the measured averaged amplitude and the simulated amplitudes
obtained with the CFD method (τd = 12 channels and k = 1.436) for the two possible
discriminator situations as a function of the average measured amplitude, expressed in units
of SNR. The signal S1 was obtained for a peaking time of 2.05µs.

To discriminate noise events, an additional condition on the zero-crossing point was
included. If the zero crossover occurs inside a time window determined by the time interval
elapsed from the moment that the input pulse rises above the threshold (beg) and the
point where the signal trailing edge of the signal crosses again the threshold (end), the
amplitude and the time of the signal will be measured. If not, the event will be rejected (see
Figure 4.39(a)).
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Peaking time optimization:

Another aspect to have into account is the role of the peaking time in the time and
amplitude resolutions. As we have seen, the minimum ENC value is obtained for a shaping
time of the order of 2 µs. However, a better time resolution, is expected at lower values of the
peaking time. In this section, we compare two different values of the shaping time: 1.39 µs
and 2.05 µs. In both cases, the CFD parameters were selected to obtain the zero-crossing
point at the exact moment where the signal reaches its maximum. For a shaping time of
1.39 µs the delay was set to τd = 9 channels (720 ns) and the attenuation fraction k = 1.5,
while for a peaking time of 2.05 µs the delay was τd = 12 channels and the attenuation
fraction k = 1.436. Figure 4.43 shows the time resolution, i.e. the difference between the
simulated and measured time, for the two values of the peaking time. Greater accuracy in the
measurement of the time is observed for a time peaking of 1.39 µs, even at high amplitudes.
On the other hand, non significant difference was observed on neither the measurement of
the amplitude nor the efficiency, as shown in Figures 4.44 and 4.45 respectively. Based on
these results, a shaping time of 1.39 µs is considered as the best option for the measurement
of the drift time of the ionization signals in the detector.
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Figure 4.43 – Comparison of the time resolution obtained for two different values of the
peaking time.

CFD parameters optimization:

The results are conditioned by the values of the delay and the CFD attenuation fraction.
Ideally, this two parameters should be chosen in such a way that the zero-crossing time
happens at the point of maximum slope. However, when a non-negligible level of electronic
noise is present, fluctuations on the time at which the signal crosses the threshold introduces
an uncertainty or jitter in the measurement of the time. Timing uncertainty caused by
noise-induced jitter is illustrated in Figure 4.46. This contribution is inversely proportional
to the slope of the CFD signal at the zero-crossing point and in general, the greater the
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Figure 4.44 – Difference between the average measured amplitude and the simulated
amplitude obtained for two different values of the peaking time. The error bars are obtained
from the RMS of the distribution.
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Figure 4.45 – Comparison of the efficiency obtained for two different values of the peaking
time.

slope, the smaller the uncertainty introduced by this effect [202]. Equation (4.19) shows the
relation between the timing error and the slope:

σt =
σNcfd

dVcfd

dt

∣

∣

∣

∣

t=t0

(4.19)

where σncfd
is the RMS value of the noise distribution of the constant-fraction signal (Vcfd)

and t0 is the zero-crossing time.
Figure 4.47 shows the slope of the constant-fraction signal at the zero-crossing point as a

function of the delay for two different values of the attenuation fraction. The value of the
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Figure 4.46 – Noise-induced time jitter. Figure adapted from [202].

slope was calculated for the ideal case of a noiseless signal with an amplitude of 20σnoise

amplitude and a peaking time of 1.39 µs. A maximum has been found for a delay of around
28 and 25 channels for an attenuation fraction of 1 and 1.5 respectively.

Figure 4.47 – Slope of the constant fraction signal at the zero-crossing point as a function
of the time delay τd for two different attenuation fraction values: (a) k = 1.5 (red) and k = 1
(black).

However, the important noise contribution at low energies distorts the shape of the input
signal compensating the minimization of the jitter contribution achievable at maximum
slope. As we can see from Figure 4.48(a), as the value of τd delay increases the noise (RMS
value) also increases. In addition, the smallest noise contribution found for smaller delays
is associated with a worsen in SNR. The timing uncertainty σt as a function of the delay
is presented in Figure 4.48(b). As a result, the best σt is obtained over a large range of
delay values, which implies that several combinations of the CFD delay and the attenuation
fraction may provide the same time resolution. Comparison of the time and amplitude
resolutions for three different configurations of the CFD parameters are shown in Figure 4.49
and Figure 4.50 respectively. For the same attenuation fraction (k = 1), two different values
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of the delay have been tested. In both cases the zero-crossing point occurs after the input
signal reaches its maximum, so an additional delay, called numerical delay, was necessary to
ensure that the measurement of the time is performed at the maximum of the signal. The
results for a different value of k (k = 1.5) are also presented in the same figures. In this case,
the crossover point occurs at the exact moment where the signal reaches its maximum and
thus, no additional delay is needed. In all cases, a better precision in the measurement of
time and amplitude is achieved for a delay of 9 channels and a gain of 1.5.

(a) (b)

Figure 4.48 – (a) Signal-to-noise ratio (RMS values) of the constant-fraction signal as a
function of the delay τd for two different attenuation fraction values. (a) k = 1.5 (red) and
k = 1 (black). and (b) Value of σt as a function of the delay τd for two different attenuation
fraction values. (a) k = 1.5 (red) and k = 1 (black).
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Figure 4.49 – Time resolution obtained for three different values of the delay τd and the
attenuation fraction k. τn represents the additional numerical delay added to measure the
maximum amplitude of the signals.
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Figure 4.50 – Difference between the average measured amplitude and the simulated charge
for three different values of the delay τd and the attenuation fraction k. τn represents the
additional numerical delay added to measure the maximum amplitude of the signals. The
error bars are obtained from the RMS of the distribution.

Time and Amplitude measurement with a Peak-sensing ADC

The second method to measure the time and the amplitude of the signals is based on a
peak-sensing ADC [22], for which the amplitude and the time are directly measured from its
maximum value as illustrated in Figure 4.51. For simplicity we will refer to this method as
Max.

Figure 4.51 – Time and amplitude measurement on a simulated signal using the method
of a peak sensing ADC. The leading threshold was set on 3σnoise, whereas the trailing edge
threshold was 2σnoise. The maximum was found at 0.18 V (red star) corresponding to a drift
time of 53 µs (670 channels).

In Figure 4.52 and 4.53 the comparison between both techniques is presented. The
peaking time of the input signal was set to 1.39 µs and the CFD was performed for a delay
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of 9 channels and an attenuation fraction of 1.5. A better time resolution has been observed
for the CFD method for all amplitudes. The best result obtained for the Max technique was
around 100 ns, in comparison with a resolution of 50 ns obtained with the CFD. Additionally,
a better amplitude resolution has been obtained for the CFD method for the entire amplitude
interval, especially at low energies. The worsening in the time and charge resolutions with the
Max technique is due to fact that this method depends on the amplitude of the input signal.
This effect is most important at low energies and results in a higher detection efficiency are
shown in Figure 4.54.
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Figure 4.52 – Comparison of the time resolution obtained for the Max and CFD methods.
The CFD was performed for a delay of τd = 9 and an attenuation fraction k = 1.5.
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Figure 4.53 – Difference between the average measured amplitude and the simulated
amplitude obtained for both techniques. The CFD was performed for a delay of τd = 9
and an attenuation fraction k = 1.5. The error bars are obtained from the RMS of the
distribution.
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Figure 4.54 – Comparison of the efficiency obtained for both techniques. The CFD was
performed for a delay of τd = 9 and an attenuation fraction k = 1.5.

4.5 Noise counting rate

The noise not only affects the time and amplitudes resolutions, but also determines the
minimum detectable signal threshold. The discriminator threshold should be as low as
possible to ensure the best resolution and the maximum detection efficiency, but also it
should be compatible with an acceptable noise rate. High background rates may cause
besides a huge readout data volume, an important degradation of the quality of the acquired
data, as well as a dead time increase. If the time interval between two consecutive triggers
is smaller than the time required by the electronics to process the information of the first
signal, the second pulse will be ignored. This could lead to the loss of relevant information
coming from a real interaction and the addition of noise events. The aim of this section is
to determine the optimal threshold level by measuring the electronic noise rate at different
discriminator threshold levels.

Since the amplitude distribution of the noise is Gaussian distributed with a standard
deviation given by σnoise (see Section 4.4.1), the dependency of the noise counting rate on
the threshold can be estimated with the Rice’s formula [195, 203]:

fn = fn0 e
−

V 2
th

2σ2
noise , (4.20)

where fn0 represents the counting rate at zero threshold and Vth is the threshold level.
Assuming a positive threshold, a trigger will registered only when a signal crosses the
threshold with positive slope, see example in Figure 4.55. As a result, the noise rate fn0 is
half of the frequency at zero threshold f0, and its value depends on the timing characteristics
of the electronics.
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Figure 4.55 – Example of a typical noise signal. The red cross represents a trigger for
a zero threshold level. A trigger is considered when the signal crosses the threshold with
positive slope.

For a fast amplifier with peaking time τ0, the noise rate at zero threshold can be
approximated by the following expression [204]:

fn0 =
1

2τ0
, (4.21)

The result of the noise counting rate as a function of the threshold is reported in
Figure 4.56. The threshold scan was performed over a total period of 7 s. The result
shows that the experimental counting rate distribution is in very good agreement with
the theoretical prediction and can be described by a Gaussian distribution with excellent
precision up to ∼ 5σ.
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Figure 4.56 – Counting rate as a function of the discriminator threshold. The red line
represents the Gaussian fit to the distribution.

Table 4.2 summarizes the average noise counting rates obtained for five different thresholds.
The value obtained for the zero-threshold rate is consistent with equation (4.21) for a peaking
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time of 1.39 µs. The results presented in the table are compatible with the values obtained
directly from Equation (4.20) for a fixed fn0 = 365 kHz measured experimentally:

fn0 =
1

2τ0
=

1

2× 1.39µs
= 360 kHz, (4.22)

Threshold (SNR) Threshold (mV) Exp Rate (Hz) Rice’s formula(Hz)

0 0 365x103 365x103

1 2.27 220x103 222x103

2 4.54 49x103 51x103

3 6.81 4263 4286

4 9.08 229 143

Table 4.2 – Experimental noise rate as a function of the discriminator threshold level.
The last column shows the expected values from the Rice’s formula for a fn0 given by the
experimental data.

The noise counting rate at very low threshold is too high, which implies the registration
of a large number of noise event and an important increment of the dead time. The minimum
acceptable threshold level is 3 times the noise, that results in a noise rate of around 4000
triggers/s. This threshold is low enough to have into account almost all physical signals,
even those with low amplitude, without saturating the readout electronics.

However, the results obtained for the noise counting rate do not reproduce the real behavior
of the discriminator. Figure 4.57 reveals the time difference between two consecutive triggers
for a 3σnoise threshold. Because of the time discretization, the minimum acceptable time
difference is 2 time channels (160 ns) due to the signal needs to go below the threshold to
re-trigger the discriminator. This high frequency comes from the fact that the ADC also
discretizes in amplitude. The registered values of the charge depends on the amplitude
resolution of the ADC. The higher the resolution, the higher the fluctuation in the amplitude.
To compensate for this effect we introduced a lower threshold on the trailing edge of the
signal. The difference between these two threshold is called hysteresis [205].

Taking into account that one ADC channels corresponds to ∼ 0.2σnoise
6, the minimum

trailing edge threshold should be set at (Vth − 0.4)σnoise, where Vth is the leading edge
threshold. The noise counting rate obtained by including this second threshold is presented
in Figure 4.58. Note that in this case the noise rate distribution is not longer modeled by a
Gaussian distribution. The shape of the distribution is due to the asymmetric threshold, which
makes that the discriminator is never centered around zero. By including a second threshold
level, the time interval between two consecutive triggers for a threshold of 3σnoise is, in general,
higher than τ0 (see Figure 4.59). The noise rate for a leading edge threshold of 3 times the
noise is now given by ∼ 3300 triggers/s. This value is significantly reduced by using the CFD
method described in the previous section. For an asymmetric threshold of 3σnoise − 2σnoise,

6One ADC channel corresponds to 0.6 mV
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the number of noise events is reduced by ∼10 % with the CFD (∼ 1790 triggers/s), compared
to the standard peak sensing ADC. In the following, the trailing edge threshold is set at
(Vth − 1)σnoise.

Figure 4.57 – Time interval between two consecutive threshold crossing for a 3σnoisethreshold
level.
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Figure 4.58 – Counting rate as a function of the discriminator threshold. The leading edge
threshold was set a 3σnoise and the trailing edge threshold a 2.6σnoise.

Figure 4.59 – Time interval between two consecutive threshold crossing for a 3σnoisethreshold
level with a leading edge threshold at 3σnoise and a trailing edge threshold at 2.6σnoise.
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4.6 XTRACT: A New Front-End Electronics for

XEMIS2

The continuous sampling of the analog signal performed in XEMIS1 for the data acquisition,
provides a complete picture of what happens at every moment of time, allowing a robust event
identification, pedestal and common noise correction and other analysis-related capabilities.
However, in XEMIS2, due to the large amount of channels used to collect the ionization
signal, the data output from the the whole system would be difficult to manage in real time.
Assuming that each signal is sampled at a frequency of 12.5 MHz with a resolution of 12 bits,
a trigger rate of 2 Hz and a total amount of 24000 pixels, the readout system would produce
a data collection rate of around 10 Tb for a 20 min medical imaging exam. This enormous
volume of data is impossible to handle with a standard computer.

For detectors with a large number of readout channels, the solution is to reduce down to
the minimum the information necessary to describe an interaction inside the chamber. In
addition, when a large number of channels is present, efficient power supply and data traffic
management are also required. In this section, we introduce a new circuit called XTRACT
(Xenon TPC Readout for extrAction of Charge and Time), that has been developed for the
data acquisition of XEMIS2, with the goal of extracting the amplitude and time information
of each signal derived from the IDeF-X LXe ASIC. Moreover, this new front-end electronics
allows to reduce the number of connexions between the inside and the outside of the chamber,
which is of crucial importance on a system in which the thermal losses may affect the
performances of the detector, and the risk of a leak from the outside through the vacuum
contained is elevated.

XTRACT is a low power 32-channel front-end ASIC design to withstand temperatures of
the order of -80 ◦C. This new ASIC is coupled to the 32 outputs channels of the IDeF-X LXe
chip through a standard connector. This implies that in XEMIS2 around 700 XTRACTs will
be present inside the chamber (350 chips per anode). Each XTRACT provides only timing
and charge information of those signals delivered by the IDeF-X that exceeds a certain
threshold level, and the pixel address in which the charge is collected. The value of this
threshold can be externally fixed for each individual pixel via a slow control interface, which
allows the configuration of each ASIC independently. Other parameters such as the DC
offset are also accessible via the slow control protocol. Individual selection of the 32 channels
of a certain XTRACT is also possible. The channel 31 of each ASIC includes analogical
and digital test points to verify the proper functioning of the chip, in addition to provide
information of its temperature. The XTRACs are grouped together in blocks of 8 ASICs
through a PU card, which is responsible of reading-out the data. A total of 46 PU boards are
used per anode. Time, amplitude and pixel address for each detected event is extracted from
the PU card to the outside of the cryostat via high-speed LVDS lines at a rate of 96 Mb/s,
to be directly stored on a disk. Figure 4.60 shows a diagram of the XEMIS2 data acquisition
system. This design was made to optimize power consumption and communication schemes
by reducing the number of output channels from 24000 to 94 digital outputs.
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Figure 4.60 – Schematic diagram of the data acquisition system of XEMIS2. The collected
signals by the segmented anode are read-out by an IDeF-X ASIC in the same way as in
XEMIS1. The information of time, amplitude and pixel address is extracted from each
detected signal thanks to the XTRACT. The information is then read by a PU card that
groups together 8 XTRACT ASICs. The information from the PU card is extracted towards
the outside of the chamber via a LVDS connexion and stored in a disk.

Figure 4.61 shows a schematic diagram of the XTRACT ASIC. It consists of five main
blocks: a constant fraction discriminator or CFD, a ramp generator for event-tagging, an
analog memory circuit per channel to store the value of time and amplitude of each event, a
time derandomizer or Asynchronous Binary Tree Multiplexer (ATBM) and a control digital
module.

Figure 4.61 – Illustration of the XTRACT architecture.

As discussed in Section 4.4.2, a CFD is the best option to determine the amplitude and
time of the collected ionization signals. The CFD block was designed in order to accomplish
for the time and amplitude resolutions reported in Section 4.4.2. The output signals of the
shaper located inside the IDeF-X LXe chip are fed to the input of the CFD module. The
shaper is set with a peaking time of 1.39 µs. An example of the CFD method is illustrated
in Figure 4.62. The analog signal is split and send, on one side to a voltage comparator
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that verifies whether the pulse triggers the discriminator threshold level, and on the other
side, the analog signal is delayed by a second order Bessel filter and attenuated a 30 % of
its maximum amplitude by a voltage divider. The delay introduced by the filter is around
600 ns to achieve a timing resolution of 300 ns at 3σnoise. If the input signal crosses the
threshold, the outputs of both the voltage comparator and filter are send to a zero-crossing
detector circuit (ZCD). The ZCD comparator subtracts both input signals and produces
an output the moment the generated bipolar pulse crosses a reference value. The DC offset
of the ZCD circuit is set by a 6 bits digital-to-analog converter (DAC) adjustable between
±43 mV via the slow control. A different value of this offset can be set per pixel. A second
threshold, normally at (n - 1) times the noise where n is the leading edge discriminator,
is added to avoid a new CFD at the same pixel outside the interval of interest. A veto is
included to lock the CFD output, so the amplitude and time of a signal can be directly
registered independently of the CFD.

Figure 4.62 – Example of a signal measured by the CFD method. The original signal is
described by A(t). An attenuated and delayed signal A(t-n) is subtracted from the original
signal, to produce a bipolar pulse designed by CFD(t). The zero-crossing point of the CFD
signal corresponds to the moment A(t) reaches its maximum value. The signals are sent to
the zero-crossing comparator only if A(t) crosses a certain threshold level (referred as seuil

in the figure).

If the CFD module detects a pulse, the flag signal of this particular pixels changes from
0 to 1, and a trigger is sent to the rest to the electronic chain to inform that a pulse have
been detected. At this point, a voltage ramp with constant slope is generated. The ramp
generator (T2AC7 in Figure 4.61) is based on a capacitor that is charged linearly through a
constant current circuit until the input current ends. The output of the ramp generator is
then a voltage pulse, which provides information of the arrival time of the events inside the
detector relative to the first detected event. The time t0 is, therefore, the arrival time of the
first event or trigger event. The ramp returns to its zero value the moment the trigger signal
ends. The ramp lasts between 7 to 10 µs, and its duration can be regulated with the slow
control interface.

7Time-to-amplitude converter
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Equally, at the moment the CFD block detects a signal, the time and amplitude
informations are stored in an analog memory. Each analog memory contains two different
cell, one for the time and another one for the charge. The value of the amplitude corresponds
to the analog value of the charge at the zero-crossing point, whereas the time is the analog
value delivered by the voltage ramp. Each pixel has its own analog memory.

Every time a flag signal from a pixel states 1, it is sent and stored in the derandomizer.
This block handles the arrival of information in case several pixels are fired, preventing a loss
of information in the case a new flag arrives during the reading procedure. The derandomizer
also provides addressing information to the control unit. This module performs a logical
OR operation between the received flags and sends a trigger signal to the PU card presented
in Figure 4.63. When the PU card is ready, one of the eight XTRACTS driven by the
same board is selected by a signal Chip Select (CS). Afterwards, a reading order is sent to
recuperate the information stored in the analog memory via a multiplexer. When a pixel is
read, the control unit sends a reset to the derandomizer, and the flag of the pixel in question
changes from 1 to 0.

Figure 4.63 – Schematic diagram of the PU card.

Figure 4.64 illustrates an example of the XTRACT detection and read-out processes.
In the example, three different pixels, corresponding to the channels 22, 3 and 4, collect
a signal. When the first arriving pulse is detected by the CFD module, a trigger signal is
generated and the flag of the pixel 22 states 1. At this moment the voltage ramp generator
also starts. If another pulse is detected while the ramp generator is still on (pixels 3 and 4
in Figure 4.64), their arrival times are obtained from the analog value of the ramp at the
zero-crossing point. This time value is not the absolute time of the interaction inside the
TPC but it is relative to the moment the first pulse is detected (trigger). The flag signals
of the three fired pixels are also sent to the control unit to later be read by the PU card.
The trigger warns the PU board that at least an event has been detected. When the card is
ready, a CS is sent in order to start reading the information stored in the analog memory.
The derandomizer selects the reading sequence, that can be different from the detecting one,
i.e. the pixels may be read-out in a different order than that of detection. In the example
presented in Figure 4.64 channels are read-out starting from pixel 3 to pixel 22. When a
pixel is read by the PU card, its flag signal states 0. A new reading order is sent from the
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PU board to the derandomizer until the last flag changes to 0. At this moment, the trigger
and CS signal return to its zero value and the PU board is free to start reading another
XTRACT ASIC. A reset signal is also sent to the ramp generator which remains at zero
until a new event is detected.

Figure 4.64 – Example of the detection and read-out process of three different signals.

As discussed in the previous chapters, a very low threshold level of at least three times
the electronic noise is required in order to perform the Compton sequence reconstruction and
triangulate the position of the radioactive source. A low threshold, however, is accompanied
by a high noise trigger rate that should be handle by the read-out system. The design of
the data acquisition system of XEMIS2 was made to support a noise rate of around 4096
trigger per second and per pixel at 3σnoise. At this trigger rate, each XTRACT will receive,
in average, an event every 7.6 µs. Since the ASICs are grouped in sets of 8 XTRACTs, the
PU board will be receive, in average, a noise trigged every 950 ns. With a 3 MHz reading
rate, XEMIS2 is capable of reading without dead time 11700 events per second and per
pixel. In average, ∼7400 of the registered events will come from an interaction of an ionizing
particle inside the TPC.

4.7 Conclusions Chapter 4

In this chapter we have presented the performances of the readout front-end electronics used
in XEMIS1 for the measurement of the ionization signal. In order to optimize the signal
extraction, we have carried out a detailed study of the electronics response. The study of
the influence of the charge sensitive pre-amplifier and shaper on the shape of the output
signals has been reported in Section 4.3, as function of both the shaping time of the linear
amplifier and the collection time of electrons in the TPC. Charge linearity and electronic
noise contributions have been also discussed in this section.
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In a large number of applications, precise information of the arrival time of the electrons
in the detector is of particular interest. When timing information is the major goal, pulses
are often handled differently than when accurate charge measurement is the purpose. The
accuracy with which timing and amplitude measurements can be performed depends both
on the properties of the detector and on the performances of the electronics used to process
the signal. In 3γ imaging both good energy and spatial resolutions are required in order to
reconstruct the 3D distribution of a radioactive source. Consequently, the measurement of
the charge and time on the detected signals must be optimized. In this chapter, we have
presented a complete study of the measurement of the timing and amplitude information
of the ionization signals based on a Monte Carlo simulation that reproduces the output
signal of the IDeF-X LXe front-end electronics. Special attention has been paid to the
simulation of the noise. The study has been performed for two different methods based on
a Constant Fraction Discriminator (CFD) and a Peak-sensing ADC. The obtained results
with the CFD method, for an optimized selection of the CFD parameters, showed a clear
improvement of the time and amplitude resolutions in comparison with a peak-sensing ADC.
We have showed that the Max method is not useful to measure the amplitude of low energy
signals due to the important amplitude fluctuations caused by the electronic noise. Moreover,
we have also found that a small peaking time provides an improvement of the time and
amplitude resolution regardless the slightly higher ENC noise. Taking into account these
results, together with the electronic limitations, we found that the best results are obtained
for a delay of 9 channels (720 ns) and a attenuation fraction of 1.5.

The results obtained with this study have contributed to the development of a specific
acquisition system for the measurement of the ionization signal in XEMIS2. A description of
the main characteristics of this new analog ASIC called XTRACT has been presented in
Section 4.6.
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W
hen radiation pass through the LXe, it ionizes the medium producing a track of
electrons-ion pairs. The resulting charge carriers rapidly recombine unless an external

electric field is applied. In this case, electrons and ions immediately drift in opposite
directions by the action of the electric field. In order to determine the energy deposited by
the incoming radiation, the detector should be sensitive to the produced charge carriers in
the interaction. Ionization detectors, such as ionization chambers, Geiger-Müller tubes and
proportional counters have been commonly used since the first half of the 20th century to
detect ionizing particles [135]. In an ionization detector, the formation of a signal is caused by
the charge induced in one or more electrodes. The induced signal is in fact produced by the
displacement of electrons and positive ions through the medium. Considering the simplest
structure of an ionization detector, which is based on two parallel electrodes separated by a
distance d and immersed in a dielectric medium, the total induced charge depends on the
distance travelled by the charges before being collected. This implies that the collected signal
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depends on the position of the interaction in the active zone of the detector with respect to
the collecting electrode. To overcome this pulse-amplitude dependence with the position
of the interaction, a third electrode known as Frisch grid is usually incorporated between
the two electrodes [178]. Gridded ionization chambers are commonly used in nuclear and
particle physics to measure ionization radiation. More sophisticated designs including strip
electrodes or pixelated anodes make this kind of ionization detectors interesting not only
for γ spectroscopy but also for position determination. The XEMIS camera is based on the
principle of a Frisch grid ionization chamber.

In this chapter, we discuss the basic theory of signal induction in a parallel plate ionization
chamber. The advantages of using a gridded ionization chamber and the basic principle of
signal formation are discussed in Section 5.1. The signal generated in an ionization detector
depends on the transport of the charge carriers through the active volume. For this reason,
when using a Frisch grid ionization chamber the properties of the collected signal also depend
on the characteristics of the grid. In order to improve the performances of future devices,
during this work, we have tried to understand and study the main effects associated with a
gridded ionization chamber. Electron transparency and charge collection efficiency of a Frisch
grid are discussed in Section 5.2 and 5.3, respectively. Charge sharing between neighboring
pixels is discussed in Section 5.4. The theoretical discussion is supported by experimental
results and by simulation. The results obtained with XEMIS1 for different Frisch grids are
reported in Section 5.5.

5.1 Theoretical background

The phenomenon of charge induction by moving charges in an ionized medium is well-described
in the literature [20, 195, 206, 207]. However, the commonly used term charge collection

instead of charge induction sometimes leads to a misinterpretation. In presence of an electric
field, the displacement of electrons and ions in a detector induces a current signal on the
readout electrodes. This implies that the signal on an electrode is formed from the moment
the charges start to move, and not from the actual collection of the charges when they arrive
to the electrode.

In order to better understand the physics of signal formation on an electrode, a general
overview of the theory of charge induction due to the motion of charge porters in an ionization
detector is given in this section. A brief introduction to the Shockley-Ramo theorem is
presented in Section 5.1.1. Furthermore, more specific examples of charge induction on
a parallel plate ionization chamber and a Frisch grid ionization chamber are discussed in
Sections 5.1.2 and 5.1.3 respectively.

5.1.1 Charge induction and the Shockley-Ramo theorem

The current induced on an electrode by a single charge produced in a detector can be
determined from the Shockley-Ramo theorem [156, 208]. This theorem was first developed
for charge induction in vacuum tubes but it has been demonstrated that it can be applied to
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any detector configuration, from gas ionization chambers to semiconductor detectors. The
Shockley-Ramo theorem states that the instant current induced on a single electrode can be
evaluated as follows:

i = −q . ~v . ~Ew (5.1)

where ~v is the velocity of the charge q in the medium and ~Ew is the weighting field at the
position of q. Similarly, the charge Q induced on an electrode due to the movement of a
point charge q can be determined by the following expression [156]:

Q = −q . ∆ϕw (5.2)

where ∆ϕw represents the weighting potential difference. ~Ew and ϕw are, respectively, the
electric field and the electric potential at the position of q when the electrode that collects
the charge is set to a potential of 1 V, all other electrodes are grounded and all charges
are removed [207, 209]. The weighting field and weighting potential only depend on the
geometry of the detector and in general, they differ from the actual applied electric field and
electric potential except for the basic case of a two infinite parallel plate ionization chamber.

According to the Shockley-Ramo theorem, while the trajectory of the charge q follows
the real electric field lines (if diffusion is neglected), the charge Q induced on the electrode
of interest can be obtained from the weighting potential. The distribution of the weighting
potential does not influence the motion of the charge but it represents the electrostatic
coupling between the moving charge and the collecting electrodes. The weighting potential
is determined by solving the Laplace equation ∇2ϕw = 0 with spatial boundary conditions
that only depend on the detector’s geometry. As a result, the value of the charge induced
by the motion of q does not depend on the potential applied to the electrodes, but it only
depends on the position of q with respect to the collecting electrode.

5.1.2 Principle of a parallel plate ionization chamber

One of the simplest methods to measure the charge produced in a liquefied noble gas detector
is by using a parallel plate ionization chamber. Its basic design consist of two parallel plane
electrodes (anode and cathode) separated by a certain distance d and filled with a suitable
medium, normally a gas or a liquid. The electrodes are maintained at a potential difference
Vb in order to create an electric field between them. The distance between the electrodes
should be small with respect to the length and width of the electrodes to generate an uniform
electric field. A schematic drawing of a parallel plate ionization chamber is illustrated in
Figure 5.1. The cathode is generally kept at a potential of -Vb, while the anode or collecting
electrode is grounded through a resistance R. Electrons and ions generated after the passage
of radiation through the medium are immediately drift apart by the action of the electric
field. The current induced on the anode is converted into an electrical pulse with an external
electronic chain usually composed by a charge sensitive preamplifier.
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Figure 5.1 – Schematic drawing of a conventional parallel plate ionization chamber.

The Shockley-Ramo theorem states that the weighting field of the anode can be calculated
by setting the anode at unity potential and the cathode to ground. The result of the Laplace
equation for a two parallel plate detector with this boundary conditions results on a weighting
field, ~Ew, that varies linearly with the distance from the anode over the drift length d and it
is zero otherwise [195]:

~Ew =
1

d
~z (5.3)

where ~z represents the drift direction of charges in the detector. Applying Equation 5.1, the
current induced on the anode by a single electron of charge q is given by:

i = −q .
~v−

d
(5.4)

where ~v− is the electron velocity in the medium. Equation 5.4 shows that the current
induced on the anode only depends on the real applied electric field and the distance between
electrodes.

If we now consider a certain number N− of drifting electrons produced by ionization
after the passage of radiation through the space between the plates, Equation 5.4 results in:

i−(t) = −q . N− .
v−(t)

d
(5.5)

Assuming that all charges are produced at the same position, both the electric and the
weighting fields are uniform between the electrodes and electrons move at constant velocity,
Equation 5.5 implies that the current induced on the anode by the displacement of N−

electrons in the drift region is constant during the time the electrons drift towards the anode,
and becomes zero the moment the electrons reach the electrode.

After a γ-ray of energy Eγ interacts with the LXe, a number N of electron-ion pairs
is produced according to: N = E0

W
, where W is the average energy required to produce

an electron-ion pair and E0 is the energy deposited in the interaction. Same as for the
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electrons, the current induced on the anode due to the displacement of N+ positive ions can
be expressed as:

i+(t) = −q . N+ .
v+(t)

d
(5.6)

where v+ is the velocity of ions in the medium. Since ions also drift with constant speed in a
homogeneous electric field, the current induced on the anode by the displacement of positive
ions between the two plates is also constant during the drift time and it ceases the moment
the charges reach the cathode. Considering that the same number of ions and electrons is
produced with the same absolute charge, the total induced current by the movement of both
electrons and ions can be approximated as:

I(t) = i−(t) + i+(t) = q . N .

(

v−(t) + v+(t)

d

)

(5.7)

If the interaction occurs at a position z from the anode (Figure 5.1), the electrons will
drift a distance z before being collected, while the positive ions will travel a distance (d − z)

to the cathode. Likewise, the traveled distances can be represented as z = v− . t− and
(d − z) = v+ . t+ where t− and t+ are the drift time or collecting time of electrons and
positive ions respectively, which represents the time required by the charges to reach the
electrodes from the point of interaction. The induced charge is then obtained by integrating
the induced current over the collecting time as presented in Equations 5.8 and 5.9:

Q−(t) =

∫ t−

0

i−(t) . dt = −q . N− .
z

d
(5.8)

Q+(t) =

∫ t+

0

i+(t) . dt = −q . N+ .

(

1 − z

d

)

(5.9)

The sum of these two contributions gives the total charge induced on the anode:
q(t) = Q−(t) + Q+(t), and the corresponding voltage difference between the anode and
the cathode is given by V (t) = q(t)

C
where C is the capacitance between both electrodes.

Signal shape:

The slope of the induced signal depends on the drift velocity of the charges, and the signal
duration depends on the position of the interaction. Since the mobility of ions is about three
orders of magnitude slower than that of electrons, all electrons reach the anode in a short
time compared to ions and therefore, their motion can be almost neglected while electrons
drift towards the anode. As a result, the induced signal has a double contribution with a
fast rise time due to the deriving electrons, and a slower component that comes from the
fact that the ions are still traveling after all electrons have been collected. An example of
the current and voltage induced on a parallel plate ionization chamber as a function of time
is illustrated in Figure 5.2. Even though both electrons and positive ions induce a signal
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on the collecting electrode during the electrons’ drift time t−, the fast rise time observed
in the output signal is mostly due to the migration of electrons since the slow drift of the
positive ions provides an almost negligible contribution to the signal. Once all electrons are
collected, a more gradual rise is observed in the output signal due to the ions still induce
a voltage qN

dC
t(v+ + z) during a time t+, which is much longer than t−. Finally, when all

charge carriers are collected, the maximum induced charge on the anode is achieved:

Q = q . N .

(

(d− z) + z

d

)

Q = q . N (5.10)

The total induced charge on the anode is independent of the interaction depth and only
depends on the number of electron-ion pairs, which is proportional to the deposited energy.
However, in real experimental conditions, only the contribution to the induced signal due to
electron motion is registered, whereas the contribution of positive ions is generally suppressed
by the integration time of the external electronic readout system. As a result, the total
induced charge becomes dependent on the position of the interaction with respect to the
anode according to Equation 5.11:

Q ≈ q . N . z (5.11)

Depending on where the electron-ion pairs are created, the amplitude of the induced
pulse will vary from 0 to Vmax ≈ q . N

C
. This variations of the signal amplitude with the

position of the interaction severely degrade the detector’s energy resolution [209]. To avoid
this z-dependence of the induced signals, the incorporation of a third electrode between the
cathode and the anode was proposed by Frisch [178]. The principle of a Frisch grid ionization
chamber is presented in the following section.

(a) (b)

Figure 5.2 – Illustration of the time development of the induced current (a) and voltage
(b) on the anode on a two infinite parallel plate detector. In the figure, t− and t+ are the
electron and positive ion collecting times respectively.
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5.1.3 Frisch Grid Ionization Chamber

In order to improve the performances of an ionization chamber and remove the position
dependence of the induced signal due to the motion of charge carriers in the medium, a
gridded electrode is incorporated between the cathode and the anode. This method was
first proposed by O. Frisch in 1944 for a gas ionization chamber [178]. Figure 5.6 shows
a schematic diagram on a Frisch grid ionization chamber. This third electrode, known as
Frisch grid, is placed at a distance p close to the anode and set at an intermediate potential
between the potentials of the cathode and the anode. Under this conditions, the grid shields
the anode from the induction of charges generated in the region between the cathode and the
grid. Ideally, this configuration divides the active area of the detector in two independent
chambers: the drift region and the gap. Since the gap is small compared to the drift region,
most of the interactions take place between the cathode and the grid. Electrons and ions
created in this region migrate in opposite directions by the action of the electric field. While
the positive ions induce a current on the cathode in the same way as explained in the previous
section, the electrons, on the other hand, pass through the grid. The actual signal induced
on the anode starts from the moment the electrons crosses the grid and stops when they
reach the collecting electrode. Positive ions on the other hand, are shielded by the grid and
hence, they induced no current on the anode.

Figure 5.3 – Illustration of a conventional Frisch plate ionization chamber. The grid is
represented as a dashed line close to the anode.

The charge induced on the anode can also be determined from the Shockley-Ramo
theorem. The weighting potential of the anode is obtained by applying a potential of 1 V to
the electrode and setting both the cathode and the Frisch grid to ground. An illustration
of the weighting potential for an ideal Frisch grid ionization chamber as a function of the
distance between electrodes is presented in Figure 5.4. The weighting potential is zero in
the region between the cathode and the grid, and varies linearly to 1 between the grid and
the anode. As a result, the total induced charge does not depend on the position of the
interaction because now, all the electrons travel the same distance p within the detector.
Figure 5.5 shows an example of the induced voltage on a Frisch grid ionization chamber.
Compared to Figure 5.2, the induced signal is zero while electrons migrate towards the grid,
followed by a fast rise time from the moment the electrons pass through the grid. The
amplitude of the output signal is now proportional to the number of collected electrons, since
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carriers, that are created at any position in the cathode-grid region, induce a maximum signal
on the anode as long as they all pass through the grid. Moreover, the signal is independent
of whether or not the positive ions are collected [210]. Since the slow moving ions do not
affect the output signal, the rise time of the induced pulse only depends on the distance
between the Frisch grid and the anode and on the electronics used to integrate the induced
current. In general, for the same electronics system, smaller gap distances result in faster
rise times.

Figure 5.4 – Illustration of the weighting potential of the anode for an ideal Frisch grid
ionization chamber. The grid is placed at a distance 1-P from the anode [135].

Figure 5.5 – Example of the output voltage as a function of time in a Frisch-gridded
ionization chamber. Only the signal induced by electrons is considered. In figure, t−c−g and
t−g−a are the electron drift time from the point of interaction to the Frisch grid and the drift
time between the grid and the anode respectively.

Taking this into account, with an ideal Frisch grid placed between the cathode and the
anode, the amplitude of the induced signal is directly proportional to the deposited energy
in the detector, although the total induced charge still depends on the number of collected
electrons. The fraction of electrons that reaches the anode depends on many factors such
as detector design, the purity of the medium and the applied electric field. Under real
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experimental conditions, a certain number of electrons may be collected by the grid reducing
the total number of collected charges. This effect is related to the electron collection efficiency
of the grid. In addition, the shielding of the Frisch grid to the movement of charges in the
drift region is not perfect. In fact, electrons induce a current on the anode before they pass
through the grid. This effect referred as inefficiency of the Frisch grid affects both the total
induced charge and the shape of the output signals. A more detailed description of the
electron transparency and inefficiency of the Frisch grid are presented in Sections 5.2 and 5.3
respectively.

5.2 Electrons collection by the Frisch Grid

Electron transparency of a grid refers to the fraction of electrons produced after the interaction
of an ionizing particle with the medium that passes through the grid under the influence of
an electric field. If the transport properties of the grid are good, no electrons are trapped
during migration between the point of interaction and the grid and hence, the amplitude of
the measured signal at the anode does not depend on the position of the interaction. On
the other hand, if a fraction of electrons are collected before reaching the anode, the shape
and amplitude of the output signals would be reduced degrading the energy resolution of
the detector [179]. Electron transparency of a grid depends mostly on the choice of the
potentials applied to the electrodes in the detector, but it also depends on the gap and the
geometrical characteristics of the grid as is discussed in this section. The reduction on the
number of drifting electrons due to recombination is omitted in this chapter.

The grid is maintained at an intermediate potential of those of the cathode and the anode.
With an appropriate biasing of the electrodes, the overall electric field within the chamber
remain substantially uniform so electrons can pass through the grid with high efficiency. For
this to happen, the electric field in the gap, Egap, should be higher than the electric field
in the drift region, Edrift. When the electric field ratio Egap

Edrift
is large enough, all field lines

will pass through the grid and electrons (if diffusion is neglected), that in fact drift along
the electric field line, will arrive to the anode without being collected by the grid. On the
other hand, if the ratio is not enough, some electric field lines may terminate on the grid
and a fraction of electrons would be collected before they actually cross the grid. Bunemann
et al. [179] established a minimum bias condition that should be satisfied in a Frisch grid
ionization chamber in order to avoid electron collection:

Eg

Ed

≥ 1 + 2πr
a

1 − 2πr
a

(5.12)

where r is the grid wire radius and a is grid pitch, i.e., the center-to-center distance between
adjacent wires. The geometry of a Frisch grid ionization chamber is shown schematically
in Figure 5.6. It should be noticed that Equation 5.12 is valid for a specific kind of grid
based on 1D parallel wire grid. In our LXe TPC, the Frisch grid is a mesh wire grid that
consists of a set of parallel and perpendicular wires. Hence, although this condition cannot
be directly applied to our detector, it gives an idea of the direct relationship between the
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electric fields required to avoid electron collection by the grid and the characteristics of the
experimental setup and the physical properties of the grid.

Equation 5.12 relates, in fact, to the fraction of field lines that ends on the collecting
electrode where Eg and Ed do not directly represent the electric field in the gap and drift
region, but they represent the number of lines per unit area that ends and leave the grid
respectively. Substituting Eg and Ed by the actual potential difference on the electrodes,
Equation 5.12 results in:

Vanode − Vgrid

Vgrid − Vcathode

≥ p + pρ + 2lρ

d − dρ − 2lρ
(5.13)

where p is the grid-anode distance, ρ = 2πr
a

, l = a
2π
(1
4
ρ2 − log ρ) and Vcathode, Vanode and

Vgrid are the voltages applied to the cathode, anode and Frisch grid respectively [179]. The
local distribution of the electric field lines that pass through the grid and terminates on the
anode depends, therefore, on the geometry of the grid. By decreasing the wire radius or
increasing the pitch of the grid a smaller electric field ratio is required to achieve a maximum
electron collection efficiency.

Moreover, according to Equation 5.13, for the same applied electric drift field and same
Frisch grid, halving the gap implies a reduction by a factor of two on the potential applied to
the grid in order to have the same electron transparency. However, smaller gaps imply some
severe mechanical constraints. Although a mesh grid is in general mechanically resistant, the
handling of the grid to achieve good flatness and parallelism with respect to the anode-cathode
plane may be quite challenging. When an intense potential is applied to the grid, the electric
field pulls down the mesh. In order to maintain the flatness of the grid and hence, the gap
distance between the grid and the anode, the grid should be uniformly stretched over a
frame. A small deflection of the grid with respect to the anode plane may cause capacitance
variations, and thereby produce an increase of the electronic noise. Moreover, small gap
distances and high electric fields imply large capacitances per unit area that makes the
grid very sensitive to mechanical vibrations. A small variation of the distance between
the grid and the anode produced by a vibration may create a large transitory fluctuation
in the capacitance producing a charge pulse spike at the input of the readout electronics.
In a worst-case scenario, if the grid-anode distance is too small and the grid is not well
stretched, a mechanical vibration may cause the direct contact between electrodes producing
irreversible damages to the electronics.

In addition, the possibility of sparks in the gap when working at high voltages and small
gaps should be taken into account. This effect limits the maximum potential that can be
applied to the Frisch grid and hence, it limits the maximum electric drift field.

5.3 Frisch Grid Inefficiency

As discussed in Section 5.1.3, the Frisch grid should act as an electrostatic shielding between
the drift region and the gap, removing the position dependence from the charge induced
on the collecting electrode. If the shielding is perfect, electrons will induce a current on
the anode from the moment they pass through the grid while no signal is induced by the
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Figure 5.6 – Schematic illustration of the geometry of a Frisch grid ionization chamber.

positive ions. However, in real experimental conditions, a slightly position-dependence on
the induced signals is always present due to the limited shielding of the grid. This effect
known as inefficiency of the Frisch grid implies that electrons start inducing a current on the
anode before they actually pass through the grid. If so, the weighting potential of the anode
is not strictly zero in the drift region as presented in Section 5.1.3. Numerical calculations
of the weighting potential on a Frisch grid ionization chamber have been reported in [211].
Authors show that the weighting potential of the anode at distances far from the grid, i.e.
z > a where a represents the grid pitch, is not zero but it increases slowly as the distance
from the grid decreases. In the vicinity of the grid its value deviates abruptly from zero and
rapidly increases as the distance to the anode decreases. Figure 5.7 shows an example of the
weighting potential reported by [211] for a parallel wire grid. The weighting potential on the
anode can be approximated as a function of z according to Equation 5.14:

ϕanode =



















σ
(

1 −
z

d

)

, if p < z < d

σ +
(

1 − σ
) p − z

p
, if 0 < z < p

(5.14)

The inefficiency of the Frisch grid is determined by a linear extrapolation of the obtained
weighting potential distribution at the position of the grid. These results describe fairly well
the weighting potential in the regions between electrodes although they do not reproduce
the inhomogeneities observed around the Frisch grid. Equation 5.14 assumes that the
weighting potential only varies with depth. However, in the proximity of the grid the
weighting potential lightly fluctuates in the region between wires. As shown in Figure 5.7
this y-dependency disappears almost completely at distances higher than the grid pitch
(x > p). However, these fluctuations strongly depends on the gap, increasing as the gap
decreases. This approximation is therefore valid for detectors with large gaps compared to
the pitch of the grid, and otherwise the lateral dependence of the weighting potential should
be taken into account on the induced signal.
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In Equation 5.14 σ is the inefficiency factor for a parallel-wired grid calculated by Bunemann
et al.. The inefficiency parameter σ depends on the grid-anode distance p, the wire radius r

and the pith between wires a according to:

σ ≈ a

2πp
log
( a

2πr

)

(5.15)

Values of the grid inefficiency factor σ determined experimentally for a parallel wire grid
and a mesh grid are also reported in [211]. The results are in good agreement with the values
of σ obtained by numerical calculations and also predicted by Equation 5.15 for the case of
a parallel wire grid. Authors show that for both kind of grids, the inefficiency factor σ does
not vary linearly with the ratio a

p
. For a constant value of r and a, when the gap is large

compared to the grid pitch, the grid inefficiency increases by almost a factor of two when
the gap is reduced from 10 mm to 6 mm as expected from Equation 5.15. However, when
the gap distance becomes comparable to the pitch, a larger increase of σ is observed for the
same gap variation. Nevertheless, this increase is less important for a mesh of crossed wires
than that of a parallel wire grid, although the variation is smaller than the one expected in
the case of both set of parallel and perpendicular wires would act as independent shields to
the anode. Based on the results obtained by Göök et al., for a metallic woven mesh with
254 µm pitch, bar thickness of 25 µm and placed at 500 µm from the anode, an inefficiency

of around 5 % is estimated (
a

p
≈ 0.5). On the other hand, an inefficiency factor of the order

of 2 % is estimated for the same grid but with a 1 mm gap.

Figure 5.7 – Left: Weighting potential distribution of the Frisch grid detector along the
drift direction. The physical properties of the grid are listed in the figure, where D and p

are cathode-grid and anode-grid distances respectively, d is the distance between the grid
elements and r is the wire radius. Right: 2-D map of weighting potential around the Frisch
grid. Image courtesy of [211]

The choice of a Frisch grid and the gap distance on a gridded ionization chamber should
be a compromise between the improve of the grid efficiency and the requirements related to
a good electron collection efficiency as discussed in Section 5.2. In Section 5.5 a detailed
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study of the effect of the inefficiency of the Frisch grid on the shape of the output signals for
different type of grid geometries and grid-anode distances is presented.

5.4 Charge induction on a pixelated anode

So far we have discussed the charge induction on a planar electrode so the total charge collected
by the anode is always equal to the charge produced in the interaction (if electrons are not
collected by the grid or trapped by the impurities of the medium). However, in our LXe TPC
the collecting electrode is based on a segmented anode divided in 3.125 x 3.125 mm2 pixels.
The advantage of using a pixelated anode is that it provides two-dimensional information
of the position of the interaction in the detector and therefore, we can measure both the
energy and the position. However, pixelated electrodes are also sensitive to other effects
such charge sharing between neighboring pixels or indirect charge induction, that affects the
performances of the detector.

Charge sharing between adjacent pixels is mainly related to the transverse diffusion of
electrons in the medium, which determines the size of the electronic cloud. If the pixel size is
smaller that the size of electron cloud, the charge will be always collected by several pixels.
Otherwise, the charge sharing between pixels will depend on the relative position of the
cloud with respect to the center of the pixel. X-ray emission after a photoelectric interaction
and the mean free path of the primary electrons may also contribute to charge sharing
between neighboring pixels. Either way, charge sharing increases the number of fired pixels
per interaction. Multiple-pixel events, i.e. events with at least one cluster composed by more
than one fired pixel, can be used to improve the spatial resolution by measuring the center of
gravity of the interaction. However, multiple-pixel events also have poorer energy resolution.
Charge sharing implies lower amplitude signals collected per pixel, which makes the device
more sensitive to the noise discrimination level. Very low threshold levels are therefore
required, in order to collect all the charge from a single electron cloud shared between
several pixels. The number of triggered pixels depends on the pixel size (see Section 7.3).
In this respect, larger pixel dimensions are recommended for better energy measurement
performances.

In LXe, the spread of the electron cloud due to transverse diffusion is ∼ 200 µm
√
cm

for an applied electric field of 1 kV/cm. The simulated lateral extension of the electron
cloud at 511 keV was found to be around 200 µm, and the mean free path of K-shell X-rays
is ∼ 400 µm. Note that the last two effects are small compared to a 3.1 × 3.1 mm2 pixel
size, so its contribution can be neglected. The lateral spread of the electron cloud is only
significant if the distance between the point of interaction and the adjacent pixel boundary
is smaller than 3 times the transverse diffusion coefficient. Other effects such as electronic
noise or charge induction on the neighboring pixels may also generate multiple-pixel events
even though the charge produced in the interaction is collected by a single pixel of the anode.
These two effects degrade the energy resolution of the detector since an additional charge
is added to the real charge produced by the ionizing particle. The effect of the electronic
noise is discussed in Section 6.4. In this section, we study the charge induced on a pixel that
neighbors a direct signal collecting electrode.
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The charge induced on a pixelated anode by a moving charge q in general differs from
the one induced on a planar electrode. Figure 5.8 shows the weighting potential distribution
for a parallel plate electrode and for two different pixel pitch. As we have seen, on a two
parallel plate detector the weighting potential is a linear function of the distance from the
electrode surface. However, on a pixelated anode the weighting potential start to bend in
the proximity of the pixel. The inhomogeneities of the weighting potential close to the pixel
become more significant as the size of the pixel decreases [212].

Figure 5.8 – Weighting potential of an infinite parallel plate electrode and two different
pixel pitch of 55 µm and 100 µm. Figure taken from [213].

According to the Shockley-Ramo theorem, the weighting potential of a certain pixel
of the anode is obtained by solving the Laplace equation ∇2ϕw = 0 when the pixel of
interest is set at unity potential and the rest of pixels, the Frisch grid and the cathode are
grounded [209]. If the pixel size is much larger than the gap distance, the weighting potential
can be approximated as a linear function of depth so it increases linearly from zero to unity
as electrons drift between the grid and the anode. Under this conditions, the same charge
is induced independently of position of the interaction [212]. However, if the pixel size is
comparable or smaller than the gap, the weighting potential is no longer linear with distance,
but it shows a gradient that becomes steeper in the immediate vicinity of the pixel. The
induced current is small when q is far from the pixel, i.e. z > s where s is the size of the
pixel, due to the charge sharing among many pixels of the anode and it becomes significant
only when the charge is very close to the pixel. This non-linear behavior of the weighting
potential on a segmented electrode varies with the pixel size. Smaller pixels with respect to
the detector dimensions show a more rough deflection from linearity. This effect is known as
small pixel effect [209].

Since the weighting potential is not uniform on a pixelated anode and it bends around
the pixel, the weighting potential reaches into the neighboring pixel volume. This leads to
the induction of a transient signal on the neighboring pixel, even if the charge is drifting only
in the actual collecting pixel through the electric field lines. Since these neighboring pixels
do not collect charge, their weighting potential should be zero. However, it rises and shows
a maximum value before dropping to zero as illustrated in Figure 5.9 [20]. The transient
signal is a bipolar pulse, which is positive as the electrons pass close to the non-collecting
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pixel and then becomes negative as the electrons are collected by the collecting pixel leading
to a net zero integral. If the shaper has a long integration time the induced transient signal
will give a zero output pulse. However, if the integration time is short, the output signal of
the electronics may gives a positive pulse with enough amplitude to trigger the threshold
level. Consequently, these transient signals are considered as real deposited charge in the
interaction and then added to the total energy of the cluster. In some cases, this transient
signal will be mixed with direct collected charge, resulting in a deformed pulses with a biased
value of the time and the amplitude.

Figure 5.9 – Weighting potential of a neighbor pixel along the drift direction. The dashed
line shows the same variation of a pixel that is located two pixels away of the actual collecting
pixel. Figure taken from [20].

The contribution of the induced charge on a non-collecting electrode depends on the
weighting potential. Smaller pixel size lead to stronger charge induction in the neighboring
pixels due to the small pixel effect, but also give rise to the multiple-pixel events due to the
diffusion and the charge cloud distribution. Moreover, the amplitude of the transient signal
induced on a non-collecting electrode depends on the lateral position of the electronic cloud
with respect to the pixel center.

5.5 Results and Discussion

5.5.1 Measurement of the electron transparency of the Frisch grid

In LXe after the interaction of a 511 keV γ-ray around 27200 electrons are produced in the
medium if an electric drift field of 1 kV/cm is applied [115]. For an ideal Frisch grid and
if any of the electrons are collected by the grid i.e. the transparency of the grid is 100 %,
the total charge collected by the anode is equal to the number of electrons produced in the
interaction. However, if the transport properties of the grid are not good, a fraction of the
electrons are collected before passing through the grid and the total induced charge on the
anode will be reduced. Since the transparency of a Frisch grid depends on the fraction of
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electric field lines intercepted by the grid [179], it can be measured by comparing the 511 keV

photoelectric peak for different electric field ratios (
Egap

Edrift

).

The electron collection efficiency of a Frisch grid can be thus determined by keeping the
potential applied to the cathode constant, i.e. same electric drift field, the anode to ground
and by varying the potential applied to the the grid. In the particular case of XEMIS1, to
maintain the same electric field along the drift region the voltages applied to the grid, the
cathode and the first electric field ring should vary while the anode is kept to ground. The
results presented in this section were obtained for a constant electric drift field of 1 kV/cm
with a 6 cm TPC. The cathode was biased from -6300 V to a maximum voltage of -7000 V,
while the potential applied to the Frisch grid varied from 50 V to 500 V corresponding to
electric field ratios from 2 to 8. The Frisch grid used for this study was a 100 LPI metallic
woven mesh placed at 500 µm from the anode. The experimental set-up used to have a
mono-energetic beam of 511 keV γ-rays and the data acquisition system are introduced in
Chapter 6.

Figures 5.10 shows two examples of the 511 keV γ-ray spectrum obtained with a low
activity 22Na source at 1 kV/cm. In Figure 5.10(a) the Frisch grid was set to a potential of
50 V corresponding to an electric field ratio of 2, while the spectrum shown in Figure 5.10(b)
was obtained for a ratio of 6. In both cases the event selection was performed according
to the method presented in Chapter 6. Only those events that take place at least 5 mm
from the grid were selected for the analysis. Moreover, the measured energies were corrected
by electron attenuation as discussed in Chapter 7 (Section 7.1). The maximum position
of the photoelectric peak was obtained by fitting the distribution by a Gaussian function.
The mean value of the peak represents the average charge measured by the detector after a
511 keV energy deposit in the TPC.
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Figure 5.10 – Energy spectrum of the 511 keV γ-rays obtained with a 100 LPI mesh placed
at 500 µm from the anode at an electric drift field of 1 kV/cm and two different electric field
ratios of (a) R = 2 and (b) R = 6.

We can observe from Figure 5.10 that the position of the 511 keV peak varies with the
voltage applied to the grid. When the ratio is low the mean of the photoelectric peak is
around 0.75 V. However, by increasing the electric field in the grid-anode region by a factor
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of 3 the collected charge increases to 0.91 V. This implies that a fraction of the electrons are
lost during motion towards the anode when an electric field of 2 kV/cm is applied in the gap
region compared to an electric field of 6 kV/cm.

In order to determine the optimal bias voltage that should be applied to the grid to
obtained a 100 % electron transparency, the same study was performed for different electric
field ratios. Figure 5.11 shows the evolution of the amplitude of the photoelectric peak as a
function of the electric field ratio for a constant electric drift field of 1 kV/cm. The collected
charge was normalized to the maximum charge measured for a field ratio of 8. We can see
that a maximum electron collection efficiency is already achieved for a ratio of 5.5. Lower
electric fields in the gap implies that a fraction of the produced electrons are lost before
reaching the anode. For an electric field ratio of 2 the loss is of the order of 18 % and
decreases rapidly as the ratio increases. The statistical error, estimated from the Gaussian
fit of the photoelectric peak, is too small to be seen in the figure.
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Figure 5.11 – Collected charge for 511 keV events as a function of the electric field ratio
for a constant electric drift field of 1 kV/cm. The results were obtained for a 100 LPI Frisch
grid located at 500 µm from the segmented anode.

As discussed in Section 5.2 the optimal bias to the electrodes depend both on the physical
properties of the grid and on the distance between the grid and the anode. The results
presented in Figure 5.11 were obtained for a 100 LPI metallic woven mesh which has a
50 µm thickness and 254 µm pitch between wires. Figure 5.12 shows the comparison of
the electron collection efficiency of this kind of Frisch grid for two different gap sizes as a
function of the potential applied to the grid. As expected, for a 1 mm gap, same levels of
electron transparency are obtained by increasing by a factor of two the potential applied to
the grid. Similarly, the collected charges were normalized to the maximum charge measured
at the highest electric field ratio.

This study was performed for each of the grids tested during this thesis. For example,
the results obtained for a 50.29 LPI mesh are shown in Figure 5.13. For this mesh, which
has a pitch of around 2 times bigger than that of the 100 LPI (505 µm) mesh, the optimal
electric field ratio is 3 instead of 6 for the same electric drift field of 1 kV/cm. In this case,
the influence of the thickness is assumed to be negligible since the variation is small (50 µm
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Figure 5.12 – Collected charge for 511 keV events as a function of Vgrid, for a constant
electric drift field of 1 kV/cm. The results were obtained for a 100 LPI Frisch grid for two
different gaps of 500 µm and 1 mm.

and 60 µm thick respectively). Therefore, increasing the mesh hole size by a factor of 2,
halves the electric field on the gap required to achieve an electron transparency of 100 %.
This reduction could be interesting when high electric drift fields are required as in the case
of XEMIS2 where electric fields up to 3 kV/cm are expected.
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Figure 5.13 – Collected charge for 511 keV events as a function of the ratio between the
electric field in the gap and the electric drift field for a constant electric drift field of 1 kV/cm.
The results were obtained for a 50.29 LPI Frisch grid located at 1 mm from the segmented
anode.
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5.5.2 Influence of the Frisch grid inefficiency on the pulse shape

In Section 4.3.1, we performed the study of the shape of the output signal for 511 keV events
in order to understand the slower rise time of the signals compared to an ideal step-like
pulse injected to the front-end electronics. A rise time1 of 1.52 µs was measured regardless
the gap distance between the grid and the anode, while a rise time of 1.39 µs is expected
from the shaping time of the electronics. Our hypothesis is that this increase of the pulse
rise time is attributed to the inefficiency of the Frisch grid. Moreover, in addition to the
larger rise time, a long rising edge is also observed on the pulses that is also attributed to
the inefficiency of the grid.

The charge induced on an electrode on an ideal Frisch grid ionization chamber is zero in
the drift region and increases linearly as the electrons move from the grid to the anode. In
this case, the total collected charge is equal to the number of generated electrons, and the
shape of the signal is given by the collection time of the electrons in the detector and the
integration time of the electronics. This is the case of an ideal step-like pulse injected into
the injection capacitance of the IDeF-X chip as presented in Figure 4.8, where the signal
reaches its maximum value in 1.39 µs. However, as reported in Section 5.3, the shielding of
the grid to the motion of charges in the drift region is not perfect due to the inefficiency
of the grid, so electrons start inducing a signal on the anode before they pass through the
grid [179]. Figure 5.14 shows the comparison between the average output signal for 511 keV
photoelectric events measured with a 100 LPI metallic woven grid placed at 500 µm from
the anode, and the output signal obtained after the injection of a test pulse to the front-end
electronics through the 50 fF test capacitance. To simulate the drift in the gap, the test
signal was a step pulse with a slope of 250 ns that corresponds to a pre-amplifier output
signal over a gap of 500 µm (for an electron drift velocity of 2 mm/µs and an electric field of
1 kV/cm). The injection was performed on two different pixels of the anode, one from each
IDeF-X chip, under the standard experimental conditions. The injected signal presented in
Figure 5.14 corresponds to the average pulse over 2000 injected signals to reduce statistical
fluctuations. For the case of the 100 LPI output signal, only single-cluster events i.e. events
with only one reconstructed cluster, that correspond to an unique signal with an amplitude
of 511 keV collected by just one pixel of the anode were selected. Isolated pixels refers to
interactions where the electronic cloud drifts just above the center of the pixel that collects
the charge. Likewise, the signal was averaged over a sufficient number of events to increase
the SNR. In addition, to remove the z-dependence, only signals with a drift time between
2.6 cm and 6 cm from the anode were considered. The 511 keV anode signal presents an
early rise time that reaches 5 % of the maximum amplitude. This early rising edge suggests
that electrons start to induce a current on the anode around 3.5 µs before they pass through
the grid, which is equivalent to a distance of 7 mm (at 1 kV/cm).

By direct extrapolation, the rising edge of the pulse matches with a grid inefficiency
of 5 %, compatible with the value of the inefficiency factor σ estimated in Section 5.3.
Equation 5.15 and the results obtained by Göök et al., also state that by increasing the ratio
a
p

(ratio grid pitch - gap) the grid inefficiency factor decreases. This means that if the long
rising edge is actually due to the inefficiency of the Frisch grid, it should vary with the type

1The rise time is defined as the time required by the pulse to rise from 5 % to 100 % of its amplitude
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Figure 5.14 – Comparison between the output signal of the shaper for 511 keV events with
a 100 LPI Frisch grid placed at 500 µm from the anode (red line) and a 60 mV injected
step-like pulse with a slope of 250 ns (black line). The peaking time was set to 1.39 µs.

of grid. Figure 5.15 shows the average output signal for 511 keV photoelectric events for
four different Frisch grids (see Tables 3.2 and 3.3). The grid-anode distance was set to 1 mm
in all cases. Different pulse shapes are clearly obtained for the different type of meshes. As
expected, the smallest inefficiency factor, i.e. the smaller rising edge, is obtained for the
500 LPI micro-mesh that presents the smallest pitch of 50.8 µm (a

p
= 0.05). On the other

hand, the worst efficiency, of the order of 10 %, is estimated for the 70 LPI electroformed
micro-mesh, which has a large pitch of 362 µm with a small thickness of 5 µm. The 50.29 LPI
has the largest pitch (505 µm) but it presents an intermediate inefficiency factor of 8 % due
to its high thickness. Consequently, unlike for electron collection efficiency, which increases
as the pitch of the mesh increases, the best Frisch grid in terms of shielding efficiency is the
one with the smallest pitch. Please note that the inefficiency factors are just an estimation,
since our experimental set-up is not optimal for inefficiency measurements. The differences
in the trailing edge of the pulses is attributed to the different coupling AC - DC selected
during the consecutive data taking periods.

As discussed in Section 5.3, the inefficiency of a Frisch grid not only depends on the
physical properties of the grid but it also depends on the grid-anode distance. Figure 5.15
also shows the comparison of the output signal for the 100 LPI mesh for two different gaps.
As expected, the inefficiency of the grid increases with decreasing the gap. In addition, by
comparing the 100 LPI at 500 µm from the anode with the 50.29 LPI at 1 mm, we can state
that the inefficiency loss due to a reduction of the gap by a factor of 2 is less significant that
the loss due to an increase by the same factor of the pitch size, as expected.

Frisch grid inefficiency as a function of the distance from the anode

In an ionization chamber, the induced signals on the anode show a strong dependency on the
z-position. The rise time of the signals is shortened as the drift distance decreases, and the
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Figure 5.15 – Average output signal for 511 keV events and four different Frisch grids in
linear and logarithmic scales. The peaking time was set to 1.39 µs.

amount of induced current also decreases due to the weighting potential. In Figure 5.16, the
shaped signals of charge clouds for different z-intervals above the pixelated anode are shown.
These results are obtained for a 100 LPI Frisch grid located at 500 µm from the anode. The
rise time increases with increasing the z-position. At positions close to the Frisch grid, the
shape of the pulse matches with the injected pulse convolved with a gap of 500 µm. As
the distance from the anode increases, the shape of the signals differs from the ideal pulse.
Non significant variation is, however, observed from distances of around 7 mm from the grid.
The early rise time also varies with the position. Close to the grid, no early rising edge is
observed, while it increases as the z-position increases. These results support the hypothesis
that both the larger pulse width and the early rise time are due to a defective shielding of
the grid to the electrons.

The resulting signals can be integrated over time to obtain the total induced charge. To
minimize the charge loss at high distances due to diffusion, the pulses showed in Figure 5.16
were integrated over a virtual cluster formed by 9 pixels. We considered only events with a
total charge of 511 keV collected by the 3× 3 virtual electrode. The presence of the parasitic
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Figure 5.16 – Average output signal for 511 keV events obtained with the 100 LPI Frisch
grid located at 500 µm from the anode, as a function of the drift time for different z-intervals
along the drift length. The signals are shown in linear (left) and logarithmic (right) scales.
The peaking time was set to 1.39 µs.

signal reported in Section 6.4.2 was corrected to avoid a bias due to the non-collecting pixels.
Figure 5.17 shows the pulse integral as a function of drift time for different z-intervals. The
total integrated charge as a function of the average position of the z-distribution obtained for
each position interval is depicted in Figure 5.18. The maximum of the induced charge is a
function of the interaction depth, due to the dependency of the weighting potential with the
position. The collected charge increases with increasing the position from the anode, and it
tends to saturate at a distance of the order of 7 mm. This is most likely due to the ballistic
deficit produced by the induced charge before the grid. Therefore, assuming a 100 % electron
transparency, we can state that the difference in the pulse shape, i.e. in the collected charge,
with the z-position can be associated to the inefficiency of the grid.
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Figure 5.18 – Total integrated charge as a function of the distance from the anode.

5.5.3 Charge sharing and charge induction between neighboring

pixels

In a segmented anode, multiple-pixel events are produced by either charge sharing from a
single electron cloud or from multiple γ-ray interactions in the detector. Due to the nature of
the interactions in the LXe, for 511 keV γ-rays 2.1 pixels are triggered, in average, per cluster
for a energy threshold level of 3σnoise. If these multiple-pixel events are actually produced
from a single electron cloud the arrival time of the electrons onto the pixels, determined
from the maximum of the shaped signals, should be the same. In our case, the maximum
of the signals is determined from the time of CFD as reported in Section 4.4.2. The study
of the time of CFD of the signal from pixels that form a same cluster is, in fact, an useful
tool to determine the minimum timing separation to resolve two different interaction that
occurred close in space, such as Compton scattering followed by a photoelectric effect. This
timing condition, also called cluster time window, takes into account the precision in the
time measurement, which can depend on the collected charge.

Charge induction study with a 1 mm gap

The simulation of the output signal of the IDeF-X LXe chip presented in Section 4.4 showed
a timing resolution of the other of 260 ns for an amplitude of 3 times the electronic noise
(σnoise). This result was obtained with the CFD method and an optimal configuration of the
CFD parameters; time delay and attenuation fraction. For the same measurement conditions,
higher time differences have been measured, however, from real data between the pixels
of the same cluster. Figure 5.19 shows the total time difference distribution between the
pixels of the same cluster for a total measured charge of 511 keV. The cluster time window
was fixed to 2 µs, i.e. if two neighboring signals have a drift time difference smaller than
2 µs, both signals are grouped into the same cluster. The value of ∆t was obtained as the
difference between the time of CFD of the pixel with maximum amplitude and the time of
the CFD of the rest of neighboring pixels of a cluster. The distribution is non-symmetric and
does not agree with to a normal distribution. The distribution shows a sort of double-peak
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structure centered at ∆t ≈ 0 with a plateau at positive time differences and a second peak
at around 9 time channels. To better understand this result, we obtained the time difference
∆t distribution as a function of the amplitude of the neighboring pixel (see Figure 5.20).
For simplicity, we will refer to the amplitude of the neighboring pixels as Aneighbor. For
signal amplitudes 3 times the electronic noise, an average time difference of 720 ns (9 time
channels) is observed, which is around 3 times higher than the value estimated by simulation.
Moreover, a cluster of events is also visible around this value at higher amplitudes.

The distribution of average values of ∆t is depicted in the bottom part of Figure 5.20.
The mean value of ∆t was measured by dividing the scatter plot presented in the top part
of Figure 5.20 in slices of 1σnoise up to to an amplitude of 18σnoise, and in slices of 10σnoise

for higher amplitudes to increases the statistics per charge interval. Each of the charge
distributions are fitted by a double-Gaussian function with a constant background (see
Figure 5.21). The value of ∆t is directly deduced from the mean of the fit. The experimental
time difference between adjacent pixels decreases exponentially as the amplitude of the
signals increases and tends to zero for a value of Aneighbor higher than 50σnoise. On the other
hand and according to the simulation results, a time delay of less than 80 ns was expected at
amplitudes higher than 10σnoise. The observed decay was well fitted by a triple exponential
function (blue line) that can be used to corrected the systematic time shift at low energy
signals.
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Figure 5.19 – Time difference between the pixels of the same cluster, for cluster with a
total measured energy of 511 keV and a cluster time window of 2 µs.

The accumulation of events observed at low energies at around 9 time channels is due to
a double-peak distribution observed at very low amplitude signals. In fact, for amplitudes up
to ∼10 σnoise, a fraction of the detected signals are delayed by around 720 ns from the pixels
of reference. This result was not observed on the simulated data. Figure 5.21 shows two
∆t distributions for constant amplitudes of 3 and 6 times σnoise. For amplitudes of 3σnoise,
an unique peak with a mean value of 9 channels (720 ns) stands out from the background.
On the other hand, at 6σnoise the mean value of the distribution is shifted to 7 channels,
while a constant peak with mean at 9 channels remains present. This constant peak is still
present at higher amplitudes, while the mean of the distribution moves towards zero. As
the amplitude of the neighboring signals increases, the fraction of delayed events by 720 ns
decreases until the peak is no longer visible in the ∆t distribution. This important difference
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between the electron arrival time to neighboring pixels cannot be explained by neither the
presence of the electronic noise nor the size of the electron cloud nor the fluorescence X-ray
emission. A time difference of 720 ns represents a separation of almost 1.5 mm for an electric
field of 1 kV/cm.
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Figure 5.20 – Time difference distribution between the pixels of the same cluster as a
function of Aneighbor. Only cluster with a total measured energy of 511 keV are included in
the distribution. In the bottom figure the mean value of ∆t per slice in charge is represented.
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Figure 5.21 – Example of the ∆t between pixels of the same cluster for a total charge of
511 keV and a Aneighbor of 3σnoise and 5σnoise respectively.
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The time difference between triggered pixel of the same cluster also varies with the depth
of interaction. We observed that the time delay decreased as the distance from the anode
increased. Figure 5.22 shows the average time delay as a function of Aneighbor for three
different slices of 1 cm each along the drift length. This effect is consistent with the increase
of the spread of the electron cloud due to the lateral diffusion, and suggests that as the
direct collected charge per pixel increases, the delay between adjacent pixels decreases. As
discussed bellow, this effect is due to the indirect current induction between neighboring
pixels. On the contrary, no significant variations were observed as a function of the total
charge per cluster.
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Figure 5.22 – Time difference between the pixels of the same cluster as a function of
Aneighbor for three different interaction positions with respect to the anode.

Simulation of charge induction in a segmented anode

In a real detector, the impact of charge sharing is difficult to isolate from other contributions.
This makes simulation an excellent choice for studying these effects. In this section we present
a simulation study performed with the aim of better understand charge sharing effects and
charge induction between neighboring pixels in a detector with the same characteristics
as XEMIS. It is important to note that the simulation study reported in this section does
not attempt a detailed simulation of the charge induction in the anode but to provide a
better understanding of the charge sharing effects and the indirect charge induction in the
adjacent pixels. Thanks to this study, some questions related to the experimental setup
of XEMIS1 have been exposed, which have contributed to the optimization of the future
detector XEMIS2.

For the simulation, we defined the geometry of 9 adjacent pixels, each of them defined
as a unit cell with an area of 3.1× 3.1 mm2. The cathode was defined as a plane electrode
of 9.3× 9.3 mm2 placed at 0.5 mm or 1 mm from de anode surface. Since the goal of the
simulation is to study the effect of charge induction in a pixelated anode, the Frisch grid
was not included. The geometry definition and the 3D finite element grid generation was
performed using Gmsh [214] (see Figure 5.23).
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Figure 5.23 – Simulation of the geometry of 9 adjacent pixels of 3.1× 3.1 mm2 obtained
with gmsh. The cathode is considered a plane electrode of 9.3× 9.3 mm2 located at 1 mm
from the segmented electrode.

According to the Shockley-Ramo theorem, charge induction in a pixelated anode can be
determined from the weighting potential distribution along the drift length. The maps of
the electric, potential and weighing fields were calculated with a finite element electrostatic
solver using Elmer [215]. The drift electric field was fixed at 1.0 kV/cm. To calculate the
weighting field and weighting potential, the central pixel was set to unity potential while
the rest of the pixels and the cathode were grounded. The electric field and the weighting
potential are identical for every pixel with identical geometry, so the mapping fields of the
rest of the detector surfaces are directly determined by symmetry.

The electric field and weighting potential maps for the central pixel were exported to
Garfield++ [216]. The transport of the electrons through the LXe and the induced current
signals caused by the drifting electrons in the gap were finally calculated by a homemade
simulation based on Garfield++. For every simulated charge, the instantaneous induced
current in the central pixel is calculated as the scalar product of the charge and the weighting
field in every time step until the charge reaches the anode according to Equation 5.1. The
resulting pulse corresponds to the current signal at the entrance of the preamplifier. The
total induced charge is finally determined as the integral of the induced current along the
total drift length for all the simulated charges, assuming a perfect current integration of
the front-end electronics. This signal is then convolved with the transfer function of the
shaper used in the IDeF-X LXe ASIC to generate the signal at the output of the front-end
electronics.

In a segmented anode with pixels much smaller than the gap, the weighting potential
becomes denser closer to the electrode. The smaller the pixels are, the closer the weighting
potential lines and thus, moving charges far from the anode has nearly no influence on the
induced signal. This means that most of the signal is induced by the charges moving close
to the electrode. However, this also means that the weighting potential lines extend far
from the pixel’s area and reach into the adjacent pixel. Figure 5.24 shows the weighting
potential distribution in the x-z plane (y = 0), for two different gap distances of 0.5 mm and
1 mm obtained with Elmer. For the larger gap, we can see that the inhomogeneities of the
weighting potential in the vicinity of the electrode are more important, and the potential
lines reach the surface of the two nearest neighboring pixel. Weighting potential cross-talk
between pixels leads to charge induction in the adjacent pixels, even if the charge carriers
only drift in the central pixel. This effect almost disappears for a gap of 0.5 mm. The ratio

197



Chapter 5. Study of the Performances of a Frisch Grid

between the pixel size and the gap is therefore crucial in the shape of the weighting potential
and hence, in the charge induction in the non-collecting electrodes.

(a) gap = 0.5 mm (b) gap = 1 mm

Figure 5.24 – Weighting potential distribution for a 3.1 × 3.1 mm2 pixel size and two
different gaps. The distribution was obtained with Elmer by setting the pixel of interest at
unity potential and the rest of the pixels and the cathode to ground.

To better understand the effect of charge induction in the neighboring pixels, we calculated
the amplitude of the induced signals as a function of the interaction position along the x-axis
(y = 0). The electron cloud was placed at different positions inside the pixel volume starting
at the center of the pixel (x = 0). Since moving charges can also induce a current in the
neighboring pixels, the maximum distance was chosen to be equal to the pixel dimensions
(x = 3.1 mm). In order to correctly simulate the charge sharing, a lateral electron diffusion
of 200 µm was included in the simulation. The range of the primary electrons was also
taken into account. Each electron cloud consisted of 10000 ionization electrons uniformly
distributed within a sphere of radius < 300 µm. The simulation was performed over 1000
events.

In Figure 5.25, the induced signal in the central pixel is plotted as a function of the
distance to the pixel center (x = 0). The amplitude was determined at the maximum of the
signal. The impact of the weighting potential cross-talk between adjacent pixels increases
as the charge is closer to the pixel boundary. When the electron cloud is produced at the
center of a pixel, the charge is fully collected by the electrode, and no charge is induced
on the neighboring pixels. However, as the electron cloud moves towards the border of the
pixel, the collected charge decreases. Half of the charge is collected by the central pixel when
the cloud is located between two pixel, which means that the other half is induced on the
nearest neighboring pixels. In the most extreme case, when the charge carriers drift into
the neighboring pixel (x > 1.55 mm), some charge is still induced in the central pixel. The
amplitude of the induced signal decreases as the electron cloud moves towards the center of
the neighboring pixel. This effect is more significant for a bigger gap. The transient signal
induced in the pixel should result in a zero net charge. However, due to the fast shaping
time of the amplifier, the induced signal may result in an additional charge that bias the
total measured charge per cluster. This effect is almost negligible for a gap of 0.5 mm.

The shape of the resulting signal at the output of the front-end electronics depends on
the amount of real collected charge with respect of the transient amplitude of the transient
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Figure 5.25 – Amplitude of the induced signal as a function of the interaction position
along the x-axis (y = 0), for a simulated transverse diffusion of 200 µm.

induced signal. The higher the collected charge the smaller the contribution of the induced
signal. To study the effect of charge induction in the collected signal, we took as reference the
signal produced by an interaction produced at the center of a pixel. Figure 5.26 shows the
difference between the time of the induced signals and the time of the signal of reference as a
function of the relative amplitude. The value of the time was measured at the maximum of
the induced signal. This time represents the collection time of the electrons onto the anode.
When the amplitude of the transient signal is small and all the measured charge is due to
direct collection, i.e. the electron cloud drift into the central pixel surface, no discrepancies
are observed between the measured and the reference times. However, as the position of the
interaction approaches the boundary of the pixel, the time difference increases. A maximum
time difference of 800 ns (10 time channels) is obtained when almost no direct charge is
collected by the central pixel. This means that the integration of both direct and indirect
induced charges by the front-end electronics, deforms the shape of the output signal with
respect to the ideal pulse.
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Figure 5.26 – Time difference between the signal of reference measured at the center of
the collecting pixel and the induced signal as a function of the relative amplitude, for a
simulated transverse diffusion of 200 µm.
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In order to estimate the contribution from lateral diffusion to the induced signal, the
simulation was repeated for a transverse diffusion coefficient of 300 µm. The value of the
lateral diffusion is directly related to the position of the interaction with respect to the anode.
In LXe, the transverse diffusion coefficient is σx,y ≈ 200 µm

√
cm. Figures 5.27 and 5.28

shows the amplitude and time of the induced signals as a function of the interaction position
along the X-axis. In this case, the amplitude of the induced signal decreases more rapidly as
the electron cloud approaches the pixel’s boundary. On the contrary, the time difference
decreases slowly with the position of the interaction. Both effects are directly related to the
charge sharing between neighboring pixels due to diffusion. As the amount of real collected
charge increases, the effect of charge induction in the shape of the collected signals decreases.
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Figure 5.27 – Amplitude of the induced signal as a function of the interaction position
along x-axis (y = 0) for a simulated transverse diffusion of 300 µm.
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Figure 5.28 – Time difference between the signal of reference measured at the center of
the collecting pixel and the induced signal as a function of the relative amplitude, for a
simulated transverse diffusion of 300 µm.
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The results of the simulation showed that charge sharing and weighting potential cross-talk
between neighboring pixels affect the performances of a pixelated detector. The induced
signal in a pixel depends on the position of the electron cloud with respect to the center of
the pixel. As the charge carriers move away from the pixel’s surface, the amount of collected
charge decreases and the induced charge in the neighboring pixels increases. The induction
of a transient signal on a pixel affects the shape of the output signal and introduces a bias in
the measured time and amplitude of the signals. The simulation showed a maximum time
delay of 800 ns which is consistent with the results obtained with real data. Both the time
difference and the induced signal increases as the ratio gap-pixel size decreases. Moreover,
we have seen that the charge sharing between adjacent pixels due to lateral diffusion reduces
the effect of charge induction in a non-collecting electrode. This result is also consistent with
the time difference variation with the depth of interaction observed in the experimental data.

Charge induction study with a 500 µm gap

According to the simulation, a significant reduction on the time difference between the pixels
of a cluster should be observed for a gap of 0.5 mm with respect to the results obtained
for a 1 mm gap (see Figure 6.42). To corroborate these results we installed in XEMIS1
the 100 LPI Frisch grid at 0.5 mm from the segmented anode. Figure 5.29 shows the time
difference ∆t between the pixel of reference and the rest of the pixel of a cluster as a function
of the amplitude of the neighboring pixel Aneighbor, for a total measured charge of 511 keV.
The population of events at around 9 time channels (720 ns) is no longer present but instead,
for small amplitudes the value of ∆t becomes negative due to the presence of the parasitic
signal presented in Section 6.4.2. This negative signal explains the lack of events observed
at positive values of ∆t. This result implies that for a gap of 0.5 mm, the effect of charge
induction in the neighboring pixels has been significantly reduced with respect to a gap of
1 mm, and other effects such as baseline fluctuations come to light at very low energies. At
amplitudes higher than 10σnoise, a time delay of less than 80 ns is observed instead of 240 ns
measured with a gap of 1 mm. The comparison between the mean value of ∆t as a function
of Aneighbor for the two different gaps is shown in the right part in Figure 5.29.

Since the parasitic signal is only present in the same IDeF-X LXe chip, to remove its
impact from the distribution we selected only those clusters with at least two triggered pixel,
each of them in a different chip. As we can see in Figure 5.30, the negative values of ∆t

for low amplitudes become positive, the lack of statistic at low energies and positive time
differences disappears, and the ∆t distribution follows an exponential function with a value
of 240 ns (3 time channels) for an amplitude of 4σnoise. The comparison between clusters
which pixels are shared by the two IDeF-X LXe ASICs and cluster which all pixels belong
to the right side chip is shown in Figure 5.31. These results suggest that for low energy
signals the contribution of the parasitic signal dominates over indirect charge induction.
No significant variation has been observed, on the other hand, with a gap of 1 mm (see
Figure 5.32). Consequently, with a gap of 0.5 mm and no contribution of the parasitic signal,
the time difference distribution between the pixels of the same clusters is less than 1 time
channel at amplitudes of the neighboring pixel higher than 10 times the electronic noise.
These results agrees with the results obtained with the simulation (see Section 4.4).
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Figure 5.29 – (Left) Time difference distribution between the pixels of the same cluster
as a function of Aneighbor for a gap of 0.5 mm. (Right) Comparison of the average ∆t as a
function of Aneighbor for two different gap distances.

neighbor (SNR)A
0 20 40 60 80 100 120 140 160 180 200

t
 
(
c
h
a
n
n
e
l
s
)

∆

0

0.5

1

1.5

2

2.5

3

3.5

Figure 5.30 – Mean time difference between the pixels of the same cluster as a function of
Aneighbor for cluster with a total measured energy of 511 keV and which pixels are shared
between the two IDeF-X LXe front-end electronics.

neighbor (SNR)A
0 20 40 60 80 100 120 140 160 180 200

t
 
(
c
h
a
n
n
e
l
s
)

∆

6−

4−

2−

0

2

4

6

Two triggered IDeF-X LXe

Right side IDeF-X LXe
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5.6 Conclusions Chapter 5

Understanding of signal formation in a detector is crucial to optimize the measurement of the
time, energy and position of the detected signals. In this chapter we discussed the principle
of signal induction in a detector. We have seen that the total charge induced on an electrode
by a moving charge can be determined from the Shockley-Ramo theorem, which depends on
two crucial parameters, the weighting field and the weighting potential.

In a parallel-plate ionization chamber the total induced charge depends on the drift
distance of the electrons. This position-dependence can be efficiently removed by including a
third electrode, called Frisch grid, between the cathode and the anode. In this chapter, we
focused in the principle of a gridded ionization chamber and the effects of the Frisch grid on
the collected signals. We have seen that the properties of the induced signals depend on the
characteristics of the grid. For example, electron transparency of a Frisch grid is directly
related to the number of collected charges per interaction and affects the energy resolution
of the detector. An optimized set-up requires an adequate biasing of the electrodes in order
maximize the charge collection, which indeed depends on the geometrical properties of the
grid. Detailed measurements for two different type of grids are presented in this chapter. In
XEMIS1 and for a 100 LPI mesh, the electric field in the gap should be at least five times the
electric drift field. The electric field ratio depends on the gap distance and on the pitch and
thickness of the grid. Larger gaps require higher bias voltages to obtain the same electron
transparency conditions. On the contrary, a smaller electric field ratio is necessary with a
more open grid.

Another aspect that affects the performances of a gridded ionization chamber is the
inefficiency of the grid. An ideal Frisch grid shields the anode from the movement of positive
ions in the space between the cathode and the grid, and removes the position-dependence of
the induced signals. Theoretically, a charge is induced on the anode from the moment the
electrons start passing through the grid. As a result the slope of the signals only depends
on the grid-anode distance and on the timing characteristics of the front-end electronics
used to process the information. However, under real experimental conditions, the electrons
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start inducing a signal on the anode before they actually pass through the grid. Although
our experimental set-up is not optimal for the determination of the inefficiency of a Frisch
grid, its impact is clearly visible on the shape of the output signals. To investigate this
effect we compared the shape of the output signals for a set of different meshes and different
gap-pitch ratios. The results presented in this chapter imply experimental confirmation of the
inefficiency of the Frisch grid on the induced signals. A rough estimation of the inefficiency
of the Frisch grid has been performed based on the results of other authors [179, 211]. A
grid inefficiency of the order of a few percent is expected for all the kind of meshes tested
during this thesis.

Charge sharing between several pixels due to lateral diffusion, the size of the primary
electron cloud or the emission of fluorescence X-rays is useful to improve the spatial resolution
of a pixelated detector. However, multiple-pixel events degrade the energy resolution. The
probability of charge sharing depends on many factors such as the pixel size and the
electronic noise. To better understand the physics of charge induction on a pixelated anode,
we presented a simulation study. We have shown that the shape of the output signals
changes depending on the relative position of the electron cloud inside the pixel due to
the weighting potential cross-talk between neighboring pixels. Charge clouds produced
close to the boundaries of a pixel may induce a signal on the neighboring pixel even if all
the ionization electrons are collected by the central pixels. The induced transient signal
on the adjacent pixels introduces a bias on the amplitude and time of the shaped signals.
These effects become more important for smaller pixel sizes compared to the gap distance.
Moreover, the results obtained by simulation confirm the time difference observed between
the triggered pixels of the same cluster observed on the real data.

The results presented in this chapter have been essential to understand the effect of
signal formation on a gridded ionization chamber based on a segmented anode for charge
collection. These results are crucial to improve the performances of the future Compton
camera XEMIS2.
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T
he small dimension prototype XEMIS1 was developed with the purpose of testing the
feasibility of the 3γ imaging technique with a LXe Compton telescope. The design

of XEMIS1 is not optimal for tracking Compton, but it provides relevant information of
the potential of a LXe Compton camera for 3γ imaging. In this chapter, we present the
experimental set-up used to detect the 511 keV γ-rays generated after the annihilation of
a β+ with an electron. In order to carry out the characterization of XEMIS a low activity
22Na source was used. The data acquisition and trigger systems used to register the data
are presented in Section 6.2. The efficiency of the trigger for 511 keV events as a function
of the characteristics of the TPC is also studied in this section. Furthermore, a detailed
analysis and calibration of the noise for each individual pixel is discussed in Section 6.4. The
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results obtained from this analysis are used to correct the raw data and to set a threshold
level for event selection. Finally, the off-line method used for data analysis and clustering is
presented in Section 6.5.

6.1 Experimental setup

In order to test the feasibility of using a LXe TPC for 3γ imaging we have been carried
out the performance characterization of XEMIS1 with a 511 keV γ-ray source. A schematic
view of the experimental setup is shown in Figure 6.1. This includes the XEMIS1 TPC
described in Section 3.1, the charge and light detection systems and an external PMT used
for triggering. The detector is calibrated using a low activity 22Na source of about 10 kBq.
The 22Na is a 3γ emitter radionuclide with similar characteristics to those of the 44Sc, that
emits a γ-ray of 1.274 MeV and a positron in quasi-coincidence. The source is encapsulated
in a plastic casing of 1 mm thick with a diameter of 2 cm and placed inside a 15 mm diameter
stainless steel hollow tube. The tube, visible in Figure 6.1, is located outside the vacuum
enclosure and in front of the cryostat entrance. To minimize the γ-ray attenuation before
entering into the TPC, the entrance flange consists of a 1 mm aluminium wall that is placed
at around 15 cm from the anode. The position of the source with respect to the TPC, located
inside the inner vessel, can vary thanks to a sample holder within the external tube.

Figure 6.1 – Schematic drawing of XEMIS1 experimental set-up: a) BaF2 crystal and
PMT, b) collimators, c) 22Na source, d) entrance window, e) TPC and f) LXe PMT. The
yellow line emulates the emission and detection of the 2 back-to-back 511 keV γ-rays.

The detector energy response and time resolution was first calibrated using the two
511 keV γ-rays produced after the annihilation of a β+ with an electron. A coincidence
trigger between the TPC and a BaF2 scintillation crystal coupled to a PMT was set to
trigger on the 2 back-to-back 511 keV γ-rays events. The PMT is set to a high voltage of
-850 V. Both the BaF2 crystal and PMT are located inside the stainless steel tube after
the source holder. Two collimators made of lead and antimony with an external diameter
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of 4 cm and a total length of 3.5 cm are placed between the BaF2 crystal and the source.
The collimator coupled to the BaF2 crystal is a cone shaped hole collimator with a top
diameter of 1 mm and a cone base diameter of 1.5 mm. On the other hand, the one coupled
to the 22Na source is a parallel hole collimator with an internal diameter of 2 mm. The
collimators are used to optimize the solid angle of the beam source covered by the BaF2

crystal. Moreover, the ensemble BaF2, collimators and source is positioned in such a way
that the solid angle subtended by the beam completely covers the active area of the TPC, so
for almost the 100 % of the 511 keV γ-rays detected by the BaF2, the other 511 keV photon
deposits its energy inside the TPC. With respect to the anode, the beam is centered in the
x-y plane to maximize the charge collection. To prevent bad energy reconstruction only the
36 central pixels of the segmented anode are considered during data analysis. For this reason,
to minimize event loss by border rejection a calibration of the position of the beam with
respect to the anode is made at the beginning of each data-taking period.
Additionally, the TPC has been calibrated for different electric fields varying between
0.25 kV/cm to 2.5 kV/cm. Higher electric fields result in better energy resolution [115].
However, it also implies that greater voltages must be applied to the Frisch grid to ensure
a 100 % electron transparency. As discussed in Section 5.2, the transparency of a Frisch
grid depends on the ratio between the drift field and the collection field, which in turn
depends on the characteristics of the grid. A 100 % transparency requires, in some cases,
very high bias voltages that in fact can limit the performance of the detector. By decreasing
the grid-anode distance we can also reduce the applied potential. Halving the gap implies a
reduction by a factor of two on the voltage required by the Frisch grid for the same electric
drift field. However, some mechanical constraints come into play when the gap is too small.
Consequently, the maximum electric drift field on a LXe TPC is in part limited by the
Frisch grid and the mechanical design of the TPC. The cathode, on the other hand, is an
electroformed 70 LPI micro-mesh that supports voltages from 0 V up to -24 kV. A more
detailed description of the performances of the TPC as a function of the electric drift field
for different configurations is reported in Chapter 7.

6.2 Data Acquisition and Trigger Description

A diagram of the triggering system used in XEMIS1 for the 511 keV performance characterization
is shown in Figure 6.2. Signals from both the BaF2 scintillation crystal and the LXe PMT are
sent to an electronic logic chain where the signals are discriminated and logically combined.
A trigger requires the coincidence of both PMT signals within a time window of 10 ns. To
select the 511 keV photons a low discriminator threshold is used on both PMTs to suppress
noise events. On the other hand, no high threshold has been used to reject high-energy
signals that exceed the energy of a 511 keV γ-ray.

Figure 6.3 shows an example of two typical scintillation signals detected by the two PMTs.
The PMT coupled to the BaF2 scintillation crystal has a good time resolution of the order
of 200 ps. The BaF2 output is fed into a discriminator, which transforms the analog signal
into a digital pulse. The output signal of the LXe PMT is, on the other hand, split by a
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linear fan in/out unit and sent, on one side to an ADC1 where the signal is digitized and
recorded, and on the other side to the discriminator for event selection. Timing is now set by
the leading edge of the discriminator signals and not on the PMT output signals themselves.

PMTLXe

BaF2

Idef-X

Discr

Discr

50µs
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Coincidence
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ADC

Clock 4 ns

120µs 160 ns

splitter
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Trigger
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•

ADC
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Anode

Figure 6.2 – Schematic drawing of XEMIS1 trigger setup.
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Figure 6.3 – Example of two typical scintillation signals from the (a) BaF2 crystal and (b)
LXe PMT.

The slow decay component (45 ns at 173 K) of LXe due to recombination can introduce a
considerable time delay between the arriving photoelectrons that form the output signal [38].
This results in long decay tail signals as shown in Figure 6.3(b). The impact of this
slow decay component depends on the applied electric field, decreasing as the electric
field increases [37, 115]. For example, for an electric field of 2 kV/cm, the 63 % of the
scintillation light is emitted due to direct excitation with a time constant of 2.2 ns or 27 ns

1Analog to Digital Converter
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depending on whether the emission comes from the de-excitation of the singlet or triplet
states respectively [36, 37]. A non negligible 37 % of the scintillation yield comes, however,
from recombination and it is emitted with a slower decay time of 45 ns. The distribution
of photon arrival times in LXe can be roughly approximated by a triple exponential decay
corresponding to the three LXe lifetimes:

Af . exp

( − t

τf

)

+ As. exp

( − t

τs

)

+ Ar. exp

( − t

τr

)

(6.1)

where Af = 0.03, As = 0.60 and Ar = 0.37 are the relative scintillation rates for the fast,
slow and recombination components respectively at an electric field of 2 kV/cm, and τf , τs
and τr are the scintillation decay times of the three components.

The long tail in the photoelectrons arrival time distribution implies that photons may
arrive to the detector with a delay of several hundreds of ns. Since we work at the minimum
possible threshold level, single photons from the signal tail may re-trigger the discriminator
even though they come from the same interaction. This can increase the number of accidental
triggers. For this reason, in order to avoid the possibility of re-triggering, a veto of 50 µs is
set on both PMT signals. This 50 µs logic gate completely covers the 45 ns photoelectron
extraction.

Since the scintillation light yield due to direct excitation does not depend on the applied
electric field, triggering on the fast component of the scintillation light minimizes the electric
field dependency of the trigger system, in addition to allow small coincidence time windows
of the order of several ns. However, due to the small number of photons that reach the
LXe PMT, the trigger window should be large enough to cover almost completely the
photoelectron distribution. In order to suppress accidental coincidences after the veto signal,
the resulting pulses from both PMTs are transformed into standard logic pulses of 10 ns and
80 ns width for the LXe PMT and BaF2 respectively, before entering into the coincidence
module. The width of the windows was optimized to reduce the number of accidental triggers
but preserving a high trigger efficiency. An event is then accepted if the two narrowed
pulses arrive within a time window of 10 ns. Figure 6.4 shows the time distribution of the
PMT signals after a coincidence. Most of the events are triggered by the fast scintillation
component, whereas a small fraction of the coincidences are triggered by the recombination
component.

Since the principle of the TPC is to detect both ionization and scintillation signals, an
unique light pulse should be associated to each ionization signal. For this reason, to guarantee
that only one trigger is accepted during the time the signals are still being recorded by the
Data Acquisition Systems (DAQ), a 120 µs logic gate is established after the logical AND
of the two PMTs. This window is enough to cover the time needed to record both signals
(102 µs for the ionization signal and 2 µs for the scintillation light). The 120 µs logic pulse
does not act as a veto but instead, if an event happens while the window is still opened, the
event will not only be missed but it will re-open a new 120 µs logic signal ensuring that
any new information is registered. This paralyzable behavior maintains the synchronization
between charge and light.
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Figure 6.4 – Coincidence time distribution at 1 kV/cm.

If a trigger is accepted, signals from both scintillation (PMT) and ionization (anode)
processes are recorded. The scintillation light waveforms from the PMT immersed in the
LXe are continuously fed into a CAEN v1720 Flash ADC where they are digitized with
12 bit precision at a sampling rate of 250 MHz. Figure 6.5 shows an example of a typical
scintillation and ionization waveforms of a 511 keV γ-ray event from the 22Na source. The
digitization pass through a ring buffer where they are sequentially stored. After a trigger a
block of data containing 512 samples is automatically transfer from the ring buffer to an
event buffer where the event is stored for further processing. The event buffer can store a
maximum of 1024 events of 2 µs each before being read. This means that readout and signal
processing are in general deadtimeless unless the trigger rate is too high so the entire memory
is filled up. An additional 200 ns of baseline presamples are registered to ensure that the
event is completely stored regardless the delay added by the electronic chain itself. Besides
the scintillation signal, the trigger logic pulse is also stored and digitized every 4 ns in one of
the channels of the FADC to correct the jitter introduced by the acquisition systems relative
to the trigger start time.

The charges collected by the segmented anode are processed by the two 32 channels
IDeF-X ASICs as explained in Section 3.1.3. Output analog signals from 63 pixels are
registered during a time window of 102.2 µs by a waveform digitizer (CAEN v1740 Flash
ADC) at a sampling rate of 12.5 MHz with a resolution of 8 bits. The registration period is
large enough to cover the entire drift length of the TPC that it is of the order of 60 µs for an
electron drift velocity of 2 mm/µs (electric field of 1 kV/cm). Same as for the scintillation
signal, the charge collection waveforms are continuously digitized and written in a circular
memory buffer. When a trigger signal arrives to the FADC, the event is transferred and
stored into the event buffer. Equally, data are stored from the time the trigger occurs back
to 50 previous samples. The event buffer can hold 1024 event of 1278 samples each that in
principle can be read with a negligible dead time, if the trigger rate is less than 20 Hz. Since
the charge FADC only has 64 available channels, signals collected by the pixel 29 placed at
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the border of the anode (see Appendix B) are not registered. Instead a tag signal called TTT
(Trigger Time Tag) is stored for further jitter correction during data analysis. The TTT
signal keeps track of the timing information of the trigger and is generated by integrating
the coincidence output pulse in a preamplifier-shaper module.
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Figure 6.5 – Example of a typical (a) scintillation and (b) ionization waveforms of a 511 keV
γ-ray event from the 22Na source.

Trigger Efficiency and Calibration for 511 keV γ-ray events

The trigger system should be able to distinguish physically interesting events from background.
In particular, the discriminator threshold level used to select the 511 keV events has a big
impact on the trigger efficiency so its value should be optimized to decrease the number of
accidental triggers. For the BaF2 signal, a discriminator was set to 10 mV equivalent to
12σnoise, where σnoise represents the SNR, in order to trigger on the 511 keV signals. The
value of the noise was calculated from the amplitude distribution spectrum of the PMT
output signal when no threshold is applied.

Amplitude of the LXe PMT signals is, however, dominated by solid angle effects resulting
on a small fraction of UV photons reaching the PMT photocathode. A detailed simulation of
the geometry of XEMIS1 and the scintillation light collection efficiency is presented in [123].
Results show an important decrease of the number of photons detected by the PMT as the
distance from the intersection point to the PMT increases. Figure 6.6 shows the distribution
of detected photons as a function of the distance of the interaction point with respect to
the PMT. Please note that in this simulation the quantum efficiency of the PMT (35 %
for the Hamamatsu R7600-06MOD-ASSY PMT) and the optical transparency of the set of
meshes placed just before the PMT surface (81 %) are not taken into account. In addition,
the results were obtained for a zero electric drift field. For an electric field of 1 kV/cm, 3.5
photons are detected in average by the PMT if the interaction occurs close to the anode
(13.5 cm from the PMT).
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Chapter 6. Performance Evaluation of XEMIS1 for 511 keV γ-rays.

Figure 6.6 – Evolution of the number of VUV scintillation photons that arrives to the LXe
PMT as a function of the interaction point of the 511 keV ionization electrons. Figure taken
from [123].

This strong dependency of the light collection efficiency with the position of the interaction
inside de TPC requires a very low threshold level in order to ensure a relatively uniform
response of the detector along the drift direction. Adequate results were obtained for a
threshold of 5 mV (5σnoise).

Figure 6.7 shows the z-dependence of the light yield for 511 keV events for an electric
drift field of 1 kV/cm. The amplitude of the PMT signals is calculated at the maximum of
the pulse over a time window of 10 ns from the moment the signal crosses a fixed threshold.
The TPC has an active area of 12 cm. The value of z = 0 cm on the distribution corresponds
to the position of the grid. The end of the fiducial volume is represented at z = 12 cm.
The results were obtained for a 100 LPI metallic woven Frisch grid placed at 1 mm from
the anode. As expected, the light detection efficiency increases as the distance to the PMT
decreases. The shape of the distribution is related to the geometry of the TPC and the
position of the source with respect to the PMT, resulting on a decrease of the solid angle
of the PMT with increasing z. At low z-position (z ≤ 3 cm) a deterioration of the light
collection efficiency is observed. This is because at distances far enough from the PMT the
effect of solid angle becomes important and a fraction of the events may be rejected due to
the discriminator threshold level.

Trigger efficiency can be improved, on one side by decreasing the threshold level and, on
the other side by decreasing the active area of the TPC. Lowering the threshold increases the
number of accidental triggers without a significant improvement on the efficiency. Figure 6.8
shows the amplitude distribution of the LXe PMT signals for a threshold level of 5 mV. At
lower threshold levels, we observed an increase of the dead time of the detector without a
significant increasing of the trigger efficiency.

A better option to improve the efficiency of the trigger system is to reduce the length of
the chamber. A rough calculation indicates that halving the size of the TPC may improve the
light detection efficiency in a factor of 4. Figure 6.9 shows the light amplitude distribution as
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Figure 6.7 – Scintillation light distribution as a function of the time of CFD of 511 keV
events. (b) Zoom in the region of interest. The results were obtained for a 100 LPI metallic
woven Frisch grid placed 1 mm from the anode and a 12 cm long TPC.

Figure 6.8 – Scintillation light amplitude for a discriminator threshold level of 5 mV.

a function of z for a 6 cm long TPC. No loss of light collection efficiency is observed at low
z compared to the 12 cm TPC, which means that the number of photons that reaches the
PMT has notably increased. The effect of the threshold is visible in the distribution. The
end of the chamber is visible at around 6 cm of the grid. The entries outside the chamber
(z > 60 mm) are accidental triggers inside the 10 ns coincidence window.

The characteristics of the new TPC are exactly the same as the 12 cm long TPC described
in Chapter 3, except for the active length of the detector which is reduced from 12 cm to
6 cm. The material and the distance between the rest of the components of the TPC remain
unchanged and the light and charge collection systems are also the same. The Frisch grid is
also a 100 LPI metallic woven mesh but it is placed at 500 µm from the anode. Figure 6.10
shows the geometry of the new 6 cm TPC.
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Figure 6.9 – Scintillation light distribution as a function of the time of CFD of 511 keV
events. (b) Zoom in the region of interest. The results were obtained for a 100 LPI metallic
woven Frisch grid placed 0.5 mm from the anode and a 6 cm long TPC.

Figure 6.10 – Experimental set-up of XEMIS1 for a 6 cm long TPC.

A negligible rate of accidental coincidences (20 accidental triggers in 5 hours) has been
measured for a 5 mV threshold. This result is in good agreement with the expected value for
a 10 ns coincidence window, obtained from the individual counting rate of both PMTs. A
trigger rate of ∼ 120 triggers/s was measured for the BaF2 (NBaF2) and ∼ 1200/s for the
LXe PMT (NLXe):

Nacc = NLXe . NBaF2 . 10 ns ≃ 1.4 10−3 triggers/s (6.2)
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6.3. Data processing

6.3 Data processing

After a valid trigger, data from both ionization and scintillation processes are stored into
the event buffer before being stored on disk. Once in the buffer, data is read by the DAQ
computer via a fiber optical cable starting from the first registered event. The optical
link supports data transfer of 80 MB/s for both FADCs. The DAQ software is written in
LabVIEW using the software libraries provided by CAEN. The software can be used as
a second level trigger since it was design to perform a rough analysis of the raw data by
applying topological cuts to the events. The program includes a simple framework which
allows to start/end a run and to apply cuts to the signal waveforms. Charge and light
signals can be treated and registered independently. Moreover, rough noise calculations are
implemented to control the overall state of the electronics. The noise is determined from
the amplitude distribution obtained for the first registered sample (∼ 200 ns before the
trigger). Additionally, preliminary baseline suppression can be performed to the individual
ionization signals, so a threshold can be used for event selection allowing a reduction of
the data volume. The pedestal is calculated by averaging over the first 50 samples before
the trigger start time. Cuts on the total charge deposited inside the TPC during an event
or individual selection of the pixels that are actually written on disk are also possible. In
addition, real time monitoring of the detector is included, that generates plots of charge and
light waveforms, hit map of the anode and trigger rate.

Data collected by the DAQ software are then saved in two independent binary files (one
for the charge and another one for the light). Relevant data acquisition information such as
the registration time window, sampling rate, shaper peaking time, etc ... are also registered
on the header of the files. The software is programmed to generate files with a maximum
size of 2 Gb. The DAQ software is able to readout data at a rate of 20 Hz without adding
dead time, enough to support the trigger rate of 2 events/s estimated with the actual trigger
system. A one hour run generates 2 Gb of data with around 12000 registered events. This
means that around 1 Tb is registered for a 1 month data-taking period.

6.4 Noise Analysis and Calibration

On a pixelated detector with individual read-out channels unavoidable differences in noise
behavior, baseline and gain between the channels are normal. This variations come from
the fabrication process of the electronics and affects the event selection in terms of collected
charge and signal threshold. For this reason, an individual characterization of each pixel of
the anode is necessary in order to study and, in some cases correct, the influence of these
variations before starting the event reconstruction.

To perform a precise estimations of the noise and pedestal per pixel, we used a set of
experimental data that contains only noise events. The data acquisition and data processing
are performed according to the method reported in this chapter, but with a random external
trigger. In the following this kind of data acquisition will be referred as noise run. A
complete noise run consists of a 2 Gb binary file with around 12000 events in average. For
each event, 63 waveforms corresponding to 63 pixels of the anode are recorder over a time
window of 102.2 µs. The pixel 64 is used to register the TTT signal (see Appendix B). The
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results presented in this section were taken with an electric field of 1 kV/cm and a peaking
time of 1.39 µs.

Figure 6.11 shows a diagram that illustrates the procedure followed for the noise analysis.
To keep a constant alignment of the source with respect to the anode, all the noise runs
were taken with the 22Na source. However, the presence of the source during the noise runs
implies that some pulses are registered in coincidence with the random external trigger (see
Figure 6.12(a)). These signals would bias the measured noise distribution providing a wrong
value of the pedestal and noise per pixel. To remove the contribution from charge generating
particles, a initial peak selection is performed. A preliminary estimation of the pedestal and
noise value signal per signal is determined from the 50 first and 50 last samples of the signal.
A relatively high threshold of around 10 times the noise (∼ 30 mV ) is set for peak selection
to ensure that only physical events are rejected. In average, the number of rejected pulses
per noise file is less than 2%. Figure 6.12(b) shows the noise events after pulse rejection. As
we can see, there is a border effect due to the pulse search method. To avoid this effect, we
exclude from the noise distribution study the latest 8 µs of the time window.
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22Na source
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Pulse Rejection

YES

Ncut1

NO

goodEventList.dat
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Figure 6.11 – Noise signal analysis diagram.
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Figure 6.12 – Raw signals distribution as a function of time (a) before and (b) after pulse
rejection.

Pedestal and Noise determination

We can see from Figure 6.12 that the preamplifier produces an offset of the order of
-0.5 V in the recorded signals, with a certain baseline dispersion for the same read-out
channel. To correct this baseline shift, the mean value of the pedestal per pixel should be
estimated. Figure 6.13 shows a typical amplitude noise distribution of two pixels of the
anode. Assuming that the distributions follows a Gaussian probability density distribution,
as good approximation, the pedestal is obtained from the mean value of the distribution,
whereas the noise is determined from the standard deviation (RMS) of the pedestal data
sample. The distribution shown in Figure 6.13 was measured for a random time sample over
the ∼12000 raw signals collected in the noise file. By fitting the distribution by a Gaussian
function, a mean pedestal values of -0.51 V and -0.50 V, and an electronic noise of 2.59 mV
and 2.72 mV were obtained for the two pixels respectively.
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Figure 6.13 – Noise distribution of the pixels 63 and 19 respectively (see Appendix B).
Each pixel belong to a different IDeF-X LXe ASIC. The solid red line is a Gaussian fit.
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Pedestal values for the rest of the pixels of the anode are presented in Figure 6.14 and 6.15.
The offset is not uniform over the anode. A maximum pixel-to-pixel dispersion of the order
of 15 mV was measured. The mean pedestal values for the two IDeF-X ASICs separately
are shown in Figure 6.17. The relative position of the pixels with respect to the read-out
electronic channels is illustrated in Figure 6.16, where each IDeF-X is connected to 32
different pixels. The baseline is almost uniform among the pixels of the left side IDeF-X
chip with a dispersion of less than 5 mV. On the other hand, a higher baseline dispersion of
the order of 8 mV was obtained for the right-side chip. The pedestal dispersion among the
two different chips varies within 7%, which is mostly associated to the connector.
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Figure 6.14 – Pedestal map obtained from the mean value of the pedestal per pixel.
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Figure 6.16 – Relative position of the two IDeF-X LXe chips (black and blue line) with
respect to the pixels in the anode. In the right figure the location of the connectors directly
wire bounded to the 32 pixels of each ASIC is illustrated.
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Figure 6.17 – Pedestal value per pixel for the two IDeF-X LXe ASICs. Each chip is coupled
to 32 pixels of the anode. The ASICs are identified according to the configuration shows in
Figure 6.16.

In principle, pedestal subtraction can be made by either using a constant value per pixel
or by using the same average value per IDeF-X. However, since the pedestal dispersion
between the different pixels of the same IDeF-X is bigger than the final electronic noise
measured once the pedestal correction is applied, the correction should be made by using
the mean pedestal value per pixel.

The noise map is presented in Figure 6.18. Higher values of the noise are obtained at
the edges of the anode and between the two connectors. This noise distribution is due to
the length of the electronic tracks with respect to the pixels. Longer tracks implies higher
electronic noise. In addition, the noise increase observed at the four corners of the anode
is due to the position of a ground connector as we can see in Figure 6.16. Figure 6.19
shows the noise distribution for the 63 pixels. The noise is expressed in unit of electrons.
The electron-V conversion was made using the 511 keV photoelectric peak as described in
Section 7.4. We measured an average value of the noise of ∼ 85 e−.
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Figure 6.18 – Noise map distribution per pixel.
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Figure 6.19 – Noise distribution per pixel.

Rejection of fluctuating baselines

In general, each preamplifier, i.e. each pixel of the anode, has a baseline value that should
be constant over time and also independent of temperature. However, thermal fluctuations
inside the LXe produce prompt baseline variations (see Section 6.4.1). These pedestal
fluctuations distort the average value of the pedestal and noise per pixel. Several signals with
the baseline out of the average value are visible in Figure 6.20. To remove those events with
a bad pedestal, we calculate the baseline rejection interval per pixel from the distribution
of the mean values calculated for all the raw signal registered for each individual pixel.
Figure 6.21 shows the mean distribution for two pixels of the anode. Unlike the amplitude
noise distribution presented in Figure 6.13, the distribution of the mean pedestal value per
signal does not have a Gaussian shape, but instead the distribution can be described by a
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double Gaussian function that can be defined as follows:

A(x) = Acore. exp

(x− µcore)
2

2σ2
core + Atail. exp

(x− µtail)
2

2σ2
tail (6.3)

where µ and σ are the mean and the width of the two Gaussian functions, identified as core

and tail (red and green lines in Figure 6.21). As we can see, both distributions have a zero
mean value. The mean noise distribution can therefore be described by three parameters
σcore, σtail and the relative share between the two Gaussian functions.
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Figure 6.20 – Raw noise distribution with no MLI insulation around the front flange of
the TPC.
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Figure 6.21 – Mean pedestal distribution of the pixels 63 and 19 respectively (see
Appendix B). The distributions are fitted by a double Gaussian function given by Equation 6.3.

221



Chapter 6. Performance Evaluation of XEMIS1 for 511 keV γ-rays.

This wider tail with a σtail value of ∼0.7 mV is mostly due to the presence of bad pedestal,
but it can be also due to undesirable large signals that were not rejected during peak selection
and correlated noise. All these contributions cause fluctuation in the mean value of the
pedestal. Figure 6.22(a) shows the ratio between the width of the two Gaussian functions
for all the pixels of the anode. An almost uniform distribution is observed over the anode.
Higher values of σtail are, on the other hand, measured at the upper part of the anode,
which implies correlation between these kind of events and the position of the read-out
channels. The red line in Figure 6.21 represents the final double Gaussian fit of the mean
noise distribution. The results of the fit are also shown in the figure. A fixed criteria of
a maximum rejection of 1/1000 in total due to statistical fluctuations is established, that
makes ∼ 1.6 10−3 % of rejected events per pixel. The vertical dashed lines in Figure 6.21
represent the rejection interval due to this cut. The analysis is made in such a way as the
integral of the distribution outside these bounds must be larger than the statistical cut.
For simplicity in the following, this offline cut is called bad pedestal interval. To reject the
bad baselines per event, we calculate the median value of the pedestal per pixel, i.e. per
individual signal, and we check whether this value exceeds the value of the bad pedestal
interval. If so, the entire event is excluded from the analysis. The cut is applied on the
median value of each individual signal to ensure that only pedestals out of range are rejected,
and the selection is not biased by the presence of large pulses. In average, less than a 10% of
the events were rejected due to pedestal fluctuations. Figure 6.22(b) shows the number of
rejected pedestals per pixel. As we can observe, most of the rejected baselines are at the
top of the anode. This result is consistent with the fact that these baseline fluctuations are
due to the presence of bubbles in the liquid xenon as reported in Section 6.4.1. Important
improvements have been achieved by including MLI insulation around the front flange of the
chamber and around the electronics, that have led as to a pedestal rejection of less than 2 %
instead of 10 % in absence of MLI.

X (
mm)

-10
-5

0
5

10
Y (mm)

-10
-5

0
5

10

c
o
r
e

σ
t
a
i
l

σ

0

0.5

1

1.5

2

2.5

3

3.5

4

(a)

X (m
m)-10

-5
0

5
10

Y (mm)
-10

-5

0

5

10

P
e
d
e
s
t
a
l
 
r
e
j
e
c
t
i
o
n
 
(
%
)

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7

(b)

Figure 6.22 – (a)
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per pixel and (b) Mapping of the fraction of rejected pedestals per

pixels obtained with no MLI insulation on the front flange of the TPC.
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The value of the pedestal per pixel is finally obtained after bad pedestal rejection. This
value is then used in the data analysis. In addition, the final value of the noise per pixel is
also estimated from the baseline fluctuations after pedestal subtraction. The final charge
distribution is described by a Gaussian function with zero mean as shown in Figure 6.23.
The standard deviation of the distribution gives a value of the electronic noise of the order
of 88 e− and 85 e− is the borders of the anode are excluded.
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Figure 6.23 – Noise distribution after pedestal subtraction extracted from one random
sample for all the pixels with (left) and without (right) the pixels on the borders of the
anode.

Event selection depends on the threshold level as much as on the shape of the baseline
over the time window. Irregularities on the baseline caused by a trigger perturbation may
bias the number of selected events. Figure 6.24 shows the mean pedestal for all the pixels.
A reduction of the mean value of the pedestal is observed over a time interval of around
16 µs (200 time channels2), with a maximum deviation of the order of 0.25 ADC channel3

at 20 µs. This baseline reduction is due to the trigger’s time position with respect to the
data acquisition window and it varies from pixel to pixel. Although this fluctuations is
almost negligible, at very low threshold levels it produces a small reduction on the number
of triggered events due to the slightly higher equivalent threshold value.

This noise analysis provides the value of the pedestal and electronic noise per pixel that
will be used in the data analysis of XEMIS1 and in the data acquisition of XEMIS2. For
this reason, the results should be stable over time. Figure 6.25 shows the values of the
pedestal and noise obtained during several months of data acquisition for one of the read-out
channels. Noise is quite stable over time, with a maximum variation of around 5 electrons.
Furthermore, no significant variations have been observed in the pedestal value. Same results
have been obtained for the rest of the pixels of the anode.

2One time channels corresponds to 80 ns
3One ADC channels corresponds to 0.6 mV
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Figure 6.24 – Average baseline over the 64 pixels.
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Figure 6.25 – Pedestal and noise values for the pixel 0 over several months of data-taking.

6.4.1 Temperature effect on the measured signals

The LXe inside the TPC is in conditions of vapor-liquid equilibrium, which means that
the temperature of the liquid inside the cryostat depends on the pressure according to the
saturation curve (see Figure 6.26). The amount of heat needed to change from liquid state to
gas is given by the specific latent heat Lv. In the particular case of Xe, a small latent heat of
95.587 kJ/kg at a pressure of 1 bar is required in order to change the phase [217]. Moreover,
vapor bubbles generation inside a liquid is possible if the temperature of the surface that
contains the liquid is warmer than the saturation temperature of the medium. For this
reason, the generation of vapor bubbles in the LXe is more important than in conventional
liquids such as water4.

4The specific latent heat of water at 1 bar is around 2258 kJ/kg.
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Figure 6.26 – Phase diagram and vapor pressure curve of xenon [2]. The left side figure
shows a zoom on the range of interest.

In XEMIS1 the main heat transfer is due to radiation and thermal conduction between
the chamber walls and the LXe. Although the design of XEMIS1 was made in order to
minimize the contact surface between the TPC and the rest of the components of the detector,
thermal conduction through the electronics used to read-out the ionization signal constitutes
an inevitable source of heat flow. The most sensitive part of XEMIS1 to heat transfer is the
anode. Ideally the anode, which is in contact with the LXe, is kept at the same temperature
as the liquid. However, an external heat flow mainly coming from radiation and in lesser
extent, from the electronic connectors towards the xenon, increases the temperature of the
anode’s surface. A small temperature variation of 0.1 ◦C is enough to produce spontaneous
bubbles formation in LXe.

The presence of bubbles inside the TPC may cause important operational problems that
degrade the performances of the detector. Spontaneous bubble formation in the anode’s
surface may affect the stability of the liquid in the collection region. Presumably, the motion
of gas bubbles around the anode causes liquid perturbations that in turn produces transient
variations of the detector capacitance that give rise to charge induction in the anode. Since
the induced signals have a very long tail due to the slow motion of the bubbles in the liquid,
after being integrated by the preamplifier the signals would appear as a long-term baseline
fluctuations out of the average value, as presented in Figure 6.20. In the worst case scenario,
bubble accumulation between the grid and the anode may be a possible cause of discharges
due to the high bias voltages usually applied to the grid. This effect is most likely to occur
when working with micro-meshes. Small-pitch grids facilitate bubble accumulation in the
gap, since bubbles are prevented from evacuation towards the bulk volume and they require,
in general, higher voltages to accomplish for electron transparency requirements. The issue of
vapor bubbles formation inside the LXe has been also reported by other authors [218, 219].

The evidence leading to the bubble hypothesis has been verified by studying the response
of the TPC to pressure and temperature variations. Changes in the cryostat pressure
and temperature can be induced by modifying the temperature of the cold finger (see
Section 3.1.4). The dynamics of the bubbles were observed for some tens of minutes. Since
the migration of the bubbles inside the LXe is slow, the study should be made over long-time
registration periods. For each event the 63 waveforms corresponding to the 63 pixels of the
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anode are recorded over a time window of 15.36 µs at a frequency of 2.5 kHz. The signals
are registered in loops of 1000 events, resulting in 400 ms of data without dead time. The
sequence is repeated every 20 s, which is the time necessary to empty the buffer and start a
new acquisition process. A total time window of ∼13 minutes is registered on a 2 Gb data
file. Due to the limitation of the data acquisition system used in XEMIS1 it is not possible
to calculate the fraction of bubbles per event, but instead we could estimated the number
of times the average baseline exceed a certain value. The cut interval is obtained from the
distribution of the median value of each event, according to the method presented in the
previous section. The rejection interval for each pixel was determined under experimental
conditions in which the rate of bubble formation is minimum. If the median of each baseline
is ±7 times this value of reference, the signal is rejected. Figure 6.27 shows the evolution of
the median value of the pedestal as a function of the event number obtained under standard
experimental condition for one of the pixels of the anode. The large prompt pulses are
important fluctuations of the baseline that occur during several ms, which are associated
with the formation of a bubble inside the chamber. These kind of signals populate the tail of
the median distribution presented in Figure 6.28. The dashed lines represents the rejection
cut interval. 13.5 % of the registered events are excluded due to the baseline rejection cut.
The same fraction of bad pedestals has been estimated for different runs under the same
experimental condition.
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Figure 6.27 – Evolution of the median value of the raw signals with the event number for
the pixel 63 of the anode. Each event was registered over a time window of 15.36 µs. The
bottom figure shows a zoom on a region of interest where two baseline perturbations are
clearly visible.
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Figure 6.28 – Median distribution of the pixel 63. The black line is the Gaussian fit.
The two black dashed lines represents the rejection interval cut obtained from the method
presented in Section 6.4.

Figure 6.29 shows the median baseline per event over the total registration time window
for the eight pixels of the same column in the anode. Each color represent a given pixel. The
vertical axis does not indicate the actual offset of the signals, but a fixed separation of 0.05 V
was introduce between them to ease the representation. As we can see from Figure 6.30,
the prompt signals follows a clear pattern starting from the bottom of the anode towards
the top part. This behavior is consistent with the dynamics of a bubbles inside the LXe.
Bubbles created at the bottom of the TPC, detach from the nucleation site and reach the
bottom surface of the anode. The bubbles continue ascending until they collapse within a
few minutes. In addition, we have also observed that the duration of the baseline fluctuation,
represented by the amplitude of the signal, increases by ascending towards the top of the
anode. This behavior is also coherent with the enlargement of the bubbles during migration.

Bubble formation can be inhibited by a rapid increase of the cryostat pressure. This can
be done by either injecting more xenon inside the cryostat, by increasing the recirculation
rate or by changing the system temperature. When the temperature of cold finger increases
for example from 164 K to 165 K, the pressure inside the cryostat starts rising immediately
in order to maintain the system in thermal equilibrium. The already existing bubbles formed
during normal experimental conditions should disappear, whereas the formation of new
bubbles is avoided due to the pressure difference between the bottom part of the cryostat
and the liquid’s surface. Under pressurization conditions, the number of rejected baselines is
reduced to 1.3 %. The presence of bubble reappears immediately after the pressure returns
to its normal value.

The formation of bubbles, on the other hand, can be enhanced by decreasing the system
pressure, i.e. by decreasing the temperature of the cold finger. When the temperature of
the PTR decreases by at least 1 K, the pressure inside the cryostat decreases adiabatically
below the vapor pressure. The xenon is still in liquid state, but at a pressure where it
should be gaseous. Under these thermal condition, a small heat transfer to the LXe may
trigger a phase transition from liquid to gas state with the consequent formation of a bubble.
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Figure 6.29 – Evolution of the median value of the raw signals with the event number for
eight pixels of the column 7 of the anode. The pixels are represented in ascending order.

Event number
29500 30000 30500 31000

S
i
g
n
a
l
 
(
a
.
u
.
)

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

Figure 6.30 – Evolution of the median value of the raw signals with the event number for
eight pixels of the column 7 of the anode over a time interval of the total time window. The
fluctuations of the baseline follow an ascending pattern from the bottom to the top part of
the anode.
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Figure 6.31(a) shows the median baseline evolution as a function of the event number for
the same pixels column, when the temperature of the cold finger was set to 163 K. We
can observe an important increase in the number of bubbles in the chamber compared to
pressurization conditions (Figure 6.31(b)). At low pressure, a 25 % of the events where
rejected due to baseline rejection cut.
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Figure 6.31 – Evolution of the median value of the raw signals with the event number
for eight pixels of the column 7 of the anode under pressurization and de-pressurization
conditions respectively.

Since working under pressurization conditions with the aim of reducing the presence of
bubbles in the liquid is not an option, we studied the response of the system as a function of
the temperature of the anode. Figure 6.32 shows the experimental set-up used to modify and
monitor the temperature of the anode. To decrease the temperature we used a continuous
liquid nitrogen cooling system. The liquid nitrogen was stored in an external container at
atmospheric pressure. A vacuum pump was used in order to pump out the nitrogens toward
the cryostat through a stainless steel tube. Once inside the cryostat, the liquid nitrogen
circulate through a copper structure that was screwed onto the front flange of the TPC in
such a way that it was in direct contact with the anode and the electronics. The temperature
of the copper piece and hence, the temperature of the anode, decreased as the the liquid
nitrogens passed through the copper tube placed inside the piece. A sheet of indium metal
was included between the copper and the stainless steel to improve the thermal conductivity
between the surfaces. A temperature sensor located between the copper piece and the flange
allowed for temperature monitoring. An external temperature regulator was used to fix
and keep the temperature of the anode at a certain value. A valve placed before the pump
controlled the flow of nitrogen towards the chamber. The valve closed the moment the
temperature of the anode decreased below the fixed value. Equally, the valve re-opened once
the temperature increased above the set point.

This study showed that the presence of strong baseline fluctuations varies with the
pressure and temperature conditions of the system, that points out to the formation of
bubbles inside the LXe. The number of bubbles inside the TPC decreased as the temperature
of the anode decreased. A reduction by a factor of two on the number of rejected events
due to baseline out of range rejection was observed when the temperature of the anode was
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reduced to 169 K compared to standard experimental conditions (172 K). Moreover, only a
1.6 % of the events were rejected at a temperature of 168 K. Due to the limitations of the
set-up the temperature could not be reduce under this value. However, we can presume from
these results that the complete inhibition of bubble generation inside the TPC can be achieve
by keeping the surface of the anode at the temperature of the liquid. Very satisfactory
results were obtained with the electronics completely immersed inside the LXe and by a more
complete insulation of the front part of the TPC by using a Multilayer insulation (MLI).

Figure 6.32 – Front view of the XEMIS1 TPC. The copper structure place around the
electronic cards was installed to reduced the temperature of the anode and electronics thanks
to a liquid nitrogen circuit.

6.4.2 Charge-induced perturbations of the baseline

An additional effect has also been identified on the baseline when a relative high charge is
deposited in one of the readout chips. As shown in Figure 6.33, a parasitic signal is observed
in all the pixels of the same ASIC after an energy deposition. If all the charge is collected by
one of the two IDeF-X LXe chips, no effect has been observed on the other ASIC.

This parasitic signal has a bipolar shape. The negative pole has an average amplitude
which is of the order of 0.7 % of the total collected charge by a given chip. A variation of
the average amplitude of around 30 % has, however, been observed between the two IDeF-X
LXe ASICs. The minimum of the negative pulse arrives around 560 ns before the maximum
of the real collected signal. The positive pole, on the other hand, shows a much smaller
amplitude, which has almost no effect on the measured signals. The shape and amplitude of
the perturbation depends on the peaking time, increasing as the peaking time decreases.

We have noticed that only at low signal amplitudes, of the order of 3 to 5 times de
electronic noise, the presence of the parasitic signal results in an appreciable loss of the
collected charge, decreasing the number of triggered events. In addition, we realized a
distortion on the shape of the measured signal, which affects the measured drift time. At
high amplitudes the effect of the perturbation is small and it can be neglected
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Figure 6.33 – Baseline perturbation caused during the gain stage of the IDeF-X LXe. The
left side figure is a zoom on the region of interest.

A complete simulation of the response of the IDeF-X LXe front-end electronics showed
that this baseline perturbation is associated to the amplifier that fixes the gain conversion,
which is common to all the channels of the same chip. It is important to notice that this
baseline perturbation has been observed exclusively in the IDeF-X LXe version of the chip.
This effect is currently in the adjustment phase, so it will no longer present in the future
versions.

6.5 Data Analysis

This section describes the data analysis steps performed before event reconstruction. A
schematic diagram of the data analysis procedure is illustrated in Figure 6.34. The method
consists of four main steps: pedestal subtraction, gain correction, pulse selection and
clusterization. We use the pedestal and noise results obtained per pixel from the noise
analysis to correct the pedestal per signal and to find the pulses. In general, each run with
data from the radioactive source is alternated with a noise run, in order to monitor possible
variations in pixel pedestal and noise. A threshold level is established for pulse discrimination.
The amplitude and time of the signals are calculated using the method of the CFD. After
pulse finding, the detected signals from the same interaction are recombine together to form
a cluster. Several topological cuts are finally applied to these cluster in order to make the
final data selection.

6.5.1 Baseline subtraction

As presented in Section 6.4 every signal suffers from an offset, which in general comes from
the front-end electronics. Each pixel of the anode can be characterized by a constant pedestal
value which is used to correct the data. The pedestal per pixel is obtained from a noise run
by averaging over a sufficient number of events. Afterwards, in order to estimate the charge
collected in a given pixel, the pedestal is subtracted from the raw signal to compensate from
this constant offset.
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Figure 6.34 – Schematic diagram of the data analysis procedure.

If the probability of the presence of bubbles inside the chamber is high, baseline exclusion
can be performed using the rejection interval calculated from the noise events. The median
of each individual signal is determined from the first 50 samples and the last 50 samples,
and compared to the baseline rejection limits. If the median is above or below three times
the value of the rejection cut, the entire event is eliminated from the data analysis. Thanks
to an adequate insulation of the detector, we have seen that the formation of bubbles inside
the LXe can be neglected and thus this pedestal cut is no longer necessary.

6.5.2 Common noise correction

A common baseline variation may occur in all pixels at the same time, typically due to an
imperfect shielding of the components of the detector. Unlike pedestal which is stable over
long time periods, common mode noise might vary between consecutive events. Therefore,
the second step is the common noise correction event per event. To estimate its contribution,
the median value of each sample over all the pixels of the anode is determined event per
event. These values are then subtracted from the raw signals of each pixels. The correction
is made sample by sample.

The presence of this kind of correlated noise is very sensitive to the grounding of the
components as much as the Frisch grid and the first field ring filtering. An important
improvement during the course of the thesis has been carried out, so the implementation of
this corrections is no longer necessary. Figure 6.35 shows the common noise contribution
compared to raw noise and after pedestal correction before the improvement of the system’s
filtering.
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Figure 6.35 – Value of the noise per pixel after pedestal subtraction and common noise
rejection.

6.5.3 Gain Correction

So far we have seen that all pixels of the anode do not have the same behavior in terms of DC
offset and baseline fluctuations. These variations are mostly due to production differences
during the fabrication process where not all the components of the front-end electronics are
exactly the same. Equally, pixel to pixel variations of the gain are usually present. In this
section, the gain of each individual pixel is calibrated for further correction of the measured
amplitude per signal. To obtain an accurate value of the gain of each pixels of the anode an
uniform beam is required. To do so, one of the lead collimators placed between the BaF2

scintillation crystal and the 22Na source was removed in order to increase the solid angle
coverage seen by the anode. In addition, to reduce the relative error on the mean value of
the amplitude distribution, a high amount of collected events per pixel was necessary.

We obtained the energy spectrum of each pixel. Only clusters with a total measured
energy of 511 keV on which 95 % of the charge is collected by a specific pixel were considered.
The measured charge per cluster was corrected by electron attenuation to remove the
z-position dependence (see Section 7.1). The photoelectric peak obtained per pixel was fitted
by a Gaussian function, so the gain of each individual pixels was obtain from the mean value
of the Gaussian, which corresponds to the amplitude measured for an energy deposit of
511 keV. The standard deviation, on the other hand, shows the energy resolution per pixel
for 511 keV events at 1 kV/cm. Figure 6.36 shows the mean value of the photoelectric peak
for the 35 central pixels of the anode. The two different IDeF-X ASICs are represented by a
different color. The edges of the anode where removed from the analysis to avoid a possible
bias in the collected charge. A maximum pixel-to-pixel difference of 4 % has been measured,
whereas a maximum dispersion of 2 % and 2.3 % has been estimated between the pixels of
the same IDeF-X LXe chip, respectively. A constant fit per IDeF-X gives an average value
of 0.915 V and 0.930 V respectively resulting in a difference of the order of 1.6 %.

The position signal distribution averaged over all the pixels of the same column has been
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Figure 6.36 – 511 keV peak position as a function of the channel number.

also measured in order to study the contribution of the parasitic signal (see Section 6.4.2).
The parasitic signal is proportional to the charge deposited per chip and therefore, its
contribution depends on the position of the pixels of a cluster with respect to the maximum
energy deposition. For a cluster which pixels are shared between both ASICs, we may expect
a non-uniform response of the measured energy. The gain as a function of the column is
shown in Figure 6.37. No significant deviation of the columns 3 and 4, i.e. columns at the
edge between both chips, is observed with respect of the rest of the columns of the same
IDeF-X. A constant fit per IDeF-X shows the same dispersion between ASIC as the one
obtained by fitting the value of the gain per pixel.

Gain correction can be applied either pixel by pixel or chip by chip depending on the
dispersion between the pixels of the same ASIC. Although a pixel wise correction seem more
optimal, it requires a very high statistics per pixel to ensure a correct calibration. To obtain
the same precision in the measurement of the gain as the one measured in XEMIS1, we
need at least 1000 entries in the photoelectric peak per pixel. This is hardly achievable in
XEMIS2 where 24000 electronic channels are present. For this reason, we opted to perform
an ASIC wise correction using as average value the one obtained by the fit of the two IDeF-X
independently. The measured energy per digit is then normalized by 0.914 V and 0.928 V
before clusterization depending of whether the charge is deposited on the left or right side
IDeF-X respectively.
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Figure 6.37 – Pixel signal distribution for 511 keV events as a function of the column
number.

6.5.4 Signal selection and Clustering

The next step in the data analysis after pedestal (and common noise) correction is signal
finding. The goal is to determine the number of interactions per event detected above an
energy threshold, which are spatially resolved. A digit is found if the amplitude of the
pulse is higher than this threshold. In our case, the signal over noise ratio should be higher
than SNR > 3σnoise (or 4σnoise). Such a low threshold is necessary because of the charge
spread between adjacent pixels mainly due to electron transverse diffusion and the size of
the primary electron cloud. An hysteresis of nσnoise to (n− 1)σnoise was used to determine
the time of CFD.

The energy threshold implies an unavoidable loss of detection efficiency. The amount of
shared charge depends both on the position of the electronic cloud with respect to the pixel
edge, and on the distance of the interaction in the active volume with respect to the anode.
In most cases, a high charge is collected by a certain pixel while a very small amount of the
total charge is deposited on one or more neighboring pixels. A low threshold level is then
required in order to recuperate all the deposited charge shared between the different pixels.
During this thesis two different thresholds of 3 and 4 times the noise have been considered as
the best option between charge recovery and noise counting rate (see Section 4.5). A 3σnoise

threshold implies that at least an energy deposit of around 4.5 keV inside the fiducial volume
of the detector is necessary to be measured. Higher thresholds, on the other hand, would
reduce the amount of collected charge per interaction, which would deteriorate both the
energy and transverse spatial resolutions of the detector, especially for low energy deposits.
Figure 6.38 shows the position of the photoelectric peak as a function of the energy selection
threshold. A reduction of around 0.3 % of the collected charge has been calculated with an
energy threshold of 10σnoise. The measured charge at 3 and 4 σnoise is compatible within the
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statistical uncertainties.
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Figure 6.38 – Collected charge as a function of the energy threshold level for 511 keV
events at 1 kV/cm.

Each of the selected digits contain the information of the time (z-coordinate), charge,
x-y position, pixel address and time over threshold (TOT). The amplitude and time of the
signals are calculated using the method of the CFD with a delay of 9 channels and a gain of
1.5. The zero-crossing point of the CFD signal gives directly the position of the maximum
amplitude. The jitter introduced in the time measurement by the data acquisition system
is corrected by using the TTT signal. Moreover, the amplitude of the signals is corrected
by gain linearity (see Section 6.5.3). The TOT is calculated between the nσnoise threshold
and a second threshold at (n - 1)σnoise. Only pulses with a calculated time using the CFD
method inside this double threshold interval are kept. A 2 % of the signals are lost due to
the hysteresis cut. No further assumptions are considered for the peak selection.

Clustering

In the next step, digits coming from the same interaction should be aggregated in the same
cluster. Pixel clusters are formed by combining neighboring pixels with charge above the
pixel threshold. Both side and corner adjacent pixels are included in the cluster. The list
of digit is sorted by signal amplitude in descending order. Starting from the first digit, i.e.
higher amplitude, a list of neighboring fired pixels is created. The pixel with the maximum
amplitude is now considered as the pixel of reference. Only pixels which are closest neighbors
by side or by the corner to the pixel of reference are possible candidates to the same cluster.
The clusterization algorithm loops over all the detected digits and it searches for unclustered
digits within a pre-defined time window until no more digits are found in the vicinity of
the pixel of reference. The time condition between adjacent pixel is necessary since not all
the neighboring fired pixels must come from the same interaction. The selection of this
cluster time window is explained below. After a cluster is formed, the digits associated to
this cluster are removed from the list for the remaining cluster search in the same event.
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The next maximum digit in the list become the new pixel of reference of a new cluster and
the search for possible neighboring pixel re-starts. The procedure continues until no digits
are left in the list.

Figure 6.39 shows an example of a photoelectric effect, where the total charge is shared
by four different pixels. All the signals are collected on the anode after the same drift time
of the order of 43 µs (∼540 time channels). The waveforms are presented in Figure 6.40.
An almost uniform charge sharing is obtained between the four pixels, that implies that
the charge cloud should be located close to the intersection point between the four pixels.
The total charge of a cluster is then calculated as the sum of all the individual charges Qi.
The time of the interaction, i.e. the z coordinate, is given by the time measured by the
CFD for the pixel of reference. The x and y positions of the interaction, on the other hand,
depend on the number of pixels inside the cluster, also called multiplicity. If the cluster has
multiplicity equal to one pixel, the position of the interaction is measured at the center of
the pixel. However, if the charge is shared by more than one pixel, the position is calculated,
as first approximation, as the centroid position of the electron cloud:

xrec =

∑

i

Qi . xi

∑

i

Qi

(6.4)

yrec =

∑

i

Qi . yi
∑

i

Qi

(6.5)

where xi and yi are the x and y coordinates of the center of each pixel. The center of
gravity method is not a good estimator of the true position since the pixel size is larger
than the electron cloud. A correction is then necessary in order to obtain a more realistic
position distribution. A more detailed study of the x-y position reconstruction is performed
in Section 7.6.

After clustering, interactions are classified in single-cluster events, double-cluster events,
etc . . . or more generally, multi-cluster events, according to the number of clusters per event.
This classification is essential for further Compton sequence reconstruction.

Cluster Time Window

Clustering is one of the most delicate parts of the data analysis given the complexity and
variety of possible event topologies. A missassociation of digits inside the clusters leads to a
degradation of both energy and spatial resolutions.

The adjacency condition between pixels is not always enough to distinguish two interactions
produced by the same ionizing particle. For this reason, an additional matching based on
the drift time is applied. Two digits measured in two adjacent pixels belong to the same
cluster, if the difference between the time of CFD of each of the pulses is smaller than a
certain value. If a cluster candidate has more than two pixels, the time difference is always
calculated with respect to the pixel of reference, i.e. the pixel with the maximum amplitude.

237



Chapter 6. Performance Evaluation of XEMIS1 for 511 keV γ-rays.

Figure 6.39 – Pixel signal distribution of the segmented anode where a deposit of 511 keV
is shared between four adjacent pixels. The waveform registered by the right bottom pixels
is the TTT signal.

Figure 6.40 – Example of a 511 keV energy deposited shared by four adjacent pixels of the
anode.

Clustering with respect to the pixel of reference, is an efficient way to avoid random noise
digit to be regrouped with real charge deposits, in addition to enhance the separation of
clusters that come from two different interactions produced close in time and space.

To determine the optimum value of the cluster time window, we performed a preliminary
study where a large fixed window of 2 µs is set, i.e. if two adjacent digits have a drift time
difference smaller than 2 µs, both signals are assumed to come from the same interaction
point. The results presented in this section were obtained with the 6 cm TPC, a 100 LPI
Frisch grid placed at 500 µm from the anode and an electric drift field of 1 kV/cm. Only
single-cluster events with a total energy of 511 keV are selected. No additional condition
is set on the clusters multiplicity. The cumulated time difference distribution between two
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pixels of the same cluster is shown in Figure 6.41. The value of ∆t is calculated as the
difference between the time of CFD of the pixel of reference, minus the time of CFD of a
neighboring pixel of the cluster. The sharp peak centered at ∆t = 0 is due to the well
reconstructed digits and less likely due to two different interactions at the same z-position.
A constant background is observed at the tail of the distribution caused by noise digits.
The cumulated time difference distribution is presented in Figure 6.42 as a function of the
neighbors amplitude expressed in unit of SNR. For simplicity, we will refer to the amplitude
of the neighboring pixels as Aneighbor. For a Aneighbor higher than 20σnoise the distribution
seems uniform with a time difference between digits of less than 1 time channel (one channels
is equivalent to 80 ns). The dispersion from zero is due to the limited precision because of
the time sampling. At amplitudes smaller than 20σnoise, the time difference between adjacent
pixels increases as the amplitude of the neighboring pixel decreases. At very low Aneighbor, of
the order of the pulse selection threshold, the distribution is dominated by noise digits. The
lack of events at ∆t > 0 is probably due to the parasitic signal reported in Section 6.4.2.
Figure 6.43(a) shows the time difference distribution for an amplitude of 4σnoise. A peak
with a delay of ∼-4 time channels (∼320 s) with respect to ∆t = 0 is clearly visible, which
exceeds from a constant background. The peak was fitted with a Gaussian function plus a
background. The time delay of 4 channels disappears at higher amplitudes as presented in
Figure 6.43(b). Under this experimental conditions, this time delay is more probably due to
the presence of the parasitic signal (see Section 6.4.2). Other possibles causes of signal delay
such as indirect signal induction are discussed in Chapter 5.
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Figure 6.41 – Time difference between the pixels of the same cluster, for cluster with a
total measured energy of 511 keV.

The average time difference as a function Aneighbor is depicted in Figure 6.42. The value
of ∆t was obtained by fitting the time difference distribution for each value of Aneighbor by a
Gaussian function. Moreover, the timing resolution as a function of the deposited energy
was deduced from the standard deviation of the Gaussian fit (see Figure 6.44). The higher
time dispersion observed at low amplitudes is due to the precision of the CFD method due
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to the influence of the electronic noise. For small energy signals, a resolution of the order of
400 ns was calculated.
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Figure 6.42 – Time difference distribution between pixels of the same cluster as a function
of Aneighbor. Only cluster with a total measured energy of 511 keV are included in the
distribution. In the left side figure the mean value of ∆t with respect to Aneighbor is
presented.

(a) 4σnoise (b) 10σnoise (c) 95σnoise

Figure 6.43 – Example of the ∆t between pixels of the same cluster for a total charge of
511 keV and a Aneighbor of 4σnoise, 10σnoise and 95σnoise respectively.

The time window of clusterization can be set either using a fixed value (σmean ≈
0.5 channels) given by the average standard deviation of the ∆t distribution as in [115],
or a variable value which depends on the amplitude of the digits of a cluster. Due to the
important amplitude-dependency of the precision of the time measurement, a variable time
window seems the best option. The dependence of the timing resolution as a function of
the amplitude is obtained by fitting the distribution presented in Figure 6.44 by a triple
exponential. The cluster time window is then given by the relation: TW = ±3σTW , where
σTW is given by Equation 6.6:

σTW =
√

σ2
Pr

+ σ2
Pa

(6.6)
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where σPr
and σPa

are the values of the time resolution obtained from the triple exponential
fit for the pixel of reference and the adjacent pixel respectively. Since the ∆t distribution is
well described with a Gaussian distribution a ±3σ time window accounts for 99.7 % of the
events for a given collected charge.

Figure 6.44 – Time resolution as a function of SNR.

The comparison between two different time windows is presented in Figure 6.45. For a
constant time window of ±3σmean, the photoelectric peak is less symmetrical in the region
close to the Compton edge. This asymmetry is in part due to a bad clusterization of two
different interactions with similar energies that are regrouped together in the same cluster.
Moreover, the number of single-cluster events is reduced by a ∼ 5 % when a fixed cluster
time window of 1.5 time channels (120 ns) is used. A missassociation of the interaction
points have detrimental effects on the tracking Compton reconstruction, where the first and
second interaction points must be well defined. For this reason, the results presented in
this thesis have been obtained by using a variable cluster time window according to the
dependency presented in Figure 6.44
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Figure 6.45 – Energy spectrum of single-cluster events for two different cluster time
windows.
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6.5.5 Off-line Analysis: event selection

Border Rejection

A series of topological cuts were added to the data analysis in order to make an adequate
selection of the reconstructed clusters. First of all, clusters which center of gravity is
calculated at one of the pixels situated at the borders of the anode are excluded from the
analysis. The borders consist of the first and last rows and columns of the segmented anode.
This cut is necessary because for these kind of events we cannot conclude that all the charge
was deposited inside the active zone of the detector. Similarly, clusters with a reconstructed
position around the right bottom corner of the anode are also rejected. The pixel placed at
this position is used to register the TTT signal and hence, no real charge is collected. In
average, less than 2 % of the measured cluster are removed by these two cuts.

Event Topology and Energy Cut

The number of cluster per events is related to the nature of the interactions inside the
detector. For 511 keV events, the probability that a γ-ray undergoes a photoelectric effect is
∼20 %, while the probability of Compton scattering is ∼80 %. In some cases, when photons
interact within the LXe, they may undergo multiple Compton scattering before they are
fully absorbed by the medium. Consequently, we expect to reconstruct, in average, around
two clusters per event.

The number of detected clusters per event may be affected by both an incomplete
clustering algorithm and the presence of electronic noise. Moreover, not every scattering
point is necessarily registered by the detector. This effect is directly related to the size of
the active area of the detector. When two interactions are spatially close, the clusterization
algorithm may not be able to separate them, and a single cluster would be register instead. A
bad clusterization affects the measurement of the position and energy of the γ-ray interactions.
In addition, if an interaction point do not deposit sufficient energy to trigger the minimum
energy detection threshold, it would be treated as electronic noise and the interaction will not
be recorded. All these factors affects the event topologies and had the effect of reducing the
actual number of cluster per event. On the contrary, a low threshold level will increases the
number of clusters per event due to the incorporation of noise clusters. The blue distribution
in Figure 6.46(a) shows the number of clusters per event for a charge detection threshold of
3σnoise. In average, 14 clusters are reconstructed after the interaction of a 511 keV γ-ray inside
the detector, with no single-cluster events which prevents the calibration of the detector.
The shape of the distribution is consistent with the number of noise triggers per event. If we
consider that for the CFD method, the number of noise triggers per second and per pixel for
a 3σnoise threshold is around 2200, the average value of the total number of noise triggers in
the anode during the 102µs time window is ∼14. The number of clusters per event is highly
reduced for a 4σnoise threshold as shown in the blue distribution of Figure 6.46(b).

To reduce the presence of noise events due to the low threshold level, a cut on the clusters
energy is necessary. Isolated clusters with an amplitude smaller than 20 keV are excluded.
The limit of 20 keV was chosen due to the important loss of angular resolution at low energies.
This energy limitation is crucial for tracking Compton. However, to avoid the loss of true
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(a) 3σnoise (b) 4σnoise

Figure 6.46 – Distribution of the number of clusters before and after cluster rejection.

events, a more complex cut concerning the multiplicity of clusters is applied. Figure 6.47(a)
shows the energy distribution of those clusters rejected due to the energy cut for a threshold
of 3σnoise. As we can observe, three clear peaks are present in the distribution. These peaks
correspond mostly to clusters with one, two and three pixels per cluster respectively. The
multiplicity distribution for the three peaks is depicted in Figure 6.47(b). For the events
with energies comprised in the third peak, around 65 % of the clusters have three triggered
pixels, whereas 25 % have multiplicity one. Those clusters with around 20 keV deposited on
a single pixel cannot be considered as noise clusters and should not be rejected. Therefore,
an additional condition concerning the number of pixels per clusters was included to improve
the quality of the selection. If the 20 keV of energy are collected by a single pixel the cluster
is conserved. Otherwise, the cluster is considered as noise and it is removed from the analysis.
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Figure 6.47 – (a) Energy spectrum and (b) number of pixels per cluster for those clusters
with an energy smaller than 20 keV with amplitude threshold level of 3.0σnoise.

For a 3σnoise threshold, 94 % of the reconstructed clusters are rejected due to the energy
cut, while for a threshold of 4σnoise, the clusters rejection is reduced by almost a factor of 2
(55 %). Figure 6.48 shows the number of rejected cluster due to the energy cut as a function
of electron drift time. As expected, since most of the rejected cluster are isolated noise
triggers, the clusters are randomly distributed along the time window. The z-dependence of
rejected events is almost flat with a slight fluctuation due to the presence of correlated noise.
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A small reduction of the number of trigger is observed at the beginning of time window,
which is consistent with the position of the trigger as reported in Section 6.4. Finally, after
border and energy cuts, a 6 % of the registered events are, in average, removed from the
analysis, while an almost 96 % of the clusters are dropped for a 3σnoise threshold level. On
the other hand, for a 4σnoise threshold level only 60 % of the clusters are removed from
the analysis. The green distribution in Figure 6.46 shows the number of cluster per event
after the different selection cuts. In average, we expect a number of clusters per event of
1.3 for both threshold levels, which is more consistent with the nature of the 511 keV γ-ray
interactions.

Figure 6.48 – Distribution of the rejected clusters due to the energy exclusion.

Ionization and Scintillation Light Correlation

The correlation between light and ionization can be used to reject 511 keV event which are
not related to the charge deposited inside the TPC after a trigger. Those events are present
outside the dimension of the TPC and outside the average distribution in the light charge
distribution as shown in Figure 6.49. A cut along the scintillation light profile illustrated by
the red dashed line in the figure can be used to exclude these events from the data analysis.

Figure 6.49 – Scintillation light amplitude as a function of the time of the CFD of 511 keV.
The red dashed line represents a cut to reject uncorrelated events with the ionization charge
as well as noise events. All those events outside the cut are excluded from the analysis.
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6.6 Conclusions Chapter 6

In this chapter we have presented the experimental set-up used to measured the 511 keV γ-ray
for the performance characterization of XEMIS1. A coincidental trigger between the TPC
and a BaF2 scintillation crystal coupled to a PMT is used to trigger on the two back-to-back
511 keV γ-rays events emitted by a low activity 22Na source. The optimal coincidence time
window and threshold level for the LXe PMT has been studied in order to maximize the
trigger efficiency. We have confirmed that the trigger efficiency for 511 keV events improves
when the active length of the TPC is reduced by a factor of two from 12 cm to 6 cm, due to
the geometry of the chamber with respect to the position of the PMT inside the LXe. This
new drift length of 6 cm is used from now on for the calibration of the detector.

We have presented a precise study of the noise with the aim of correcting the raw data
from the DC offset and set the optimal threshold level for pulse finding. The noise and
pedestal calibration is made pixel per pixel. An average noise of around 80 e− is measured
thanks to the low-noise front-end electronics used to collect the ionization signal. Each run
with data from the radioactive source was alternated with a noise run, in order to monitor
possible variations in pixel baseline and noise, and to calculate the pedestal. A method to
reject the pedestal out of range due to the presence of bubbles inside the LXe has been also
introduced. We have shown that an adequate insulation of the detector reduces significantly
the fraction of bubbles inside the liquid which corroborates the hypothesis that the origin of
these bad pedestal is heat transfer from the outside towards the LXe.

A very low threshold level of the order of 3 to 4 times the value of the noise is set on the
pedestal-corrected signals to measure a very small charge deposited in the detector. The
amplitude and time of the signal that triggers the discriminator are measured by using the
CFD method with a constant delay of 720 ns and a gain of 1.5. Since the deposited charge
can be collected by more than one pixel, an event reconstruction algorithm is required. The
selected pulses are then clustered in order to regrouped digits that come from the same
interaction point. A cluster is therefore a set of neighboring pixels that have collected an
amount of charge higher than a certain threshold. The total charge collected by all the pixels
in a cluster, is proportional to the deposited energy. The optimal time window to match
two different signals in the same cluster was deduced from the difference time distribution
between the pixels of the cluster. An amplitude variable time window is the best option to
avoid the missassotiation of digits that leads to energy and spatial resolutions degradations.
Additional topological cuts on the selected events were included in the data analysis to
perform a more accurate characterization of the TPC. In Chapter 7 the results obtained
using the experimental set-up and methods presented in this chapter are presented.
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Chapter 7. Experimental Results and Discussion

I
n this chapter, the results obtained from the calibration of the response of XEMIS1 are
presented and discussed. These results are a compilation of the work performed during

this thesis. All aspects related to the characterization of a LXe Compton camera have been
identified and addressed. Energy, timing, position and angular resolutions are studied with
a monochromatic beam of 511 keV γ-rays emitted from a low activity 22Na source. The
evolution of the energy resolution and ionization charge yield with the applied electric field
and the drift length are analyzed in detail. Transport properties of electrons in LXe such as
electron drift velocity and cluster multiplicity have also been studied. Finally, in Section 7.5,
we present a Monte Carlo simulation that helped to understand the effect of charge sharing
on a pixelated detector, and to estimate the position resolution.

The results presented in this chapter were obtained with the last experimental configuration
of XEMIS1 based on a 6 cm long TPC to increase the trigger efficiency. We used a 100 LPI
metallic woven Frisch grid with an electric field ratio of 6 to achieve a 100 % electron
transparency and a gap of 500 µm. For any other kind of configuration it will be explicitly
indicated. Most of the results were obtained for an applied electric field of 1 kV/cm.
Measurements at different electric fields are expressly mentioned. Noise determination and
pedestal subtraction per pixel are performed according to the method reported in Section 6.4.
Signals are selected with a 4σnoise energy threshold equivalent to around 6 keV. The deposited
energy and the drift time per interaction is determined with the CFD method with a delay
of 720 ns (9 time channels) and an attenuation fraction of 1.5. The measured charge is
corrected by gain variations as a function of the IDeF-X LXe readout electronics. Cluster
formation is performed with the algorithm presented in Section 6.5.4, with a cluster time
window which depends on the energy deposited per pixel. Good events are selected according
to the offline selection cuts described in Section 6.5.5. Only single-cluster events are selected
for the analysis unless otherwise is mentioned. Due to the inhomogeneities close to the Frisch
grid, the first 5 mm after the grid are excluded from the analysis. Finally, the collected
charge is corrected by electron attenuation using the method presented in Section 7.1.

7.1 Measurement of the liquid xenon purity and

attenuation length determination

As discussed in Chapter 2, the purity of the LXe is an important factor that affects the
charge collection measurement. The attachment of the ionization electrons to electronegative
impurities may result in an important reduction of the collected charge, which deteriorate the
energy resolution of the detector. The electron lifetime, τ , is proportional to the concentration
of the electronegative impurities present in the medium [166]. Therefore, the measurement
of the electron lifetime or electron attenuation length, λ, gives an idea of the purity of the
LXe during the data taking. Electron attenuation length determination is also essential to
correct the measured charges as a function of the position of the interaction. If the charges
are not corrected, even a few percent dependence of the collected charge on the distance
would degrade the energy resolution. XEMIS is designed to reduce the concentration of
electronegative impurities to less than 1 ppb O2 equivalent, to ensure the detection of very
low energy deposits regardless the interaction point inside the fiducial volume. A detector
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with a maximum drift distance of the order of 12 cm requires an attenuation length of drifting
electrons longer than 1 m. We achieve a charge loss smaller than 10 %. An attenuation
length of 1 m is equivalent to an electron lifetime of the order of 500 µs at 1 kV/cm. That is
∼8 times greater than the full drift time between the cathode and the Frisch grid.

To measure the electron attenuation length in our short TPC, we used the ionization
signal produced by 511 keV γ-rays emitted from a 22Na source. The goal of this study is to
measure the evolution of the 511 keV photoelectric peak as a function of the distance from
the anode. The amplitude distribution as a function of the drift time (i.e. z ) was divided
into 20 time intervals of equal number of events. The collected charge, Q, is then calculated
by fitting the 511 keV photoelectric peak by a Gaussian function on each of the different time
slices. In presence of electronegative impurities the charge Q induced at a certain distance
from the anode, follows an exponential decay as a function of the drift time according to the
relation:

Q(t) = Q0 e
−t
τ (7.1)

where Q0 is the total deposited charge at time t = 0. The attenuation length is directly
calculated by fitting the photopeak vs. z distribution with the Equation 7.1.

To correct the possible attenuation inside each time interval, an iterative algorithm was
used. A first value of τ was obtained from the position of the photoelectric peak as a function
of the drift time. This value was used to correct the measured charge per bin, providing a
second value of the attenuation length:

Q(t) = Q0 e
−(t−<t>)

τ (7.2)

where <t> is the average value of each slice weighted by the exponential shape of γ-ray
attenuation. This process is repeated until convergence is achieved. The converged value
is usually reached after three iterations, with a variation of less than 5 % between the first
and last attenuation lengths. Attenuation lengths higher than 1 m have been determined
after one week of circulation with the current purification system at 1 kV/cm. The scatter
plot of the measured amplitude for single-cluster events as a function of the drift time at
1 kV/cm is shown in Figure 7.1. We can see that the 511 keV photoelectric peak moves to
lower pulse heights for longer drift times. The black points represent the mean position of
the photoelectric peak per slice and the red line is the resulting fit. The best fit results give
an attenuation length of 1742.11± 97.58 mm at 1 kV/cm, which ensures less than 3 % of
charge loss from events occurring close to the cathode.

To remove the dependence of the signal amplitude on the distance from the anode, the
correction due to electron attachment to electronegative impurities is applied to the cluster
energy during event reconstruction. This correction significantly improves the spectral
performance of the detector. The technique reported in this section provides an accurate
method for estimation of the attenuation length in a LXe TPC. The precision on the value of
the attenuation length is limited by fluctuations on the measurement of the electron charge,
which is related to the signal amplitude.
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Figure 7.1 – Scatter plot of the measured charge as a function of the electron drift time
for 511 keV γ-rays events at 1 kV/cm after two weeks of re-circulation. The black points
represents the collected charge per slice, and the solid red line represents the fit of the
collected charge to Equation 7.1.

7.2 Drift time distribution and measurement of the

electron drift velocity

The drift time distribution of 511 keV photoelectric events at 1 kV/cm is shown in Figure 7.2.
The majority of the interactions are produced near the anode due to the position of the
radioactive source with respect to the TPC. The observed time-dependent rate follows an
exponential decay consistent with the absorption of γ-ray in the medium. An exponential fit
to the distribution gives a mean free path of 3.23± 0.24 cm, which is in good agreement with
the theoretical value of λ = 3.5 cm for 511 keV γ-rays in LXe at a temperature of 168 K [13].
We emphasize that both edges of the TPC are sharply distributed, with some random events
present outside the boundaries of the chamber. The beginning of the TPC is systematically
corrected by using the absolute position of the anode with respect to the trigger start time.

The z-coordinate of each interaction point is determined from the electron drift time
measurement referred to the light trigger. Therefore, an accurate knowledge of both electron
drift time and electron drift velocity are essential for event reconstruction. The measurement
of the drift time is mainly limited by the measurement method based on a CFD, and the
SNR. The timing resolution worsen for low energy signals. According to the results presented
in Section 6.5.4, a maximum timing resolution of 400 ns is expected for signals with an
amplitude of 4σnoise, whereas for pulse heights larger that 20σnoise the precision on the
measurement of the time of CFD is less than 80 ns.

The electron drift velocity can be directly inferred from the drift time distribution depicted
in Figure 7.2. By measuring the beginning and the end of the TPC we can calculate the
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Figure 7.2 – Drift time distribution of 511 keV single-cluster events at 1 kV/cm. The solid
red line represents the exponential fit to the distribution.

total collection time needed by the electrons to drift all along the drift length of the detector.
The size of the TPC divided by the total collection time gives an estimation of the electron
drift velocity at a given electric field. The mechanical length of the TPC between the Frisch
grid and the cathode is well known, 60.8± 0.5 mm. The error was directly calculated from
the uncertainty in the measurement of the different components of the TPC (see Table 3.1).
Moreover, a size variation of the order of ∼80 µm has been estimated for the 6 cm long TPC
due to the thermal contraction of the materials at 168 K in comparison with the length at
room temperature. This value has been obtained from the thermal expansion coefficients of
the different material.

The position of the beginning and the end of the TPC was measured by fitting the
electron drift time distribution for 511 keV photoelectric events by an Error (Erf ) function:
p0
2
(1 + Erf( t − p1√

2 p2
)), as shown in Figure 7.3. The position of the anode and the cathode

was found to be at −0.085 µs and 29.19 µs with a precision of the order of 40 ns and 100 ns
respectively. The determination of the beginning of the TPC is also limited by the start-time
correction due to the offset induced by the DAQ. The standard deviation of both fits gives
also an estimated value of the timing resolution for 511 keV signals of around 44.4± 3.0 ns
obtained as the weighted arithmetic mean between the two measurements. This value is
independent of the applied electric field.

Two effects have been, however, identified that may bias the measurement of the total
drift length. As seen in Section 2.3.1, the range of the primary electrons in LXe introduces a
shift of around 100 µm, for an incoming energy of 511 keV, in the position of the electron
cloud with respect to the interaction vertex. This is an indication that the measured position
is systematically shifted from the actual interaction point, which introduces an error in the
determination of the electron drift time. The difference between the real and measured
position depends on the energy of the ejected electron and the incoming angle of the γ-ray.
In addition, a border effect due to the extension of the electron cloud is expected at both
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Figure 7.3 – Beginning and end of the TPC at 1 kV/cm for single-cluster 511 keV events.
The solid blue lines are the Error function fit to the drift time distribution at both edges of
the chamber.

ends of the TPC. Indeed, the simulation of the extension of the primary electron cloud
reported in Section 2.3.1, also shows that part of the ionization cloud is not collected by the
anode if the interaction occurs very close to the cathode. Some of the electrons may escape
the drift region towards the gap between the cathode and the PMT. Figure 7.4 shows the
collected charge as a function of the z-position obtained by simulation for the last 2 mm of
the TPC. The TPC was simulated with a total length of 6 cm between the anode and the
cathode. The collected charge is normalized to the total charge at infinite electric field for
an incident energy of 511 keV (Q0 = Eγ/W ). At 511 keV, the measured position at the end
of the TPC is always smaller than 6 cm. Only at small deposited energies, when the electron
mean free path is small enough, we can measure interactions exactly at the position of the
cathode. Including the error in the measured position due to the shift in the barycenter of
the charge cloud, a difference of 200 µm is estimated between the measured end of the TPC
and the real position of the cathode for an energy of 511 keV. Likewise, a similar effect is
observed close to the Frisch grid. Comparing the experimental data to the simulation results
we can deduce the absolute position of the Frisch grid. Both effects have been taken into
account when calculating the electron drift velocity. The inhomogeneities in the region close
to the Frisch grid due the mesh inefficiency, electron transparency and the indirect charge
induction were not included in the simulation. Nevertheless, these results can be considered
as a good approximation for the determination of the size of the detector.

The ratio between the length of the TPC and the time difference between the end and
the beginning of the TPC results in a electron drift velocity of 2.07 ± 0.01 mm/µs at an
electric field of 1 kV/cm. This value is consistent with the results previously reported by
other authors [220, 221]. Figure 7.5 shows the electron drift velocity for different electric
fields from 0.25 kV/cm up to 2.5 kV/cm. The statistical error bars are too small to be visible.
As expected, the electron drift velocity increases as the electric field increases, with a slower
growth from an electric field of the order to 2 kV/cm. The results reported in this section
where taken at a LXe temperature of 168 K. Slight variations of the electron drift velocity
are expected with temperature [158].
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7.3. Event topology and cluster multiplicity

Figure 7.4 – Scatter plot of the normalized charge as a function of the z-position obtained
by simulation using the results of CASINO (see Section 2.3.1).

Figure 7.5 – Electron drift velocity as a function of the applied electric field at a temperature
of 168 K.

7.3 Event topology and cluster multiplicity

LXe has a high atomic number (54) and high density (∼ 2.92g/cm3 at 168 K) which makes
it very efficient for stopping penetrating radiations. The total mass attenuation coefficient
for 511 keV γ-rays in LXe is 0.097 cm2/g [13], corresponding to a mean-free-path of around
3.5 cm. With a detector drift length of 6 cm, the probability that a 511 keV γ-ray interacts,
at least once, inside the active volume of the detector is around 82 %. Compton scattering
is the dominant effect for 511 keV γ-rays in LXe with a probability of interaction of 60 %.

Due to the experimental configuration of XEMIS1, all γ-rays from the source enters
the TPC with approximately the same incoming angle. At 511 keV, Compton interactions
with small scattering angles are most likely (< 45◦), which means that the deflected photon
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moves forward along the direction of the incoming particle. If the scatter photon deposits its
energy in the detector bulk, both interaction points will be close in the xy-plane. Moreover,
due to the small mean free path of the 511 keV γ-rays in LXe, timing information is not
always enough to separate both interactions. Transverse diffusion increases the lateral spread
of the charge cloud during the drift. This means that the number of triggered pixels per
interaction increases with the electron drift time, which hinders the separation of vertex.
The complexity of the event topology requires a high granularity collecting anode. In
addition, a very good spatial resolution along the three directions is necessary in order to
fully reconstruct multiple-site events with several fired pixels per cluster. The number of
pixels per reconstructed cluster also called cluster multiplicity is strongly dependent on
the energy selection threshold and on the cluster reconstruction algorithm. A low energy
threshold results in large cluster sizes since pixels with small charge deposits are also included
in the cluster.

The cluster multiplicity along the y-coordinate as a function of drift length for 511 keV
events at 1 kV/cm is shown in Figure 7.6. The slices of variable size along the drift length to
keep constant statistics, where selected in the same way as reported in Section 7.1. To avoid
confusion, Figure 7.7 shows an schematic design of the definition of multiplicity in the XY
transverse plane.
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Figure 7.6 – X and Y multiplicities as a function of the drift length for single-cluster 511 keV
events at 1 kV/cm and a 4σnoise selection threshold. The pixel size is 3.125× 3.125 mm2.

When photons interact very close to the Frisch grid, the generated electrons are mostly
collected by an unique pixel, resulting in a single-pixel cluster. The size of the reconstructed
clusters increases as the electron drift time increases. This result is consistent with the
spread of the electron cloud as the electrons drift towards the anode due to the transverse
diffusion. In average, the number of pixels per cluster along both directions (x and y) with a
signal selection threshold of 4σnoise, is around 1.5 with a total fraction of single-pixel clusters
of 70 %. Close to the Frisch grid the total fraction of clusters with only one pixel per cluster
is of the order of 50 % as we can see from Figure 7.8, and it decreases as the distance from
the anode increases due to the lateral diffusion of the ionization cloud.
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Figure 7.7 – Schematic drawing of the concept of multiplicity in a segmented anode. In
the three illustrated examples the total multiplicity is equal to 2. In a) the multiplicity along
the y-axis (Y multiplicity) is 2, while the multiplicity along the x-axis or X multiplicity is 1.
On the other hand, in b) X multiplicity is equal to 2 and Y multiplicity is 1.
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Figure 7.8 – Fraction of cluster with only one triggered pixel as a function of the drift
length in the xy-plane for single-cluster 511 keV events at 1 kV/cm and a 4σnoise selection
threshold. The pixel size is 3.125× 3.125 mm2.

7.4 Measurement of the ionization charge yield and the

energy resolution

The pulse height spectrum of 511 keV γ-rays from the 22Na source has been measured at
different electric drift fields between 0.25 to 2.5 kV/cm. Figure 7.9 shows the results obtained
at two different field values. The photoelectric peak at 511 keV can be seen clearly, and the
backscattered peak and the Compton edge are also strongly identified. The charge yield and
peak width are obtained by fitting the photoelectric peak by a Gaussian function. Due to
the difficulty of performing an absolute calibration of the measured charge, we assumed that
the number of electrons per energy deposit for 511 keV γ-rays at 1 kV/cm is 27200 electrons
[145]. This V-to-electron conversion has been used during the course of this work. The noise
contribution, which is directly inferred from the analysis of a noise run, is negligible (about
80 electrons) and then ignored from the energy resolution determination. The contribution
of the inefficiency of the Frisch grid and the pulse rise time dependence with the position of
the interaction are substantially reduced by rejecting those interactions that take place close
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to the grid. This leaves the intrinsic energy resolution of LXe as the dominant component.
The energy resolution was deduced from the ratio between the standard deviation and
the mean of the fit. For an electric field of 1 kV/cm we obtained an energy resolution of
4.92± 0.03 % (σ/E). The slightly non-symmetrical behavior at lower amplitude values can
be in part attributed to events where the γ-ray was scattered before reaching the LXe. The
γ-ray loses part of its energy during the scattering process and will therefore produce a
smaller signal in the detector. If the energy loss in the interaction is small, some of these
events will be included in the photoelectric peak, which will irretrievably contaminate the low
energy part of the spectrum. The contribution of the scattered photons increases at lower
electric fields due to the broadened distribution, and for interactions that occur close to the
anode. To partially reduce the effect of the scattered events and the non linear behaviour
of LXe with the energy (see next section), only the right part of the energy spectrum was
fitted for the energy resolution determination.

(a) 1 kV/cm (b) 2.5 kV/cm

Figure 7.9 – Pulse height spectra of 511 keV γ-rays at (a) 1 kV/cm and (b) 2.5 kV/cm.

7.4.1 Field dependence of ionization yield and energy resolution

Figures 7.10 and 7.11 show the ionization yield and energy resolution (σ/E) as a function
of the electric field corresponding to the 511 keV photopeak. The collected charge Q was
normalized to the total charge Q0 = 32756 electrons calculated by dividing the energy of the
γ-rays by the W-value (15.6 eV [15]). The collected charge increases with the applied electric
field. This effect is directly related to the electron-ion recombination quenching produced by
the electric field. As the electric field increases, more electrons escape recombination and leave
the interaction site. Additionally, the improvement of the energy resolution with increasing
the electric field is clearly visible in Figure 7.11. An energy resolution of 3.86± 0.05 % (σ/E)
is obtained at 2.5 kV/cm. Associated errors were obtained by adding in quadrature the
statistical error from the fit of the photoelectric peak, although there are too small to be
shown in the figure.

The results reported in this section are consistent with the values measured by other
authors [221]. The value of the energy resolution for 511 keV γ-rays as a function of the
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7.4. Measurement of the ionization charge yield and the energy resolution

Figure 7.10 – Ionization yield as a function of the electric field for 511 keV γ-rays. The
red line represents the fit to Equation 2.4.

Figure 7.11 – Energy resolution as a function of the electric field for 511 keV γ-rays. The
red line represents the fit to Equation 2.7.

electric field is much worse than both the Fano limit and the Poisson statistic predictions. As
discussed in Chapter 2, the discrepancies between the predicted and experimental results are
due to recombination fluctuations due to ionization density variations along the track of the
primary electrons and the presence of δ-electrons that affect the recombination mechanism.
We applied the recombination model of Thomas and Imel [142, 143] to analyze the electric
field dependence of the ionization charge yield and energy resolution for 511 keV γ-rays. The
collected charge and the energy resolution are fitted simultaneously with Equations 2.4 and 2.7
respectively, where E0 is fixed to 4.2 eV [143] and Ep is the energy of the incoming particle
(511 keV). The solid red lines in Figures 7.10 and 7.11 represent the simultaneous fit to
experimental data. The best fit parameters are: ξ0E = 4.87 ± 0.51, ξ1E = 0.098 ± 0.008,
a = 0.207 ± 0.012 and b = 1.705 ± 0.04, where E is the magnitude of the electric field.
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We can conclude that the Thomas and Imel model does not reproduce our experimental
data. The hypothesis that recombination limits the energy resolution in LXe seems realistic
since it can better reproduce the experimental results and it points in the right direction to
explain the electric field and energy dependence of the charge and light yields in LXe.

Discrepancies between the existing recombination models and the experimental data
have been pointed out by many authors [44, 145, 222], which has forced a reinterpretation of
the models. For example, Dahl [44] proposed a new recombination model that attempt to
reproduce the results obtained for both electronic and nuclear recoils at low energies in LXe.
In addition, the Noble Element Simulation Technique (NEST) has been recently developed
to provide a complete modeling of the response of liquid noble gases detectors, in particular
LXe, with a comprehensible explanation of both ionization and scintillation yields, based on
the study carried out by Dahl [44] [222, 223]. The fundamentals of NEST is that it considers
two different models to describe the recombination probability depending on energy. For long

particle tracks, i.e. in the high energy region, they propose the Doke-Birks approach, which
directly depends on the linear energy transfer (LET), dE/dx,. On the other hand, for short

tracks, the recombination probability is calculated using the Thomas-Imel box model, which
is independent of dE/dx. A more detailed description of the recombination process in LXe
can be found in Chapter 2, Section 2.2.1. According to NEST, short tracks are considered
when they are shorter than the mean thermalization distance of ionization electron-ion pairs
in LXe (4.6 µm). Thus, the Thomas and Imel model dominates at energies below 15 keV.

The probability of recombination is indeed responsible of the non-linear charge and
scintillation yields with energy, electric field and type of incident particle observed in LXe.
The use of a two-model approach to explain the scintillation and ionization yields in LXe
is justified by the experimental results observed in the low energy region. For low-energy
deposits (< 10 keV ) the scintillation yield decreases instead of increasing. This suggests
that at low energies the probability of recombination becomes independent of the ionization
density and the Thomas-Imel model provides a more suitable description of the recombination
rate [44]. The model provided by NEST can be implemented using a Geant4 simulation, and
in the future it can be an excellent tool to test our own experimental data.

So far we have assumed no difference between electronic recoil and γ-rays. The relative
ionization yield presented in this section was directly obtained by assuming an electron recoil
of 511 keV after the interaction of a 511 keV γ-ray with the LXe. However, it is well known
that after a photoelectric absorption a 29.8 keV Kα1 X-ray is emitted with a branching ratio
of 85 %. This would not be an issue if the probability of the recombination was linear with
the energy. However, the non-linear response of the ionization and scintillation yields in LXe
with respect to the energy (see Section 7.4.2) results in a variation in the number of collected
electrons depending on the type of interaction, i.e. the number of electrons collected after a
photoelectric effect with the emission of a X-ray from the K-shell, differs from that measured
if no X-ray is emitted. Moreover, this implies that for the same incoming particle and same
incident energy, the ionization yield in LXe is different for a photoelectric absorption than
for a Compton interaction where the probability of emission of a X-ray is less than 4 %. A
future calibration of our detector for electronic recoils especially at low energies is therefore
necessary to fully understand the performances of XEMIS1 as Compton camera.
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7.4.2 Energy dependence of ionization yield and energy resolution

The charge yield and energy resolution was studied for different γ-ray energies at two different
applied electric fields. The radioactive sources used in this study are 137Cs and 22Na with
lines at 662 keV, 511 keV and 1274 keV, respectively. For the 511 keV and 662 keV energy
calibrations, the sources were collimated with a lead collimator and placed at a distance of
around 13 cm from the center of the TPC. Unlike for the 511 keV events, the 662 keV γ-rays
from the 137Cs source were triggered using exclusively the scintillation signal in LXe. To
avoid the saturation of the DAQ due to the low discriminator threshold level on the PMT
signals, a dead time was included to ensure a maximum trigger rate of 2 Hz.

To measure the third photon of energy 1274 keV emitted by the 22Na source, the
BaF2 scintillation crystal coupled to the PMTs was displaced laterally with respect to the
radioactive source as illustrated in Figure 7.12. The source was kept in front of the entrance
window without any collimator, at the center of the anode but at one of the sides of the
BaF2 crystal. With this new experimental configuration, if one of the two 511 keV γ-rays is
detected by the BaF2 crystal and since the other 511 keV photon is more likely emitted with
an angle of 180◦, we expect that the signal on the LXe PMT is coming from the third γ-ray.
The coincidence between the external PMT and the LXe PMT triggers the registration of
the signal (see Section 6.2).

Figure 7.12 – Two different views of the experimental set-up used to detect the 1274 keV
γ-ray emitted by the 22Na source. The solid red line represents the axis along the center of
the TPC. The source (yellow) is centered with respect to the anode (green), while the BaF2

and PMT are laterally shifted with respect to the central axis.

The pulse height spectra for the γ-ray lines of 511 keV, 662 keV and 1274 keV at 1.5 kV/cm
are shown in Figure 7.13. For the 137Cs, since no coincidental trigger is used, the background
was extracted from the charge spectrum. The photoelectric peak is fitted with a Gaussian
function. Both pulse height and width are deduced from the results of the fit. The measured
charge was corrected by electron attenuation obtained for the 511 keV events.

The measured energy dependence of the energy resolution and the charge yield at two
difference applied electric fields is shown in Figure 7.14 and 7.15, respectively. The results
are listed in Table 7.1. For higher energy γ-rays, the energy resolution improves. Likewise, a
better energy resolution was measured at 1.5 kV/cm with regard to 1 kV/cm, although the
improvement as increasing the electric field seems less marked at higher energies.

Assuming that the ionization yield is proportional to the deposited energy, the collected
charge for 1274 keV γ-rays is around 60 % larger than that of 511 keV at an electric field
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of 1.5 kV/cm. This difference is the result of a recombination effect between electrons and
ions since it is more significant for an electric field of 1 kV/cm. In fact, the ionization yield
decreases with increasing dE/dx due to an increase in the recombination rate. The energy
loss dE/dx increases, in general, with decreasing energy for electrons with energies below
1 MeV [222]. Thus, the ionization yield should decrease with decreasing energy. This is
consistent with our results. The statistical errors of less than 0.5 % are deduced from the
fit. The collected charge vs. energy was fitted with a first degree polynomial. As expected,
the ionization charge yield is non-linear with energy, being more significant at lower field
strength.
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Figure 7.13 – Pulse height spectra for three different γ-ray energies from the lines of
511 keV, 662 keV and 1274 keV of 22Na and 137Cs at 1.5 kV/cm. The red lines represent the
Gaussian fit to the photoelectric peak.

Amplitude (V) Energy resolution (σ/E)

Source Energy (keV) 1 kV/cm 1.5 kV/cm 1 kV/cm 1.5 kV/cm

22Na 511 0.9957± 0.001 1.027± 0.001 4.97± 0.03 % 4.37± 0.05 %
137Cs 662 1.324± 0.001 1.364± 0.002 4.04± 0.06 % 3.49± 0.09 %
22Na 1274 2.553± 0.005 2.624± 0.004 2.92± 0.14 % 2.85± 0.10 %

Table 7.1 – Ionization yield and energy resolution of γ-rays in LXe at 1.5 kV/cm and
1 kV/cm.
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Figure 7.14 – Energy resolution as a function of the energy for two different applied electric
fields.
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fields. The dashed lines represent the first degree polynomial fit to data considering the
point at (0,0).

This non-linear response of the collected charge with the energy was also identified when
two-cluster 511 keV events were selected instead of single-cluster events. We observed that
the position of the photoelectric peak for 511 keV γ-rays was shifted by around 4 %, which
indicated a loss of collected charge (see Figure 7.16). The two populations of events in
Figure 7.16 at 0.65 V and 0.32 V, correspond to backscattering events and the following
photoelectric effect, respectively.
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Figure 7.16 – Total charge for two-cluster 511 keV events as a function of the collected
charge per clusters. A minimum distance cut between clusters of 1 cm was included in order
to avoid pile-up events. The solid red line represents the collected charge for single-clusters
511 keV events.

The non-linear energy dependence of the ionization and scintillation yields for both
electronic and nuclear recoils in LXe may be disadvantageous, especially at low energies [224,
225]. At energies of the order of 30 keV, a non-linearity of several tens of percent has been
identified by other authors [222]. Understanding the response of LXe at low energies is of
crucial importance in low background experiments such as direct dark matter experiments
and neutrino detection. That is why, a precise measurement of the charge and light yields in
LXe for low energy electronic recoil has become of great interest in the last few years. The
calibration of XEMIS with a lower energy source is also important to extend the study of
the response of XEMIS as a Compton camera. As discussed in Section 1.3.6, for an incoming
γ-ray of energy 1157 keV, fair values of the angular resolution are obtained for scattering
angles between ∼ 10◦ to 60◦, which translates into electronic recoils in the energy range of
40 keV to 610 keV, with a maximum in the differential cross section at the scattering angle
of 26.4◦. Therefore, the experimental study of the ionization yield and energy resolution of
electron recoils with energies below 200 keV should be performed in the future.

7.4.3 Ionization yield and energy resolution as a function of the

drift length

The ionization yield and the energy resolution as a function of the drift time for an applied
electric field of 1 kV/cm are shown is Figure 7.17 and 7.18, respectively. The drift time
(i.e. z ) distribution was divided into 13 time intervals of equal number of events per bin.
The pulse height for a given drift time is obtained from the photoelectric peak of 511 keV
γ-rays of each energy spectra in each selected slice. Each pulse height spectra is fitted with
a Gaussian function. The collected charge and the energy resolution are directly deduced
from the mean and standard deviation of the fit. As we can see, both the charge ionization
yield and the energy resolution are constant with the drift length within the uncertainties.
Therefore, the attenuation length correction of the experimental data successfully removes
the dependency with the drift length. A systematic error of 3 % for the energy resolution
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and 1 % for the measurement of the yield have been deduced from the accuracy of the
Gaussian fit to the full energy peak by changing the fit boundaries around the mean value.
The systematic uncertainty is taken as the maximum difference between the most different
results.
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Figure 7.17 – Ionization yield as a function of the drift length at 1 kV/cm. The red solid
line represents the value of the ionization yield obtained from the total charge spectrum
integrated over all z-values, and the red dashed line shows the 1-σ statistical uncertainty.
The error bars represent the statistical uncertainties deduced from the fit and the boxes
represent the systematic uncertainties.
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Figure 7.18 – Energy resolution (σ/E) as a function of the drift length at 1 kV/cm. The
red solid line represents the value of the ionization yield obtained from the total charge
spectrum integrated over all z-values, and the red dashed line shows the 1-σ statistical
uncertainty. The error bars represent the statistical uncertainties deduced from the fit and
the boxes represent the systematic uncertainties.
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7.4.4 Charge collection efficiency

Charge collection efficiency can be defined as the ability of the segmented anode to collect
all the deposited charge by a single interaction regardless the number of triggered pixels
in the anode. To verify that no charge is lost depending on the topology of the events,
we calculated the position of the photoelectric peak for 511 keV single-cluster events as a
function of the cluster multiplicity. From this study, we obtained a difference of less than
1 % in the collected charge between one and four pixel clusters. A bigger charge loss of 1.5 %
was, however, observed for clusters with a multiplicity of 3. This difference is most likely
due to a bias caused by the threshold level. Based on this results, no additional correction
as a function of the cluster topology is required. In addition, no significant variations in the
energy resolution were observed for the different multiplicity configurations.

7.5 Monte Carlo simulation of the response of XEMIS1

to 511 keV γ-rays

In order to have a complete understanding of the detector performances, a simulation of
the detector response was carried out and compared to experimental data. The simulation
is focused on the charge carrier transport in LXe and on the ionization signal formation.
The simulation is performed by means of a stand-alone code using ROOT. To reduce the
computational time, each interaction point is simulated as a point-like cloud, i.e. the mean
free path of the primary electrons is neglected and the energy is assumed to be deposited
at the same point inside the detector. The goal of this study is to understand the effect
of charge sharing between neighboring pixels, and to estimate the spatial resolution of the
detector. A point-like source simulation also allows to study indirectly the effect of the mean
free path of the primary electrons and the effect of charge induction in the neighboring
pixels.

The active zone of the TPC is just defined as 12 × 2.5 × 2.5 cm3, with 64 pixel of
3.125× 3.125 mm2 defined to collect the simulated ionization signal. Neither the cathode nor
the Frisch grid were included in the simulation. The distribution of the interaction position,
z0, follows an exponential decay with a characteristic linear attenuation length of 3.4 cm. In
order to simulate the electron transport inside the LXe, energy fluctuations, the spread of
the electron cloud due to lateral diffusion and electron attenuation are considered.

7.5.1 Electron transport simulation in LXe

A stand-alone code using ROOT has been developed during this thesis, in order to simulate
the transport of electrons inside the LXe and the signal formation in the segmented anode.
This program takes into account the energy fluctuations due to the charge density fluctuations
caused by changes in the production of electrons along the track of the initial electron, which
results in variable ionization densities. This is simulated by applying the Thomas and Imel
model of charge recombination (see Section 2.2.1).

Each energy deposition is transformed to a charge electron cloud. The energy fluctuations
predicted by the Thomas and Imel model are taken into account through Equation 2.7,
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where σE represents the energy resolution. The parameters of the model ξ0, ξ1, a and b were
deduced from the combined fit of the charge yield and energy resolution as a function of
the electric field, E, for an incident energy of Ep = 511 keV . The value of the parameters
are: ξ0 = (4.87 ± 0.51)/E, ξ1 = (0.098 ± 0.008)/E, a = 0.207 ± 0.012 and
b = 1.705 ± 0.04. E0 was fixed as 4.2 eV and E1 and E2 are deduced from the values of a

and b, being 4.55 ± 0.73 keV and 16.16 ± 1.06 keV respectively. The number of electrons
per interaction is generated as a random number from a Gaussian distribution with a mean
value given by the energy deposited in the interaction Ep and a standard deviation given by
the value of σE.

The number of ionization electrons generated after the absorption of a 511 keV γ-ray
in LXe is around 27200 electrons at 1 kV/cm [145]. Therefore, charge transport along the
TPC electron by electron requires a very high computational time. In order to reduce the
time of the simulation, we performed a simplified Monte Carlo simulation. As discussed in
Chapter 2, charge carrier transport is governed by the electron drift velocity in the medium
and the transverse diffusion, both of them dependent of the applied electric field. Instead
of drifting electrons individually towards the anode, by knowing the initial position of the
interaction z0 (tdrift = z0

vdrift
), the number of triggered pixels is deduced from the direct

projection of the electron cloud onto the anode surface according to Equation 7.3:

f(x, y) =
1

4πDT .tdrift
exp

(

−
x2 + y2

4DT .tdrift

)

(7.3)

where DT is the transverse diffusion coefficient and tdrift is the electron drift time (tdrift =

z0/vdrift). The longitudinal diffusion along the drift direction is neglected. Each pixel with
at least one collected electron is identified from the fraction of the Gaussian distribution that
falls into the pixel surface. Statistical fluctuations on the number of electrons per pixel are
also ignored. The electron drift time is calculated from the position of the interaction z0 and
the electron drift velocity for a given electric field strength. The number of electrons that
reaches the anode is attenuated according to Equation 7.1, in order to reproduce electron
attachment to electronegative impurities during the drifting process.

The simulation of the electronics and readout system is carried out separately. The
electronics simulation is performed in two steps as reported in Section 4.4. In the first step,
a 80-electron random noise signal is created for each pixel. Assuming a linear behavior of
the electronics response, for each collected electron, the output signal of the readout IDeF-X
LXe chip is generated. Moreover the parasitic signal reported in Section 6.4.2 is added to
every waveform to account for its effect, especially for low amplitude signals. The position
of the maximum of each pulse is defined by the initial simulated position. Thus, the effect of
the mean free path of the primary electrons in neglected. The resulting signal of a given
pixel is proportional to the number of collected electrons in such pixel.

The final step of the simulation consists of generating a output file with exactly the same
characteristics as the experimental file obtained with the DAQ of XEMIS1. The waveform
of the 64 pixels is stored into a binary file. Both experimental and simulated data are
treated with the same analysis code and with exactly the same initial conditions and offline
treatment.
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7.5.2 Simulation results and Comparison with experimental Data

In this section we present the results obtained with the simplified Monte Carlo simulation for
a point-like 511 keV electron cloud uniformly distributed over the surface of a pixel placed at
the center of the anode. The comparison of the experimental drift length distribution with
the simulation is depicted in Figure 7.19. An exponential distribution of the charge cloud
along the length of the TPC with a slope of 3.4 cm successfully reproduces the evolution of
the photoelectric interaction points with the distance obtained with the experimental data.

Figure 7.19 – Drift length distribution obtained with experimental and simulated data.

Figure 7.20 shows excellent agreement between the measured and simulated pixel
multiplicity as a function of the drift length at 511 keV and 1 kV/cm, for different energy
threshold levels. These results were obtained for a transverse diffusion of 230 µm

√

z (cm),
compatible with the published values [3]. The transport of electrons along the TPC was
attenuated with an attenuation length of 1750 mm, similar to that measured experimentally.
During data treatment same attenuation correction was applied to both simulated and
measured signals. As expected, when the γ-ray interacts close to the Frisch grid, electrons
drift a short distance before being collected by the anode and thus, the contribution of
diffusion to charge sharing is small. The simulation also shows a remarkable coincidence
of the fraction of single-pixel clusters as a function of the z-position for different threshold
levels (see Figure 7.21). Close to the grid and for a pulse selection threshold of 4σnoise, the
fraction of full energy peak events collected by a single pixel is 54 %, whereas it increases to
60 % for a 10σnoise threshold.

These results indicate that charge sharing between neighboring pixels can be described
by a Gaussian spread that varies with the drift distance as

√

z (cm). Other factors such as
the range of the primary electrons and the transport of fluorescence X-ray can be neglected
in the simulation, at distances at least 5 mm far from the Frisch grid. Close to the Frisch
grid, where the lateral diffusion of carrier electrons become small, the primary charge cloud
size may become not negligible, which means that there is a non-zero probability that the
electron cloud will be collected by multiple pixels, increasing the clusters multiplicity. A
further simulation, where both effects are included, should be performed in the future.
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Figure 7.20 – Comparison between the number of triggered pixels as a function of the drift
length for four different threshold levels along the y-coordinate obtained with experimental
and simulated data.
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Figure 7.21 – Comparison between the fraction of single-pixel clusters as a function of
the drift length for four different threshold levels obtained with experimental and simulated
data.
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The evolution of the time difference distribution (∆t) between the pixel of the same
cluster with the collected charge has been also studied with the simulation. The results
showed that the simulation of the parasitic signal is essential to reproduce the shape of
the ∆t distribution at low amplitude signals when all pixels are collected by the same
IDeF-X LXe ASIC (see Figure 5.32). If the baseline variation was not included, a zero time
difference was obtained even for amplitudes close to the threshold level. Figure 7.22 shows
the comparison of the time difference distribution with the prediction from simulation. The
distribution is presented as a function of the neighbors amplitude (Aneighbor), selected with
respect to the pixel of reference or pixel with the maximum collected charge in the cluster.
The experimental data was measured with a 100 LPI Frisch grid located at 500 µm from the
anode. Good agreement between simulated and experimental data is found for low amplitude
signals, whereas an underestimated value of the time difference between pixels is measured
with the simulation at amplitudes higher than 15 times the electronic noise (∼ 22 keV ).
These discrepancies are most likely due to the absence of indirect charge induction in the
simulation, since the difference between data and simulation decreases at higher z-values.
Similarly, the timing resolution as a function of the measured charge is shown in Figure 7.23.
The simulation suggests a better timing resolution for all measured amplitudes, and better
agrees with the experimental results for interactions that take place far from the Frisch
grid. As reported in Chapter 5, indirect charge induction in non-collecting electrodes due to
the weighting potential crosstalk between adjacent pixels, plays an important role in the
formation of the ionization signal on a pixelated detector. Charge sharing would affect not
only the timing distribution between the pixels of a cluster, but also the clusters multiplicity
at distances close to the anode. A detailed simulation that includes all above mentioned
effects should be therefore performed in order to fully understand the principle of signal
formation in the vicinity of the Frisch grid.

Figure 7.22 – Average time difference between the pixels of the same cluster as a function
of Aneighbor. Distributions were obtained for single-cluster events with a total measured
energy of 511 keV.
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Figure 7.23 – Time resolution as a function of the collected charge in the neighboring
pixel (Aneighbor). Distributions were obtained for single-cluster events with a total measured
energy of 511 keV.

7.6 Position reconstruction and Spatial resolution

A cluster is defined as an interaction that is distributed over one or more pixels in the anode.
Therefore, the reconstructed position of a cluster depends on the cluster’s multiplicity. When
a cluster is formed by just one triggered pixel, and assuming a uniform pixel response, the
reconstructed position is given by the center of the pixel, and the transverse spatial resolution
depends only on the effective pixel size s :

σx,y =
s
√
12

(7.4)

For a pixel of 3.1×3.1 mm2, the theoretical transverse spatial resolution is about 0.9 mm.
If the charge is shared by more than one pixel, the cluster position is reconstructed from the
center of gravity. With this method the cluster center is determined by weighting the position
of every pixel of the cluster by the fraction of collected charge (Equations 6.4 and 6.5).

Figure 7.24 shows a histogram of the experimental reconstructed y-position with the
center of gravity method. The entries at around ±1.56, ±4.69, ±7.81 and ±10.94 mm

represent the central position of the pixels, which corresponds to the reconstructed position
of single-pixel clusters. Due to the applied energy threshold for hit selection and the size of
the electron cloud, a minimum distance between the reconstructed position for single-pixel
clusters and multiple-pixel clusters is naturally expected. The position of clusters with more
than one triggered pixel should be reconstructed towards the edges of a pixel with a uniform
distribution over almost the entire surface. However, with the center of gravity method, the
position of multiple-pixel events is mostly distributed around the center of the pixel with a
reduced number of entries between two neighboring pixels. This result is a clear example
of the fact that the center of gravity method provides a wrong reconstructed position of
multiple-pixel clusters.

269



Chapter 7. Experimental Results and Discussion

 (mm)COGY

-10 -8 -6 -4 -2 0 2 4 6 8 10

E
n
t
r
i
e
s

1

10

210

310

410

Figure 7.24 – Reconstructed position along the y-coordinate using the center of gravity
method for 511 keV events at 1 kV/cm and for all drift times.

In order to study the non-linearity effect observed for multiple-pixel clusters, and to
estimate the transverse spatial resolution, we used the simulated data reported in the
previous section. A point-like energy deposit is uniformly distributed between the four
central pixel of the anode, with a total surface equal to the size of a pixel. The position
of the interaction is uniformly simulated along the length of the TPC with a transverse
diffusion of 230 µm

√

z (cm).

Figure 7.25 shows the residual distribution, defined as the difference between the measured
position using the center of gravity method and the real position of the interaction (simulated
position), ycog − y0, for an energy deposit of 511 keV and four different initial positions
along the drift length of the TPC (z0). The double peak structure is due to multiple-pixel
clusters. For interactions close to the anode (z0 = 10 cm), the fraction of multiple-pixel
clusters is small and the distribution of the residuals is almost uniform due to the dominant
contribution of single-pixel clusters. As z increases, the fraction of clusters with more than
one triggered pixel increases due to diffusion and thus, the spatial resolution increases, i.e.
the residuals tend to zero. This effect becomes more clear in the residual distribution as a
function of the reconstructed position presented in Figure 7.26. The two vertical lines at
y = -1.56 mm and y = 1.56 mm correspond to clusters with only one triggered pixels. The
position y = 0 corresponds to the center of the anode, positioned in the middle between the
two central pixels. The pixels have a size of 3.125× 3.125 mm2. As we can observe, as the
distance from the anode increases, the deviation from zero of the residuals decreases due to
the increase of the charge sharing between adjacent pixels. However, even for interactions
close to the cathode the reconstructed position differs from the simulated position. This
supports the hypothesis that the estimation of the transverse position as the centroid of the
charged pixels is not accurate enough. Moreover, this effect depends on the electron cloud
to pixel size ratio, being smaller for smaller pixel sizes. To improve the calculation of the
position of multiple-pixel clusters along the x and y coordinates, we studied two possible
optimization methods.
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Figure 7.25 – Center of gravity residuals for four different z-positions, obtained by
simulation.
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(b) z0 = 60 cm

Figure 7.26 – Center of gravity residuals as a function of the reconstructed position for
two different interaction points, obtained by simulation.

7.6.1 Gaussian Correction

The center of gravity method, which improves the position reconstruction by weighting the
position with the charge collected per pixel, assumes that the position can be obtained
from a linear interpolation of the charge distribution between two neighboring pixels, i.e.
the charge sharing between adjacent pixels is assumed to be uniform, and the collected
charge per pixel is uniformly distributed over the surface of a pixel. However, due to the
transverse diffusion that causes the spread of the electron cloud, the charge distribution is
more accurately described by a Gaussian probability distribution.

The correction from a linear distribution between adjacent pixels to a Gaussian distribution
is applied to the experimental data. This correction is exclusively applied to those clusters
with a maximum of two pixels in the x or y directions. Multiple-pixel clusters with more
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than two pixels along the same direction are not corrected and its positions is determined by
the center of gravity method. The position of single-pixel clusters is given by the center of
the pixel.

The first step in the correction method consists of calculating the total collected charge
per column or row depending on whether the correction is applied along the x or y direction
respectively. The pixels of the anode are grouped together in strips along the perpendicular
direction from which the correction is applied. The total charge per strip is calculated as the
sum of all the individual charges per pixel above the energy threshold. A pixel hit contains
the coordinate of the pixel in which the charge is collected. Assuming a linear system,
where the probability of the highest amplitude pixel being to the left or to the right of the
edge between two neighboring pixels should be equal, the center of the left pixel is taken
as position of reference. The charge collected per cluster is approximated by a Gaussian
distribution with mean value at the center of the pixel of reference, and a standard deviation
given by the lateral diffusion coefficient which depends on the position of the interaction. The
charge in each pixel can be therefore estimated from how much of the Gaussian distribution
falls into each of the pixels (see Figure 7.27).

Figure 7.27 – Schematic diagram of the Gaussian correction between to neighboring pixels.
pright and pleft represent the center of both pixels, nσ is the number of sigmas of the Gaussian
distribution at the inter-pixel position, and xη is the final reconstructed position. The
standard deviation of the Gaussian distribution is given by the lateral diffusion coefficient.

The correction factor depends on the fraction of collected charge per pixel:

η =
Qright

Qright + Qleft

(7.5)

The probability density function is calculated by integrating a Gaussian distribution over
the size of the pixel, given by the Error function Erf. The η distribution goes from 0 when
all the charge is collected by the left pixel, to 1 in the case when no charge is collected by
the left pixel and the whole signal is induced in the right pixel. Assuming that the size of
the electron cloud is much smaller than the pixel size, the η distribution can be expressed in
terms of the probability density function according to the following expression:
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η =
1 + Erf(x)

2
(7.6)

In addition, the correction function can be expressed in terms of the equivalent number
of sigmas of the Gaussian distribution that falls in the left pixel:

nσ = Erf−1(2η − 1) (7.7)

Finally, the corrected positions xη and yη are given by Equation 7.8, where xIP is the
inter-pixel position:

xη = xIP −
√
2 nσ.σdiffusion (7.8)

In Equation 7.8, σdiffusion represents the transverse diffusion estimated as 230 µm
√

z (cm).
Figure 7.28 shows the experimental reconstructed y-position after the η correction. No
entries are reconstructed at a certain distance from the center of the pixels due to the
energy threshold effect. Moreover, the position distribution appears more uniform between
pixels. This shows that charge sharing mainly occurs across the pixel borders, whereas for
reconstructed positions at the pixel center no charge sharing occurs. The reconstructed
position after correction is in better agreement with the expected positions. Even though
Figure 7.28 is for the y-coordinate, the correction procedure is also applied to the x-coordinate.
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Figure 7.28 – Reconstructed position along the y-coordinate for 511 keV events at 1 kV/cm
for experimental and simulated data. Two-pixel clusters along the y-direction are corrected
using the Gaussian method.

The accuracy of the Gaussian correction can be studied by means of the simulation. The
residuals distribution as a function of the y-position is depicted in Figure 7.29. Compared
to Figure 7.26, we can see a clear improvement of the reconstructed position with a flatter
distribution around zero. This translates in an improvement of the position resolution. A
small non-linear effect is however present between pixels, most likely due to those events
with more than two pixels along the same direction which are not corrected.
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Figure 7.29 – Residuals as a function of the reconstructed position for a simulated point-like
electron cloud of 511 keV at 6 cm from the anode. Two-pixel clusters are corrected with
the Gaussian method. Left) Mean value of the residuals as a function of the reconstructed
position. The error bars represent the RMS. The position y = 0 correspond to the center
of the anode, located between the two central pixels of size 3.125× 3.125 mm2.

7.6.2 Polynomial Correction

The Gaussian correction improves the reconstruction of the cluster positions with respect to
the center of gravity method. However, this technique is only applicable to clusters with a
multiplicity of two along the same direction. In an attempt to improve the spatial resolution,
another correction method has been tested. Figure 7.30 shows the mean of the residuals
obtained by simulation, as a function of the reconstructed position using the center of gravity
method. The error bars represent the RMS value. The distribution is fitted by a three degree
polynomial, so the cluster position can be directly deduced from Equation 7.9, where p0, p1
and p2 are the parameters of the fit:

xc = xcog − p0x − p1x
2 − p2x

3 (7.9)

The effectiveness of this correction method is illustrated in Figure 7.31. A zero value of
the residuals is obtained for multiple-pixel clusters, which charge distribution falls close to
the inter-pixel position. However, when the charge ratio between pixels is important, i.e.
most of the charge is collected by one of the pixels, while almost no signal is collected by the
other pixels of the cluster, this method is not able to properly reconstruct the position of
the cluster. Nevertheless, a better spatial resolution is expected with respect to the center of
gravity method.

Because the transverse spatial resolution depends on the energy (the higher the energy the
higher the number of electrons in the electronic cloud and thus, the probability of firing more
than one pixel increases) and the source position (the transverse diffusion is proportional to
the square root of the distance between the interaction point and the anode), we studied the
polynomial correction for different positions of the source inside the chamber and different
energies. Figure 7.32 shows the mean values of the center of gravity residual distribution
as a function of the measured position obtained for multiple-pixel clusters and six different
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Figure 7.30 – Mean value of the residuals as a function of the center of gravity position,
obtained by simulation. The error bars represent the RMS.
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Figure 7.31 – Residuals as a function of the reconstructed position for a simulated point-like
electron cloud of 511 keV at 6 cm from the anode. The center of gravity position is corrected
with the polynomial correction. Left) Mean value of the residuals as a function of the
reconstructed position. The error bars represent the RMS. The position y = 0 correspond
to the center of the anode, located between the two central pixels of size 3.125× 3.125 mm2.

z positions along the drift length. As we can see, a flatter distribution is obtained with
increasing z. This effect is directly related to the spread of the electron cloud due to the
lateral diffusion. However, even at high z-values the center of gravity method does not well
reconstruct the position of the clusters. A different correction if therefore required as a
function of the position of the interaction with respect to the anode. On the other hand, no
significant variations were observed as a function of the energy (see Figure 7.33).
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Figure 7.32 – Residuals as a function of the reconstructed position for a simulated point-like
electron cloud of 511 keV for six different initial positions.
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Figure 7.33 – Residuals as a function of the reconstructed position for a simulated point-like
electron cloud at 3 cm from the anode, and five different energies.

7.6.3 Position Resolution

A non-linear interpolation between two adjacent pixels seems a more accurate way to
reconstruct the position of an interaction inside the chamber. The spatial resolution is
defined as the RMS of the 1D distribution of the residuals. Figure 7.34 shows the results
obtained with the center of gravity method and the two correction methods presented
in this chapter along the transverse y-axis. The results were obtained for a pixel size of
3.125× 3.125 mm2. The position resolution is significantly improved after the correction of
the reconstructed position of multiple-pixel clusters. Moreover, even though the polynomial
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correction gives a flatter distribution of the residuals around zero, since it is not able to well
reconstruct those interaction with the barycenter position close the center of a pixel, the
Gaussian correction provides, in average, a better position resolution. In addition, since the
lateral diffusion term already takes into account the position of the interaction along the
drift length, the Gaussian correction is easier to apply that the polynomial correction. After
correction, a spatial resolution of the order 500 µm is obtained for interaction at 10 mm
from the anode, whereas 100 µm of resolution is deduced close to the cathode. The effective
pixel size becomes approximately 1.73 mm and 350µm, respectively, for multiple-pixel
clusters. Please note that not all possible effect, such as the contribution of the electron
range, are included in the simulation. These results show that larger cluster sizes provide a
better position resolution since the charge sharing between pixels allows a more accurate
determination of the cluster position.
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Figure 7.34 – Comparison of the spatial resolution estimated from the RMS of the residuals
for the center of gravity method and the two correction methods: Gaussian and Polynomial
for 511 keV γ-rays, obtained by simulation.

Figure 7.35 shows the same results for different energy values after the Gaussian correction.
The position resolution increases as the energy increases, since the fraction of multiple-pixel
clusters increases with the number of generated electrons. A RMS value of 700 µm was
measured for a 50 keV energy deposit close to the anode, compared to 500 µm measured for
the same energy but at 6 cm. We can conclude that for a pixel size of 3.125× 3.125 mm2 a
spatial resolution of less than 1 mm, along both x and y direction, is expected regardless the
deposit energy and the position of the interaction.

During the course of this thesis, two different pixel sizes have been tested: 3.125 ×
3.125 mm2 and 3.5 × 3.5 mm2. As the pixel pitch increases, the position resolution also
increases. For a pith of 3.5 mm we measured a resolution of ∼200 µm for a simulated energy
of 511 keV close to the cathode (6 cm), which is around 50 % times worse that the one
obtained for a 3.125 µm pixel size. This improvement decreases as the distance from the
anode decreases, being of the order of 10 % at 1 cm.
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Figure 7.35 – Comparison of the spatial resolution estimated from the RMS of the residuals
for the center of gravity method corrected with the Gaussian method for six different energies,
obtained by simulation.

7.7 Compton Imaging and Angular Resolution

To test the tracking Compton performance of XEMIS1, the TPC was irradiated with a
non-collimated 22Na source placed at around 13 cm from the anode. Unlike for the 511 keV
calibration, we did not use a coincidental trigger between the two back-to-back 511 keV
events, but instead a coincidental trigger between the two 511 keV γ-rays and the 1274 keV
photons is implemented. The third γ-ray should undergo at least two interactions inside
the active zone of the TPC to start the reconstruction of the source. In this section a brief
summary of the 3-γ reconstruction algorithm is carried out, and the experimental results
obtained with the 22Na source at an electric fields of 0.75 kV/cm is presented.

7.7.1 Compton Sequence Reconstruction

The goal of the reconstruction algorithm is to transform clusters into LORs or cones to
triangulate the position of the source in 3D. The intersection between a Compton cone and
a LOR allows to localize a single decay of the radioactive source. These are the basics of the
proposed 3γ imaging technique. Every step of the reconstruction algorithm is illustrated in
Figure 7.36. The code summarized in this section was originally developed for simulation
purposes but it has already been successfully tested with experimental data [82, 123]. The
step number 3 is not necessary in XEMIS1 since only one γ-ray interacts in the active zone
of the TPC.
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Figure 7.36 – Diagram of the steps used in the event reconstruction algorithm.

LOR Reconstruction

To proof the feasibility of the 3γ imaging reconstruction algorithm with XEMIS1, we
modified the experimental set-up presented in Chapter 6. To measure the third photon of
energy 1274 keV emitted by the 22Na source we used the experimental set-up described in
Section 7.4.2.

The BaF2 crystal gives temporal information of the 511 keV events but they do not
provide information about the position of the interaction. For this reason, we reconstruct
the point of intersection using a virtual LOR traced at the position of the radioactive source,
which is located at about 13 cm of the center of the TPC. For each event, a virtual LOR is
generated with fixed angle θ and a random angle φ to enhance the intersection between the
LOR and the cone. For the LOR reconstruction in XEMIS2 please refer to [121, 123].

Cone Reconstruction

The next step in the 3γ reconstruction process is to build a cone with the 1274 keV γ-ray.
A cone is defined only for those events with at least two measured clusters. In the case of
XEMIS1 and for an energy selection threshold of 4σnoise (6 keV), most of the events ends
up with only one interaction event. This result is mostly related to the small dimension
of the active zone of the detector. A large fraction of the multi-site events, i.e. Compton
scattering followed by a photoelectric effect results in one of the interactions depositing its
energy outside the fiducial volume. This leaves to a reduce statistics for the final position
reconstruction. Among the conserved multiple-cluster events, the fraction of the events with
three or more interaction points is very small.

As discussed in Chapter 1 (Section 1.3.6), the aperture angle of the cone is obtained
from the Compton kinematics (Equation 1.18), whereas the axis of the cone is defined from
the intersection between the first and second interaction points of the 1274 keV photon (see
Figure 7.37). One of the major difficulties of the method is in fact, the tracking sequence
identification. Both the aperture angle and the apex of the cone depend on the deposited
energy and position of the first interaction vertex, respectively, which means that a correct
identification between the first and second interactions is mandatory to perform the Compton
image reconstruction. Due to the complexity of the interaction point identification, as first
approximation, two different cones are reconstructed for each selected group composed by
two different clusters. If the group is composed by more than two clusters, all possible
combinations of two hits are considered. Some criteria based on the Compton kinematics
can be also applied for hit identification. A cone is accepted if the Compton kinematics
is respected. Otherwise, the cone is directly rejected from the reconstruction process. If
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more than one combination is a valid candidate, they can be evaluated through a statistical
hypothesis test based on a Chi-square, χ2, test. The most likely first hit in a tracking
sequence is the one that gives by the smaller χ2 value. However, there are some limitations
directly associated with the Compton kinematics. In certain cases, the two possible sequences
of the first and second interactions are equally valid producing an ambiguity in the hit
selection. The aperture angle for which a tracking ambiguity may exist depends in fact on
the energy of the incoming γ-ray. In order to minimize the presence of ambiguities in the
Compton sequence reconstruction we require a very good energy and spatial resolutions.

Figure 7.37 – Schematic diagram of the Compton cone reconstruction process. Figure
taken from [123].

Cone-LOR Intersection

The position of the radioactive source is finally calculated from the intersection point between
the Compton cone and the LOR. A schematic diagram of the cone-LOR intersection process
is presented in Figure 7.38. For each event, every intersection between the LOR and all
candidate cones is calculated. Cone-LOR intersection is also useful for cone selection. Those
cones that do not intersect the LOR are directly rejected. Moreover, those intersection points
that are outside a defined FOV are also removed from the final 3D position reconstruction.
Finally, only events with one validated intersection point are kept. Otherwise, the event is
dismissed.

One of the advantages of the 3γ imaging technique compared to other functional imaging
techniques is the rejection of those events in which at least one of the emitted photons
undergo a diffusion process before arriving into the detector. Photon attenuation is in fact
one of the major drawbacks of PET imaging. In the 3γ imaging technique, the cone-LOR
reconstruction is a natural method to reject an important fraction of these diffused events.
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Figure 7.38 – Schematic diagram of the cone-LOR intersection, where E is the emission
point, A is the positron annihilation point which differs from E due to the mean free path of
the positron inside the LXe, P is the projection of the emission point on the reconstructed
LOR and I is the reconstructed intersection point. The distance between P and I represents
the resolution along the LOR, ∆L. Figure adapted from [121].

7.7.2 Angular Resolution

As discussed in Section 1.3.6, the precision on the intersection point (∆L in Figure 7.38)
depends on many factors such as the spatial resolution of the two first interaction points, the
distance between the two vertex, the energy resolution of the first interaction point and the
angle between the LOR and the cone surface. Certain selection cuts may be directly applied
to these parameters in order to increase the resolution along the LOR. For example, a cut
on the scattering angle can be implemented to enhance the angular resolution. As showed in
Figure 1.25, a good angular resolution is expected for scattering angles between ∼ 10◦ to
60◦, which translates into an interval of the deposited energy of the first hit between 40 keV
to 610 keV. Moreover, a minimum separation in 3D between the vertex of about 1.5 cm can
be imposed in order to reduce the contribution of the spatial resolution to ∆L.

A more sophisticated estimation of the error in the intersection point localization, σI , can
numerically computed using error propagation. Every contribution to the error is evaluated
by infinitesimal variation of each measured parameter:

σI =
∑

i

(

∆I(vi)

∆vi
σvi

)2

(7.10)

where I represents the intersection point and the index 1 and 2 represents the first and
second interactions of the Compton sequence respectively and vi ∈ {xi, yi, zi, Ei}. A new
cone is reconstructed and a new intersection point is therefore calculated. No correlation
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between the measured parameters is assumed in the calculation. Moreover, we assumed
that the uncertainty in the LOR reconstruction is negligible. A detailed study of the spatial
resolution along the LOR was performed in [123] using simulated data. The results showed
that σI can be indeed considered as a good estimator of the spatial resolution along the
LOR, ∆L, with an almost linear relationship between both parameters.

The resolution along the LOR is directly related to the angular resolution, which in turn
is one of the most important parameter of the performances of the 3γ imaging technique.
The difference between the real position of the source, given by the known incident direction
of the γ-ray, and the reconstructed point defines an angle α (see Figure 1.24). This angle is
directly related to the resolution along the LOR. A first estimation of the angular resolution
has been performed with XEMIS1. Figure 7.39 shows the α-distribution obtained for an
electric field of 0.75 kV/cm. An angular resolution of 4◦ has been measured, which implies a
resolution along the LOR smaller than 10 mm for a 5 cm distant source.

Figure 7.39 – Angular distribution obtained for a preliminary study of the intersection
LOR-Compton cone for an electric field of 0.75 kV/cm. Figure adapted from [82].

Unfortunately, the design of XEMIS1 is not optimal to perform an accurate measurement
of the angular resolution. Due to the small dimensions of the active zone of the chamber,
the number of events with an adequate topology for the Compton sequence reconstruction
is extremely reduced. Moreover, for those events with at least two interaction inside the
fiducial volume, the angular resolution is limited by the distance between interactions. For
this reason, no significant variations have been observed in the angular resolution with the
applied electric field. A detailed simulation of the response of XEMIS2 shows very promising
results for the angular resolution and sensitivity of the detector [123]. Therefore, considering
the excellent performances of the detector in terms of energy and spatial resolution, we
expect to obtain a very good angular resolution with XEMIS2.
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7.8 Conclusions Chapter 7

In this chapter we have presented and discussed the results obtained with XEMIS1 for the
performances characterization of the detector. We have addressed all main aspects related to
the development of a Compton camera dedicated to 3γ medical imaging. A full understanding
of the properties of LXe as γ-ray detector medium is essential for the development of a
bigger scale detector, where some additional challenges will be present. For this reason, in
this chapter, we have tried to study the main features related to electron transport and
ionization signal extraction on a LXe TPC.

A fundamental requirement for a LXe TPC is that the electrons produced by ionization
must travel undisturbed over relative long distances inside the detector. For this reason, the
presence of electronegative impurity diluted in the medium should be reduced to very low
levels. With the purification and circulation systems used in XEMIS1, attenuation lengths
higher than 1 m are achieved after one week of circulation. The correction of the collected
charges by attenuation is essential to improve the spectral performance of the detector. To
this extent, we showed that after correction a constant collected charge is measured along
the length of the detector within the uncertainties.

A timing resolution of 44.4± 3.0 ns for 511 keV photoelectric events has been estimated
from the drift length distribution, equivalent to a spatial resolution of 100 µm along the
z-axis. To determine the beginning and the end of the TPC two effects has been identified
and taken into account. The range of the primary electrons in the LXe introduces a shift in
the measured position along the z-axis. A Monte Carlo simulation showed that this deviation
is of the order of 100 µm for 511 keV, which varies with the energy and the incoming angle
of the γ-ray. Moreover, the extension of the electron cloud introduces a bias in the position
of the ends of the TPC, that was considered for the determination of the total length of
the chamber. Using the measurement of the drift time, we have determined the electron
drift velocity as a function the electric field. At 1 kV/cm we obtained a drift velocity of
2.07 mm/µs, which is consistent with the reported values [220, 221].

The electric field and energy dependence of the ionization charge yield is a complicated
issue that has been addressed by many authors in the last few decades, and unfortunately
it is still not fully understood. A realistic model of charge recombination proposed by
Thomas and Imel [142, 143] points in the good direction to explain the worse intrinsic energy
resolution of LXe with respect to the Fano limit and Poisson expectations. In this chapter,
we have studied the evolution of the energy resolution and ionization charge yield with
the applied electric field, the drift length and γ-ray energy. The collected charge increases
with the applied electric field and the γ-ray energy. These effects are directly related to
fluctuations in the recombination rate along the track of the primary electrons. The obtained
results are consistent with what was published by other authors [145, 146], showing some
discrepancies with the theoretical model of Thomas and Imel. Moreover, we observed a
non-linear response of the collected charge with the energy, being more significant at lower
field strength.

The non-linearity of the ionization charge yield with the energy is an important subject
that should be studied more in detail in the future. A small deviation of around 1 % was
found at high energies (1274 keV). However, a higher deviation of tens of percents is expected
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at low energies(∼ 30 keV ), which may impact the Compton sequence reconstruction. It
should be pointed out that the calibration presented in this chapter was made for γ-rays
as incident particles. The non-linear response of the ionization and scintillation yields in
LXe with respect to the energy results in a variation in the number of collected electrons
depending on the type of interaction. The X-ray emission from the K-shell with a branching
ration of 85 %, implies that the number of ionization electrons produced after a photoelectric
absorption differs from the one produced after a Compton effect. This is especially important
for Compton sequence reconstruction. The calibration of XEMIS for electronic recoils, in
particular at energies below 200 keV, should be performed in the future to extend the
understanding of the response of the detector.

We also observed an improvement of the energy resolution with the electric field strength
and the energy of the γ-ray. Both effects are also related to the electron-ion recombination
rate. For an electric field of 2.5 kV/cm we measured an energy resolution of 3.9 % (σ/E)
for 511 keV γ-rays. For an energy of 1274 keV and an electric field of 1.5 kV/cm, an energy
resolution of 2.85 % (σ/E) is achieved.

Cluster multiplicity has been studied as a function of the drift length for 511 keV events
at 1 kV/cm. We showed that when photons interact very close to the Frisch grid, the
generated electrons are mostly collected by an unique pixel, whereas as the electron drift
time increases, the number of triggered pixels per cluster also increases. These results are
consistent with the spread of the electron cloud as the electrons drift towards the anode due
to the transverse diffusion. The evolution of the clusters multiplicity with the z-position
has been successfully reproduced by a Monte Carlo simulation of the transport of electrons
inside the TPC. The variation of the number of triggered pixels per clusters and the fraction
of single-pixel clusters are remarkably well reproduced by simulation as a function of the
energy selection threshold. These results indicate that charge sharing between neighboring
pixels can be easily described by a Gaussian spread that varies with the drift distance as
√

z (cm). The time difference distribution of the pixels of the same cluster is, however, not
fully reproduced by the simulation. Indirect charge induction in non-collecting electrodes
due to the inhomogeneities of the weighting potential between adjacent pixels, the range
of the primary electrons and the X-ray emission should be included in a future simulation
to account for other effects that affect the process of signal induction on a detector of the
characteristics of XEMIS.

The presented simulation has also helped to estimate the transverse spatial resolution.
The spatial resolution on a pixelated detector is limited by single-pixel clusters, where the
position is irremediably reconstructed at the center of the pixel. The position of multiple-pixel
clusters is, in general, reconstructed by means of the center of gravity method, that used the
collected charge per pixel to weight . However, this method is not a good estimator of the real
position since the size of the pixels is bigger that the electron cloud. To improve the spatial
resolution along the x and y axis, two correction method have been tested with the simulation.
The Gaussian correction method, that assumes a Gaussian distribution of the charge cloud,
provides better results. For an anode segmented in pixels of size 3.125 × 3.125 mm2, we
found a position resolution of the order of 100 µm for an energy deposit of 511 keV at 6 cm
from the anode. The spatial resolution decreases for low energies and small z-position. We
conclude that for a pixel size of 3.125× 3.125 mm2 a spatial resolution of less than 1 mm,
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along both x and y direction, is expected regardless the deposit energy and the position of
the interaction.

Finally, we presented the Compton reconstruction algorithm used to triangulate the
position of the source in 3D. This algorithm was originally developed for simulation purposes
showing very promising results [121, 123], but we have showed that it can be successfully
applied to experimental data. An angular resolution of 4◦ is measured for an electric field
of 0.75 kV/cm. Besides the constraints of XEMIS1 to perform the Compton sequence
reconstruction, we have showed the potential of the 3γ imaging technique.
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T
he rapid evolution of the technologies associated to the development of liquid xenon-based
detectors in the past few years, has made this fascinating material one of the principal

choices as radiation detection medium in many state-of-art experiments, in the fields of
particle physics, astrophysics and medical imaging. The use of liquid xenon for medical
applications is not new. In fact, the first attempts of developing a device for functional
medical imaging date back from the 1970s, and from the very beginning, the potential of the
use of liquid xenon as detection medium was clearly revealed.

In the contest of modern medicine, new challenges continuously ahead with the same
purpose of increasing the quality of life and welfare of the patients. For example, in the
recent years, the radiation exposure of patients during a medical exam has become a hot
topic. It is around this subject that many groups from around the world pursue efforts to
improve and develop new technologies in nuclear medicine. The 3γ imaging technique is
a clear example of an innovative imaging modality, which main purpose is to reduce the
activity injected to the patient to unprecedented limits. The development of the 3γ imaging
technique requires the collaboration between different research fields from the development
of a new detector system and technologies associated with the used of liquid xenon, through
new radiopharmaceuticals labeled with Sc-44 to the development of new reconstruction
algorithms to provide a direct 3D reconstruction of the distribution of the source inside the
patient. The fundamentals of the 3γ imaging technique are based on the reconstruction of
the position of the radioactive source by applying Compton scatter kinetics to the three
γ-rays emitted by a specific 3γ-emitter radionuclide. Compton imaging has proven to be an
extremely useful tool in γ-spectroscopy, and it seems also a perfect candidate for medical
applications.

The experimental demonstration of the potential of the 3γ imaging has been performed
with a small dimension Compton camera, XEMIS1, that holds 30 kg of liquid xenon. In
this thesis, we have presented, studied and discussed the main performances of XEMIS1.
This work is mainly focused in the detection of the ionization signal in liquid xenon and
the device optimization. To this extent, we have described in Chapter 2 the main steps
related to the production, transport and detection of the ionization electrons in liquid xenon.
The discussion is supported by some experimental results reported by other authors and
by our own. The studies presented here are complementary to those performed by T. Oger
[115], Grignon [121], Hadi [123]. A detailed description of the experimental characteristic of
XEMIS1 is carried out in Chapter 3. The basic cryogenics stages involved in setting up de
detector before a data taking run, such as xenon liquefaction and liquid xenon purification
and circulation processes are also presented in this chapter.

The main challenge associated with the development of a detector of the characteristics of
XEMIS is that it requires information about the deposited energy, position and drift time of
every individual interaction inside the detector with very good energy and spatial resolutions,
both of them necessary for the Compton sequence reconstruction. These criteria demand an
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extremely low electronic noise. We have achieved an electronic noise below 100 electrons
thanks to an ultra-low noise front-end electronics, IDeF-X LXe, which has been adapted
to work at the liquid xenon temperature. The ASIC shows good performances in terms of
gain linearity (in the energy range up to 2 MeV), electronic noise and baseline stability. A
detailed study of the response of the IDeF-X LXe chip is presented in Chapter 4. In addition,
we presented the simulation of the output signal of the IDeF-X LXe chip, that includes a
precise simulation of the electronic noise. The simulated data have been extremely useful to
study the optimal threshold level for the data acquisition and to optimize the measurement
of the amplitude and drift time of the registered signals. A constant fraction discriminator
provides the best values in terms of timing and amplitude resolutions. These results have
been used in the development of a new front-end electronics called XTRACT. This new
ASIC is especially developed to measure the charge and time of the ionization signals in the
second prototype of a liquid xenon Compton camera developed for preclinical applications.

The main characteristics of this new camera called XEMIS2 are also presented in Chapter 3.
This new prototype is a monolithic liquid xenon cylindrical camera that holds 200 kg of
liquid xenon. The geometry of XEMIS2 is optimized to provide a full coverage of the
small animal thanks to its 24 cm axial field of view. To detect both the ionization signal
and the VUV scintillation photons produced in the liquid xenon after the interaction of
ionizing radiation, the active volume of the detector is covered by 380 1" PMTs and two
end segmented anodes with a total number of 24000 pixels. To meet the requirements of
a detector designed for future clinical applications in hospital centers, particular emphasis
was paid in the development of a very compact liquid xenon cryogenics infrastructure and
a fast data acquisition system. The work presented in this document has contributed to
substantial advancements in our understanding of the detector performances, which has lead
to the final design and construction of this second prototype.

One of the most delicate part of the experimental configuration of XEMIS is the Frisch
grid. It is obvious that the incorporation of a grid between the cathode and anode is necessary
to remove the position-dependence of the collected signals. However, some not so obvious
effects are associated with the use of a gridded ionization chamber. Charge loss is one of
the major constraints that may limit the spectroscopy performances of a detector. During
the development of XEMIS, all the aspects related to the loss of collected charge have been
minimized. Electron attachment to electronegative impurities has been reduced thanks
to an advanced purification system presented in Chapter 3. Attenuation lengths higher
than 1 m are achieved after a short circulation period, which translates into a good charge
collection uniformity along the drift length after correction. The method used to estimate the
attenuation length is presented in Chapter 7. The loss of charge carriers due to recombination
can be reduced by increasing the applied electric field. During this work, the performances of
XEMIS1 have been tested for different electric field strengths from 0.25 kV/cm to 2.5 kV/cm.
Another aspect that affects the charge collection is the transparency of the Frisch grid to
electrons. A good electron transparency requires an adequate bias of the electrodes. However,
this depends not only of the experimental configuration of the TPC, i.e. the gap distance
between the grid and the anode, but also on the geometrical characteristics of the grid. The
pitch of the grid as much as its thickness affect the applied voltages. Larger gaps require
higher bias voltages to obtain the same electron transparency conditions. On the contrary,
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a smaller electric field ratio between the drift region and the gap is necessary with a more
open grid. A more detailed description of the electron transparency of a Frisch grid and the
experimental results obtained with XEMIS1 are presented in Chapter 5.

The defective shielding of the Frisch grid causes that electrons start inducing a signal in
the anode before they actually pass through the grid. This affects the shape of the processed
signals and introduces a certain dependency of the shape of the pulses with the position
of the interaction. Better performances in terms of efficiency are achieved for higher gap
distances and smaller pitch grids. The necessary requirements to reduce the inefficiency of
the Frisch grid oppose to those necessary to increase the electron transparency. Therefore,
an exhaustive study is required to achieve the best possible compromise between both effects.
The results presented in Chapter 5 provide experimental evidence of the impact of the Frisch
grid on the collected signals. The study has been performed in four different kind of meshes
and two different gaps.

We presented a simulation study that helped to understand the effect of charge induction
on the non-collecting pixels due to the weighting potential cross-talk between neighboring
pixels. We showed that the induced transient signal on the adjacent pixels introduces a bias
on the amplitude and time of the shaped signals. This effect becomes more important for
smaller pixel sizes compared to the gap distance. The results obtained by simulation confirm
that the time difference observed between the triggered pixels of the same cluster on the real
data. This time difference considerably hinders the clusterization process and increases the
possibility of mixing different interaction vertex. Thanks to this detailed study of the Frisch
grid, some questions related to the experimental setup of XEMIS1 have been exposed, which
has contributed to the optimization of the future detector XEMIS2.

In Chapter 6 we have introduced the experimental set-up used to measured the 511 keV
γ-ray emitted from a low activity 22Na source for the performance characterization of XEMIS1.
We have presented a precise study of the noise, with the aim of correcting the raw data from
the DC offset and set the optimal threshold level for pulse finding. The noise and pedestal
calibration is made pixel per pixel. A very low threshold level of the order of four times
the value of the noise is set on the pedestal-corrected signals to measure very small charge
deposits in the detector. We presented the event reconstruction algorithm used to regroup
those signals that come from the same interaction point but are collected by more than
one pixel. A study to determine the optimal time window to match two different signals in
the same cluster has been carried out. The results showed that an amplitude variable time
window is the best option to avoid the missassotiation of signal that leads to energy and
spatial resolution degradations.

Finally, in Chapter 7 we have presented and discussed the results obtained with XEMIS1
for the performances characterization of the detector. We have addressed all main aspects
related to the development of a Compton camera dedicated to 3γ medical imaging. A timing
resolution of 44.3± 3.0 ns for 511 keV photoelectric events has been estimated from the drift
length distribution, equivalent to a spatial resolution along the z-axis of the order of 100 µm.
To determine the beginning and the end of the TPC two effects have been identified and
taken into account. The range of the primary electrons in the LXe introduces a shift in
the measured position along the z-axis. A Monte Carlo simulation showed that for 511 keV
γ-rays, this deviation is of the order of 100 µm and it decreases with decreasing energy.
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Moreover, the extension of the electron cloud introduces a bias in the position of the ends
of the TPC. Both effects were considered in the determination of the total length of the
chamber, used to determined the electron drift velocity as a function the electric field. At
1 kV/cm we obtained a drift velocity of 2.07 mm/µs.

We studied the electric field and energy dependence of the ionization charge yield and
energy resolution for 511 keV γ-rays. The collected charge increases with the applied electric
field and the γ-ray energy. We also observed an increase of the energy resolution with
the electric field strength and the energy of the γ-ray. These effects are directly related
to fluctuations in the recombination rate along the track of the primary electrons. For an
electric field of 2.5 kV/cm, we measured an energy resolution of 3.9 % (σ/E). For an energy
of 1274 keV and an electric field of 1.5 kV/cm, an energy resolution of 2.85 % (σ/E) is
achieved. We observed a non-linear response of the collected charge with the energy, being
more significant at lower field strength.

The results of the cluster multiplicity as a function of the drift length for 511 keV events
at 1 kV/cm and different thresholds levels are consistent with the spread of the electron
cloud as the electrons drift towards the anode due to the transverse diffusion. These results
indicate that charge sharing between neighboring pixels can be easily described by a Gaussian
spread that varies with the drift distance as

√

z (cm). This dependency has been successfully
reproduced by a Monte Carlo simulation of the electron transport inside the TPC. The
simulation has been also used to estimate the transverse spatial resolution in the detector.
As a first approximation, the reconstructed position of clusters with more than one fired
pixel is deduced from the center of gravity method. However, this technique is not a good
estimator of the real position, since the size of the pixels is bigger that the electron cloud.
To improve the spatial resolution along the x and y axis, two correction method have been
tested. The Gaussian correction method, that assumes a Gaussian distribution of the charge
cloud, provides better results with respect to the polynomial correction method. For a
segmented anode with pixels of size 3.125× 3.125 mm2, we found a position resolution of
the order of 100 µm for an energy deposit of 511 keV at 6 cm from the anode. The spatial
resolution decreases for low energies and small z-positions. We conclude that for a pixel size
of 3.125× 3.125 mm2 a spatial resolution of less than 1 mm, along both x and y directions,
is expected regardless the deposit energy and the position of the interaction.

Finally, we presented the Compton reconstruction algorithm used to triangulate the
position of the source in 3D. Besides the constraints of XEMIS1 to perform the Compton
sequence reconstruction, we have showed the potential of the 3γ imaging technique. An
angular the resolution of 4◦ is measured for an electric field of 1.5 kV/cm.

The results presented in this document provide a recapitulation of the main characteristics
of the XEMIS detector, which provide the proof of concept of the 3γ imaging technique with
a liquid xenon Compton camera. A very low electronic noise, a good energy and spatial
resolutions and a very promising angular resolution for 511 keV γ-rays are compatible with
the necessary requirements.

During this work, some limitations of the camera have been also identified allowing
the optimization of XEMIS2. The use of a Frisch grid is necessary to remove the position
dependence of the induced signals in the anode. However, some mechanical constraints may
arise when migrating to a larger scale detector. The handling of the grid to achieve good
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flatness and parallelism with respect to the anode-cathode plane may be quite challenging for
an anode of the dimension of XEMIS2. A new anode that includes vertical metallic columns
will be tested for the first time. The pillars would support the grid, allowing to put the mesh
directly over the anode with high precision. This system will allow smaller gaps of less than
200 µm. Moreover, the advanced cooling system of the electronics installed in XEMIS2 and
a complete insulation of the detector will reduce the probability of the presence of bubble
inside the fiducial volume, which will allow the use of a Frisch grid with a small pith of less
than 100 µm. This experimental configuration is optimal to reduce the inefficiency of the
Frisch grid and the effect of charge induction.

During this work, we have been focused in the detection of the ionization signal. The UV
scintillation photons emitted after the interaction of an ionizing particle with the medium
are exclusively used to provide triggering capabilities to the detector. In XEMIS2, the
full coverage of the active zone with PMTs can be used to reduce the pile-up that comes
from two different decays of the radioactive source. This can be possible by performing a
pre-localization of the ionization signals inside the detector. A simulation of the geometry
of XEMIS2 and the response to the scintillation signal is being carried out to optimize the
scintillation signal extraction.

We have showed that charge sharing between neighboring pixels can be described by
a Gaussian distribution that varies with the drift distance as

√

z (cm), with a transverse
diffusion of 230 µs. However, we have also presented that the simulation is not able to fully
reproduce the time difference distribution of the pixels of the same cluster. In this thesis,
we have identified three factors that may affect the collection of the ionization signal in the
detector: indirect charge induction in non-collecting electrodes due to the inhomogeneities
of the weighting potential between adjacent pixels, the range of the primary electrons and
the X-ray emission. Experimentally, the impact of these factors is very difficult to isolate
from other contributions. That is why, all these aspects should be considered and included
in the simulation. A simulation of this level is, however, a very difficult task since it should
account for physics of particle interaction in LXe, atomic de-excitation simulation, electron
transport in LXe and electric field and charge induction simulations.

The non-linearity of the ionization charge yield with the energy is an important subject
that should be studied more in detail in the future. During this work, we found a small
deviation of around 1 % at high energies (1274 keV) at 1 kV/cm. However, at low energies
(< 30 keV), we expect a non-linearity of the order of tens of percents, which may impact
the Compton sequence reconstruction. As discussed in Chapter 2, for an incoming γ-ray of
energy 1157 keV coming from the decay of the 44Sc, a good angular resolution is obtained for
scattering angles between ∼ 10◦ to 60◦. Applying Compton kinematics, a scattering angle of
these values implies a electronic recoil in the energy range between 40 keV to 610 keV, with
a maximum in the differential cross section at the scattering angle of 26.4◦. This means that
the calibration at energies below 200 keV should be carried out in the future.

In addition, the non-linear response of the ionization and scintillation yields in LXe with
respect to the energy, results in a variation in the number of collected electrons depending
on the type of interaction. The results presented in this document exclusively refer to the
interaction of a γ-ray with the LXe. However, the X-ray emission from the K-shell with a
branching ration of 85 %, suggests that the number of ionization electrons produced after a
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photoelectric absorption differs from the one produced after a Compton effect, where the
probability of emission of a X-ray is less than 4 %. The distinction between a photoelectric
absorption and electronic recoil can substantially help the Compton sequence reconstruction.
Therefore, a calibration of XEMIS for electronic recoils, especially at low energies, is necessary
to fully understand the performances of the detector as Compton camera, and to exploits the
benefits of the Compton imaging. Due to the quantity of matter present between the outside
and the liquid xenon, a low energy source should be placed inside the liquid xenon in order
to avoid γ-ray attenuation. However, even a small deposit inside the TPC will disturb the
electric field. The Compton coincidence technique could be a good option [226, 227]. This
method is based on measuring the energy of the Compton scattered γ-rays emitted from a
source of 22Na or 137Cs from different deflection angles. Using the formulas of the Compton
kinematics, we can determine the geometrical scattered angle from the Compton sequence
reconstruction and determine the energy of the recoiling electron. The calculated energy can
be, thus, compared with the measured energy. Due to the continuous spectrum of Compton
electrons, the Compton coincidence technique can provide a wide range of energies from
different scattering angles.

The XEMIS2 camera should be completely qualified this year and it will be operational
and available from 2017 for preclinical research at the Center for Applied Medical Research
(CIMA) located in the Nantes Hospital. XEMIS2 will provide the first images of a small
animal obtained with a liquid xenon Compton camera. This images will be the conclusive
evidence of the potential of the 3γ imaging technique in nuclear medicine.
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Optimisation d’une camera Compton au xénon

liquide à simple phase pour l’imagerie

médicale 3γ

La rapide évolution des différentes techniques d’imagerie médicale, particulièrement dans
les domaines de l’instrumentation de détection et de l’analyse de l’image, a marqué le
début du 21ième siècle. Elle est en partie due aux importants progrès technologiques
réalisés par la société, et aux liens très étroits caractérisant les mondes de la recherche et de
l’industrie. Dans les thématiques de la physique expérimentale, où le but est d’investiguer
la structure de la matière, l’origine de l’univers ou les lois fondamentales régissant les
propriétés de la nature sont au coeur des recherches scientifiques. De nouveaux instruments
de mesure sont constamment imaginés pour appréhender de nouvelles observations où les
limites de nos connaissances sont testées. Ainsi, de nombreux outils utilisés actuellement
en pratique clinique ont des origines directement empruntées à la communauté scientifique
autour d’expériences de physique fondamentale. Cependant, malgré les très bonnes images
diagnostiques obtenues actuellement en routine clinique, les progrès technologiques ne cessent
d’évoluer. L’augmentation de l’espérance de vie et la volonté de toujours progresser dans ce
sens lancent de nouveaux défis, en particulier pour les techniques d’imagerie fonctionnelle
pratiquées en médecine nucléaire. La réduction de la dose de radiation administrée au
patient, la diminution du temps de pause des caméras utilisées en imagerie et la nécessité
d’un suivi thérapeutique plus personaliè comptent parmi les principaux vecteurs pour orienter
les futures améliorations. C’est autour de ces objectifs que le laboratoire Subatech propose
depuis 2004 la mise au point d’une nouvelle technique d’imagerie médicale, baptisée imagerie
à 3 photons. L’imagerie à 3 photons est basée sur deux nouveaux concepts : l’utilisation
conjointe d’une nouvelle technologie de caméra, un télescope Compton au xénon liquide, et
d’un nouveau médicament radioactif basé sur le 44gSc.

Le principe de l’imagerie à 3 photons est basé sur l’utilisation d’un isotope radioactif
spécifique, le 44Sc, qui émet un positron et un photon d’énergie 1,157 MeV en coïncidence
spatiale et temporelle. Après l’annihilation du positron avec un électron rencontré à l’intérieur
du corps du patient, deux photons γ d’énergie 511 keV sont émis à 180◦ l’un de l’autre.
La détection simultanée de ces deux photons permet de tracer une ligne entre les deux
interactions. Cette ligne est appelée ligne de réponse (LOR). L’imagerie à 3 photons a
pour but de localiser directement la position des sources d’émission en trois dimensions,
pour chacune des désintégrations mesurées, grâce à l’intersection entre la LOR et un cône
Compton. Ce cône est obtenu suite à l’interaction du photon d’énergie 1.157 MeV émis lors
de la décroissance du 44gSc avec un télescope Compton. L’information additionnelle apportée
par ce troisième photon permet de localiser la position de l’émetteur le long de la LOR et
ainsi d’obtenir la distribution de la source en 3D. Le bénéfice de cette nouvelle technique
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s’exprime directement en termes de réduction du nombre de désintégrations nécessaires pour
l’obtention de l’image. Le temps des examens et/ou l’activité injecté au patient se voient
ainsi diminués.

Dans le but de consolider et de fournir une démonstration expérimentale de l’utilisation
d’une caméra Compton au xénon liquide pour l’imagerie 3γ, une première phase de recherche
et développement (R&D) a été effectuée. Cette première phase représente le point de départ
du projet XEMIS (XEnon Medical Imaging System) né à Subatech. Elle implique la recherche
fondamentale et ainsi la mise en application de technologies innovantes. Un premier prototype
d’un télescope Compton au xénon liquide, appelé XEMIS1, a été développé avec succès par
le laboratoire Subatech. Le choix du xénon liquide comme milieu de détection est motivé par
le fait que les techniques de détection disponibles actuellement en imagerie, basées sur les
cristaux scintillateurs pour la détection des photons γ, ne sont pas adaptées pour l’imagerie
à 3 photons. Par ailleurs, les propriétés physiques fondamentales du xénon liquide, haute
densité et son numéro atomique élevé, confèrent un pouvoir d’arrêt élevé aux rayonnements
ionisants, ce qui fait le xénon liquide très bon candidat en tant que détecteur de rayons γ

dans la gamme d’énergie allant de quelques dizaines de keV à plusieurs dizaines de MeV.
Le xénon liquide est à la fois un excellent milieu actif pour la détection de rayonnements
ionisants et un excellent scintillateur, avec l’avantage de rendre possible la construction de
détecteurs grande taille avec un milieu sensible homogène. Ce sont les principales raisons
pour lesquelles le xénon liquide a été choisi comme milieu de détection, non seulement pour
l’imagerie médicale, mais aussi dans d’autres domaines tels que la physique des particules et
l’astrophysique.

Les travaux présentés dans ce document ont été réalisés au sein du laboratoire Subatech
sous l’avis scientifique du Dr. Jean-Pierre Cussonneau et la supervision du Dr. Ginés
Martinez. Ce document est divisé en sept chapitres rendus aussi indépendants que possible.
Ce manuscrit détaille la caractérisation et l’optimisation d’une caméra Compton au xénon
liquide à phase unique pour l’imagerie 3γ. Il fournit la preuve expérimentale de sa faisabilité
à travers un prototype à petite échelle, XEMIS1. Ce travail a été centré sur l’extraction
du signal d’ionisation produit dans le xénon liquide et à l’optimisation du détecteur. Les
résultats obtenus ont contribué à d’importantes avancées sur les performances du détecteur
et sur l’extraction du signal d’ionisation, ce qui a conduit à la conception et la construction
d’un second prototype dédié à l’imagerie du petit animal. Ce dispositif de plus grande taille,
baptisé XEMIS2, est une caméra cylindrique monolithique remplie de xénon liquide placée
autour du petit animal. La géométrie de XEMIS2 a été optimisée pour la mesure simultanée
des trois rayons γ issus du 44gSc, avec une très grande sensibilité et un large champ de vision.

Le Chapitre 1 est consacré à une introduction sur les propriétés générales du xénon
liquide en tant que milieu de détection de rayonnement ionisantes. Nous présentons de façon
génerale la physique de l’interaction des particules avec le xénon liquide, et la production des
signaux d’ionisation et de scintillation. Un résumé général de divers détecteurs basés sur le
xénon liquide utilisés dans des différents domaines de recherche expérimentale, est présenté.
Ce chapitre se poursuit avec une brève introduction à l’imagerie en médecine nucléaire et en
particulier sur les deux techniques les plus utilisées en imagerie fonctionnelle, la Tomographie
à Emission Mono-Photonique (TEMP) et la Tomographie à Emission de Positons (TEP). Il
intègre ensuite les bases de l’imagerie Compton et une description détaillée du principe de
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la technique d’imagerie 3γ. Enfin, les exigences de base d’une caméra Compton au xénon
liquide consacrée à l’imagerie médicale sont exposées.

Dans le Chapitre 2, nous présentons le principe de base d’une chambre à projection
temporelle au xénon liquide. Les chambres à projection temporel comptent parmi les
technologies les plus prometteuses pour l’étude des phénomènes rares, comme la recherche de
la matière noire ou la détection de neutrinos. XEMIS est une chambre à projection temporelle
à simple phase, dont la conception a été optimisée pour des applications médicales. Ce
chapitre présente le principe de base et les avantages de ce type de détecteur pour l’imagerie
médicale. Les différents mécanismes qui peuvent affecter la production et la détection du
signal d’ionisation dans le xénon liquide tel que la diffusion, la recombinaison et la présence
d’impuretés sont discutés. Enfin, ce chapitre donne un bref résumé du processus de formation
du signal d’ionisation dans l’anode segmentée, allant de l’interaction d’une particule ionisante
avec le détecteur à la collection du signal par l’électronique front-end. La discussion est
soutenue par nos résultats expérimentaux ainsi que par des résultats issus de la littérature.

Le Chapitre 3 donne une description détaillée de la caméra XEMIS1. Cela comprend
une description des systèmes de détection de la lumière et de collection de charges, ainsi que
de l’infrastructure cryogénique mise au point pour liquéfier et maintenir le xénon dans des
conditions de température et de pression stables pendant de longues périodes de prise de
données. La pureté du xénon liquide est une préoccupation majeure dans des détecteurs
où les électrons doivent parcourir de longues distances sans rencontrer d’impuretés. Le
système de purification et de circulation utilisé dans XEMIS est présenté dans ce chapitre.
Ensuite, nous présentons les principales caractéristiques de la nouvelle caméra Compton au
xénon liquide, XEMIS2. Ce nouveau prototype est une caméra cylindrique monolithique qui
contient ∼200 kg de xénon liquide. La géométrie de XEMIS2 est optimisée pour fournir une
couverture complète des petits animaux grâce à son champ de vue axiale de 24 cm. Afin de
détecter à la fois le signal d’ionisation et les photons VUV de scintillation produits dans le
xénon liquide après l’interaction des rayonnements ionisants, le volume actif du détecteur
est couvert par 380 1’ PMTs et menu deux anodes segmentées avec un nombre total de
24000 pixels. La construction et l’exploitation d’un détecteur de grande envergure pour des
applications médicales soulève un ensemble de défis. Pour répondre aux exigences de ce
détecteur dont l’utilisation est envisagée dans des centres hospitaliers, un effort particulier a
été porté sur le développement d’une infrastructure très compacte autour de la cryogénie du
xénon liquide et d’un système d’acquisition de données rapide et performant.

Le Chapitre 4 est consacré au système d’acquisition de données utilisé avec XEMIS1.
Le système a été développé pour enregistrer les deux signaux d’ionisation et scintillation avec
un temps mort le plus faible possible. La conception et les performances de l’électronique
front-end utilisée dans XEMIS1 y sont discutées, ainsi qu’une étude détaillée de la réponse de
l’électronique. L’ASIC présente d’excellentes propriétés en termes de linéarité du gain (dans
une game d’énergie jusqu’à 2 MeV), de stabilité de la ligne de base et du bruit électronique.
Mon travail de thèse a notamment porté sur la mesure du signal d’ionisation. Une attention
particulière est portée à l’optimisation de la mesure d’amplitude et du temps des signaux
d’ionisation. Dans cette thèse, une simulation Monte Carlo du signal de sortie du IDeF-X
LXe a été mis en ouvre. Les résultats obtenus ont contribué au développement d’un système
d’acquisition avancé pour la mesure du signal d’ionisation dans XEMIS2. Enfin, ce chapitre
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présente une description des principales caractéristiques de ce nouveau ASIC analogique,
appelé XTRACT, est présenté.

Une des parties les plus sensibles de la configuration expérimentale de XEMIS est la
grille Frisch. L’incorporation d’une grille entre la cathode et l’anode est nécessaire pour
s’affranchir de la dépendance avec la position des signaux recueillis. Cependant, certains
effets sont liés à l’utilisation d’une chambre d’ionisation de ses caractéristiques. Une étude
complète des performances d’un chambre d’ionisation avec une grille de Frisch est présentée
au Chapitre 5. Au cours de ce travail, trois effets ont été identifiés comme facteurs possibles
ayant un impact direct sur l’extraction du signal d’ionisation : la transparence au passage
des électrons, l’inefficacité de la grille de Frisch et l’induction de charge indirecte dans des
pixels adjacents. Ces processus et les études réalisés dans cette thèse y sont expliqués en
détail dans ce chapitre. Des données expérimentales ont été obtenues dans le but de fixer
une limite supérieure de leur impact sur la qualité des signaux recueillis.

La perte de la charge collectée est l’une des principales contraintes pouvant limiter les
performances spectroscopiques d’un détecteur. Au cours du développement de XEMIS, tous
les aspects liés à la perte de charges recueillies ont été minimisés. La présence d’impuretés a été
réduite grâce à un système de purification avancé présenté dans le Chapitre 5. Des longueurs
d’atténuation supérieures à 1 m sont atteintes après une courte période de circulation, ce qui
se traduit par une bonne uniformité de la collection de charge sur toute la longueur de dérive
de la chambre. La méthode utilisée pour estimer la longueur d’atténuation est présentée dans
le Chapitre 7. La perte des porteurs de charge due à la recombinaison peut être réduite par
l’augmentation du champ électrique. Au cours de ce travail, les performances de XEMIS1 ont
été évaluées pour différentes intensités de champ électrique de 0,25 kV/cm à 2,5 kV/cm. Un
autre phénomène influant sur la collection de charges est la transparence de la grille de Frisch
aux électrons. Une bonne transparence électronique nécessite une polarisation appropriée des
électrodes. Cependant, elle ne dépend pas que de la configuration expérimentale du TPC, i.e.
la distance entre la grille et l’anode, mais également des caractéristiques géométriques de la
grille. Le pas de la grille et son épaisseur affectent les tensions appliquées. Une description
plus détaillée de la transparence électronique d’une grille de Frisch du dispositif expérimental
ainsi que des résultats obtenus avec XEMIS1 est présentée au Chapitre 5. Un blindage
défectueux de la grille Frisch induit un signal dans l’anode dû à la présence d’électrons,
avant leur passage à travers la grille. Cela affecte la forme des signaux traités et introduit
une certaine dépendance dans la forme des impulsions avec la position de l’interaction.
Les facteurs contribuant à l’amélioration de l’efficacité de la grille de Frisch détériorent
la transparence des électrons. Par conséquent, un étude exhaustive est nécessaire pour
trover le meilleur compromis possible entre les deux effets. Les résultats présentés dans
le Chapitre 5 fournissent la preuve expérimentale de l’impact de la grille de Frisch sur les
signaux recueillis. L’étude a été réalisée dans quatre différents types de mailles et deux gaps
différents. Enfin, nous avons présenté une étude de simulation qui favorise la compression
de l’effet de l’induction de charge dans les pixels voisins. Nous avons montré que le signal
transitoire induit sur les pixels adjacents introduit un biais sur l’amplitude et le temps
des signaux. Cet effet devient plus important pour des tailles des pixels de petite taille
par rapport à la distance entre la grille et l’anode. Les résultats obtenus par simulation
confirment la différence de temps observée entre les pixels à d’un même cluster dans les
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données éxperimentales. Cette différence de temps affecte considérablement le processus
de clusterisation et augmente la possibilité de mélanger différentes vertex d’interaction.
Grâce à cette étude détaillée de la grille de Frisch, des questions relatives à la configuration
expérimentale de XEMIS1 ont été exposé, ce qui a contribué à l’optimisation du futur du
détecteur XEMIS2.

Dans le Chapitre 6, nous présentons une description détaillée du système expérimental
et de déclenchement de l’acquisiton des données pour la détection de rayons gamma d’énergie
511 keV provenant d’une source de 22Na avec XEMIS1. Le protocole du système d’acquisition
de données et du traitement des données de XEMIS1, est décrit. Cette partie inclue une
présentation complète de la méthode d’analyse et d’étalonnage mise au point au cours de
ce travail de thèse pour déterminer la bruit dans chaque pixel. Les résultats obtenus dans
cette étude sont utilisés pour corriger les données brutes et fixer un niveau de seuil pour la
sélection de l’événement. Un seuil très bas, de l’ordre de quatre fois la valeur du bruit, est
réglé sur des signaux corrigés de la ligne de base pour mesurer de très petits dépôts de charge
dans le détecteur. L’algorithme de reconstruction des événements utilisé pour regrouper
les signaux provenant du même point d’interaction, mais collectées par plusieurs pixels,
est présenté. Une étude a été réalisée, visant à déterminer la fenêtre temporelle optimale
pour discriminer deux signaux différents détectés dans un même cluster. Les résultats ont
montré qu’une fenÍtre variant avec l’amplitude du signal est la meilleure option pour éviter
la mauvaise association des signaux et ainsi éviter la dégradation de la résolution en énergie
et de la résolution spatiale.

Le Chapitre 7 est consacré à la présentation et la discussion des résultats obtenus
au cours de ce travail de thèse, avec XEMIS1. Les résultats présentés dans cette section
visent à fournir une compréhension complète de la réponse de XEMIS1 aux rayons gamma
de 511 keV. Ce chapitre montre l’étude détaillée de la résolution en énergie, la résolution
temporelle, la résolution spatiale et la résolution angulaire avec un faisceau mono-énergétique
de rayons gamma de 511 keV émis par une source de 22Na de faible activité. L’évolution
du rendement de charges d’ionisation ainsi que l’évolution de la résolution en énergie avec
le champ électrique appliqué et la longueur de dérive ont été analysées. Un étalonnage
préliminaire de la réponse du détecteur pour différentes énergies de rayons γ est présenté. Il
a été observé une augmentation de la charge recueillie avec le champ électrique appliqué et
l’énergie des rayons γ, ainsi qu’une augmentation de la résolution en énergie avec l’intensité
du champ électrique et l’énergie du rayon γ. Ces effets sont directement liés aux fluctuations
du taux de recombinaison tout au long de la trace des électrons primaires. Pour un champ
électrique de 2,5 kV/cm, une résolution en énergie de 4 % (σ/E) a été mesurée. Pour une
énergie de 1274 keV et un champ électrique de 1,5 kV/cm, une résolution en énergie de
2,85 % (σ/E) a été atteinte. Une réponse non-linéaire de la charge collectée a été observée
en fonction de l’énergie, et est d’autant plus significative à faible intensité de champ. Les
propriétés de transport des électrons dans le xénon liquide, telles que la vitesse de dérive
des électrons et la diffusion, sont discutées. Les résultats obtenus sur la multiplicité des
clusters en fonction de la longueur de dérive pour des événements de 511 keV à 1 kV/cm et
pour différents seuils sont conformes avec la propagation du nuage d’électrons vers l’anode
due à la diffusion transversale. Ces résultats indiquent que le partage de charges entre les
pixels voisins peut être facilement décrit par une Gaussienne variant avec la distance de
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dérive
√

z (cm). Ces résultats ont été reproduits avec succès par une simulation Monte
Carlo du transport d’électrons à l’intérieur d’une TPC. La simulation a également été utilisée
pour estimer la résolution spatiale transverse dans le détecteur. En première approximation,
la position reconstituée de clusters avec plus d’un pixel est déduite à partir du centre de
gravité. Cependant, cette technique ne permet pas une bonne estimation de la position réelle,
étant donné que la taille des pixels est plus grande que la taille du nuage d’électrons. Afin
d’améliorer la résolution spatiale le long des axes x et y, deux méthodes de correction ont
été testées. La méthode de correction Gaussienne, qui suppose une distribution Gaussienne
du nuage de charge, donne de meilleurs résultats que la méthode de correction polynomiale.
Pour une anode segmentée avec des pixels de taille 3, 125× 3, 125 mm2, une résolution sur
la position de l’ordre de 100 µm pour un dépôt d’énergie de 511 keV à 6 cm de l’anode,
a été obtenue. La résolution spatiale diminue pour des énergies plus faibles et de petites
positions le long de l’axe z. En conclusion, pour une taille de pixel de 3, 125× 3, 125 mm2,
une résolution spatiale inférieure à 1 mm le long des directions x et y, est prévue quelle que
soit l’énergie déposée et la position de l’interaction. Enfin, l’algorithme de reconstruction
Compton utilisé pour trianguler la position de la source en 3D est présenté. Malgré les
contraintes géométriques de XEMIS1 pour effectuer la reconstruction Compton, le potentiel
de la technique d’imagerie de 3γ a été prouvé. Une résolution angulaire de 4◦ a été mesurée
pour un champ électrique de 0,75 kV/cm.

En conclusion, le travail realisé au cours de cette thèse a permis d’atteindre un très faible
bruit électronique (inférieure à 100 électrons), une résolution temporelle de 44 ns pour des
événements photoélectriques de 511 keV, une résolution en énergie de 4% (σ/E) à 511 keV et
un champ électrique de 2,5 kV/cm, et une résolution spatiale transversale inférieure à 1 mm.
Tous ces résultats sont compatible avec les exigences nécessaires à l’imagerie du petit animal
avec XEMIS2, et ils s’avèrent très prometteurs pour l’avenir de l’imagerie 3γ.
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A
Noise counting rate simulation

A
Monte Carlo simulation of the noise counting rate has been implemented in order to
crosscheck the accuracy of the method reported in Section 4.4.1 to simulate the noise

from experimental data. Figure A.1(a) shows the results for 10000 simulated event over a
total period of 18 s. The zero-crossing rate is about 402 kHz which agrees with the value
obtained for the experimental data (see Chapter 4, Section 4.5). The comparison with the
experimental noise rate distribution is presented in Figure A.1(b). The values of the noise
rate as a function of the threshold for both experimental and simulated noise events are
listed in Table A.1.
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Figure A.1 – (a)Monte Carlo prediction of the counting rate distribution as a function of
the discriminator threshold. (b) Comparison between the experimental and simulated noise
rate distributions.

In order to take into account the electronic limitations, a second threshold on the trailing
edge of the signals was included. Figure A.2 shows the noise rate vs. an asymmetric threshold
between nσnoise− (n− 0.4)σnoise. Consistency in the results with respect to the experimental
results is conserved (Table A.2).
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Appendix A. Noise counting rate simulation

Threshold (SNR) Sim Noise Rate (Hz) Exp Noise Rate (Hz)

0 402×103 365×103

1 242×103 220×103

2 54×103 49×103

3 4640 4263

4 140 115

Table A.1 – Noise counting rate as a function of the discriminator threshold level obtained
from experimental and simulated data.
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Figure A.2 – (a)Monte Carlo prediction of the counting rate distribution as a function of
the discriminator threshold. The leading edge threshold was set a 3σnoise and the trailing
edge threshold a 2.6σnoise. (b) Comparison between the experimental and simulated noise
rate distributions.

Threshold (SNR) Sim Noise Rate (Hz) Exp Noise Rate (Hz)

0 189x103 195x103

1 133x103 140x103

2 33x103 36x103

3 3453 3214

4 140 229

Table A.2 – Noise counting rate as a function of the discriminator threshold level obtained
from experimental and simulated data. The leading edge threshold was set a 3σnoise and the
trailing edge threshold a 2.6σnoise.
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B
XEMIS1 Mapping

F
igure B.1 shows the complete mapping of XEMIS1. The anode is segmented in 64 pixels
of 3.125× 3.125 mm2 that gives a total detection area of 2.5× 2.5 cm2. The white region

depicts the active region. The numbers represent the pixel address, used to access a specific
electronic channel. The reference system (0,0) was chosen to be at the center of the anode.
The left bottom pixel is used to register the TTT signal.

Figure B.1 – Mapping of XEMIS1.
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Optimization of a single-phase liquid xenon Compton camera for 3 medical 
imaging 

Résumé 

Les travaux décrits dans cette thèse sont centrés sur la 
caractérisation et l’optimisation d’une camera Compton 
à phase unique au xénon liquide pour des applications 
médicales. Le détecteur a été conçu pour exploiter les 
avantages d’une technique d’imagerie médicale 
innovante appelée l’imagerie 3. Elle vise à l’obtention
de la position en 3D d’une source radioactive avec une 
très haute sensibilité et une réduction importante de la 
dose administrée au patient. L’imagerie 3 est basée sur 
la détection en coïncidence de 3 photons gamma émis 
par un émetteur spécifique (+, γ), le 44Sc. Un premier
prototype de camera Compton au xénon liquide a été 
développé par le laboratoire Subatech à travers le projet 
XEMIS (Xenon Medical Imaging System), pour 
démontrer la faisabilité de l’imagerie 3. Ce nouveau 
système de détection comporte un système de 
cryogénie avancé et une électronique front-end à très 
faible bruit qui fonctionne à la température du xénon 
liquide. Ce travail a contribué à la caractérisation de la 
réponse du détecteur et à l’optimisation de la mesure du 
signal d’ionisation. L'influence de la grille de Frisch sur 
le signal mesuré a été particulièrement étudiée. Les 
premières preuves de la reconstruction Compton en 
utilisant une source de 22Na (+, E = 1.274 MeV) sont 
aussi rapportées dans cette thèse et valident la preuve 
de concept de la faisabilité de l’imagerie 3. Les 
résultats présentés dans cette thèse ont joué un rôle 
essentiel dans le développement d’une camera 
Compton au xénon liquide de grandes dimensions pour 
l’imagerie des petits animaux. Ce nouveau détecteur, 
appelée XEMIS2, est maintenant en phase de 
construction. 

Mots clés 
Xénon liquide, camera Compton, imagerie médicale, 
imagerie 3, TPC, 44Sc.

Abstract 

The work described in this thesis is focused on the 
characterization and optimization of a single-phase 
liquid xenon Compton camera for medical imaging 
applications. The detector has been conceived to exploit 
the advantages of an innovative medical imaging 
technique called 3  imaging, which aims to obtain a 
precise 3D location of a radioactive source with high 
sensitivity and an important reduction of the dose 
administered to the patient. The 3  imaging technique 
is based on the detection in coincidence of 3gamma 
rays emitted by a specific (+, γ) emitter radionuclide,
the 44Sc. A first prototype of a liquid xenon Compton 
camera has been developed by Subatech laboratory 
within the XEMIS (Xenon Medical Imaging System) 
project, to proof the feasibility of the 3 imaging 
technique. This new detection framework is based on 
an advanced cryogenic system and an ultra-low noise 
front-end electronics operating at liquid xenon 
temperature. This work has contributed to the 
characterization of the detector response and the 
optimization of the ionization signal extraction. A 
particular interest has been given to the influence of the 
Frisch grid on the measured signals. First experimental 
evidences of the Compton cone reconstruction using a 
source of 22Na (+, E = 1.274 MeV) are also reported 
in this thesis, which demonstrate the proof of concept of 
the feasibility of the 3 imaging. The results reported in 
this thesis have been essential for the development of a 
larger scale liquid xenon Compton camera for small 
animal imaging. This new detector, called XEMIS2, is 
now in phase of construction. 

Key Words 
Liquid xenon, Compton camera, medical imaging, 
3 imaging, TPC, 44Sc. 
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