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Résumé

Les observations météorologiques depuis les satellites dans le domaine des micro-ondes
sont actuellement limitées à 190 GHz. La prochaine génération de satellites météorologiques
opérationnels européens (EUMETSAT Polar System-Second Generation-EPS-SG), em-
portera un instrument, le Ice Cloud Imager (ICI), avec des fréquences sub-millimétriques
jusqu’à 664 GHz, afin d’améliorer la caractérisation globale des nuages de glace. Pour
préparer l’exploitation de ces nouvelles données, durant cette thèse, des travaux ont été
effectués sur quatre axes complémentaires.

Des simulations réalistes de transfert radiatif ont été réalisées de 19 à 700 GHz, pour
des scènes météorologiques réelles, couvrant une grande variabilité des nuages en Eu-
rope. L’objectif était double : premièrement mieux comprendre la sensibilité des ondes
millimétriques et sub-millimétriques à la phase glacée des nuages, deuxièmement créer
une base de données robuste pour développer une méthode d’inversion statistique des
caractéristiques des nuages de glace. Un code de transfert radiatif atmosphérique (Atmo-
spheric Radiative Transfer Simulator ARTS) a été couplé avec des profils atmosphériques
simulés par un modèle méso-échelle de nuage (Weather Research and Forecasting WRF),
pour douze scènes européennes aux moyennes latitudes. Les propriétés de diffusion des
hydrométéores (glace, neige, graupel, pluie et eau dans le nuage) ont été soigneusement
sélectionnées, en particulier pour la phase glace, et la compatibilité avec la microphysique
de WRF a été testée: la Discrete-Dipole approximation (DDA) est adoptée pour calculer
les propriétés diffusantes des particules de neige. Les simulations obtenues ont été sys-
tématiquement comparées avec des observations satellitaires coïncidentes d’imageurs et
de sondeurs jusqu’à 200 GHz. L’accord entre les simulations et les observations montre
la bonne qualité de la base de données, au moins jusqu’à 200 GHz.

Un algorithme d’inversion statistique à base de réseaux de neurones (NN) a ensuite été
développé pour la détection et la quantification des paramètres des nuages de glace.
Tout d’abord, la qualité statistique de la base de données développée avec WRF+ARTS
et le contenu de l’information apporté par les températures de brillance simulées ont été
étudiés grâce à une analyse en composantes principales et une étude des corrélations.
La détection des nuages et l’inversion de leurs caractéristiques sont testées en prenant
seulement les observations d’ICI, mais aussi en combinant les observations d’ICI et de
MWI (MicroWave Imager) qui observe de 19 à 190 GHz, sur le même satellite que
ICI. La classification donne des résultats très satisfaisants : la présence de phase glace
dans le nuage est détectée avec un taux de succès de ∼90 % sur la terre et l’océan,
seulement avec les canaux de ICI. Pour la quantification des hydrométéores, le contenu
en glace des nuages n’est satisfaisante qu’au dessus de 0.05 kg/m2. L’erreur relative sur
le contenu total de la phase glace (glace+neige+graupel, GNG) est inférieure à ∼40 %
pour 0.1 kg/m2 < GNG < 0.5 kg/m2 et au-dessous ∼20 % pour GNG > 0.5 kg/m2.
L’ajout des canaux de MWI améliore la détection et la quantification de phase liquide
des nuages, comme prévu. Pour l’estimation des profils des hydrométéores, l’algorithme
d’inversion retrouve la forme général du profil nuageux, mais ne parviennent pas à
détecter les détails.
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Pour des environnements très froids et secs, la contribution de la surface au signal satel-
lite peut être importante, même à des fréquences supérieures à 200 GHz. Un démonstra-
teur de ICI, ISMAR (International Sub Millimeter-wave Airborne Radiometer), a volé
à bord de l’avion FAAM du UK, et a fourni des mesures jusqu’à 664 GHz. Les deux
premières campagnes de cet instrument ont été soigneusement analysées, pour calculer
l’émissivité de la surface à aux fréquences millimétriques. Deux nouvelles paramétrisa-
tions de l’émissivité des surfaces ont été développées au LERMA pour des fréquences
jusqu’à 700 GHz : TELSEM2 (Tool to Estimate Land Surface Emissivity from Mi-
crowave to sub-Millimeter waves) pour les continents et TESSEM2 (Tool to Estimate
Sea Surface Emissivity from Microwave to sub-Millimeter waves) pour l’océan. Les ob-
servations aéroportées d’ISMAR ont aidé à évaluer les deux modèles d’émissivité jusqu’à
325 GHz, sur l’océan, la glace de mer et la glace continentale.

ICI comporte deux canaux avec des mesures dans les deux polarisations orthogonales (à
243 et 664 GHz), pour offrir de nouvelles possibilités d’analyse des nuages. Des signaux
de diffusion polarisée ont déjà été observés au dessus des nuages de glace, par des cap-
teurs micro-ondes satellites entre 80 et 166 GHz. Dans cette thèse, les signaux polarisés
ont été modélisés jusqu’à 874 GHz, pour les sphéroïdes orientés horizontalement. Les ré-
sultats obtenus pour des simulations sont en bon accord avec les observations d’ISMAR
à 243 et 664 GHz. La polarisation fournit des informations supplémentaires sur les pro-
cessus microphysiques liés à la phase glacée (la forme et l’orientation des particules). Cet
effet de polarisation peut être important (plus de 10 K au-dessus des nuages de glace
à certaines fréquences) et devrait être pris en compte dans les prochains algorithmes
d’inversion des paramètres des nuages de glace.

Mots clés: Ice Cloud Imager (ICI), nuages de glace, télédétection, transfert radiatif,
radiométrie micro-onde
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Abstract

The meteorological observations from satellites in the microwave domain are currently
limited to 190 GHz. The next generation of European operational Meteorological Satel-
lite (EUMETSAT Polar System-Second Generation-EPS-SG) will carry an instrument,
the Ice Cloud Imager (ICI), with frequencies up to 664 GHz, to provide unprecedented
measurements in the sub-millimetre spectral range, aiming to improve the characteriza-
tion of ice clouds over the globe. To prepare this upcoming satellite-borne sub-millimeter
imager, during this thesis, scientific efforts have been made on four complementary as-
pects.

Realistic radiative transfer simulations have been performed from 19 to 700 GHz, for
real meteorological scenes, covering a large variability of clouds in Europe. The goal was
two fold, first to better understand the sensitivity of the microwave to sub-millimeter
waves to the cloud frozen phases, and second, to create a robust training database for
a statistical cloud parameter retrieval. The Atmospheric Radiative Transfer Simulator
(ARTS) is coupled with atmospheric profiles from the Weather Research and Forecasting
(WRF) model, for twelve diverse European mid-latitude scenes. The single scattering
properties of the hydrometeors (cloud ice, snow, graupel, rain, and cloud water) are
carefully selected, especially for the frozen phases, and compatibility with the micro-
physics in WRF is tested: the Discrete-Dipole Approximation (DDA) is adopted for
snow particles. The resulting simulations have been systematically compared with coin-
cident satellite observations from imagers and sounders up to 200 GHz. The agreement
between simulations and observations shows the good quality of the simulated training
database, at least up to 200 GHz.

A statistical retrieval algorithm is then developed for the detection and quantification
of the ice cloud parameters based on Neural Network (NN) methodologies. First, the
statistical quality of the ARTS+WRF database, as well as the information content of the
simulated brightness temperatures have been investigated, with Principal Component
Analysis (PCA) and correlation analyses. Cloud detection and retrievals are performed
using ICI channels only, but also using ICI plus the MicroWave Imager (MWI) obser-
vations that will be available from 19 to 190 GHz, on board the same platform as ICI.
The classifier gives very satisfactory results in detecting the cloud frozen hydromete-
ors when using ICI-only channels, with an accuracy of ∼90 % in the cloud detection
over land and ocean. For the cloud hydrometeor quantification, the retrieved cloud
frozen phase contents are satisfactory with ICI-only channels for ice water path (IWP)
above 0.05 kg/m2. The relative error for the retrieved integrated frozen water content
(FWP) is below ∼40 % for 0.1 kg/m2 < FWP < 0.5 kg/m2 and below ∼20 % for
FWP > 0.5 kg/m2. Adding the MWI channels improves the detection and quantifica-
tion essentially for the cloud liquid phases, as expected. For the hydrometeor profiles,
the retrieval algorithm can capture the major vertical structures of the cloud profiles,
but fail to detect the details.
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Under very cold and dry environments, the surface contribution to the satellite signals
can be significant, even at frequencies above 200 GHz. An aircraft demonstrator of ICI,
the International Sub Millimeter-wave Airborne Radiometer (ISMAR), has been flown
on board the FAAM UK aircraft, and provided measurements up to 664 GHz. The
two first campaigns of this instrument have been carefully analyzed, to calculate the
surface emissivity at millimeter frequencies. Two new emissivity parameterizations have
been developed at LERMA for frequencies up to 700 GHz: the Tool to Estimate Land
Surface Emissivity from Microwave to sub-Millimeter waves (TELSEM2) and the Tool to
Estimate Sea Surface Emissivity from Microwave to sub-Millimeter waves (TESSEM2).
The ISMAR airborne observations helped to evaluate the two emissivity models, up to
325 GHz, for ice-free ocean, sea ice, and continental ice.

ICI will have two window channel frequencies (243 and 664 GHz) with the capability of
measuring both vertical and horizontal polarization signatures, providing new analysis
possibilities. Polarized scattering signals over frozen clouds have already been observed
by satellite microwave sensors up to 166 GHz. The scattering polarized signals were in-
vestigated here up to 874 GHz, by radiative transfer modeling for horizontally oriented
spheroids. Good consistencies are revealed between the ISMAR observations and the
simulations, at 243 and 664 GHz. The polarization signals provide additional informa-
tion on the microphysics of the frozen phases (particle shape and orientation). This
polarized effect can be significant (more than 10 K above some frozen clouds at some
frequencies) and will have to be accounted for in the next retrievals of frozen cloud pa-
rameters.

Keywords: Ice Cloud Imager (ICI), ice clouds, remote sensing, radiative transfer, mi-
crowave radiometry
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1.1 Satellite remote sensing

Satellite remote sensing, meaning the use of satellite-borne sensors to observe, measure,
and record the electromagnetic radiation reflected or emitted by the Earth and its en-
vironment for subsequent analysis and extraction of information, has become a crucial
tool to probe the Earth’s atmosphere, and the land and ocean surfaces. As a unique
opportunity for the continuous monitoring of the Earth system, the satellite observa-
tions have provided great advances in understanding the weather processes and climate
system during the past decades. The global remote sensing systems combined with in
situ measurements contribute to constrain the accuracy and reliability of the numerical
prediction models for weather and climate applications, by feeding the models, and/or
by evaluating the outputs.

The remote sensing applications are based on the variety of the electromagnetic waves
that can interact with the Earth system. Therefore, understanding of the effects of the
Earth’s atmosphere and surface on the electromagnetic radiation traveling to the satel-
lite is required. A frequency dependent absorption and scattering of the radiation is
caused by the constituents of the atmosphere and the surface. The electromagnetic fre-
quencies observed by the satellite instrument are carefully selected upon their ability to
interact with the atmosphere and the surface. The instruments in the visible, infrared,
or microwave domains provide a large range of diverse meteorological information. The
observations from a variety of active and passive sensors are used. The passive sen-
sors are designed to receive and measure the natural emissions produced by the Earth’s
atmosphere and surface, while the active instruments generate energy, transmit it and
measure the signals that is back-scattered by the Earth system. Remote sensing is an
indirect measurement, meaning that meteorological quantities are not measured directly,
but by means of the electromagnetic radiation as an information carrier. The geophys-
ical quantities of interest have to be reconstructed from the radiation measured by the
satellites: this is called the retrieval or the inversion process.

1.2 The importance of ice cloud characterization

Clouds play a significant role in the Earth’s weather and climate, due to their effects
on the Earth’s energy budget and on the Earth’s hydrological cycle. Among the dif-
ferent types of clouds, ice clouds cover at least 20 % of the globe at any moment and
up to 60-70 % in the tropical zone (Buehler et al., 2007b). The impact of ice clouds
on the global Earth’s energy budget is still unclear. They strongly influence the radi-
ation budget of the atmosphere: they cool the atmosphere by reflecting the incoming
solar radiation but also heat it by absorbing and re-emitting outgoing infrared radia-
tion. Therefore, the net radiative effect of the ice clouds, according to both processes, is
related to their macrophysical (e.g., ice content, horizontal extent, cloud altitude, cloud
top temperature) and microphysical (e.g., ice particle shape, cloud optical thickness, and
ice particle size) properties (Liou, 1986, Lohmann and Roeckner, 1995, Ramaswamy and
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Ramanathan, 1989). These cloud parameters are considered as major tuning parame-
ters to constrain the climate models in order to achieve a good agreement with the
observations. However, so far, we lack measurements of these ice cloud parameters with
sufficient accuracy and coverage in time and space. A good example is the Ice Water
Path (IWP), defined as the integral of the ice water content through the depth of an ice
cloud layer. There can be one order of magnitude difference between the IWP predicted
by the major current global climate models (Eliasson et al., 2011, John and Soden, 2006,
Waliser et al., 2011). Figure 1.1 compares the annually and zonally averaged IWP sim-
ulated by different coupled ocean-atmosphere models used in the 4th Assessment of the
Intergovernmental Panel on Climate Change (IPCC AR5). The model simulations differ
considerably, with larger discrepancies in the extratropical regions.

Figure 1.1: The climatology of zonal annual mean IWP from various climate models
in the IPCC AR4 data archive. From John and Soden (2006).

The accuracy of the weather and climate models is related to the representation of the
cloud microphysical processes (on cloud parameters, such as particle density, fallspeed,
and particle size). The microphysical processes in the clouds are very complex in their
spatial and temporal variability, controlling the formation, the growth, and the interac-
tions of liquid droplets and frozen particles (Liou and Ou, 1989). In the cloud resolv-
ing models, the cloud microphysical processes interact with the macrophysics modules
through the latent heating/cooling, the condensate loading, the surface mechanisms,
and the radiative transfer processes, which are particularly challenging (Khain et al.,
2015). They are parameterized differently in the various models, inducing large biases
in model results.

1.3 Observing ice clouds in the millimeter and sub-millimeter
spectral range

Ice clouds can be observed by remote sensing techniques operating at different wave-
lengths, from the microwave to the visible. Globally retrieved cloud parameters from
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satellite observations can be used to constrain and validate the climate models. Fig-
ure 1.2 shows the vertical structure of a precipitating cloud and indicates schematically
to which part of the cloud each type of instrument is sensitive (Waliser et al., 2009). The
infrared and visible (IR+VIS in the Figure) radiometry techniques have been studied
to quantify the ice cloud properties, especially for relatively thin cirrus clouds (Rossow
and Schiffer, 1999), but they tend to saturate for moderate amounts of cloud ice and
are sensitive to the uppermost layer of thick ice clouds (Buehler et al., 2012, Wu et al.,
2008). Active visible instruments (lidar) can provide vertical information for rather thin
clouds, but with a very limited spatial coverage. For instance, the Cloud-Aerosol Lidar
with Orthogonal Polarization (CALIOP), a nadir-pointing dual-wavelength polarization
lidar, can measure the vertical distribution profiles of clouds and aerosols, but with
a footprint of 333 m (Winker et al., 2010). Microwaves (passive and active) are able
to penetrate clouds and provide insight into the vertical profiles of most clouds, even
well developed ones. The response of passive microwave observations to different cloud
phases depends on the observation frequencies. At lower frequencies (below 60 GHz), the
emission from the liquid cloud phase dominates, while scattering effects by the cloud ice
phase become important at higher frequencies (Oguchi, 1983, Wu and Weinman, 1984).
This scattering effect is responsible for the reduction of the upwelling thermal radia-
tion, by which we can detect and quantify the ice phase in the clouds at a global scale.
However, current passive microwave instruments on board satellites are limited in fre-
quencies to 200 GHz, and cannot detect thin ice particles in the upper part of the clouds.
Microwave active instruments (radar) give access to the ice cloud vertical structure, but
with limited horizontal coverage (similar as lidar). For instance, the CloudSat radar
(94 GHz) can measure the vertical profiles of cloud properties, but with a footprint of
approximately 1.4 km (Stephens et al., 2002). Passive microwave retrievals can quantify
the cloud parameters from thicker ice clouds than visible and infrared techniques, but
they have difficulties characterizing the thin cirrus clouds. However, for the IWP esti-
mations, large differences exist between the satellite measurements, as shown in Figure
1.3 (illustrating the ocean-only zonal averages of IWP from satellite datasets).

Figure 1.2: The columns indicate approximately where in the cloud profile the
different measurement techniques are sensitive, from Eliasson et al. (2011).

Combining microwave and sub-millimeter measurements is a promising way to improve
the capability of characterizing the ice cloud properties. Figure 1.4 shows the sensitivity
of microwave to sub-millimeter radiation to the vertically integrated ice content and
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Figure 1.3: IWP ocean-only zonal averages of IWP from satellite datasets. The grey
shaded area is the uncertainty interval. The results are for the period July 2006 to
April 2008 (Eliasson et al., 2011). CloudSat represents CloudSat’s IWP 2B-CWC RO
dataset and IWPnoPrecip represents CloudSats IWP product without profiles flagged
to contain precipitation at the surface.

the ice particle size. The presence of the ice clouds reduces the upwelling brightness
temperatures through the scattering effects, especially in the window channels between
absorption lines. The brightness temperature depression increases with increasing ice
water content and with increasing frequency. However, it saturates for high ice content
at high frequencies. The microwave radiation is sensitive to the larger particles: with
increasing frequencies in the millimeter, the sensitivity shifts to the smaller ice particles,
making the detection and quantification of the cloud upper layers and cirrus possible.
Combination of a large range of millimeter and sub-millimeter observations has been
proposed to accurately retrieve the cloud microphysical and macrophysical properties
(Evans et al., 2002, Jarret et al., 2007). This would complement the already existing
infrared and microwave satellite observations for a better description of the cloud ice
phase.

1.4 Passive millimeter and submillimeter satellite instru-
ments

Satellite microwave atmospheric observations started with the Electrically Scanning Mi-
crowave Radiometer (ESMR) at 19.35 GHz onboard the Nimbus Series satellites in the
early 1970’s. The Scanning Multichannel Microwave Radiometer (SMMR), also onboard
the Nimbus satellites, followed, with two dual-polarized channels at 18 and 37 GHz.
These instruments primarily focused on the precipitation retrieval over ocean, exploit-
ing the strong contrast between the cold ocean background and the warm emission from
the falling liquid particles below 50 GHz (e.g., Prabhakara et al., 1986, Wilheit et al.,
1977).
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Figure 1.4: Top: Sensitivity of the microwave to sub-millimeter signals to the IWP
(10, 30, 100, and 300 g/m2) at nadir (the equivalent diameter is set to 100 µm).
Bottom: Sensitivity of the same signals to particle equivalent diameter (50, 100, 200,
and 400 µm) at nadir (the IWP is set to 30 g/m2). The simulations haven been done
with the Atmospheric Radiative Transfer Simulator (ARTS), for tropical profiles from
FASCOD. The cloud is set from 10 to 12 km.

Since 1987, microwave imagers and sounders provide observations up to 90 GHz in both
V and H polarizations. Examples of three instruments are the Special Microwave Im-
ager (SSM/I, Colton and Poe, 1999) series carried on board the Defense Meteorological
Satellite Program (DMSP) satellites, the Tropical Rainfall Measuring Mission (TRMM)
Microwave Imager (TMI, Kummerow et al., 1998), and the Advanced Microwave Scan-
ning Radiometer for EOS (AMSR-E, Kawanishi et al., 2003). They are dedicated to
the measurements of geophysical variables related to the Earth’s climate and hydrol-
ogy, including atmospheric water vapor, cloud liquid water, precipitation rate, cloud top
temperature, surface winds, sea surface temperature, sea ice concentration, snow water
equivalent, soil moisture, and surface emissivity.

Since 1991, the microwave satellite observations are available for meteorological applica-
tions over an expanded set of microwave frequencies up to 190 GHz. Frequencies higher
than 80 GHz are used for the ice characterization because of the increasing scattering
effect with increasing frequency. Examples of microwave imagers and sounders launched
during the last decades are the Special Sensor Microwave/Temperature-2 (SSM/T-2),
the Advanced Microwave Sounding Unit (AMSU), and the Microwave Humidity Sounder
(MHS), the Special Sensor Microwave Imager/Sounder (SSMIS), the Sounder for Prob-
ing Vertical Profiles of Humidity (SAPHIR), the Microwave Analysis and Detection of
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Rain and Atmospheric Structures (MADRAS), the Advanced Technology Microwave
Sounder (ATMS), and the Global Precipitation Measurement (GPM) Microwave Im-
ager (GMI). These instruments have allowed an improved characterization of different
atmospheric clouds and surface parameters (e.g., Aires et al., 2012, Bernardo et al.,
2013, Skofronick-Jackson et al., 2004, Wang et al., 2001).

During the past years, efforts have also been made to develop sub-millimeter radiome-
ters devoted to the detection and quantification of ice clouds. Several airborne sub-
millimeter radiometers have been built. They include: the Far-Infrared Sensor for Cir-
rus (FIRSC), an aircraft-based Fourier-transform spectrometer designed by the National
Aeronautics and Space Administration (NASA) Langley Research Center that measures
the radiance in the submillimeter spectral range from 300 to 3000 GHz (Vanek et al.,
2001); the Millimeter-wave Imaging Radiometer (MIR), a cross-track imager owned
by NASA Goddard Space Flight Center (GSFC), with 10 channels between 89 and
340 GHz (Racette et al., 1996); the Submillimeter-Wave Cloud Ice Radiometer (SWCIR),
a cross-track scanning radiometer developed by the Jet Propulsion Laboratory to fly
on the NASA DC-8, containing four receivers at 183, 325, 448, and 643 GHz (Evans
et al., 2002); and the Compact Scanning Submillimeter Imaging Radiometer (CoSSIR),
built by NASA/GSFC, operating with 12 channels from 183 to 874 GHz. Several sub-
millimeter radiometers operating in a limb-scanning mode have also been launched in
space for atmospheric chemistry (the Odin-SMR and the Earth Observing System Mi-
crowave Limb Sounder (EOS-MLS)), but the observation geometry results in relatively
coarse horizontal spatial resolution. These measurements from space-based and airborne
radiometers have been used to develop retrieval algorithms for ice cloud parameters (e.g.,
Deeter and Evans, 2000, Evans et al., 2005, Liu and Curry, 2000, Rydberg et al., 2009,
Vivekanandan and Bringi, 1991, Wang et al., 2001, Weng and Grody, 2000, Wu et al.,
2008). No down-looking sub-millimeter satellite radiometer has been flown yet.

Figure 1.5: The next generation of MetOp
satellites. Ice Cloud Imager (ICI) will fly on
this platform.

The European Space Agency (ESA)
and the European Organization for the
Exploitation of Meteorological Satellites
(EUMETSAT) have jointly planned to de-
velop the next generation of European me-
teorological satellite (the Meteorological
Operational Satellite-Second Generation
(MetOp-SG), Kangas et al., 2012). The
first conically scanning millimeter/sub-
millimeter instrument, Ice Cloud Imager
(ICI, see Figure 1.5), will observe from 180
to 664 GHz with a small antenna size, pro-
viding 16 km on-ground footprints, with a conical scanning mechanism (nearly constant
incidence angle about 53◦) (Alberti et al., 2012). It will fly on the platform MetOp-SG-B,
to be launched in 2022. The same platform will also embark another MicroWave Imager
(MWI) measuring at lower frequencies from 18 to 183 GHz. A MicroWave Sounder
(MWS) will also be placed on the MetOp-SG suite at frequencies from 23 to 230 GHz,
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but on the platform MetOp-SG-A. The ICI and the MWI channel characteristics are
presented in Table 1.1.

Table 1.1: Channel characteristics of the MWI and ICI radiometers, including their
frequencies, BandWidth (BW), instrument noise (Net∆T), polarization, and main
spectral feature of each channel. From Schlussel et al. (2016).

MWI ICI
Channels BW Net∆T Polar. Spectral Channels BW Net∆T Polar. Spectral
(GHz) (GHz) (K) feature (GHz) (GHz) (K) feature
18.7 0.2 0.7 V+H Window 183.31±7.0 2×2.0 0.7 V H2O
23.8 0.4 0.6 V+H H2O 183.31±3.4 2×1.5 0.7 V H2O
31.4 0.2 0.8 V+H Window 183.31±2.0 2×1.5 0.7 V H2O
50.3 0.4 1.0 V+H O2 243.2±2.5 2×3.0 0.6 V+H Window
52.61 0.4 1.0 V+H O2 325.15±9.5 2×3.0 1.1 V H2O
53.24 0.4 1.0 V+H O2 325.15±3.5 2×2.4 1.2 V H2O
53.75 0.4 1.0 V+H O2 325.15±1.5 2×1.6 1.4 V H2O
89.0 4.0 1.0 V+H Window 448±7.2 2×3.0 1.3 V H2O
118.7503±3.2 2×0.5 1.2 V O2 448±3.0 2×2.0 1.5 V H2O
118.7503±2.1 2×0.4 1.2 V O2 448±1.4 2×1.2 1.9 V H2O
118.7503±1.4 2×0.4 1.2 V O2 664±4.2 2×5.0 1.5 V+H Window
118.7503±1.2 2×0.4 1.2 V O2
165.5±0.75 2×1.35 1.1 V Window
183.31±7.0 2×2.0 1.2 V H2O
183.31±6.1 2×1.5 1.1 V H2O
183.31±4.9 2×1.5 1.1 V H2O
183.31±3.4 2×1.5 1.1 V H2O
183.31±2.0 2×1.5 1.2 V H2O

ICI will focus particularly on the remote sensing of ice clouds, and will be the first
space instrument dedicated to the characterization of the ice clouds. It will measure
cloud ice water path, ice particle size, and ice cloud altitude. It will help validate the
cloud resolving models and the parameterization of the microphysical schemes in weather
and climate models (Cavan et al., 2011, Sola et al., 2014). An ICI demonstrator, the
International SubMillimeter Airborne Radiometer (ISMAR), has been designed by the
UK Met Office and operated on the Facility for Airborne Atmospheric Measurements
(FAAM) BAe-146 aircraft to observe the brightness temperatures at frequencies from
118 to 664 GHz (Fox, 2015, Fox et al., 2014). A further channel at 874 GHz will be
added. ISMAR has been tested and operated in three aircraft field campaigns: the
Sub-millimeter Trial in Cirrus and Clear Skies (STICCS-2) on November and December
2014, the Cold-air Outbreak and Sub-Millimeter Ice cloud Study (COSMICS) on March
2015 out of Prestwick, Scotland, and the very recent WINTEX-2016 campaign from
Cranfield, UK. ISAMR has multiple scan directions, including downward and upward
views. It can help develop ice cloud retrieval algorithms for ICI prior to launch, as well
as evaluate gas absorption or surface emissivity models. It can also be used post-launch,
for calibration/validation.
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1.5 Passive microwave to millimeter remote sensing to char-
acterize the ice cloud

The sensitivity of the microwave scattering signals to the microphysical characteristics
in clouds have been analyzed using radiative transfer codes (e.g., the Atmospheric radia-
tive transfer Simulator (ARTS, Buehler et al., 2005, Eriksson et al., 2011), the Radiative
Transfer for TOVS (RTTOV, Hocking et al., 2014, Matricardi et al., 2001), and the At-
mospheric Transmission at Microwaves (ATM, Pardo et al., 2001)). There are two types
of radiative transfer codes at microwave frequencies range: the physical (line-by-line),
and fast models. The fast models (such as RTTOV) are normally used for operational
purposes, by parameterizing the absorption coefficients to satisfy the needs of compu-
tational efficiency. Physical radiative transfer codes (e.g., ARTS and ATM) attempt to
calculate the absorption coefficients with atmospheric profiles of gaseous for each ab-
sorption line to achieve the accuracy requirement, which are computationally expensive.
The radiative transfer codes can be fed with atmospheric profiles from cloud resolving
models, standard atmosphere data, and cloud radar. Burns (1997) used atmospheric
fields from the University of Wisconsin Regional Atmospheric Modeling System for the
hurricane Gilbert as inputs to the radiative transfer model developed by Kummerow and
Giglio (1994). Wiedner et al. (2004) investigated TMI observations with ATM radiative
transfer model coupled with Méso-NH cloud resolving model results. Sreerekha et al.
(2008) simulated the brightness temperatures at AMSU-B channels with ARTS, taking
the atmospheric components from the MetOffice Mesoscale model (UKMES) as inputs.
Geer and Baordo (2014) studied a set of cases with RTTOV model fed by ECMWF 4D-
Var assimilation system, in order to improve its performance to reproduce the scattering
signals at frequencies up to 183 GHz. The sensitivity of the scattering signals to the
snow properties has been also investigated using ARTS model coupled with the Méso-
NH by Galligani et al. (2015). According to these studies, the ice cloud microphysical
properties play a significant role in the simulated radiation, through their effect on the
single scattering properties (SSPs).

Calculations of the scattering properties of the frozen hydrometeors require a detailed
description of the ice cloud microphysical properties, such as particle size distribution,
dielectric properties (related to the particle density), shape or orientation. To simplify
the simulations, the SSPs of the snow and ice particles are generally calculated by the
Mie theory under the assumption of spherical particles. For the small ice crystals with
constant density (917 kg/m3), this assumption is realistic at microwave frequencies,
while for the snow and other frozen particles (e.g., graupels) it may not be appropriate.
These frozen particles can have very complex shapes, varying with particle size (Baran
et al., 2011, Heymsfield et al., 2002). For a given particle mass, the scattering properties
can vary significantly from a particle to the other, with changes in density, shape, and
orientation (e.g., Johnson et al., 2012, Kim, 2006). Spheroid particles and other simple
shapes can be handled by the T-matrix code (Mishchenko et al., 2002). For more complex
shapes, the Discrete Dipole Approximation (DDA) has been used recently (Baum et al.,
2005, Hong et al., 2009, Liu, 2008).
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Different methodologies have been developed for the retrieval of ice cloud parameters and
snowfall, from existing observations below 200 GHz. Liu and Curry (1998) and Deeter
and Evans (2000) retrieved the IWP using observations from airborne radiometers in
the millimeter range at 89, 150, 183, and 220 GHz, while Liu et al. (1999) and Zhao
and Weng (2002) developed IWP retrieval algorithms based on satellite observations
from SSM/T2 and AMSU-B. A snowfall retrieval algorithm has also been developed
using the AMSU-B measurements over land by Skofronick-Jackson et al. (2004), and
evaluated with cases over the eastern United States. Noh et al. (2006) showed that the
millimeter wavelength observations have the capacity to retrieve the integrated snow
water content, but noted the difficulty in describing the ice cloud profile, due to the lack
of sensitivity to the uppermost layers in the clouds.

The sub-millimeter wavelength measurements have the potential to derive the ice cloud
information from upper tropospheric layers and to improve the retrieval performance of
the ice cloud properties, especially for the ice cloud vertical structure. Some statistical
methodologies have been developed to estimate the ice cloud quantities, for the ex-
ploitation of the sub-millimeter wave observations from satellites. Jimenez et al. (2007)
retrieved the integrated cloud ice content, the cloud ice median mass equivalent sphere
diameter, and the median cloud ice mass height, using two different training databases.
The first database was derived from radiative transfer simulations applied to atmospheric
profiles from the Atmospheric Radiation Measurements (ARM) program with the addi-
tion of randomly generated cloud quantities (Evans et al., 2005), while the second one
combined profiles from Cloudnet radar data and European Centre for Medium range
Weather Forecasting (ECMWF) analyses (Rydberg et al., 2007). This work illustrated
the sensitivity of the ICI frequencies to the cloud parameters, with a theoretical accu-
racy of 20 %/17 % (median relative error) for IWP for a mid-latitude winter/tropical
scenario. Evans et al. (2005) performed the retrievals of IWP and ice particle size with
CoSSIR measurements from the Cirrus Regional Study of Tropical Anvils and Cirrus
Layers Florida Area Cirrus Experiment (CRYSTAL-FACE) aircraft campaign, using a
Bayesian Monte Carlo integration algorithm. Defer et al. (2008) developed a precip-
itation retrieval scheme to estimate the frozen particle content with Neural Networks
(NNs), using a database of realistic atmospheric profiles derived from the Meso-NH cloud
resolving model (Chaboureau et al., 2008) with simulated brightness temperatures at
frequencies up to 424 GHz by radiative transfer model (Meirold-Mautner et al., 2007).
In addition, retrieval algorithms and databases based on the ISMAR airborne observa-
tions are being developed by several groups (e.g., Chalmers and Hamburg University)
to estimate the IWP using NN and Monte Carlo algorithms. The relationships between
frequencies are rather different depending on the assumptions in the simulated database,
with direct consequences on the derived retrievals.

1.6 Thesis objectives

Better capturing and understanding the Earth energy budget and the Earth hydrological
cycle requires accurate characterization and quantification of the ice cloud properties at
a global scale. The detection and estimation of ice cloud properties (e.g., the amount of
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ice contained in the cloud) from space with existing satellite observations at microwave
frequencies (limited to 190 GHz for passive mode) are still a challenging task, with
large discrepancies. The microwave cloud scattering signals observed from the satellites
provide information of cloud ice phases, depending strongly on the their microphysical
properties (e.g., particle size, particle density, particle dielectric property, and particle
shape). However, complex variability and lack of realistic parametrizations of the mi-
crophysical properties of cloud ice phases is a large difficulty in the quantification of
ice clouds. This thesis seeks first to characterize the cloud ice properties using radia-
tive transfer modeling, in order to improve the understanding of their interaction with
the radiation in the microwave and sub-millimeter range. This is a critical step for
the quantification of the ice cloud properties in preparation of the exploitation of the
ICI instrument with millimeter and sub-millimeter channels, on board the MetOp-SG
satellite.

In this thesis, the following objectives will be pursued:

• Our main objective is to develop a statistical retrieval algorithm to detect the ice
clouds and to quantify the cloud IWP. To insure the quality of the retrieval, the
statistical retrieval has to be trained on a realistic and statistically representative
database of simulations. Our first priority will be to build a robust database of
simulations for the future ICI observations. We will concentrate on mid-latitude
Europe. Accurate radiative transfer simulations at ICI frequencies have to be per-
formed, for realistic meteorological scenes. A Cloud Resolving Model can provide
consistent and detailed atmospheric profiles for diverse situations. These profiles
can then feed a radiative transfer simulator to obtain realistic simulations. There
is first a need to improve our understanding of the interaction between the ice
cloud microphysical properties and the radiative transfer in the millimeter and
sub-millimeter range. A careful analysis of the scattering properties of the frozen
particles in the microwave to millimeter range has to be conducted. The simula-
tions will be performed for real situations, for possible comparisons with current
satellite observations up to 200 GHz. Once a satisfactory simulation database is
created, the retrieval algorithm will be developed. A two step algorithm will be
tested: first the detection of the cloud structure, then the quantification of the
IWP. Special care will be exercised in the quantification of the retrieval error,
avoiding any over-optimistic error characterization.

• Airborne observations at ICI frequencies with ISMAR have been conducted. The
second objective of this thesis will be to analyze available ISMAR observations, for
surface emissivity considerations. An accurate description of the surface contribu-
tion to the satellite observations is necessary, even at the ICI high frequencies, in
the case of very dry and cold atmospheres. Here, the ISMAR observations will be
used to evaluate recently developed emissivity parameterizations over ocean, and
polar regions.

• The last objective of this thesis is to extend the analysis to the polarized scattering
signatures over clouds to the ICI frequencies. Observation and simulation studies
have already been conducted at frequencies up to 160 GHz. Radiative transfer
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simulations will be performed, and comparisons with ISMAR observations will be
made up to 664 GHz qualitatively.

This thesis comprises six chapters: Chapter 2 presents the preparation of the radia-
tive transfer simulations for real scenes in the millimeter and sub-millimeter range. In
Chapter 3, the ice cloud statistical retrieval algorithm is developed and its performance
is established. Chapter 4 presents the ISMAR observations, along with the evaluation
of the emissivity models using the aircraft measurements. Chapter 5 focuses on the
polarized scattering signals at millimeter and sub-millimeter waves over frozen clouds,
based on radiative transfer modeling. Chapter 6 concludes this thesis by providing the
scientific perspective on the work carried out.
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Our retrieval of cloud parameters from the passive microwave instruments on board the
Meteorological Operational-Second Generation (MetOp-SG), namely the Ice Cloud Im-
ager (ICI) and the MicroWave Imager (MWI), will rely on statistical inversion methods.
This requires a training database that has to represent as well as possible the variabil-
ity of the possible situations. Here, we will focus on the retrieval of cloud parameters
in Europe, and the meteorological situations will be selected to cover the diversity of
European weather conditions. The training dataset will be made of realistic radiative
transfer simulations. This chapter presents the methodology and the tools to perform
realistic radiation transfer simulations in the millimeter and sub-millimeter range for
real meteorological scenes, to build up the training database. The Atmospheric Radia-
tive Transfer Simulator (ARTS) will be used to simulate the brightness temperatures.
ARTS will be fed by a detailed and realistic description of the atmospheric profiles
and the cloud microphysical properties derived from a cloud resolving model (Weather
Research and Forecasting, WRF) for a selection of diverse meteorological conditions.
Calculation of the scattering properties of the cloud particles requires special attention,
as the radiative transfer simulations are very sensitive to the scattering parameters.
Two surface emissivity models, the Tool to Estimate Land Surface Emissivity from Mi-
crowave to sub-Millimeter waves (TELSEM2) and the Tool to Estimate Sea Surface
Emissivity from Microwave to sub-Millimeter waves (TESSEM2), developed by the Lab-
oratoire d’Etudes du Rayonnement et de la Matière en Astrophysique et Atmosphères
(LERMA) will provide reasonable land and ocean surface emissivities. A schematic di-
agram presents the main necessary elements to prepare the retrieval database in this
thesis (Figure 2.1).

2.1 Real atmospheric scenarios

Twelve diverse meteorological situations are collected to cover as well as possible the
variability of cloud parameters, over Europe. These cases have been chosen by consid-
ering important atmospheric systems associated with the main weather regimes across
Europe (e.g., the Azores High, the Icelandic Low, and the Siberian Anticyclone), and
have been selected for their different locations in Europe, their different seasons, their
different synoptic backgrounds (both ocean and land cases), and their contents of various
precipitation types (convective, stratiform, and orographic precipitation). These twelve
cases are presented below:

C1: July 2nd, 2007, Poland. A strong convective storm cell grew over the Sudety
Mountains in Poland and expanded rapidly with wind speeds up to 90 km/h. The
severe weather mainly took place in south-western and center Poland. Hail, lighting,
and flash-flooding during this case caused severe damages in agriculture, forest, and
electric facilities.

C2: March 1st, 2008, Central Europe. A severe extra-tropical cyclone named Emma was
formed in the North Atlantic ocean, passing northern UK on February 29, and arrived
in Central Europe (e.g., Austria, Germany, Poland, and the Czech Republic) on March
1st where winds reached up to 166 km/h (103 mph).
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Figure 2.1: Schematic diagram showing the main necessary elements to prepare the
retrieval database.

C3: May 20, 2008, Hungary. A rapid tornado thunderstorm (2 hours) developed over
Hungary inducing severe precipitation, hail (2-5 cm), even flash floods in several regions.
This storm was observed by Meteosat-9 IR10.8 image at 11:45 UTC and defined as a
cold-ring shaped super-cell over Hungary and Serbia (Putsay et al., 2011). This thun-
derstorm was associated with a strong meso-cyclone, which indicated a probability of
severe weather.

C4: December 8, 2010, France. Huge plunges in the jet-stream allowed cold waves to
build over Europe for the past few weeks, laying the groundwork for winter storms with
heavy snowfall. An exceptionally heavy afternoon snowstorm hit France. It was the
biggest snowfall event in close to a quarter of a century. It forced Paris’s Eiffel Tower
and airports to shut down briefly. The snow fell heavily for several hours, reducing
visibility to a quarter of a mile at times. According to the report of Météo-France, one
weather station in Paris had ∼11 cm of snow.

C5: August 18, 2011, Belgium. An extremely severe thunderstorm system developed
over Belgium, with particularly strong downdraft. It initiated over France around 12:00
UTC as a shallow low, and then deepened and propagated over Belgium, Netherlands,
and Germany.

C6: November 5, 2011, Mediterranean region. This was a rare Mediterranean tropical
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cyclone that took place during November 4-6, 2011. It originated as a typical extra-
tropical system in the Atlantic basin and slowly moved westwards crossing Spain and
the Balearic Islands. When it arrived over the Mediterranean Sea, the cut-off lows and
warmer surface made it strengthen and transform into a tropical-like storm. Then it con-
tinued to develop and reached France on November 8. A serious flooding with 600 mm
rainfall during 72 hours occurred over the southwest part of Europe.

C7: June 28, 2012, UK. A series of thunderstorms occurred across the UK, induced by
a double structured cold front over western and northern parts of the UK (Clark and
Webb, 2013). Strong precipitation and flash flooding happened in several areas. Two
tornadoes were observed in the Midlands. Exceptionally large hailstones were seen in
Talgarth and Glasbury, leading to serious damages to transportation and cultivation.

C8: September 12, 2012, Italy. The Friuli Venezia Giulia case caused more than 100mm
of daily rainfall in this region (Manzato, 2012). The heavy rain and hail were associated
with severe convective storms during two episodes. The first strong thunderstorm initi-
ated and maturated in the morning (from 8:00 to 10:00 UTC). The initial storm (near
Vivaro) was triggered by an interaction between the moist southeasterly airflow and the
Alps barriers. Then, several new convective systems started to form and develop in the
following hours near the Adriatic coast. They were attributed to the convergence of the
strong downdraft within the previous storm and westerly flow in the Veneto region. The
second storm happened in the afternoon (from 15:00 to 19:00 UTC) along the North
Adriatic coast.

C9: August 26, 2012, Italy. A cold front invaded western Europe on August 25, 2012,
and passed the Alps region at night on August 26, 2012. It went on through Poland,
Slovakia, Hungary, northern Italy, Slovenia, and western Balkan, inducing heatwave
in the Mediterranean area. In addition, large hails and severe winds occurred in the
Po valley and along the Adriatic coast of Italy. Two tornados were observed close to
Ostia/Fiumicino and Porec.

C10: November 20, 2013, France. A remarkable snowfall was maintained for 24 hours
by a depression fed by a flux from the Mediterranean at high altitudes with a wind draft
from north in the lower layers. The orange alert was maintained for five departments
since November 20 in the morning (Ain, Isere, Haute-Loire, Rhone, and Loire) and
extended to twenty other regions. The southeastern France (Saint-Etienne) was under
a thick layer of snow (30 to 40 cm), blocking traffic and hampering transportation in
the surrounding region.

C11: January 19, 2013, Portugal. An extreme windstorm (Gong) influenced the Por-
tuguese coasts on January 19, 2013, with a central lowest pressure of 968 hPa and wind
gusts of 140 km/h. This windstorm developed explosively between the Azores and the
Iberian Peninsula, with the help of a southerly movement of a polar jet-stream. This
storm brought heavy rain in Portugal, causing the destruction of national forests and
farms.

C12: October 27, 2013, UK. The St. Jude storm (Cyclone Christian), a severe European
windstorm, formed in the western Atlantic on October 26, 2013, and strengthened under
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a strong jet-stream with incoming tropical airflow. The center low rapidly developed
and intensified as it crossed the North Sea. During this storm, the wind speed was up
to 194.4 km/h on October 28 and the lowest pressure was 967.6 hPa.

2.2 The cloud resolving model WRF

The cloud resolving model WRF is used in this thesis to generate and provide realistic
atmospheric states for the radiative transfer simulations. The WRF outputs of interest
include the mixing ratio profiles of six water species (water vapor, cloud water, rain,
cloud ice, snow, and graupel), the temperature and the pressure profiles, the surface
altitude, the surface temperature, and the wind speed at 10 m. In addition, some
key hydrometeor microphysical properties, such as particle size distribution (PSD) and
particle density, are given by the WRF microphysical schemes.

2.2.1 Description of the WRF model

The WRF model is a new generation mesoscale numerical weather prediction system
and data assimilation system, designed for both atmospheric research and operational
forecasting needs. The WRF includes two distinct dynamical solvers, referred to as the
Nonhydrostatic Mesoscale Model (NMM) and the Advanced Research WRF (ARW).
The ARW core, an experimental and advanced research version, is developed and main-
tained by the National Center for Atmospheric Research’s (NCAR) Mesoscale Microscale
Meteorology (MMM) Laboratory. The NMM core is mainly designed for forecasting op-
erations, developed by the National Centers for Environmental Prediction (NCEP). The
WRF model was designed to be a flexible, state-of-the-art, and portable code for gen-
erating atmospheric simulations efficiently in different computing environments (e.g.,
massively-parallel supercomputers and laptops). The WRF model is capable of simu-
lating the cases under both real and idealized conditions, with a large range of scales
from meters to thousands of kilometers. It is suitable for use in idealized simulations,
physical parameterization research, real-time data assimilation research, real-time fore-
casting, hurricane research, downscaling climate simulations, and coupling with other
models.

The ARW dynamical core is used in this thesis. It resolves the fully compressible and
non-hydrostatic dynamical Euler equations. A terrain-following vertical coordinate is
used, with vertical grid stretching permitted and a constant top pressure. The nestings
are available in three options: one-way interactive, two-way interactive, and moving
nests. In one way nested runs, the information exchanges between the parent and the
inner nests are strictly down-scale, and the inner nests do not feedback to the parent
nest. Note that the microphysics variables are only used for initial conditions but not
for boundary conditions in one way. In two way nested runs, all the nests run simultane-
ously and communicate with each other. The nest feedback impacts the solution in the
parent grid domain. The moving nests are designed primarily for the hurricane tracking
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simulations. Four map projections, including Lambert conformal, Mercator, Polar stere-
ographic, and latitude-longitude (for global domain) are supported. The model state
variables are staggered using an Arakawa C-grid. The WRF model provides numer-
ous physics options, and the available choices depend on the WRF version. The major
physics features and modules include the microphysical processes, the cumulus param-
eterizations, the surface physics, the planetary boundary layer, and the atmospheric
radiation.

The WRF modeling system contains four major steps (described in Figure 2.2): WRF
Preprocessing System (WPS), WRF Data Assimilation System (WRF-DA), ARW solver,
and Post-processing. The first step, WPS, is responsible for defining simulation domains;
interpolating time-invariant terrestrial data (e.g., terrain, land use, and soil types) on
defined domains; extracting (from GRIdded Binary (GRIB) formatted) and horizontally
interpolating time-varying meteorological fields (e.g., wind field, temperature, humidity,
and surface pressure) on WRF model grids. The meteorological data, can be derived
from several available sources (e.g., NCEP Final Analysis (GFS-FNL) (2.5◦ and 1◦,
12 and 6 hourly) and NCEP GDAS Final Analysis (0.25◦, 6 hourly)). The second
step, WRF-DA, is optional and is used to assimilate observations (e.g., satellite and
radar measurements) to interpolated domains from WPS to update the initial conditions
when running WRF. The third step (ARW Solver) is composed of several initialization
programs for idealized and realistic cases, and the numerical integration programs. In
the Post-processing step, a number of tools can be used to visualize and analyze the
WRF outputs, in Network Common Data Form (NetCDF) format, for example, the
NCAR Graphics Command Language (NCL) and ARWpost (creating Grid Analysis
and Display System (GrADS) output files). More information can be found in the WRF
User’s Guide.

!"#$%&'()$*
+,-*.'#'*

!/0*/1!2*

3.45*
4!6+/5*
7825*

!/09:-#*
;<%!.-=5*
/36>5**
?66*

+@A</3.*

1B#$%&'"*
.'#'*A:C%D$*

3E$'"*.'#$*
F.G*HI""5*<%')5*AJC'""*
2I&$5*'&E*A$'*,%$$K$*

L.G*AC9$%D$""5*
M%:9ID'"*A#:%N5*'&E*
@'%:D"I&ID*0')$-O**

8:&)$&(:&'"*
+,-*.'#'*

0/P*
M$%%$-#%I'"*

.'#'*

<%IEE$E*.'#'G*
<PA5*7816F5*
18Q0P5*$#D*

06A*

0/P.!*

0/P*6%$R6%:D$--I&S*
AT-#$N*

0/P*Q:E$"* 6:-#R6%:D$--I&S*
4I-C'"IK'(:&*

Figure 2.2: WRF modeling system flow chart (adapted from WRF User’s Guide).
IDV: Integrated Data Viewer, VAPOR: Visualization and Analysis Platform for
Ocean, Atmosphere, and Solar Researchers, RIP4: Read/Interpolate/Plot, and UPP:
NCEP Unified Post Processor.
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2.2.2 WRF model configuration

In this thesis, the WRF (Skamarock et al., 2008) version 3.5.1 modeling system (released
in April 2013) with the ARW dynamic core is used to provide realistic atmospheric
and hydrometeor profiles and microphysical cloud parameters. The initial and lateral
boundary conditions in WRF are obtained from NCEP FNL data every six hours on
1-degree by 1-degree grids. Two two-way interactive domains were designed for all the
simulations, with 9 and 27 km horizontal grid spacing in the inner and outer domains
(shown in Figure 2.3), respectively. The atmospheric fields in the inner domain with its
9 km resolution are compatible with the ICI horizontal resolution (16 km) and are used as
inputs to the radiative transfer simulations. The Lambert conformal projection has been
used here, since we concentrate on midlatitude cases (30◦ and 60◦ have been specified
as true latitudes). 104 vertical levels are defined for the two domains from the surface
to 50 hPa, with 20 levels within the lowest 2 km to better capture the characteristics
of the planetary boundary layer. All the simulations were included by Noah 4-layer
land surface model (Chen and Dudhia, 2001), Monin-Obukhov surface scheme (Janjic,
2002), Yonsei University (YSU) planetary boundary layer scheme (Hong et al., 2006b),
Rapid Radiative Transfer Model (RRTM) longwave radiative simulation (Mlawer et al.,
1997), Dudhia shortwave radiative simulation (Dudhia, 1989), and Kain-Fritsch cumulus
scheme (Kain, 2004). These physics options are chosen based on the experience I gained
with some mid-latitude case simulations (Wang et al., 2013, 2015).
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Figure 2.3: Terrain height (m) and WRF domain configuration for case 4 over
France on December 08, 2010 at 17:00 UTC. Grid increment for Domain 1 (colored), 2
(rectangle) is, respectively, 27 km and 9 km.

The WRF configurations for the 12 selected cases are detailed in Table 2.1. The ge-
ographic location for each case is indicated as the center of the two domains. A 48-h
forecast was run for each case, with spin-up time beyond 16 hours. In order to easily
evaluate the radiative transfer simulation with the satellite observations in Chapter 3,
the forecast fields from WRF around the Special Sensor Microwave Imager/Sounder
(SSMIS) over-pass times will be analyzed and used as inputs in the radiative transfer
simulations. The SSMIS observations have similar frequencies as MWI and ICI below
200 GHz, with the same geometry. This is the reason why these measurements will be
used to evaluate the radiative transfer simulations performed here. Figure 2.4 presents
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the rainfall rates and sea surface pressures predicted by the WRF model for the 12
cases around the SSMIS over-pass times. The exact SSMIS over-pass times for all the
cases are indicated in Table 2.1. The synoptic situations of these events show a large
variability including extra-tropical cyclones (e.g., cases 2 and 12), tropical-like cyclones
(e.g., case 6), cold fronts (e.g., case 9), and mesoscale convective systems (e.g., case 8),
with various precipitation ranges (larger in cases 6, 7, and 11, smaller in cases 4 and 5).

Table 2.1: The WRF model configurations and the SSMIS over-pass times for all
the 12 cases. The coordinated Universal Time (UTC) is used here.

Case C1 C2 C3 C4
Domains D1 D2 D1 D2 D1 D2 D1 D2

Start time 07/02/07 00:00 03/01/08 00:00 05/19/08 12:00 12/07/10 12:00
End time 07/04/07 00:00 03/03/08 00:00 05/21/08 12:00 12/09/10 12:00
Grid points 100×100 142×142 90×90 121×121 100×100 106×88 100×100 124×124

Center 51◦N, 15◦E 45◦N, 23◦E 44◦N, 18◦E 50◦N, 4◦E
OBS time 07/02/07 18:13 03/01/08 17:21 05/20/08 04:52 12/08/10 16:43

Case C5 C6 C7 C8
Domains D1 D2 D1 D2 D1 D2 D1 D2

Start time 08/18/11 00:00 11/05/11 00:00 06/28/12 00:00 09/12/12 00:00
End time 08/20/11 00:00 11/07/11 00:00 06/30/12 00:00 09/14/12 00:00
Grid points 100×100 100×100 120×120 169×169 110×110 172×172 100×100 112×112

Center 52◦N, 6◦E 43◦N, 5◦E 55◦N, 5◦W 45◦N, 23◦E
OBS time 08/18/11 17:00 11/05/11 17:01 06/28/12 17:15 09/12/12 16:07

Case C9 C10 C11 C12
Domains D1 D2 D1 D2 D1 D2 D1 D2

Start time 08/26/12 00:00 11/20/13 00:00 01/18/13 00:00 10/26/13 00:00
End time 08/28/12 00:00 11/22/13 00:00 01/20/13 00:00 10/28/13 00:00
Grid points 120×90 160×148 100×100 112×112 100×100 136×136 100×100 106×106

Center 45◦N, 15◦E 50◦N, 2.5◦E 42◦N, 6◦W 54◦N, 5◦W
OBS time 08/26/12 16:22 11/20/13 17:05 01/19/13 07:19 10/26/13 17:28

2.2.3 Selection of microphysical scheme in WRF

The microphysical processes in the clouds control the formation, the growth, and the
interactions of liquid droplets and frozen particles (Liou and Ou, 1989). Furthermore,
cloud microphysical processes interact with the macrophysics modules in the cloud model
through the latent heating/cooling, the condensate loading, the surface mechanisms, and
the radiative transfer processes, all very challenging to parameterize (Khain et al., 2015,
Rajeevan et al., 2010). Generally, two different approaches can be used to simulate the
cloud microphysical processes in the cloud models: the explicit bin-resolving method
and the bulk method. The bin-resolving approach calculates explicitly the PSD, which
is computationally very expensive. The bulk method predicts few moments of the PSD,
which can meet the requirements of mesoscale and climate models in their computational
efficiency (Khain et al., 2015).

A number of bulk microphysical schemes are available in WRF V3.5.1 to parameterize
the cloud microphysical processes, including the single- and the double-moment ap-
proaches. The single-moment microphysical schemes predict the mixing ratio of each
hydrometeor (Dudhia, 1989, Kessler, 1969, Lin et al., 1983, Rutledge and Hobbs, 1983),
while the double-moment schemes also provide the number concentrations for some hy-
drometeor species (Lim and Hong, 2010, Morrison et al., 2005, Thompson et al., 2008).
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Figure 2.4: The surface rainfall rate (mm/h, colored) and the surface pressure
(hPa, contour) for all the 12 cases around the SSMIS over-pass times in Table 2.1.
The WRF outputs are given at closest full hours.

In many single- and double-moment schemes, the gamma particle size distribution is
assumed:

N(D) = noD
µe−λD (2.1)

where D is the equivalent spherical diameter (m), N(D) is the number concentration
(m−3) of a specified hydrometeor, no is the intercept parameter (m−4), µ is the disper-
sion, and λ is the shape parameter (m−1). According to Marshall and Palmer (1948)
and Gunn and Marshall (1958), the PSD can be simplified as an exponential distribution
(given in Equation 2.2) in certain cases (e.g., for precipitating particles), by setting µ =
0.

N(D) = noe
−λD (2.2)

The parameterizations for various microphysical schemes in WRF are specified in Table
2.2, which should a wide variety. In addition, various hydrometeor species may be pre-
dicted by using different microphysical schemes. For example, the WRF Single-Moment
6-Class Microphysics Scheme (WSM6, Hong et al., 2006a), the WRF Double-Moment 6-
Class Microphysics Schemes (WDM6, Lim and Hong, 2010), and the Thompson (Thomp-
son et al., 2008) scheme predict five types of hydrometeors, including cloud ice, snow,
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rain, graupel, and cloud water, while the Milbrandt-Yau (Milbrandt and Yau, 2005)
scheme can predict six hydrometeor species (hail is added). Therefore, the choice of mi-
crophysical scheme can significantly influence the predicted hydrometeor species, their
contents, and their spatial distributions. As shown in Figure 2.5, the vertically inte-
grated contents and the locations of five hydrometeors, including cloud ice, snow, rain,
graupel, and cloud water, as outputs from the WRF model with different microphysical
schemes are considerably different.

Generally, information about key parameters controlling the scattering properties namely
the particle sizes, their densities, or their shapes, are still largely simplified in all mi-
crophysical schemes. For example, the snow density is fixed to a constant value (e.g.,
100 kg/m3) in some schemes (e.g., Hong et al., 2004, Lin et al., 1983, Morrison et al.,
2009, Tao and Simpson, 1993). In cloud microphysical processes, a mass-diameter rela-
tionship is often assumed to distribute the total mass among hydrometeors of varying
diameter. The mass of snow can be expressed as:

m(D) = aDb (2.3)

where a is the coefficient, and b is the exponent. Therefore, for a constant snow density
(ρ), a = (π/6)ρ and b = 3, even if a and b largely depend on the air temperature, the
crystal structure, and the degree of rimming as indicated by Locatelli and Hobbs (1974).
The interpretation of the WRF outputs with regard to the necessary parameters to feed
the radiative transfer simulations is not always straightforward, and as a consequence,
the choice of microphysical scheme in WRF remains challenging.

In this thesis, the WRF WSM6 (Hong and Lim, 2006) microphysical scheme has been
selected after several tests: it provides robust results and runs fast enough. This scheme
has been developed primarily by Lin et al. (1983) and Rutledge and Hobbs (1983). It
includes a temperature dependent intercept parameter for snow, the autoconversion of
cloud water to rain, and the inclusion of sedimentation of ice particles (Hong et al.,
2004, Hong and Lim, 2006). The assumptions on the PSD and particle densities are
described in Figure 2.6. It predicts the mixing ratios of five hydrometeors (cloud ice,
snow, graupel, rain, and cloud water). The major characteristics of each hydrometeor
type (e.g., PSD and density) are indicated in Table 2.2.

2.3 Radiative transfer code

Radiative transfer models are used to simulate satellite radiances for given atmospheric
situations and observing conditions (i.e., frequency, polarization, and geometry). Ra-
diative transfer models can be classified into physical (line-by-line) and fast models.
Physical models calculate the absorption coefficients in details, summing up all the con-
tributions from the different gaseous components and hydrometeors. In the fast models,
such as the Radiative Transfer for TIROS Operational Vertical Sounder (RTTOV), the
absorption coefficients have been parameterized as a function of atmospheric state and
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Table 2.2: The particle size distributions (PSDs) N , the intercept parameters n0,
the slope parameters λ, and the densities ρ of predicted hydrometeors in the WRF
WSM6 (WRF Single-Moment 6-Class Microphysics Scheme, Hong et al., 2006a),
WDM6 (WRF Double-Moment 6–Class Microphysics Schemes, Lim and Hong, 2010),
Milbrandt (Milbrandt and Yau, 2005), Thompson (Thompson et al., 2008), and
Morrison (Morrison et al., 2005, 2009) microphysical schemes. T is the air
temperature in K; T0 is the temperature of the triple point of water in K; D is the
equivalent spherical diameter in m; ρa is the air density in kg/m3; q is the
hydrometeor mixing ratio in kg/kg; M2 and M3 are predicted 2nd and 3rd moments.

Scheme Hydro N (m−3) n0 (m−4) λ (m−1) ρ
(kg/m3)

WSM6

Rain n0e
−λD 8 × 106 (πρn0/ρaq)1/4 1000

Snow n0e
−λD 2 × 106e0.12(T−T0) (πρn0/6ρaq)1/4 100

Cloud water 1 × 108 1000
Cloud ice 5.38 ×

107(2.08 ×
1022D8)0.75

916

Graupel n0e
−λD 4 × 106 (πρn0/ρaq)1/4 500

WDM6

Rain λ2nDe−λD 8 × 106 (πρΓ(5)n/6Γ(2)ρaq)1/3 1000
Snow n0e

−λD 2 × 106e0.12(T−T0) (πρn0/6ρaq)1/4 100

Cloud water 3λ3nD2e(−λD)3
(πρΓ(2)n/6Γ(1)ρaq)1/3 1000

Cloud ice 5.38 ×
107(2.08 ×
1022D8)0.75

916

Graupel n0e
−λD 4 × 106 (πρn0/ρaq)1/4 500

Milbrandt

Rain n0e
−λD nλ2/Γ(2) (πρΓ(4)n/6Γ(1)q)1/3 1000

Snow n0e
−λD nλ2/Γ(2) (πρΓ(4)n/6Γ(1)q)1/3 100

Cloud water 3λ6nD5e(−λD)3
nλ2/Γ(2) (πρΓ(5)n/6Γ(2)q)1/3 1000

Cloud ice n0e
−λD nλ2/Γ(2) (440Γ(4)n/Γ(1)q)1/3 500

Graupel n0e
−λD nλ2/Γ(2) (πρΓ(4)n/6Γ(1)q)1/3 400

Hail n0e
−λD nλ2/Γ(2) (πρΓ(4)n/6Γ(1)q)1/3 900

Thompson

Rain n0e
−λD (9 × 109 − 2 ×

106) tanh((10−4 −
q)×4×104)/2+(9×
109 − 2 × 106)/2)

1000

Snow M4
2 /M

3
3 (490.6e−20.78M2D/M3 +

17.46e(−3.29M2D/M3)(M2D/M3))
Cloud water 1000
Cloud ice n0e

−λD 890
Graupel n0e

−λD max(104,min(200/q, 5×
106))

400

Morrison

Rain n0e
−λD nλ/Γ(1) (πρΓ(4)n/6Γ(1)q)1/3 1000

Snow n0e
−λD nλ/Γ(1) (πρΓ(4)n/6Γ(1)q)1/3 100

Cloud water n0D
µe−λD nλµ+1/Γ(µ+ 1) (πρΓ(µ+

4)n/6Γ(µ+ 1)q)1/3
1000

Cloud ice n0e
−λD nλ/Γ(1) (πρΓ(4)n/6Γ(1)q)1/3 1000

Graupel n0e
−λD nλ/Γ(1) (πρΓ(4)n/6Γ(1)q)1/3 400

observing conditions. The physical models are more computationally expensive than
fast models. Fast models are used in Numerical Prediction Centers where large amount
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Figure 2.5: Vertically integrated contents of cloud ice, snow, graupel, rain, and
cloud water as simulated by WRF with four different microphysical schemes
(Morrison scheme in first row, WDM6 in second row, WSM6 in third row, and
Milbrandt–Yau fourth row), for case 4 over France on December 08, 2010 at 17:00
UTC. The colorbar shows in the log10 of the vertically integrated content in kg/m2.

of satellite radiances have to be simulated in their data assimilation systems. For new
instruments and for research purposes, line-by-line models such as ARTS (Buehler et al.,
2005, Eriksson et al., 2011) are chosen.

2.3.1 Description of ARTS

ARTS version 2.2 (Eriksson et al., 2011), a very flexible tool and line-by-line model, can
be used to solve the radiative transfer equation with different atmospheric conditions and
sensor configurations for full Stokes vector. As a freely available software program, ARTS
concentrates on simulating full 3D atmospheric thermal radiation for both microwave
and infrared spectral ranges (Buehler et al., 2006, John et al., 2006) in any planetary
atmosphere. It was used initially for analyzing the ground-based and the satellite-based
sensors in the millimeter and sub-millimeter spectral ranges (Buehler et al., 2007a, John
and Buehler, 2004, 2005).

Description of the atmosphere In ARTS, the atmosphere can be described in 1D,
2D, and 3D, which stands for different complexities in radiative transfer simulations.
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Figure 2.6: Flow chart of the microphysics processes in the WRF WSM6 scheme.
Adapted from Hong and Lim (2006). The symbols are described in Table 2.3.

Table 2.3: Symbols in Figure 2.6, SI units (kgkg−1s−1). From Hong and Lim (2006)

Symbol Description
pcond production rate for condensation–evaporation of cloud water
piaci production rate for accretion of rain by cloud ice
pidep production rate for deposition–sublimation rate of ice
pihmf production rate for homogeneous freezing of cloud water to form cloud ice
pihtf production rate for heterogeneous freezing of cloud water to form cloud ice
pigen production rate for generation (nucleation) of ice from vapor
pimlt production rate for instantaneous melting of cloud ice
psacr production rate for accretion of rain by snow
psaci production rate for accretion of cloud ice by snow
psacw production rate for accretion of cloud water by snow
psaut Production rate for autoconversion of cloud ice to form snow
psdep production rate for deposition–sublimation rate of snow
pseml production rate induced by enhanced melting of snow
psevp production rate for evaporation of melting snow
psmlt production rate for melting of cloud ice to form cloud water
pracs production rate for accretion of snow by rain
praci production rate for accretion of cloud ice by rain
pracw production rate for accretion of cloud water by rain
praut production rate for autoconversion of cloud water to form rain
prevp production rate for evaporation–condensation rate of rain
pgacr production rate for accretion of snow by graupel
pgfrz Production rate for freezing of rainwater to graupel
pgmlt production rate for melting of cloud ice to form cloud water
pgacs production rate for accretion of snow by graupel
pgaut production rate for autoconversion of snow to form graupel
pgaci production rate for accretion of cloud ice by graupel
pgacw production rate for accretion of cloud water by graupel
pgeml production rate induced by enhanced melting rate of graupel
pgevp production rate for evaporation of melting graupel
pgdep production rate for deposition–sublimation rate of graupel

The 1D atmosphere is regarded as being spherically symmetric, where the atmospheric
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quantities (e.g., temperature and water vapor) only vary as a function of pressure. Cor-
respondingly, the radial coordinate is used to deal with the atmospheric profiles. The
2D atmosphere is mostly defined inside the orbit plane, and the atmospheric compo-
nents follow linear variations in both pressure levels and latitude grids. More generally
and realistically, the atmosphere is constructed in 3D as in the real nature (Figure 2.7).
For this situation, spherical coordinates are adopted, including radius, latitude, and
longitude grids. The ranges of latitude and longitude are from -90◦ to 90◦ and from
0◦ to 180◦, respectively. Note that the atmospheric quantities vary following the equal
pressure levels in ARTS.

Figure 2.7: Schematic of a 3D atmosphere in ARTS. Radii and fields are here
defined to vary linearly along the latitude and longitude grid points. This means that
the radius of a pressure level has a bi-linear variation inside the area limited by two
latitude and longitude grid values, while the atmospheric fields have a tri-linear
variation inside the grid cells (from ARTS User’s Guide).

Sensor characteristics In ARTS, the observation geometry is very flexible: ARTS
can take into account and incorporate different observation geometries (including scan-
ning feature) and sensor characteristics efficiently. It can handle different measurements,
such as ground-based, down looking, limb sounding, and balloon/aircraft measurements.
In the code, both the observed locations and the viewing directions have to be specified.
The former is expressed by the geometrical altitude, latitude, and longitude. The latter
is described by zenith and azimuth angles. Notice that only for 3D cases, we have to set
up both zenith and azimuth angles, because the azimuth angle does not exit in 1D and
2D atmospheres.

Surface properties In ARTS, the surface is described by the lowest boundary of the
indicated atmosphere in the simulations, and is defined by the geometrical altitude. As
default, the surface is considered as a sphere in all the dimensions. However in the 2D
and 3D assumptions, the surface can be arbitrary shaped under a complete reference
ellipsoid.

Gas absorption ARTS can provide the absorption matrix at each point for the next
step in the radiative transfer simulation. There are two available options in ARTS for
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the absorption coefficient calculation: making an explicit line-by-line calculation or us-
ing predefined complete absorption models (e.g., Liebe and Layton, 1987, Rosenkranz,
1998a,b). The line-by-line calculation means that the gas absorption has to be cal-
culated at each point along the propagation path, resulting in a more accurate but
computationally expensive computing process (Sreerekha et al., 2002).

Scattering radiative transfer solvers ARTS handles scattering atmospheres with
two modules: the Discrete Ordinate ITerative (DOIT, Emde et al., 2004) method, and
the reverse Monte Carlo (MC, Davis et al., 2005) method, with a full and efficient
account of polarization effects. The DOIT algorithm is strongly recommended in the 1D
particle scattering calculation. To save computation resources, the scattering radiative
transfer calculations are confined only to the region of the atmosphere of interest for the
scattering mechanisms (called the ’cloudbox’ in ARTS). All the hydrometeors should
be contained in this region. This method is presented in detail in ARTS User’s Guide
and Emde et al. (2004). This method is used in this thesis in Chapter 5. For the
polarized radiative transfer simulations for 3D scenarios, ARTS-MC algorithm appears
to be the best approach and it calculates the scattering efficiently. The computational
effort concentrates on the calculation of the Stokes vector at the indicated location in the
indicated direction. For further information, please refer to the ARTS User’s Guide and
to Davis et al. (2007). In the calculations in Chapters 2, 3, and Appendix A, ARTS-MC
method is adopted, with complex 3D geometry. Until recently, ARTS was mostly used
for the simulation of pristine small ice crystals that characterize cirrus clouds.

2.3.2 Particle scattering calculation

The scattering properties of the hydrometeors depend on:

• their dielectric properties that depend in turn on their phases (liquid or frozen),
on their densities, and on their temperatures;

• their size distributions;

• their shapes;

• their orientations.

All this information is clearly not available from the cloud resolving models, and as-
sumptions will have to be made to calculate the single scattering properties (SSPs) of
the hydrometeors.

2.3.2.1 Particle dielectric property

The dielectric properties strongly affect the SSPs. They directly depend upon the molec-
ular structure of the medium. The relative refractive index m is the square root of the
complex dielectric permittivity ε:
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m =
√
ε =
√
ε′ − iε′′ (2.4)

The real part of the complex dielectric permittivity ε′ is associated with the characteris-
tics of the electric field polarization and anomalous dispersion, while the imaginary part
ε′′ links to the absorption of the electromagnetic waves.

According to Snell’s Law (Equation 2.5), when microwaves move from one medium to
another, they change direction. Therefore, the relative refractive index effects on the
propagation of microwaves between two media, and can be expressed as m = m1/m0,
where m1 is the complex refractive index and m0 is the surrounding medium index.
Generally, in the Earth atmosphere, m0 = 1. So m is regarded as the complex refractive
index m1.

m1 sin θ1 = m2 sin θ2 (2.5)

where m1 and m2 are the refractive indices of two media, and θ1 and θ2 are the corre-
sponding angles of incidence and refraction.

Liquid water particles The refractive index for liquid water in the microwave has
been well studied. It changes as a function of temperature and frequency. In this thesis,
the complex dielectric properties of liquid water are calculated with the parameteriza-
tion from Liebe et al. (1991). It provides the dielectric constants of liquid water between
100 GHz and 30 THz at atmospheric temperatures. In Figure 2.8, the frequency depen-
dencies of the real and imaginary parts of the complex dielectric property of water are
shown. The dielectric property of pure water decreases with increasing frequency, and
then stabilizes in the millimeter range.
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Figure 2.8: The real and imaginary parts of the dielectric property (left) and the
refractive index (right) of pure liquid water from Liebe et al. (1991) at 10◦C as a
function of frequency.

Pure ice particles For the pure ice particles, the Matzler (2006) model is gener-
ally suggested to calculate their dielectric properties at temperatures between 20.0 and
273.15 K for the frequency range between 0.01 and 3000 GHz (Eriksson et al., 2015).
Figure 2.9 presents the refractive indices of ice as a function of frequency at 0◦C, -10◦C,



Chapter 2. Realistic Radiative Transfer Simulations for Real Scenes 32

and -20◦C, respectively. The real part of the refractive index remains fairly constant
over the microwave range, while the imaginary part of the refractive index increases with
frequency. The imaginary part of the refractive index of ice is smaller than for liquid
water. Therefore ice is more transparent at microwave frequencies, with lower dielectric
loss.
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Figure 2.9: The real and imaginary parts of the refractive indices of pure ice from
Matzler (2006) at 0◦C, -10◦C, and -20◦C as a function of frequency.

Mixed-phase particles Compared to pure ice and liquid water, the dielectric prop-
erty of the mixed-phase hydrometeor is not well understood and still needs to be further
studied. The uncertainties in the dielectric property calculations for the mixed-phase
hydrometeor highly impact the SSP calculation. The mixed-phase hydrometeors, includ-
ing snow, graupel, and hail, are generally assumed as mixtures of different components
(e.g., ice-air or ice-air-water). Here, dry snow is composed of an air core with ice in-
clusions, as described by (Gherboudj et al., 2010), while particles with water embedded
in dry snow are defined as wet snow (Battaglia et al., 2003, Fabry and Szyrmer, 1999).
The mixed-phase hydrometeors can be represented by a single effective medium, and
their effective dielectric properties, determined strongly by the density, can be described
by mixing rules (e.g., Bruggeman, 1935, Debye, 1929, Garnett, 1906, Sihvola, 2000).
There are many different mixing rules, but the selection of one is not obvious, leading
to uncertainties in radiative transfer simulations (Liao and Meneghini, 2005). Among
these different mixing rules, the Maxwell-Garnett formula (Garnett, 1906), with respect
to the roles of the background matrix and the inclusions, has been commonly suggested
(e.g., Battaglia et al., 2003, Olson et al., 2001a,b) and is used in this thesis.

The Maxwell-Garnett formula can be expressed as:

εeff = εe + 3fεe(εi − εe)/(εi + 2εe − f(εi − εe)) (2.6)

where εe and εi are the dielectric permittivities of surrounding and inclusion. f = nV is
the dimensionless volume fraction of the inclusions in the mixed-phase particle. V is the
volume of spherical inclusions and n is the number density. To calculate the dielectric
property of the mixed hydrometeor, the dimensionless volume fraction f is expressed as
a function of the densities of its components, with different variations in the definition
of its inclusions and matrix (Bohren and Battan, 1982, Klaassen, 1988). For the dry
snow, the volume fraction f can be defined as f = ρs/ρi, where ρs is dry snow density
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and ρi is the pure ice density. For the wet snow, the volume fraction f can be given as

f = ρsρw − ρmρw
ρsρm − ρmρw

(2.7)

where ρm and ρw are the densities of wet snow and water, respectively. As mentioned
above, snow particles can be defined as a 2-component (dry snow, consisting of air and
ice) or 3-component mixture (wet snow, consisting of air, ice, and water). For the wet
snow, the Maxwell-Garnett formula should be applied twice, for air and ice first and
then for dry snow and liquid water. Figure 2.10 presents the dielectric properties of
two types of dry snowflakes (air core surrounded by ice and ice core surrounded by
air) calculated with the Maxwell-Garnett formula at 0◦C at 157, 344, and 664 GHz.
The snowflake density is from Mitchell et al. (1990) (specified in Table 2.4). The real
parts are related to the particle density (independent on frequency), while the imaginary
parts are a function of temperature, frequency, and density. Note that the differences in
imaginary parts of the dielectric properties at different frequencies are larger for smaller
and denser particles than for larger and lighter particles. In addition, the results can be
very different when we change the order of the inclusion and the background. The dry
snowflakes with air core surrounded by ice have stronger dielectric properties. Therefore,
the snow density is a key parameter to control its dielectric property, with the dielectric
property of snow being a weighted average of the dielectric properties of its components.
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Figure 2.10: The real and imaginary parts of the refractive indices of dry snowflake
calculated by the Maxwell-Garnett formula at 0◦C at 157 GHz (black), 344 GHz
(blue), and 664 GHz (red) as a function of particle size. The snowflake density is from
Mitchell et al. (1990) (ρ = 0.012D−1

s , in cgs units). The snowflake is defined as a
mixture of two components (i.e., ice and air) in two different ways (i.e., air core
surrounded by ice and ice core surrounded by air). The refractive index of pure ice is
calculated with Matzler (2006).

Many experiments and studies investigate the snowflake density (e.g., Locatelli and
Hobbs, 1974, Magono and Nakamura, 1965, Mitchell et al., 1990), and the results show
that the snowflake density varies considerably depending on the crystal habit, decreasing
with increasing particle size (as shown in Figure 2.11). Even if some snow parameter-
izations have a stronger physical justification than others, difficulty still exists in the
determination of the most appropriate one, due to the lack of reliable long term data
to evaluate the model results. Magono and Nakamura (1965) found that the density of
dry snow is roughly proportional to D−1, while the density of the wet snow is roughly
proportional to D−1.5. In addition, the inner part of the snowflake is probably denser
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than its outer part, making it reasonable to consider the snow particle with a continuous
varying density from a density close to pure ice in the inner part to a density close to
the air in the outer part.
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Figure 2.11: Different snow densities from different literatures (shown in Table 2.4).
The snow densities from two cloud resolving models (WRF with Thompson
microphysical scheme and Méso-NH) are also presented as comparison.

Table 2.4: Density parameterizations of snow from the literatures and two cloud
resolving models (in cgs units), D is the real diameter of the snowflake.

Parameterization Reference
ρ = 0.015D−1 Fabry and Szyrmer (1999)
ρ = 0.012D−1 Mitchell et al. (1990)
ρ = 0.015D−1.18 Locatelli and Hobbs (1974)
ρ = 0.018D−0.8 Barthazy (1998)
ρ = 0.022D−1.5 Magono and Nakamura (1965)
ρ = 0.038D−1.1 Méso-NH (Pinty and Jabouille, 1998)
ρ = 0.132D−1 WRF Thompson (Thompson et al., 2008)

2.3.2.2 The methods for calculating the particle scattering

Spherical particles For coated or concentrically layered spheres, the Lorenz-Mie
theory or Lorenz-Mie-Debye theory with fast numerical computations, is employed to
describe exactly and analytically the interaction between the electromagnetic radiation
and the particles. This theory, named after its developer Gustav Mie, is an analytical
solution of Maxwell’s equations for the electromagnetic radiation scattering in terms
of infinite series. The Mie code provides the absorption, scattering, and extinction
cross sections, for a given frequency, particle size, and dielectric property. Here the
absorption/scattering cross section, in unit of area, is quantity describing how much
incident radiation is absorbed from/scattered to all directions by the particles. The
extinction cross section represents the total losses of energy from the incident beam due
to both absorption and scattering, which is defined as the sum of the absorption and
scattering cross sections. In this thesis, the SSPs of the hydrometeors will be calculated
using the Mie theory for spherical particles except for snow, for the reason that the Mie
calculation has shown limitations (Galligani et al., 2015, Kulie et al., 2010) with the
difficulty to account for the ’soft’ nature of the particles (Liu, 2004). For liquid particles
(cloud water and rain), and for frozen particles such as cloud ice and graupel, these
assumptions have proved realistic (Kulie et al., 2010, Meirold-Mautner et al., 2007).
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Non-spherical particles The T-matrix method has been developed by Mishchenko
et al. (2002), to efficiently calculate the SSPs for spheroids, cylinders, and horizontally
aligned particles. It requires particle dielectric property, maximum particle diameter
(Dmax), particle shape, aspect ratio (the ratio of the largest diameter over the smallest
diameter), and frequency as inputs. Figure 2.12 gives the scattering (Csca, in m2),
absorption (Cabs), and extinction (Cext) cross sections from the T-matrix code for pure
ice particles (aspect ratio = 1.6) at seven different frequencies as a function of mass-
equivalent particle radius re. Here the Csca or Cabs can be interpreted as the effective
area of a particle presented to the incident beam, leading to some of the beam being
absorbed from or scattered into other directions. The Cext is defined as the amount of
electromagnetic energy which becomes extincted over the incoming electromagnetic flux
intensity (Knoll, 2010), caused by both scattering and absorption of the electromagnetic
energy, therefore:

Cext = Csca + Cabs (2.8)

For ice particles of a given radius, scattering increases with increasing frequency (and
decreasing wavelength). The scattering efficiency depends upon the ratio between the
particle size and the wavelength. For liquid particles, absorption contributes largely to
the extinction (with high absorption cross section, not shown here).
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Figure 2.12: The absorption, scattering, and extinction cross sections for spheroid
ice particles (aspect ration = 1.6) at frequencies from 37 to 664 GHz calculated by the
T-matrix code as a function of mass-equivalent particle radius.

For particles of arbitrary shapes and complex geometrics, a more complex model, the Dis-
crete Dipole Approximation (DDA), has been widely investigated to calculate the SSPs
of frozen particles (e.g., Evans and Stephens, 1995, Hong, 2007, Kim, 2006, Okamoto,
2002). The basic idea of the DDA was introduced by DeVoe (1964, 1965) for the study
of scattering properties of molecular aggregates. Then Draine and Flatau (1994) de-
veloped the DDA model for the calculation of the frozen particle SSPs. In the DDA
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model, a particle can be represented by an array of dipoles in a cubic lattice with an
adequately small inter-dipole spacing with respect to the incident wavelength, in order
to obtain the desired accuracy. However, the DDA calculations are very time consum-
ing and expensive computationally, especially for large particles. Several pre-computed
DDA databases for frozen particles of different shapes are available (e.g., Hong et al.,
2009, Liu, 2008, Nowell et al., 2013), which can be incorporated directly into the radia-
tive transfer models (e.g., ARTS and RTTOV). The main characteristics of these three
databases are summarized in Table 2.5.

Table 2.5: The frozen particle habits, Dmax, range of equal-mass sphere radius, the
coefficient a, the exponent b of the Liu, Hong, and Nowell DDA databases (SI units).
L is the particle length and d is the hexagonal diameter (distance between opposite
vertices).

Database Particle habits Dmax (µm) Radius (µm) a b

Liu

Long column (L/d = 4) 121-4835 25-1000 37.09 3
Short column (L/d = 2) 83-3304 25-1000 116.12 3
Block column (L/d = 1) 66-2632 25-1000 229.66 3
Thick plate (L/d = 0.2) 81-3246 25-1000 122.66 3
Thin plate (L/d = 0.05) 127-5059 25-1000 32.36 3
3-bullet rosette 50-10000 19-1086 0.32 2.37
4-bullet rosette 50-10000 19-984 0.06 2.12
5-bullet rosette 50-10000 21-1058 0.07 2.12
6-bullet rosette 50-10000 21-1123 0.09 2.13
Sector snowflakes 50-10000 25-672 0.002 1.58
Dendrite snowflakes 75-12454 33-838 0.01 1.9

Hong

Hexagonal solid column 2-2000 0.74-283.39 0.03 2
Hollow column 2-2000 0.85-310.88 0.02 2
Hexagonal plate 2-2000 0.90-897.65 0.75 2.47
6-branch bullet rosette 2-2000 0.84-307.98 0.18 2.34
Aggregate 2-2000 1.07-344.21 65.45 3
Droxtal 2-2000 0.51-514.72 347.31 3

Nowell
200 µm 6-bullet rosette 200-8864 65-1219
400 µm 6-bullet rosette 200-10701 65-1327
200 and 400 µm 6-bullet
rosettes

200-12584 65-1124

We firstly introduce the Liu database (Liu, 2008), in which the SSPs have been computed
for eleven ice particle types, including columns, plates, rosettes, and snowflakes, at
22 frequencies from 3 to 340 GHz. All frozen particles are assumed to be randomly
oriented. The ice refractive indice are taken from Matzler (2006) at five temperatures
from 233.15 to 273.15 K. In addition, two types of snowflakes, sector-like and dendrite,
are defined in the Liu database. The difference between the two types of snowflakes is
that the ice volume is concentrated on six main branches in the sector-like snowflakes,
while it spreads more uniformly in the basal plane in the dendrite snowflakes, leading to
a much lower density (as shown in Figure 2.14). Liu database contains the absorption
cross section Cabs, the scattering cross section Csca, the backscattering cross section
Cbac, the asymmetry parameter g, and the phase function P (cos(θ)), where θ is the
scattering angle (the angle between incident and observing directions). Cbac describes
the scattered energy in the opposite direction of the incident radiation; P (cos(θ)) is
defined to describe the angular distribution of the scattered energy, and is given in 37
equally spaced directions between 0◦ and 180◦; g represents the degree of symmetry of
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the scattered energy distributed with respect to the plane dividing forward and backward
hemispheres.

The other DDA database, Hong database (Hong et al., 2009), has been generated to
provide the SSPs (i.e., the extinction efficiency Qext, the absorption efficiency Qabs, the
single-scattering albedo, the asymmetry parameter g, and the scattering phase matrix P )
for six non-spherical frozen habits (hexagonal solid column, hollow column, hexagonal
plate, 6-branch bullet rosette, aggregate, and droxtal) ranging from 2 to 2000 µm in
Dmax at 21 frequencies from 89 to 874 GHz. The ice refractive index is taken from
Warren (1984) at a temperature of 243.15 K. Here, Qext/Qabs is defined as the ratio
of a particle’s extinction/absorption cross section (Cext/Cabs) to the geometrical cross
section of the equal-mass spherical particle and is expressed as:

Qext = 4Cext
πD2

e

(2.9)

Qabs = 4Cabs
πD2

e

(2.10)

where De is the mass equivalent diameter. The particles are randomly oriented in this
database, and the scattering phase matrix P contains six independent matrix elements
(P11, P12, P22, P33, P34, P44). The detailed definitions of these six habits can be found
in Hong et al. (2009).

Based on the work of Liu (2008), a new snowflake aggregation model has been developed
to calculate the SSPs for aggregate snowflakes by Nowell et al. (2013), with Dmax be-
tween 200 and 800 µm. The bullet rosettes have been used as the basis for the aggregate
flakes, considering their common presence in the upper level of clouds, especially in cirrus
clouds (Arnott et al., 1994, Field and Heymsfield, 2003, Heymsfield and Iaquinta, 2000,
Heymsfield et al., 2002). The average numbers of bullets in the rosettes are 5.8±0.6
(about 6), so 6-bullet rosettes have been used to generate the aggregate flakes here. The
DDA calculation has been performed for ten frequencies from 10.65 to 183.31 GHz. The
ice refractive index is derived from Matzler (2006) at a temperature of 263.15 K. This
database will not be considered in the following comparisons and analysis, because the
phase function that is essential in the radiative transfer simulations is not included.

Figure 2.13 presents the absorption efficiency Qabs, the scattering efficiency Qsca, and
the asymmetry parameter g for some particles in the three DDA databases at 94 GHz,
as a function of the particle size parameter x. The size parameter x, a dimensionless
quantity which can be used to identify the scattering regimes, is defined as:

x = 2πr/λ (2.11)

where r is the particle radius and λ is the wavelength. Only long columns, thick plates,
6-bullet rosette, sector snowflakes, and dendrite snowflakes in the Liu database are
shown and discussed here. For comparison, the SSPs calculated with the Mie code
assuming either an equal-mass solid sphere and two low-density spheroids (referred to
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as soft spheroids, with volume fractions (f) of 0.82 and 0.35) are also presented. The
ice refractive index is derived from Matzler (2006). The differences on Qabs, Qsca, and
g between different databases increase with size parameter, which is related to various
particle shapes. For x < 0.5, there is a good agreement between the particle types,
while for x > 1, different types of particles show quite different behaviors. The Hong
database has systematically a larger Qabs than the Liu database, which is expected as a
result of the higher imaginary part of the refractive index in Warren (1984) (for Hong)
compared to Matzler (2006) (for Liu) below 400 GHz (Eriksson et al., 2015). There are
considerable spreads in the g for x > 0.5. However, the variation in Qsca for x < 1 is
not evident, which can be explained by the fact that the Qsca depends on the integrated
P in all the directions, which is less sensitive to the particle shape.
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Figure 2.13: The absorption efficiency Qabs, the scattering efficiency Qsca, and the
asymmetry parameter g for some particles in the three DDA databases at 94 GHz, as
a function of the particle size parameter x. For comparison, the SSPs of an
equal-mass solid sphere and two low-density spheroids (referred to as a soft spheroids,
with volume fractions of 0.82 and 0.35) are also shown.

2.3.2.3 Compatibility of the particle characteristics simulated in the DDA
databases with the WRF model

Uncertainties in the description of the physical properties of the frozen particles (e.g.,
particle size, density, and shape) can lead to large uncertainties in the simulated bright-
ness temperatures, and consequently large discrepancies with the satellite observations.
Therefore, the idea is to use more realistic snow SSPs, instead of the ones calculated by
the Mie code or the T-matrix method. Are the DDA hypotheses compatible with the
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cloud resolving model parameterization? Here, we test the compatibility of the hypothe-
ses adopted in the DDA calculations and in the cloud resolving model. Comparisons of
snow particle densities and particle sizes from the DDA databases and the WRF WSM6
scheme are performed, on account of their key roles in the SSP calculations.

Density is a key parameter that directly controls the dielectric properties and thus
the scattering properties of the frozen particles. The snow particle densities in the
WSM6 scheme and in the DDA databases are compared in Figure 2.14, as a function of
the particle maximum diameter (Dmax). According to the mass-diameter relationship
(Equation 2.3) for frozen particles, parameters a and b control the particle mass, hence
control the relationships between the Dmax and the particle density. The snow density
in Figure 2.14 shows a considerable variability depending on the particle type. For
several particle habits (e.g., Hong column, Hong rosette, Liu bullet rosettes, Liu sector
snowflakes, and Liu dendrite snowflakes), they have size-dependent densities (the density
decreases with the particle size). However, for the other particle habits (e.g., Hong
aggregate, Liu block column, and Liu thick plate), the density keeps constant when
particle size changes. The density of Hong aggregates is closer to the one given in
the WRF WSM6 scheme, providing more consistency with the cloud resolving model
outputs.
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Figure 2.14: Left: Particle densities derived from Liu and Hong DDA databases and
WRF WSM6 scheme as a function of particle Dmax. Right: Comparison between the
particle Dmax from DDA databases and the one from WRF WSM6 scheme under the
same particle mass.

To further investigate the consistency between the WRF WSM6 scheme and the DDA
databases, the relationships between the Dmax in different databases are also presented
in Figure 2.14. It reveals that the Dmax of the Hong aggregate matches better the one
from the WRFWSM6 scheme. This database has already been selected by Eriksson et al.
(2015) for its better performances as compared to other DDA databases and also has
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the advantage of providing SSPs at frequency range from 89 to 874 GHz. At lower MWI
frequencies, the SSPs for snow are calculated with the Mie theory under the assumption
of spheres, with the scattering becoming negligible in this frequency range.

2.3.3 Surface emissivity

Satellite observations from microwave radiometers can be affected by the surface contri-
bution at frequencies where the atmospheric opacity is limited (i.e., at low frequencies
and in window channels). With increasing frequencies, the atmosphere becomes grad-
ually more opaque due to the increase in the continuum absorption from some species.
However, under dry and cold atmospheric conditions (in polar and sub-polar regions),
the higher frequencies are still sensitive to the surface (Wang et al., 2016). Therefore, it
is important to accurately represent the surface emissivity for the quantification of the
contribution of the surface emission in the microwave region, even at high frequencies.
To simulate accurately the radiative transfer processes for the real scenes, an accurate
representation of the surface properties is necessary. ARTS can only handle surface
emissivities for three types of surfaces, including blackbody surfaces, specular surfaces,
and Lambertian surfaces (an ideal scattering rough surface). In this thesis, two sur-
face emissivity models (TELSEM2 and TESSEM2) are used to provide realistic surface
emissivities to ARTS up to 664 GHz over land and sea, separately.

2.3.3.1 Sea surface emissivity calculation

Over open water, the emissivity varies with surface wind speed and direction, sea sur-
face properties, and salinity. Assuming a flat specular ocean surface, the emissivity can
be calculated from the Fresnel equation (Born and Wolf, 1980) for different incidence
angles and orthogonal polarizations. As the surface wind speed increases, wave develop-
ment increases, and the sea surface becomes rough. Two-scale surface roughness effects
(the large-scale and the small-scale) should be considered. The large-scale waves can be
handled by geometric optics approach, and the small-scale roughness related to ripples
should be added. In addition, above a certain wind speed, foam emissivity cannot be
neglected. Microwave sea emissivity modeling has advanced significantly over the last
decades (English, 2006). A number of emissivity models have been developed for both
scientific research and for operational codes (Boukabara et al., 2002, English and Hewi-
son, 1998, Guissard et al., 1992, Prigent and Abba, 1990, Stogryn, 1967, Wentz, 1983,
Wilheit, 1979), however they only can calculate the surface emissivity for frequencies up
to 200 GHz.

During this thesis, TESSEM2 (Prigent et al., 2016) has been developed by LERMA and
is used to calculate the sea surface emissivities up to 700 GHz, with the required inputs.
TESSEM2 is a parameterization of the sea surface emissivity from 10 to 700 GHz for
a large range of surface and observation conditions. It is based on the Fast Microwave
Emissivity Model (FASTEM, Liu et al., 2011) at low frequencies up to 200 GHz where
FASTEM has been thoroughly evaluated. It follows a physical emissivity model devel-
oped by LERMA (Prigent and Abba, 1990) where FASTEM is not valid. Figure 2.15
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Figure 2.15: The emissivity angular dependence, as derived from the new
parameterization TESSEM2 (cyan). For comparison, the emissivity from FASTEM
(black) and from our physical model (with the FASTEM updates in red). Results are
presented for four wind speeds and for three frequencies (100, 200, and 300 GHz).

shows the comparisons of FASTEM, LERMA model, and TESSEM2, at 100, 200, and
300 GHz, for 4 different wind speeds (0, 7, 14, and 21 m/s), at 283 K, and a salinity at
36 psu. Figure 2.16 shows the frequency dependence of these models, for three incidence
angles (0◦, 25◦, and 50◦).

Unrealistic emissivities are calculated with FASTEM for large angles (> 50◦) and higher
frequencies (> 200 GHz). LERMA updated model provides realistic angle dependence,
compared with the Fresnel calculation, while it provides a smooth increase of the emis-
sivities after 200 GHz, consistent with the theory that the frequency dependence of the
dielectric properties of sea water predicts a smooth increase of the emissivities with fre-
quency. The new emissivity parameterization fits the two models in their validity ranges,
with a root mean square (rms) error of 0.007 in emissivity for both polarizations. The
angular and frequency dependences are consistent with the expected models over their
validity ranges, and provide smooth transitions between the 180-300 GHz domain in
frequency, and between the 55◦-75◦ domains in incidence angle, for both polarizations.

TESSEM2 has been evaluated by the ISMAR and MARSS observations from the Sub-
millimetre Trial In Cirrus and Clear Skies (STICCS-2) and the Cold-air Outbreak and
Sub-Millimeter Ice Cloud Study (COSMICS) campaigns up to 325 GHz in Chapter 4. It
is a fast parameterization and it is written in Fortran 90. It can easily be implemented
in community radiative transfer codes, such as RTTOV, Community Radiative Transfer
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Figure 2.16: Same as Figure 2.15 but for the frequency dependence, for three
incidence angles (0◦, 25◦, and 50◦).

Model (CRTM), and ARTS. Its inputs are: the frequency (GHz), the incidence angle (◦),
the wind speed at 10 m (m/s), the surface temperature (K), and the salinity (psu). The
surface emissivities are calculated for the two orthogonal polarizations. In addition, the
Jacobians can be estimated analytically, with respect to the environmental variables
(wind speed, surface temperature, and salinity) for the forth coming assimilation. The
code is available to the community upon request.

TESSEM2 has been incorporated into ARTS simulations to provide realistic sea surface
emissivity in this thesis. Figure 2.17 presents the sea surface emissivities calculated by
TESSEM2 at 31.4, 89, 165.5, and 243 GHz for case 7 over the UK on June 28, 2012
(presented in Section 2.1) on the WRF grids and for an incidence angle of 53◦ at two
both V and H polarizations. The inputs for TESSEM2 are from WRF simulations.
A higher variability can be found on the emissivity at horizontal polarization, with
increasing emissivities in the region with high wind speeds caused by the storm. The
vertically polarized emissivities are always higher than the horizontally polarized ones,
as expected.

2.3.3.2 Land surface emissivity calculation

In this thesis, realistic microwave land surface emissivities are derived from TELSEM2

(Wang et al., 2016). TELSEM2 is an updated version of TELSEM (Tool to Estimate the
Land Surface Emissivity in the Microwaves, Aires et al., 2011). It has been developed to
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Figure 2.17: The sea surface emissivities calculated by TESSEM2 at 31.4, 89, 165.5,
and 243 GHz at both V and H polarizations at an incidence angle of 53◦, for case 7
over UK at 17:00 on June 28, 2012.

provide the land surface emissivities up to 700 GHz, including continental snow/ice and
sea ice emissivities, in the framework of the preparation for the ICI on board MetOp-
SG. It relies upon satellite-derived emissivities up to 200 GHz, and it is anchored to
the Special Sensor Microwave/Imager (SSM/I) TELSEM monthly climatology dataset
over 15 years (from 1993 to 2007) from 19 to 85 GHz. For comparison purposes and
to help characterize the frequency dependence at higher frequencies, emissivities from
Météo-France and the National Oceanic and Atmospheric Administration (NOAA) at
frequencies up to 190 GHz were also used, calculated from the SSMIS and the Advanced
Microwave Sounding Unit-B (AMSU-B) observations. The original spatial resolution for
TELSEM2 is 0.25◦ × 0.25◦. TELSEM2 has been evaluated with the observations of the
ISMAR and the MARSS between 89 and 325 GHz, who operated on board the Facility for
Airborne Atmospheric Measurement (FAAM) aircraft during the COSMICS campaign
over Greenland (Wang et al., 2016). The evaluation of the TELSEM2 model will be
presented in Chapter 4. TELSEM2 is coded in Fortran and has been already coupled to
RTTOV. In addition, it is available to the community, with its updated database. The
inputs of the code are the frequency, the incidence angle, the latitude, the longitude,
and the month. It outputs the emissivity for both orthogonal polarizations, along with
the error covariance matrix.

TELSEM2 is incorporated into ARTS simulations to provide realistic land surface emis-
sivity up to 700 GHz in this thesis. Figure 2.18 presents the land surface emissivities
derived from TELSEM2 at 31.4, 89, 165.5, and 243 GHz for case 7 on the WRF grids at
53◦ for both V and H polarizations. The land emissivity shows more spatial variability
(especially in the coastal and snow covered regions over southern Norway) than over
the ocean (in Figure 2.17). The estimations are expected to be challenging over snow
covered areas with high variability in space and in time. The surface emissivity for
the snow over southern Norway lightly decreases with frequency, with the H polarized
component being significantly lower and more variable than the V polarized component.
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Figure 2.18: The land surface emissivities calculated by TESSEM2 at 31.4, 89,
165.5, and 243 GHz at both V and H polarizations for 53◦, for case 7 over UK at
17:00 UTC on June 28, 2012.

With the help of the relevant tools presented in this chapter, the WRF+ARTS simu-
lations have been performed at SSMIS, MWI, and ICI channels for the selected twelve
cases, for the preparation of the cloud parameters retrieval. The simulated brightness
temperatures at SSMIS channels will be systematically compared to collocated obser-
vations below 200 GHz in the first part of Chapter 3 to gain the confidence for our
models and hypotheses. Then the statistical methods will be developed to detect and
quantify the ice cloud parameters with the simulated brightness temperatures at ICI or
MWI+ICI channels in the second part of Chapter 3.
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In this chapter, our objective is to design a statistical retrieval algorithm to extract pri-
marily the ice cloud parameters, based on an extensive database of simulations provided
by realistic atmospheric scenarios over Europe. Our analysis involves first the Ice Cloud
Imager (ICI) instrument, but the methodology is also applied to the combination of the
ICI and the MicroWave Imager (MWI) instruments (see Chapter 1 for their descriptions)
to evaluate their synergy. The steps to build the retrieval database have been presented
in Chapter 2, along with the relevant tools.

First, as described in Section 2.1, twelve diverse meteorological situations are collected to
cover as well as possible the variability of the different cloud scenarios in Europe, in terms
of cloud parameters, for the development of statistical retrievals of cloud parameters in
this chapter. These cases have been selected by considering the important atmospheric
features associated with main weather systems across Europe in different seasons, over
various surfaces (e.g., ocean and land surfaces), with different precipitation types. Then,
the Weather Research and Forecasting (WRF) model, is used to provide the atmospheric
profiles, clear and cloudy (see Section 2.2). This ensures physical consistency among
the different parameters of the atmospheres. The synoptic situations of these events
simulated by WRF are shown in Figure 2.4, displaying a large meteorological variability.
The histograms of the vertically integrated hydrometeor contents (i.e., ice water path
(IWP), snow water path (SWP), rain water path (RWP), graupel water path (GWP),
and cloud water path (CWP)) are given in Figure 3.1. The different scenes show very
different distributions of cloud hydrometeor contents, especially for the SWP, which
has a large dynamical range (maximum values of SWP between 1.5 and 4.5 kg/m2).
In addition, to investigate the vertical distribution of each hydrometeor, the domain-
averaged hydrometeor profiles are illustrated in Figure 3.2, showing large variability for
the different cloud scenarios.

Second, radiative transfer simulations are performed on the resulting atmospheric pro-
files, using the Atmospheric Radiative Transfer Simulator (ARTS) along with carefully
selected scattering optical properties of the hydrometeors (see Section 2.3). Coupling
the cloud model and the radiative transfer simulator requires specific care to maintain
consistency between the cloud particles generated by the could resolving model and their
scattering properties. The assumptions on the microphysical properties in the cloud re-
solving model and the calculation of the single scattering properties have already been
discussed in Section 2.3.2.

Third, in this chapter in Section 3.1, the simulations are systematically compared to
collocated Special Sensor Microwave Imager Sounder (SSMIS) satellite observations be-
low 200 GHz. The real SSMIS over-pass times have been checked for all the 12 cases
and specified in Table 2.1. The retrieval training database is analyzed statistically in
Section 3.2.

Last, statistical retrieval schemes are developed to detect and retrieve cloud hydrometeor
contents (both frozen and liquid phases), based on Neural Network (NN) methodologies
(Section 3.3). The retrieval processing is shown in Figure 3.3. The first step consists in
the detection of clouds (hydrometeors), followed by the quantification of each hydrom-
eteor (integrated quantity and atmospheric profile). A Principal Component Analysis
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Figure 3.1: Histograms of ice water path (IWP), snow water path (SWP), rain
water path (RWP), graupel water path (GWP), and cloud water path (CWP) from
WRF model for 12 cases around SSMIS over-pass times. The y-axis is in log10.
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Figure 3.2: The domain-averaged hydrometeor profiles of cloud ice, snow, rain,
cloud water, and graupel for 12 cases around SSMIS over-pass times.
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(PCA) technique is used for the hydrometeor profile retrieval to reduce the number
of retrieval parameters. These two statistical inversions are trained using the realistic
database generated in Chapter 2.
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Figure 3.3: Retrieval processing for the cloud detection and quantification.

3.1 Evaluation of the simulation database below 200 GHz

The WRF+ARTS simulations described above represent real meteorological cases and
have been selected to correspond to SSMIS over-pass. The simulations are thus evalu-
ated by comparing with the SSMIS observations for the frequencies from 89 to 183 GHz.
Figure 3.4 shows the observed and simulated brightness temperatures at 6 SSMIS chan-
nels, for two meteorological situations (cases 7 and 11). At all frequencies, the spatial
structures of the observations are fairly well reproduced by the coupled WRF+ARTS
simulations. At 89 GHz horizontal polarization, the emission from the cloud liquid
phase is clearly observable over the cold oceanic background (the emissivity over ocean
is significantly lower than over land). At this frequency, the good agreement between
the simulations and the observations suggests that the liquid cloud characteristics have
been correctly modeled by WRF and that TELSEM2 and TESSEM2 (introduced in Sec-
tion 2.3.3) generate realistic surface emissivities. At 150 GHz, the observed brightness
temperature depressions related to the scattering effect of the cloud frozen particles are
also well reproduced by the simulations, implying that the parameterization of cloud
frozen quantities from WRF is realistic (see Section 2.2.3), as well as the selected scat-
tering assumptions (see Section 2.3.2). In the three channels located in the water vapor
absorption line at 183.3 GHz (183.3±1, ±3, and ±7 GHz), the water vapor absorption
tends to mask the cloud emission and scattering as well as the surface contribution, with
the extent of the masking depending on the spectral distance from the center of the ab-
sorption line: the agreement between the simulations and the observations confirms the
quality of the WRF simulations and their efficient coupling with ARTS. Similar conclu-
sions can be drawn from other cases (not shown). However, note that the cloud and
precipitation structures can be slightly misplaced by the cloud model compared to the
observations, as already mentioned by several authors (e.g., Bauer et al., 2011, Wattrelot
et al., 2014). For case 11 for instance, the WRF simulates the extratropical cyclone over
the North Atlantic closer to the Portugal, compared to the satellite observations.

For a systematic comparison of the simulations and observations, minimizing the effect
of the observed mislocations, the histograms of the observed and modeled brightness
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Figure 3.4: Observed (first and third rows) and simulated (second and fourth rows)
brightness temperatures (K) at six SSMIS channels for case 7 (2 top rows) over UK at
17:00 UTC on June 28, 2012, and case 11 (2 bottom rows) over Portugal at 07:00
UTC on 19 January, 2013.

temperatures are compared, for some SSMIS frequencies and for the pixels in all the
12 scenes (Figure 3.5). The coastal pixels have been excluded to avoid the large differ-
ences in brightness temperatures related to the high variability of the surface emissivity
around the coast in addition to the difference in resolution between the surface emissiv-
ity estimation and the satellite footprints. At 89, 157, and 183±7 GHz, the simulations
produce lower brightness temperatures than observations. This can be due to an overes-
timation of the cloud frozen phases in WRF simulations (see Figure 3.1), to deficiencies
in the SSPs of the frozen particles, or to a combination of these two effects. Overall, the
WRF+ARTS model reproduces rather well the brightness temperature distributions for
all the investigated channels at frequencies lower than 190 GHz. It gives us confidence
in the possibility to simulate realistic brightness temperatures at higher frequencies up
to 664 GHz.

Figure 3.6 shows the simulated brightness temperatures at all ICI and MWI channels for
case 11. At low frequencies, strong contrasts are observed between ocean and land, with
an increasing effect of the cloud structures over ocean as the frequency increases. In the
window channels at 89 GHz and above, the presence of frozen particle is characterized by
the scattering that increases with frequency. Above 325 GHz, the atmospheric opacity
above the clouds tends to mask the scattering signals, at least for this case. In addition,
channels around 50 and 118 GHz O2 absorption lines are sensitive to the O2 emission



Chapter 3. A Statistical Retrieval of Cloud Parameters for ICI 51

100 150 200 250 300
0

2

4

6

8

10
89 V

100 150 200 250 300
0

2

4

6

8

10
89 H

100 150 200 250 300
0

2

4

6

8

10
157 H

100 150 200 250 300
0

2

4

6

8

10
#
 

TB (K)

183+7 H

100 150 200 250 300
0

2

4

6

8

10
183+3 H

OBS

SIM

100 150 200 250 300
0

2

4

6

8

10
183+1 H

Figure 3.5: Histograms of observed and simulated brightness temperatures at six
SSMIS channels for all the 12 cases at SSMIS over-pass times. The pixels on the coast
are removed. The y-axis is in log10.

which can be used to derive the atmospheric temperature profiles (e.g., Karbou and
Prigent, 2005a, Rosenkranz, 2001, Stahli et al., 2013), while channels around the 183 GHz
water vapor absorption line are sensitive to the water vapor composition and are used
to retrieve atmospheric water vapor (e.g., Brogniez et al., 2011, Selbach et al., 2003).
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Figure 3.6: Simulated brightness temperatures (K) at MWI and ICI channels for
case 11 over Portugal at 07:00 UTC on 19 January, 2013
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3.2 Statistical analysis of the retrieval training database

Our retrieval database contains (1) the geophysical variables describing the 12 cases of
Section 2.1 (surface and atmospheric variables, especially the vertically integrated con-
tents and the vertical profiles of six hydrometeors), and (2) the corresponding simulated
brightness temperatures at ICI and MWI channels. This retrieval dataset contains 57 %
pixels over land and 43 % pixels over ocean. A question could arise: Are these cases
enough for the training of a statistical retrieval? The 12 cases could be disjointed or
describing only a part of the possible hydrometeor cases. In order to verify this aspect,
leave-one-out generalization tests have been performed to ensure that these 12 cases
sample well the complex space of hydrometeor profiles. The quality of a statistical re-
trieval database is essential for either a Bayesian (Kummerow et al., 2015) or a NN
(Defer et al., 2008) retrieval scheme. As a consequence, it is important to first analyze
the quality of this database.

First, a preliminary information content analysis is performed in order to measure the
degrees of freedom in the hydrometeor variables to retrieve and the information actually
carried out by the satellite observations (i.e., ICI or MWI channels). PCA is a statistical
procedure that uses an orthogonal linear projection to transform correlated original
vectors into a new uncorrelated coordinate system. PCA aims at explaining as much
variance as possible in the first components, so it is a good technique to analyze the
variability of a database, in particular by estimating the number of degrees of freedom.
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Figure 3.7: Percentage of total variance in PCA for vertically integrated
hydrometeor contents (left), the hydrometeor profiles (middle), and the simulated
brightness temperatures (right) for ICI-only (black) and ICI+MWI (red) channels
over sea and land.

Figure 3.7 represents the variance explained by the first PCA components for the hy-
drometeor information (integrated quantities and atmospheric profiles) and on the mi-
crowave brightness temperatures. Results show that the six integrated hydrometeor
contents (resp. 104 × 6 = 624 variables of the hydrometeor profiles) from WRF can be
explained by 4 (resp. 36) components that represent more than 99 % of the variance.
Results are similar for land and ocean surfaces. These results mean that in order to
retrieve the hydrometeor variables with 1 % precision, at least 4 independent pieces
of information would be required for the integrated quantities and 36 for the profiles.
Strong correlation has been shown in Figure 3.8 between frozen particles. However,
only 4 pieces of information can be derived from the 13 ICI channels (again for 99 %
variance). This means that there are strong correlations between the ICI channels, as
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shown in Figure 3.9. This number increases to 7 pieces of information when using the
39 ICI+MWI channels. These results stress out the difficulty of retrieving the inte-
grated hydrometeor information with only ICI channels, and the hydrometeor profiles
even when adding the MWI channels.
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Figure 3.8: Correlation coefficients (absolute values) of the integrated hydrometeor
contents (frozen water path (FWP=IWP+SWP+GWP), ice water path (IWP), snow
water path (SWP), rain water path (RWP), graupel water path (GWP), and cloud
water path (CWP)) over sea and land.
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Figure 3.9: Correlation coefficients of simulated brightness temperatures for ICI and
MWI channels in vertical polarization over sea and land.

The number of degrees of freedom is a first assessment of the constraints for the retrieval.
However, the retrieval is really dependent on the cross dependencies between the satellite
observations and the variables to retrieve. Therefore, the correlations between the ICI
brightness temperatures and the integrated hydrometeors quantities have been estimated
over both land and sea (Figure 3.10). As mentioned in Section 3.1, the ICI channels are
more sensitive to the frozen phases (cloud ice, snow, and graupel) than to the liquid ones
(rain and cloud water) in the clouds. Correlation coefficients with FWP reach -0.85 (-
0.83), -0.90 (-0.88), and -0.82 (-0.79) with respect to the 183±7, 243, and 325±9.5 GHz
window channels over land (sea), respectively. Note that negative correlations are as
good as positive ones for the retrieval. Among the frozen particles, snow has the most
significant signatures at window channels (compared to cloud ice) due to its stronger
scattering. This is opposite for much higher frequencies (> 448±7.2 GHz). In addition,
the correlation coefficients for the liquid phases are much lower, as expected, especially
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for the cloud water (< 0.2 for all the channels). Therefore, Figure 3.10 shows the po-
tential of ICI channels for frozen particle retrieval but also the difficulty for the liquid
particle retrieval. However, ICI information can be complemented with MWI obser-
vations. The correlation between the MWI brightness temperatures and the integrated
hydrometeors contents (also see Figure 3.10) has been calculated as well. Lower frequen-
cies are typically the more sensitive channels to the integrated cloud liquid properties,
especially over sea with a correlation of 0.72/0.74 at 31.4 GHz for cloud water/rain,
which shows well the complementarity of both instruments.
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Figure 3.10: Correlation coefficients between the integrated hydrometeor contents
and the simulated brightness temperatures for MWI and ICI channels over sea and
land, for vertical polarization.

3.3 Statistical retrieval of cloud hydrometeor contents

In this Section, a statistical retrieval scheme is developed to retrieve cloud hydrometeor
contents (both frozen and liquid phases). A first step consists in the detection of clouds,
and the second one in the quantification of each hydrometeor (integrated quantity and
atmospheric profile), as illustrated in Figure 3.3. These two statistical setups are trained
using the realistic database presented in Chapter 2. Retrievals have been performed
systematically using ICI-only or ICI+MWI channels.

3.3.1 Neural Networks technique

NNs have been used for the statistical retrievals. The artificial NN, inspired by biological
neural networks (human brain), can be used to estimate or approximate complex and
unknown functions depending on a large numbers of inputs. The human brain consists
of a multitude of neurons interconnected by synapses, allowing the neurons to exchange
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information with each other. The concept of the artificial NN is to imitate the biologi-
cal NN processes mathematically, by designing a network of computing nodes to solve
complex problems. This section will briefly explain the theory of the NN.

3.3.1.1 Architecture and network function

In a NN, the computing nodes are arranged in a number of layers (see Figure 3.11). The
specific layout for every layer, the computing nodes and their connections are considered
as the NN architecture, which is crucial and essential in the functioning of the NN system.
The NN architecture should be defined first. In the first step, the input and output layers
are specified by giving the same number of neurons as the (input and output) variables in
the problem needed to be solved. The second step consists in defining how many layers
should be used as hidden layers (between the input and output layers). The third step
is to decide what should be the number of neurons in each hidden layer, which depends
on the complexity of the problem to be performed. Generally, the NN architecture is
designed to be a trade-off between a NN sufficiently complex to correctly approximate
the mapping between the input spaces, and a NN simple enough in order to avoid the
problem of over-fitting and over-parameterization (losing the ability to generalize to new
situations). The last step is to decide the type of connection between the neurons in the
different layers. In principle, there are many types of NN, which organize the neurons in
different layers and allow the inputs for the NN to propagate in different ways. In this
chapter, we use multilayer feed-forward networks. In a multilayer feed-forward network,
each layer, consisting of nodes, receives their inputs from nodes in a layer directly below
and sends their outputs to nodes in a layer directly above.
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Figure 3.11: Schematic of a neural network architecture. Depicted is a feed-forward
network with three input variables, 2 output variables and at least one hidden layer
with seven neurons. The parameters w denote the synaptic weights assigned to the
neuron connections.

In a NN, for a neuron having m inputs (v1,..., vm), the weighted sum of all the inputs s
can be given as

s =
m∑
i=1

(wi × vi) + wb × b (3.1)
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where b is the bias, w1,..., wm are the weighting matrix, and wb is the weight of the bias.
This sum is transformed with a transfer function, so the total output of a neuron o can
be expressed as

o = f(s) = f(
m∑
i=1

(wi × vi) + wb × b) (3.2)

where f is the transfer function. Figure 3.12 illustrates this process.
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Figure 3.12: Schematic representation of a neuron, showing the neuron inputs v, the
bias b, the connection weights w, the summer, the weighted sum of all inputs s, the
transfer function f and the neuron output o.

There are different types of transfer functions, including the linear, the hard-limit, the
logarithmic sigmoid, and the tangent sigmoid functions. Different transfer functions
are chosen for different layers, which is subject to the example the NN is used for. In
general, the linear function is used on the output layer of a NN, for the reason that it
transforms the inputs to the outputs in an unlimited range. The hard limit function is
generally used to group the inputs into discrete classes, by projecting the inputs onto
the value -1 (below a certain threshold) or 1 (above this threshold). The logarithmic
sigmoid function is typically set to the hidden layers of feed-forward networks, due to
that it gives continuous outputs between 0 and 1. The tangent sigmoid function is also
usually used in function approximations in the hidden layers of a NN, by projecting the
input date onto a continuous values between -1 and 1.

The weighted sum of inputs will be computed and the transfer function will be given for
each neuron, which is performed in parallel for all the neurons in one layer. Considering
that there are n neurons in one layer with m inputs, the output from this layer can be
given as (in matrix notation)

o = f(Wv + b) (3.3)

The same process is repeated for all neurons in the different layers. Supposing that we
have a NN of two layers with weight matrices W1 and W2, bias vectors b1 and b2 and
transfer functions f1 and f2, separately, the outputs O of this NN can be expressed as
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O = f2(W2o1 + b2) = f2(W2(f1(W1V + b1)) + b2) (3.4)

where V is the transfer function.

3.3.1.2 Training

The weight and biases of the NN are fixed during the training process. After the training
step, the NN is expected to learn the underlying relationships linking the inputs to the
outputs. A training database is needed in this step, including a sample of input data with
the corresponding desired output data. The training database should be sufficiently large
to detect and find the major statistical relationships between the inputs and outputs in
the NN.

3.3.2 Cloud detection and classification

The cloud detection (i.e., presence of cloud or not) and classification (i.e., specification
of the cloud type) has two main applications. First, it is an interesting way to mea-
sure the information content of the satellite observations and study the sensitivity of
each channel to the several types of hydrometeors (frozen and liquid). Second, it is a
necessary preliminary step before the actual cloud retrieval that intends to quantify the
hydrometeor quantities.

Over ocean, cloud liquid water contents are routinely estimated from the cloud emissions
measured between 19 and 85 GHz by imagers such as the Special Sensor Microwave
Imager (SSM/I) or the Advanced Microwave Scanning Radiometer (AMSR) (Alishouse
et al., 1990, Ferraro et al., 1996, Greenwald, 2002, ODell et al., 2008). Over land, the
problem is more complicated. The land surface emissivity is usually close to unity,
making atmospheric features difficult to identify against such a background because of
the limited contrast. In addition, the land surface emissivity is variable in space and
time and difficult to model. However, efforts have been made to estimate cloud liquid
water over land, using a priori information on the surface properties (Aires et al., 2001).
From observations above 80 GHz, cloud ice information has been extracted, from both
imagers such as SSM/I and water vapor sounders such as AMSU-B (Greenwald, 2002,
Hong et al., 2005, Weng and Liu, 2003).

3.3.2.1 A NN classifier

The NN is a nonlinear statistical model (Bishop, 1996). It can be used as a regression
tool to estimate quantities, but it can also be used as a classifier, see for instance Aires
et al. (2011) for a cloud classification. A standard feed-forward NN is used for each
hydrometeor, in order to classify what type of cloud is present. The NNs have 13 or
39 inputs corresponding to the ICI or ICI+MWI channels, 10 neurons in the hidden
layer and one output neuron. The NNs are trained with binary data (0 for no cloud,
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1 for cloud pixel), but the NN outputs are continuous values between 0 and 1 and this
output represents the a posteriori probability for the pixel to be cloudy (Richard and
Lippmann, 1991). Once trained, the NNs will provide from the satellite observations
only and for each pixel, a probability of being cloudy. A threshold on this probability
will be needed to decide if the pixel is cloudy or not.

The training of the NNs uses the database containing the simulated (WRF+ARTS)
brightness temperatures for ICI-only and ICI+MWI channels, for the twelve mid-latitude
scenarios in Europe. The cloud flag for each hydrometeor is identified according to a
> 0.01 kg/m2 threshold on each hydrometeor column mass. A classification has also been
defined for the total hydrometeor and total frozen hydrometeor (ice+snow+graupel)
contents using the same threshold. The database is used to construct the learning (to
train the NNs) and the testing (to test the NNs ability to classify) datasets.

The NNs are trained using a standard back-propagation algorithm (Rumelhart et al.,
1986). A leave-one-out approach is used to minimize or prevent the over-fitting prob-
lem where NNs perform well on the training dataset, but are unable to work on new
atmospheric situations. Each time, 11 out of the 12 cases are used for the training,
and the remaining case is used to test the NN. This is performed 12 times, to obtain
12 testing cases. The results presented in the following section will be the synthesis of
these 12 testing cases. Using a different approach would conduct to arbitrary obtain
generalization results very dependent on the choice of the testing dataset (often with
too optimistic results). The leave-one-out approach provides more confidence on the
robustness of the results.

3.3.2.2 Cloud classification results

Figure 3.13 presents the histogram of the NN a posteriori probability of being cloudy, for
each hydrometeor, over land and sea separately, for the 12 cases, from both ICI-only and
ICI+MWI information. The solid (resp. dashed) line represents the probability distri-
bution of the non-hydrometeor (resp. hydrometeor) pixels. Ideally, the solid line would
be a Dirac distribution over zero, and the dashed line would be a Dirac distribution
over one. The wider the intersection of distribution, the more ambiguous the classifi-
cation becomes. It can be noticed that this is not the case, and some distributions are
more ambiguous for some hydrometeors (e.g., rain). Therefore, different thresholds for
the classification need to be used for different hydrometeors. Threshold values of 0.4,
0.5, 0.4, 0.2, 0.3, and 0.5 have been chosen for total frozen, cloud ice, snow, graupel,
rain, and cloud water hydrometeors, respectively. Resulting classification accuracies are
satisfactory: 85.0 (88.9) %, 89.3 (84.6) %, 94.7 (83.3) %, 91.3 (90.4) %, 85.0 (71.5) %,
and 89.9 (35.8) %, over land, for the non-hydrometeor pixels (resp. the hydrometeor
pixels). These rates are similar over the sea since the surface contribution is very limited
at frequencies higher than 183 GHz (ICI channels) due to larger atmospheric opacity.
The classification has also been performed for each hydrometeor when using ICI+MWI
channels, the resulting accuracy for each hydrometeor has been specified in red. As ex-
pected, adding lower frequencies improves the detection of cloud liquid phases, with an
increase of the classification accuracies of 10.0 % over land and 15.6 % over sea for the
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rainy pixels, and 18.7 % and 62.0 % for the cloud water pixels. For the frozen particles,
the classifier gives very similar results when using ICI-only or ICI+MWI channels, which
suggests that the MWI channels do not provide more information on the detection of
the frozen particles than ICI.
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Figure 3.13: Histogram of probability for each integrated hydrometeor content
retrieved by a NN classification with ICI-only (black) and ICI+MWI (red) channels
over sea and land. The classification accuracies for the non-hydrometeor (c) and
hydrometeor pixels (h) are shown. The threshold value for each hydrometeor is shown
in grey line.

Figure 3.14 shows the spatial patterns of the vertically integrated contents, the a pos-
teriori cloud probabilities estimated by the NN classifier with ICI+MWI channels, the
retrieved flags, and the initial flags, for all the six hydrometeors and the total hydrome-
teors, for case 11. The estimated spatial structure of each hydrometeor pixel by the NN
classifier is globally similar to the initial one, which suggested that our classification has
a good performance in detecting the location of each hydrometeor and total cloud, as
well as a good assessment of the classification uncertainties. However, we have difficulty
in getting good spatial patterns of liquid phases from the NN classifier when using ICI-
only channels, leading to a bad detection of spatial distribution of total hydrometeor
content (in Figure 3.15), due to a lack of lower frequencies.

3.3.3 Cloud integrated content retrieval

3.3.3.1 Retrieval algorithm

The relationships between the brightness temperatures at different frequencies and the
hydrometeor column masses are complex, multivariate in nature, and non-linear. A
multilayer feedforward NN retrieval algorithm is again chosen to model these complex
physical links. The number of inputs are the same (13 channels for ICI-only and 39
channels for the ICI+MWI channels), 10 neurons in the hidden layer, and 6 neurons
are used to code the FWP (IWP+SWP+GWP), IWP, SWP, RWP, GWP, and CWP
retrieved vertically integrated quantities.
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Figure 3.14: The spatial patterns of six integrated contents (kg/m2), the
probabilities estimated by the NN classifier with ICI and MWI channels, the retrieved
flags (cloudy pixels are in blue, clearsky pixels are in grey), and the initial flags for six
hydrometeors and the total hydrometeors for case 11 over Portugal at 07:00 UTC on
19 January, 2013.

The training and testing datasets are the same ones used in Section 3.3.2 for the cloud
detection and classification, except that this time the variables to be retrieved are not
binary (presence or not of the cloud) but continuous (i.e., the cloud integrated content
quantities). The dataset contains only pixels classified as cloudy by our detection/-
classification process. However, to reduce the classification uncertainty impact on the
hydrometeor content retrieval, instead of using a total cloud classification, we use the
individual hydrometeor classification that has good accuracy in terms of spatial struc-
tures (see Figure 3.14). This can help avoid ambiguity of the cloud liquid phase detection
when using only ICI channels (see Figure 3.15). Again, the leave-one-out process (11
cases for training and one case for testing, repeated 12 times) was used to train and
test the NNs, ensuring that no over-training was artificially increasing confidence on the
retrievals.

In addition, the leave-one-out scheme ensures that the 12 cases sample well the space
of possible hydrometeor profile states because no significant difference in generalization
tests is measured on the 12 trials. This means that besides being chosen to be diverse,
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Figure 3.15: Same as Figure 3.14, but with ICI-only channels.

there is no extreme departure of one case compared to the remaining 11 cases, or the
statistical NN retrieval is able to interpolate between the cases. This gives confidence
in the dataset built in Chapter 2.

To determine the ability of the retrieval algorithm to accurately quantify the hydrome-
teor quantities, the differences between the retrieved and initial values are measured in
terms of both the absolute and relative averaged errors, over several bins in the hydrom-
eteor range. Indeed, the relative error (resp. absolute error) is generally more relevant
for evaluating the retrieval performances for the larger (resp. smaller) hydrometeor
contents.

3.3.3.2 Results

Figure 3.16 shows the scatter plots of the retrieved column mass of the six hydrometeors
versus the initial ones, over land and sea, for ICI-only and ICI+MWI channels. No in-
strument noise is considered so far. Each color represents one of the 12 cases (each one
is the testing dataset in the leave-one-out approach), which is the same as in Figure 3.1.
When considering only ICI channels, the retrieved cloud liquid phases (RWP and CWP)
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saturate at their lower values, slightly underestimating the higher liquid phase contents,
and overestimating the lower ones. This implies that the increasing opacity at higher
frequencies and near the water vapor absorption lines masks the signal from lower liquid
clouds to a large extent. In contrast, the agreement between the retrieved and initial
cloud frozen phase contents is very good, in particular for the SWP, due to the strong
scattering signals at higher frequencies by frozen particles. Note that the slight satu-
ration regime appears also in the IWP retrieval over both land and sea, leading to a
retrieved IWP between 0 and 0.4 kg/m2.
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Figure 3.16: Scatter plots of vertically integrated contents of ice, snow, rain,
graupel, cloud water, and frozen particles from the WRF outputs and the NN method
with ICI-only channels (2 top rows) and ICI+MWI channels (2 bottom rows) over
land (first and third rows) and sea (second and fourth rows). Each color represent the
results for one case when it is regarded as the testing case, which keeps the same as in
Figure 3.1.

When adding the MWI channels, the retrieval performances are improved for all the
vertically integrated hydrometeor contents, but most significantly for the cloud liquid
phases, as expected. It illustrates well how low frequency microwave channels can pene-
trate clouds and rain to some extent, allowing the retrieval of the cloud liquid contents
in a vertical column. Therefore, combining ICI and MWI instruments, by covering
the frequency range from 18.7 to 664 GHz, allows overcoming the limitations of lower
frequencies (i.e., not sensitive to the smaller frozen particles at higher altitudes) and of
higher frequencies (i.e., lack of capacity to extract the information from lower altitudes).
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Over sea, the retrieval algorithm reproduces better the integrated hydrometeor contents,
specially for the cloud liquid phases when using ICI+MWI channels. This is due to the
fact that the emission from cloud liquid phases is contaminated by the emission from
land surface, and is relatively important over the cold sea surface, at surface-sensitive
microwave channels. As a consequence, these channels have a larger impact over sea
than over land, as discussed by Kummerow et al. (1996), Marecal and Mahfouf (2001).

The ICI+MWI retrieved and initial hydrometeor content patterns are shown in Fig-
ure 3.17 for case 11. The spatial distributions of all the hydrometeors are well retrieved,
such as the convective parts (the northern part of the eyewall and surrounding the eye
of the cyclone). However, the higher initial IWP concentrated on the north of the eye
is missing in retrieval results, whereas they are presented by the intermediate values
due to the saturation regime. Surprisingly, there is no evident discontinuity on the
retrieved RWP and CWP over land/sea, even this is generally observed in rainfall re-
trievals (McCollum and Ferraro, 2003, Yuter et al., 2006). This land/sea discontinuity
however appears when only ICI channels are used in the CWP retrieval. This is due
to the difficulty in distinguishing the emitted signals from cloud liquid particles from
warmer land surface, losing the direct link between the brightness temperatures and the
CWP.
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Figure 3.17: The patterns of retrieved and initial IWP, SWP, RWP, GWP, CWP,
and FWP for case 11 over Portugal at 07:00 UTC on 19 January, 2013..

Figure 3.18 shows the average absolute and relative retrieval errors, per bin of 0.01, 0.04,
0.04, 0.04, 0.02, and 0.06 kg/m2 for, respectively, the six hydrometeors contents (IWP,
SWP, RWP, GWP, CWP, and FWP), over land and sea, with ICI-only and ICI+MWI
channels. The limited information from higher frequencies (ICI-only) induces large ab-
solute and relative retrieval errors in RWP, CWP, and GWP (situated at relative lower
altitudes), notably for larger contents. Therefore, the following discussion will focus
on the retrieval results with ICI+MWI channels. As expected, in the light hydrome-
teor content ranges, the relative errors are higher, even exceed 100 % for very small
contents. The relative retrieval errors for IWP, SWP, RWP, GWP, CWP, and FWP
drop and remain nearly below 20 %, 20 %, 20 %, 40 %, 30 %, and 20 % for 0.25, 0.5,
0.25, 0.2, 0.2, and 0.5 kg/m2 and above, respectively. They increase again and start
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to fluctuate for larger hydrometeor contents, due to the rarity of these cases in our re-
trieval database. The absolute errors increase with hydrometeor contents, except for the
IWP. The absolute errors are larger than 0.04 kg/m2 for the IWP less than 0.05 kg/m2,
showing the difficulty in lower IWP retrieval. This high uncertainty associated with the
low IWP is due to the sensitivity of brightness temperatures to other variables such as
snow and graupel particle presences. Note that both absolute and relative errors for the
IWP retrieval are very similar in two channel-configurations, demonstrating that the ICI
channels can provide enough information for the IWP retrieval.
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Figure 3.18: Retrieval relative (2 top rows) and absolute (2 bottom rows) errors per
bin of 0.01, 0.04, 0.04, 0.04, 0.02, and 0.06 kg/m2 for IWP, SWP, RWP, GWP, CWP,
and FWP, separately, with ICI-only and ICI+MWI channels over sea and land.

In addition, the impact of the realistic instrumental noises on the accuracy of the retrieval
algorithm was investigated. The instrumental noise goes from 0.6 K to 1.2 K for the MWI
channels and from 0.6 K to 1.9 K for the ICI channels (see Table 1.1 in Chapter 1). The
noise values at all the channels were added to the simulated brightness temperatures
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but their impact on retrieval results was negligible (see Figure 3.19). This indicates
that the uncertainty introduced by the instrumental noise is negligible compared to the
other sources of uncertainties such as, for instance, the low-information content of some
channels for some hydrometeors, or the ambiguity of the signal in one channel.
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Figure 3.19: Same as in Figure 3.16, but with instrumental noises.

3.3.4 Hydrometeor profile retrieval

3.3.4.1 Retrieval approach based on a PCA representation

In order to represent the IWC, SWC, RWC, GWC, CWC, and FWC vertical profiles,
6 × 104 variables are needed. It would be unrealistic to retrieve independently these
624 variables from the small number of microwave channels (and even lower number of
independent pieces of information in the observations, see Section 3.2). Therefore, a
PCA technique was used to reduce the size of the outputs in the retrieval algorithm,
by using the strong dependencies (correlations) that exist between the vertical layers in
the profiles, and among the hydrometeor types. In order to represent 99 % of the 6 hy-
drometeor profiles variance, 35 components are necessary over sea and 42 components
over land. Note that the PCA has been performed over all the hydrometeor profiles at
once. A NN model is then used to retrieve from, the microwave channels, these 35 or
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42 components that are then reversed into the original coordinate to obtain the hydrom-
eteor profiles. It should be noted that only 4 (resp. 6) pieces of information were present
in the ICI-only (resp. ICI+MWI) channel-configuration (Section 3.2) so obviously, only
the dominant part of the profile variability can be retrieved, not the details (e.g., vertical
inversions in the profiles or subtle altitude-localization in the atmospheric column).

3.3.4.2 Results

Figure 3.20 shows the initial and retrieved IWC, SWC, RWC, GWC, CWC, and FWC
profiles from the ICI+MWI channels (with no instrumental noises), for case 11, along
the transect between 8◦W and 9◦W. The vertical structures of the cloud systems, espe-
cially the convective cores, are well reproduced, with the similar amount and location
of the frozen particles that the WRF predicted ones. For the IWC profile retrieval, the
results imply that the retrieved IWCs are much larger (up to 0.15 kg/m3) than the
initial ones (up to 0.08 kg/m3). This overestimation might be because the NN retrieval
gets confused between the contribution to the brightness temperatures of the ice and
other frozen particles. For the liquid particle profile retrievals, the NN underestimates
their contents, with limited vertical structures compared to the initial ones. Overall, the
retrieval algorithm can capture the principal structure of frozen phase profiles. Consid-
ering the number of pieces of information required to fully represent the hydrometeor
profiles, and the information content of the satellite observations, the retrieval of the six
hydrometeor profiles remains a true challenge. Our retrieval gives one profile solution
(i.e., the simplest and most regular profiles) among all the possible ambiguous ones.
This is the only possible strategy, unless an independent source of information is added
(e.g., a physical model in a variational assimilation context).

3.4 Conclusion

In this chapter, a statistical retrieval algorithm of cloud parameters has been devel-
oped based on the simulated brightness temperatures for ICI and MWI channels, at
frequencies from 19 to 664 GHz, for the preparation of the next generation of European
operational meteorological satellite. The retrieval database is derived from ARTS radia-
tive transfer simulations fed by a detailed and realistic description of the atmospheric
profiles from WRF cloud resolving model, for twelve European mid-latitude scenarios.
Successful evaluation by comparison with the SSMIS observations up to 190 GHz gives
us confidence in these WRF+ARTS simulations. Our retrieval database contains the
geophysical variables of interest describing the 12 cases and the corresponding simulated
brightness temperatures at ICI and MWI channels.

First, the statistical quality of the database, as well as the information content of the
simulated brightness temperatures have been investigated, with PCA and correlation
analyses. 4 (36) independent pieces of information can describe 99 % of the variabil-
ity of the vertically integrated content (of the profiles). However, only 4 (6) pieces of



Chapter 3. A Statistical Retrieval of Cloud Parameters for ICI 67

35 40 45 50
0

2

4

6

8

10

NN IWC (kg/m
3
)

H
e

ig
h

t 
(k

m
)

 

 

0.05

0.1

35 40 45 50
0

2

4

6

8

10

Initial IWC (kg/m
3
)

H
e

ig
h

t 
(k

m
)

 

 

0.05

0.1

35 40 45 50
0

2

4

6

8

10

NN SWC (kg/m
3
)

H
e

ig
h

t 
(k

m
)

 

 

0

0.1

0.2

0.3

0.4

35 40 45 50
0

2

4

6

8

10

Initial SWC (kg/m
3
)

H
e

ig
h

t 
(k

m
)

 

 

0

0.1

0.2

0.3

0.4

35 40 45 50
0

2

4

6

8

10

NN RWC (kg/m
3
)

H
e

ig
h

t 
(k

m
)

 

 

0

0.1

0.2

0.3

0.4

35 40 45 50
0

2

4

6

8

10

Initial RWC (kg/m
3
)

H
e

ig
h

t 
(k

m
)

 

 

0

0.1

0.2

0.3

0.4

35 40 45 50
0

2

4

6

8

10

NN GWC (kg/m
3
)

H
e
ig

h
t 
(k

m
)

 

 

0

0.2

0.4

0.6

0.8

35 40 45 50
0

2

4

6

8

10

Initial GWC (kg/m
3
)

H
e
ig

h
t 
(k

m
)

 

 

0

0.2

0.4

0.6

0.8

35 40 45 50
0

2

4

6

8

10

NN CWC (kg/m
3
)

H
e
ig

h
t 
(k

m
)

 

 

0

0.2

0.4

0.6

0.8

35 40 45 50
0

2

4

6

8

10

Initial CWC (kg/m
3
)

H
e
ig

h
t 
(k

m
)

 

 

0

0.2

0.4

0.6

0.8

35 40 45 50
0

2

4

6

8

10

NN FWC (kg/m
3
)

H
e
ig

h
t 
(k

m
)

 

 

0

0.5

1

35 40 45 50
0

2

4

6

8

10

Initial FWC (kg/m
3
)

H
e
ig

h
t 
(k

m
)

 

 

0

0.5

1

Figure 3.20: Initial (left) and retrieved (right) IWC, SWC, RWC, GWC, CWC, and
FWC profiles from the ICI+MWI channels for case 11, along the transect between
8◦W and 9◦W.

information can be derived from 13 ICI (39 ICI+MWI) channels (for again 99 % vari-
ance), which shows the difficulty of integrated hydrometeor content retrievals with only
ICI channels and the hydrometeor profile retrievals, even with ICI+MWI channels. In
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addition, according to the correlation analysis, the ICI channels have stronger correla-
tions with cloud frozen phases than with the liquid phases (especially with the cloud ice
particles for frequencies above 448±7.2 GHz), indicating their potential for the frozen
particle retrieval. The MWI channels at lower frequencies are therefore added to the
retrieval to improve the quantification of liquid particle phase.

A NN classifier and a NN retrieval algorithm are developed to detect and quantify each
cloud hydrometeor quantity, trained in the WFR+ARTS database, for ICI-only and for
ICI+MWI channels. The classifier gives very satisfactory accuracy in detecting the cloud
frozen hydrometeors when using ICI-only channels, with an accuracy of ∼90 % of the
cloud detection over land and ocean. For the cloud hydrometeor quantification, the re-
trieved cloud frozen phase contents is satisfactory with ICI-only channels for IWP above
0.05 kg/m2. The absolute error is larger than 0.04 kg/m2 for IWP less than 0.05 kg/m2,
showing the difficulty in lower IWP retrieval. The relative error for the retrieved inte-
grated frozen water content (FWP) is below ∼40 % for 0.1 kg/m2 < FWP < 0.5 kg/m2

and below ∼20 % for FWP > 0.5 kg/m2. Adding the MWI channels improves the detec-
tion and quantification essentially for the cloud liquid phase, as expected. The retrieval
results are better over sea than over land, however, there is no evident discontinuity
between them. For the hydrometeor profiles, the retrieval algorithm can capture the
major vertical structures of the cloud profile, but fails to detect the fine scale structures.
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4.1 Introduction

The next generation of (EUMETSAT) Polar System-Second Generation (EPS-SG) will
carry an instrument, the ICI, with frequencies up to 664 GHz (see Chapter 1 for its
channels and other characteristics). It will expand the current capabilities for the char-
acterization of the cloud frozen phase, but this is challenging as the radiative transfer
models have not been fully developed and evaluated yet up to these frequencies. More
specifically, no effort has been made yet toward the estimation of the surface emissivity
at frequencies above 200 GHz. Under a large range of atmospheric conditions, satellite
observations above 200 GHz will not be sensitive to the surface contribution, due to the
increased atmospheric opacity with frequencies. However, for dry atmosphere, a portion
of the signal received by the satellite can come from the surface (see Figure 4.1 that
presents the total atmospheric transmission at nadir, as calculated by ARTS, for five
standard atmospheres from the Fast Atmospheric Signature Code (FASCOD)). Under
dry and cold conditions, a reliable estimate of the surface emissivity is necessary to ac-
count for the surface contribution and perform an accurate retrieval of the atmospheric
properties. High atmospheric transmissions at high frequencies occur primarily around
the poles and at mid-latitude during winter, even up to 480 GHz.
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Figure 4.1: Total transmission of the
atmosphere at nadir, as calculated with ARTS,
for five standard atmospheres from FASCOD.

Over open ocean, the emissivity varies pri-
marily with the surface wind speed, and
models have been developed to estimate
the emissivity as a function of surface
wind speed and direction, sea surface tem-
perature, and salinity. Several models ex-
ist for the calculation of the ocean emis-
sivity. The FAST microwave Emissivity
Model (FASTEM) (English and Hewison,
1998, Liu et al., 2011) is currently used in
major Numerical Weather Prediction cen-
ters up to 200 GHz and provides realistic
estimates of the sea surface emissivities.
It is based on a full physical emissivity
model. For computational efficiency, the
full model has been parameterized for cur-
rent observations up to 200 GHz and up
to 65◦ incidence angle. FASTEM has un-
dergone several updates, from FASTEM-1 to FASTEM-6. The changes from one version
to the other, are documented in Bormann et al. (2004). The parameterization is op-
timized for frequencies below 200 GHz. It has been calibrated and validated in the
operational framework. Another emissivity model, based on similar principles has been
developed by Prigent and Abba (1990). It is a geometric optic model, with the sea
surface described as a set of flat surfaces with a bi-directional slope distribution, derived
from photographic observations of the sun glitter on the sea. The initial version of this
physical model has been updated using the FASTEM model for the dielectric properties
of sea water, for the foam cover, and for the foam emissivity.
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Based on these two models, an emissivity parameterization (the Tool to Estimate the
Sea Surface Emissivity at Microwaves and Millimeter waves, TESSEM2, Prigent et al.,
2016) was developed at LERMA and has already been presented in Chapter 2. It
mimics FASTEM up to 200 GHz and transitions smoothly to our physical model for
higher frequencies.

For the frozen surfaces, physical modeling (e.g., numerical modeling, theoretical model-
ing) of the emissivity of snow and ice at microwave frequencies is particularly complex,
given the large variety of the snow and ice signatures in this frequency range. The inter-
action between the radiation and snow/ice involves both volume and surface scattering,
and the mechanisms are very variable in space and time. A variety of models exists
(see Matzler (2006) for a review). Four major models are available to the community:
the Community Radiative Transfer Model (CRTM) from NOAA (Weng et al., 2001),
the single-layer model from Helsinki University of Technology (HUT) (Pulliainen and
Grandeil, 1999), the Microwave Emission Model of Layered Snowpack (MEMLS) from
University of Bern (Wiesmann and Matzler, 1999), (adapted by Tonboe (2010) for sea
ice), and the Dense Media Radiative Transfer (DMRT) snow models (Picard et al., 2013,
Tsang et al., 2007). However, the need in these models for a detailed description of the
snow and ice parameters (e.g., the snow grain size distribution, the stratification of the
snow medium, and the quantification of the brine inclusion in sea ice) makes it very diffi-
cult to provide realistic estimates at continental scales where such information is clearly
not available. Even if a perfect model existed, the lack of reliable input parameters
would jeopardize its robustness. Modeling results above 100 GHz can be very mislead-
ing as the complexity of the interaction of the radiation and the surface might not be
taken into account at high frequencies. Some efforts to validate the MEMLS model have
been conducted, with airborne measurements between 89 and 190 GHz (Harlow, 2011,
Harlow and Essery, 2012). However, even under controlled environments, the emissivity
modeling is very challenging.

Microwave emissivities have also been calculated directly from satellite observations,
removing the atmospheric contribution (gas and clouds) and the modulation by the land
surface temperature. This technique has been applied to conical imagers such as SSM/I,
TMI, the Advanced Microwave Scanning Radiometer-E (AMSR-E) (e.g., Moncet et al.,
2011, Prigent et al., 2006, 2005, 1997) but also to cross-track sounders such as AMSU
(e.g., Karbou et al., 2005, Karbou and Prigent, 2005b, Prigent et al., 2005). These
estimates capture well the spatial and temporal variabilities of the emissivities. An
analysis of the spectral, angular, and polarization dependences of these satellite-derived
emissivities was conducted (Prigent et al., 2008), and led to the development of the Tool
to Estimate Land Surface Emissivities at Microwave frequencies (TELSEM). TELSEM
provides a parameterization of the emissivity for all observing conditions and for all
continental surfaces, given the surface location and month in the year, for frequencies
from 19 to 90 GHz. It is anchored to a robust climatology of 19 to 85 GHz emissivities,
calculated from 15 years of SSM/I observations (Prigent et al., 2006). Compared to
model calculations (e.g., CRTM), TELSEM provides emissivity estimates that agree
better with satellite observations up to 90 GHz, especially over polar regions (Bernardo
et al., 2013, Prigent et al., 2015).
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Most satellite-derived emissivity studies focused so far on the frequency range up to
100 GHz, where the atmospheric transmission is significant. Between 100 and 200 GHz,
the need for reasonable estimates of the emissivity at AMSU/the Microwave Humidity
Sounder (MHS)/the Special Sensor Microwave Imager/Sounder (SSMIS)/the Advanced
Technology Microwave Sounder (ATMS) window channels around 160 GHz has trig-
gered some efforts (e.g., at Météo-France (Karbou et al., 2014), at NOAA, and at UK
Met Office), but they have not been consolidated yet. The snow and ice emissivities
have been estimated from aircraft observations at AMSU frequencies up to 190 GHz,
onboard the UK FAAM aircrafts (Harlow, 2009, 2011, Hewison and English, 1999, Hewi-
son et al., 2002). These studies confirmed the large variability of the snow, ice, and sea
ice emissivities as a function of ice and snow types.

A pragmatic approach to parameterize (the Tool to Estimate Land Surface Emissivity
from Microwave to sub-Millimeter waves, TELSEM2, Wang et al., 2016) the snow and
ice emissivities up to 700 GHz has been implemented at LERMA (details in Chapter 2).
It makes extensive use of the existing satellite-derived emissivities to provide realistic
estimates along with reasonable spatial and temporal variabilities.

This chapter focuses on the evaluation of the TESSEM2 and TELSEM2, using the IS-
MAR and MARSS measurements. The ISMAR is the demonstrator for ICI and provides
as unique opportunity to document the surface emissivity in the 200-700 GHz range. It
has been designed to operate at the ICI frequencies (Fox et al., 2014). It flew on the
FAAM BAe-146 aircraft during two campaigns (presented in Section 4.2). The other
instrument, MARSS, was operated onboard the same aircraft, at frequencies from 89
to 183 GHz. The observations of ISMAR and MARSS are examined and evaluated (in
Section 4.3) to investigate their quality and stability. Then the surface emissivity pa-
rameterizations are partly evaluated by comparison with emissivity estimation from the
ISMAR and MARSS observations in Section 4.4. Section 4.5 concludes this chapter.

4.2 The instruments and the campaigns

4.2.1 The instruments

ISMAR has been jointly funded by the UK Met Office and ESA (see Figure 4.2). It has
been designed and built by a consortium of Rutherford Appleton Laboratory (RAL),
Radiometer Physics GmbH (RPG), and Systems Engineering and Assessment (SEA)
(Charlton et al., 2009, Fox, 2015). It is an along-track scanning radiometer, and it oper-
ates with multiple channels at millimeter and sub-millimeter wavelengths: five channels
in the oxygen line at 118.75 GHz, three channels in the 325.15 and the 448 GHz water
vapor lines, and two window channels at 243.2 and 664 GHz. The two window channels
have two orthogonal polarizations which rotate with scan angle, giving both V and H
polarizations in the +50◦ downward view. It is the same for the other channels, but
only V polarization is given in the +50◦ downward view (Fox, 2015). The instrument
is calibrated against two blackbody targets, one at ambient temperature, the other one
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heated. The instrument viewing angles are between +55◦ and -10◦ downward and be-
tween +10◦ and -40◦ upward. Each scan takes ∼4 s. A typical scan pattern will start
at the forward (heated) calibration target and step through the nadir views, the aft
(unheated) calibration target, and finally the zenith views. The integration time for
each angle is around 100 ms, as well as for each calibration load.

ISMAR	

MARSS	

Figure 4.2: The positions of ISMAR and
MARSS on board the FAAM BAe-146 research
aircraft.

MARSS is an along-track scanning pas-
sive radiometer as well. It observes in
five channels, including two window chan-
nels (89 and 157 GHz) and three chan-
nels near the water vapor line (183 GHz).
These channels correspond to channels 16
to 20 on AMSU (Saunders et al., 1995).
MARSS was first operated on the UK
Met Office Research Flight C-130 Hercules
aircraft, and then moved to the FAAM
BAe-146 aircraft (indicated in Figure 4.2).
These are also close to channels that will
be available on the Microwave Imaging
Radiometer (MWI). The radiometer con-
sists of an external pod containing the scanning mechanism and the calibration targets,
and a part in the fuselage with the front end receiver. Each scan takes 3 s, with 18
scene views (9 upward and 9 downward at each 10◦ from -40◦ to +40◦) and 2 views to
the blackbody targets. A single linear polarization is measured in each channel, and the
polarization rotates with scan angle. For more details, see Guillou et al. (1996), Hewison
(2006).

The channels specifications for both instruments are listed in Table 4.1.

4.2.2 The campaigns

ISMAR and MARSS operated onboard the FAAM BAe-146 research aircraft at altitudes
from 50 to 35000 ft, in three scientific campaigns. Note that the last one is very recent
and has not been analyzed yet, but some information can be found in Chapter 6. The
first, the Sub-millimeter Trial in Cirrus and Clear Skies (STICCS-2) operated out of
Prestwick (Scotland, UK) between November 26, 2014 and December 15, 2014, and con-
centrated on measurements in clear-sky and thin cirrus cases. The second, the Cold-air
Outbreak and Sub-Millimeter Ice cloud Study (COSMICS) took place during the period
March 4-25, 2015, also from Prestwick, with flights up to Greenland. I participated in
flight ‘B878’ in the STICCS-2 ISMAR campaign. Table 4.2 provides information on the
different flights during these two campaigns (a total of 15 flights).

In addition to the ISMAR and MARSS instruments, a large number of instruments flew
in the aircraft during these campaigns: infrared and visible spectrometers, a mini-lidar,
cloud imaging probes, cloud droplet probes, an aerosol sampler, and dropsondes. The
in situ vertical temperature, humidity, and wind speed profiles below the aircraft can
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Table 4.1: Channel characteristics of the ISMAR and MARSS instruments,
including their frequencies, BandWidth (BW), instrument noise (measured Net∆T on
liquid nitrogen cooled target over 60 seconds, from Fox et al., 2016), polarization,
Field-Of-View (FOV) angle (full-width at half-maximum), and main spectral features.
The polarizations indicated here are the polarizations in the +50◦ downward view for
all the channels. The MWI (MicroWave Imager) is an instrument on board the
MetOp-SG as ICI.

Instrument Channels Freq. Off. BW Net∆T Polar. FOV Spectral
(GHz) (GHz) (GHz) (GHz) (K) (deg) feature

MARSS (MWI) 89 ±1.1 0.65 0.42 Mixed 12.0 Window

5 × ISMAR (MWI) 5 × 118.75

±1.1 0.4 0.4

5 × V 5 × <3.8 5 × O2

±1.5 0.4 0.4
±2.1 0.8 0.3
±3.0 1.0 0.3
±5.0 2.0 0.3

MARSS (MWI) 157.0 ±2.6 2.6 0.69 H 11.0 Window

3 × MARSS (ICI) 3 × 183.31
±1.0 0.45 0.64

3 × H 3 × 6.2 3 × H2O±3.0 1.0 0.44
±7.0 2.0 0.35

2 × ISMAR (ICI) 2 × 243.2 ±2.5 3.0 0.3 V 2 × <3.6 2 × Window0.4 H

3 × ISMAR (ICI) 3 × 325.15
±1.5 1.6 1.6

3 × V 3 × <3.6 3 × H2O±3.5 2.4 0.7
±9.5 3.0 1.1

3 × ISMAR (ICI) 3 × 448.0
±1.4 1.2 1.1

3 × V 3 × <3.6 3 × H2O±3.0 2.0 1.6
±7.2 3.0 2.8

2 × ISMAR (ICI) 2 × 664.0 ±4.2 5.0 3.3 V 2 × <3.8 2 × Window1.3 H

be measured by the dropsondes, with possible shifts between the air masses sounded by
the dropsondes and the ones observed by the microwave instruments.

4.3 Evaluation of the ISMAR/MARSS observations

4.3.1 Example of four flights

All flights have been examined and evaluated, but for illustration purposes, four of them
(i.e., B875, B893, B896, and B898) will be detailed here. They correspond to flights of
interest for emissivity calculation, two for the ice-free ocean emissivity, the other two
for sea ice and continental ice emissivities, with low level altitude transects and limited
cloudiness.

Flights B893 (from the COSMICS campaign) and B875 (from the STICCS-2 campaign)
are of special interest for the ice-free ocean emissivity calculations. Flight B893 took
off the east coast of Scotland on March 10, 2015, under clear sky condition. Figure
4.3 shows the flight path, with the aircraft altitude in color (also shown on the right
as a function of observation time). A number of low-level runs were performed at 100,
500, and 1000 ft above the surface around 16:00. The closest atmospheric profiles in
time and space are extracted from the European Reanalysis Interim (ERA Interim). The
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corresponding surface skin temperature, the 10-m wind speed, the total integrated Water
Vapor Content (WVC), and the cloud fraction are plotted in Figure 4.4. The conditions
are rather cold and dry (∼280 K for the sea surface temperature and ∼7 kg/m2 for
WVC). Four dropsondes were released during that flight, from high altitudes (about
33000 ft) (their releases are indicated by squares in Figure 4.3 on the left).
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Figure 4.3: Left: The flight track of B893 with the flight altitude in color. The red
star is the place for take off, and the four squares in blue, light blue, red, and purple
show the launching points of the first, second, third, and fourth dropsondes,
respectively. Right: The flight altitude as a function of time.
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Figure 4.4: The surface skin temperature, the integrated water vapor content, the
10-m wind speed, and the fraction of total cloud against the observation time during
flight B893 from ERA Interim data.

Figures 4.5 and 4.6 present the measured brightness temperatures for all channels, for
the up-looking views at zenith and for the down-looking views at nadir, respectively.
Around 17:00, the plane orbited at angles between 20◦ and 60◦ at 9000 ft, inducing
related changes in most channels (except the most opaque and saturated ones), for both
zenith and nadir views. Otherwise, the brightness temperatures appear stable, with the
expected flight altitude dependence. The frequency dependences from a channel to the
other are also in agreement with the expectation. Limited spikes appear, related to a
few short periods of instrument instabilities. The 664 GHz channels are much noisier
than the other ones, especially in the vertical polarization. In addition, the polarization
difference at this frequency is not negligible even for the up-looking views where no
polarization difference is expected.
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Figure 4.5: The MARSS and ISMAR observations as a function of observation time
for flight B893 at zenith.
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Figure 4.6: Same as Figure 4.5, but at nadir.

Flight B875 was operated under clear sky conditions as well on November 28, 2014 in
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Northwest of Scotland. Like flight B893, observations are mostly performed over the
sea (shown in Figure 4.7). Low-level observations were conducted around 15:00. During
this flight, the water vapor content (shown in Figure 4.8) is ∼11-12 kg/m2, a bit higher
than the one during flight B893 (in Figure 4.4).

Figures 4.9 and 4.10 show the observed brightness temperatures for all channels of the
MARSS and ISMAR for this flight, for the up-looking views at zenith and for the down-
looking views at nadir, respectively. The 243 GHz V channel was noisy. Occasional spikes
are found for the 325.15±1.5 and 448±1.4 GHz channels. The 664 GHz H channel is
less stable, and some noisy brightness temperatures are observed from 16:02 to 16:21,
16:36 to 16:57, and 17:13 to the end of the flight. Four dropsondes, marked in Figure
4.7, were released at 30000-34000 ft.
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Figure 4.7: Left: The flight track of B875 with the flight altitude in color. The red
star is the place for taking off and the four squares in blue, light blue, red, and purple
show the launching points of the first, second, third, and fourth dropsondes,
respectively. Right: The flight altitude as a function of time.

14 15 16 17 18 19
278

280

282

284

286

T
s
u
rf

a
c
e
 (

K
)

Flight B875

14 15 16 17 18 19
10

11

12

13

14

W
V

C
 (

k
g
/m

2
)

14 15 16 17 18 19
3

4

5

6

7

1
0
m

 w
in

d
 s

p
e
e
d
 (

m
/s

)

Time (UCT)
14 15 16 17 18 19

0

0.5

1

T
o
ta

l 
c
lo

u
d

Time (UCT)

Figure 4.8: The surface skin temperature, the integrated water vapor content, the
10-m wind speed, and the fraction of total cloud against the observation time during
flight B875.
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Table 4.2: Flight characteristics during the two campaigns.

Flight Date Location Comments
STICCS 2014
B875 Nov. 28

(5h)
North-west of
Scotland (sea)

Clear sky condition. Several low-level runs for
emissivity retrieval.

B878 Dec. 02
(5h)

East coast of
Scotland (sea)
and east of
England (land)

One part under clear sky over the sea off the east coast
of Scotland at different altitudes, the other part, thin
cirrus conditions over land on the eastern of England.

B879 Dec. 03
(3h)

West of
Prestwick (sea)

Stratocumulus cloud conditions with clear air above and
above clouds.

B884 Dec. 14
(5h)

North-east of
Edinburgh (sea)

Cloud conditions (cirrus, cumulus, and stratocumulus).
First part for wind probe calibration maneuvers, and
the second part for cirrus cloud study.

COSMICS 2015
B889 Mar. 05

(2.6h)
Northwest of
Prestwick (sea)

ISMAR measurements aborted during this flight.

B891 Mar. 08
(1.7h)

East of
Edinburgh (sea)

Test of ISMAR and analysis of the cirrus clouds.
ISMAR operated normally on the ground and initially
in flight, failure during climb at around FL160.

B892 Mar. 09
(2.7h)

West coast of
Scotland (sea)

ISMAR test in clear air above stratocumulus clouds.

B893 Mar. 10
(5.3h)

East coast of
Scotland (sea)

Low-level runs under clear sky conditions for surface
emissivity study.

B894 Mar. 11
(4.6h)

Northeast of
Aberdeen (sea)

Intent to measure cirrus off north-east Scotland.
Aborted due to aircraft science power failure.

B895 Mar. 13
(3.7h)

North of
Scotland (sea)

Cirrus study.

B896 Mar. 17
(5.1h)

Over Greenland Measurement over Greenland, with some clouds
observed during the flight.

B897 Mar. 18
(3.5h)

East coast of
Iceland

Flight over a precipitating frontal system. Three
transects across the system. Cloud varied from thin and
broken cirrus clouds to full-depth precipitating clouds.
Measurements mostly above the cloud tops.

B898 Mar. 19
(4.5h)

Over Greenland Clear sky condition mainly, with some occasional cirrus.
Some low level observations over the ice cap.

B900 Mar. 21
(2h)

Along west
Scottish coastline

Measurement of cirrus from Prestwick to Iceland.
Aircraft science power failed at the beginning of the
science section, and redirection toward Keflavik.
Observations over land along west Scottish coastline.

B901 Mar. 22
(2.5h)

West of
Reykjavik

Not designed for ISMAR. Measurements above and
below supercooled liquid stratocumulus clouds.

Flights B896 and B898, from the COSMICS campaign, are of special interest for emissiv-
ity calculations over snow and ice: they provide level runs suitable for surface emissivity
calculation, under dry and cold conditions. They took place over Greenland on March
17, 2015 and on March 19, 2015, respectively. Figure 4.11 indicates the two flight pat-
terns and the flight altitudes. The two flights started from Iceland and aimed at the
Greenland summit, with B898 east of B896. Low-level runs for flight B896 were designed
from the Greenland plateau down to the coast over the sea ice after 16:00. The high-level
runs were in the vicinity of the summit in conjunction with satellite over-pass. The at-
mospheric background during these flights are presented in Figure 4.12. The Greenland
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Figure 4.9: The MARSS and ISMAR observations as a function of observation time
for flight B875 at zenith.
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Figure 4.10: Same as Figure 4.9, but at nadir.

surface temperature is around 230 K, and the WVC is less than 1 kg/m2.
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Figure 4.11: Left: The flight tracks of flights B896 and B898. Right: The flight
altitudes as a function of time for these two flights.
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Figure 4.12: The surface skin temperatures, the integrated water vapor contents,
the 10-m wind speeds, and the fractions of total clouds against the observation time
during flights B896 and B898.

Figures 4.13/4.15 and 4.14/4.16 present the observed brightness temperatures at zenith
and nadir respectively for flight B896/B896. From Iceland to Greenland, these two flights
overpassed sea ice on their way toward the Greenland summit, and then flew back to
Iceland (Figures 4.11). During flight B896, the temperature separation between the two
calibration targets were below 50 K from 14:00 to 16:36, but data still appear stable.
The 448±1.4 GHz voltage saturated around 15:00, and was very close to saturation
shortly after 16:00. For the down-looking views, a rather large spatial variability is
noticed up to ∼14:00. This corresponds to the over flying of coastal regions with large
spatial variability (sea ice, fjord, and mountainous areas). After 14:00, the aircraft
overflies the Greenland plateau and the brightness temperatures are smoother, especially
at window frequencies. Some clouds were present during these flights (Figures 4.12),
with some expected effects, especially at high frequencies. Note that, according to the
lidar measurements, provided by UK Met Office, ERA-Interim was overestimating cloud
cover, which were clear over the summit plateau. For flight B896, there was no cloud
presence below the aircraft between 13:48 (∼68.5◦N) and 16:12 (close to the coast). For
flight B898, there was high cloud below the aircraft up until about 13:24 (69.5◦N), after
which it was clear until 15:24 (70◦N). The 664 GHz channels are much noisier than the
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other ones, as in previous discussions. The polarization difference at this frequency is
still not negligible.
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Figure 4.13: The MARSS and ISMAR observations as a function of observation
time for flight B896 at zenith.
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Figure 4.14: Same as Flight 4.13, but at nadir.
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Figure 4.15: The MARSS and ISMAR observations as a function of observation
time for flight B898 at zenith.
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Figure 4.16: Same as Figure 4.15, but at nadir.
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4.3.2 Estimation of the ISMAR instrument noise

Three versions of the ISMAR TB observations were provided by the UK Met Office. The
version differences correspond to different ways of handling the calibration (calculation
of the gain and offset, as well as averaging or not of the temperature measurements across
the calibration loads). The first version of the data (’firstlook’) involved a smoothing
of the calibration factors (gain and offset) over 30 s. The second version (r004) did not
involve any time averaging, but the temperature measurements across the loads were
spatially averaged (contrarily to the first version where only the central thermistor was
used). The last version of the data (r006) adopted a smoothing of the calibration factors
over 60 s along with a temperature averaging at the load surfaces (S. Fox, personal
communiation). The three versions of the data are compared. The standard deviations
(stds) of the brightness temperatures for all channels are calculated over 30 s for all
the flights, separately for the upwelling and downwelling views at zenith and nadir
(other integration times have been tested, with limited changes). This std includes
the instrument random noise (Ne∆T) as well as the signal natural variability over the
30 s related to changes in observing conditions (plane attitudes and atmosphere/surface
heterogeneity). The results for flight B893 are presented in Figures 4.17, 4.18, and 4.19.
The corresponding MARSS noises are also shown, although they do not change from a
version to the other. The changes in ISMAR data between versions are limited between
the version without any smoothing of the calibration and the two others, except in
the regions where low brightness temperatures were measured (such as around 18:00,
see Figures 4.5 and 4.6). Version ’r006’ of the data is suggested by S. Fox and used
throughout this thesis, as this may reduce some of the measurement biases due to the
better estimations of the calibration target temperatures.

The evaluation of the instrument noise by estimating the stds of the brightness temper-
atures calculated over 30 s is systematically performed for all the flights, using version
’r006’ of the data. Figure 4.20 presents the results (zenith and nadir) for the flight
B893 for each channel, as a function of the flight altitude. It shows that the window
channels (89, 157, and 243 GHz) are much more stable for the up-looking views than
for the down-looking views above a certain altitude. This is expected as for the up-
ward views in transparent channels, the signal will not be contaminated much by the
atmosphere, whereas for the downward views, it includes the surface variability as well
as the contribution from the water vapor in the lower layers. The channels that are
affected significantly by the atmospheres are more stable for the downward views than
for the upward views: for the downward views, the signal is close to saturation and the
variability of the atmospheric and observing conditions do not impact the signal much.
As a consequence, for the transparent channels, the stds of the upward views around the
mean values at high altitudes should be close to the instrument random noise whereas
for the other channels the downward views at high altitudes should be representative of
the instrument noise. The 664 GHz channels have significantly different behaviors for
the V and H polarizations, with the vertical polarization much noisier than the horizon-
tal one, confirming the previous remarks about the questionable quality of the 664 GHz
vertical polarization channel. Table 4.3 compares our estimate of the instrument ran-
dom noises averaged over all flights with the instrument noise specifications. For most
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Figure 4.17: For flight B893, evaluation of the instrument noise for the first version
’firstlook’ of the data for both zenith and nadir views, as a function of time.

channels, the noise evaluation from the aircraft observations is close to the specification.
The 243 GHz V, and 448±7 GHz are noticeable exceptions. Note that the intent here
is to provide a preliminary assessment of the instrument quality, to show that the ob-
servations were usable at least for the emissivity calculation rather than to characterize
the instrument. The detailed analysis of the instrument noise has been done carefully
by Fox et al. (2016).
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Figure 4.18: Same as Figure 4.17, but for the second version ’r004’.

4.3.3 Comparison of the observations and simulations, under clear sky
assumptions

The radiometric measurements are now evaluated, by comparing the upward views with
radiative transfer simulations, under clear sky assumptions. The downward views could
be contaminated by the surface contribution and will not be considered here for this eval-
uation step. ARTS is adopted to simulate the atmospheric radiative transfer, see Chap-
ter 2 for an introduction to this radiative transfer model. We selected the Rosenkranz



Chapter 4. Microwave Land Emissivity Calculations Using Airborne Measurements 87

16 17 18 19
0

1

2

3
Flight B893 0 degree

89

16 17 18 19
0

1

2

3

118+1.1

118+1.5

118+2.1

118+3

118+5

16 17 18 19
0

1

2

3

157

16 17 18 19
0

1

2

3

183+1

183+3

183+7

16 17 18 19
0

1

2

3

243H

243V

16 17 18 19
0

1

2

3

325+1.5

325+3.5

325+9.5

16 17 18 19
0

1

2

3

448+1.4

448+3

448+7.2

Time (UTC)

s
td

 (
K

)

16 17 18 19
0

1

2

3

664V

664H

16 17 18 19
0

1

2

3
Flight B893 180 degree

89

16 17 18 19
0

1

2

3

118+1.1

118+1.5

118+2.1

118+3

118+5

16 17 18 19
0

1

2

3

157

16 17 18 19
0

1

2

3

183+1

183+3

183+7

16 17 18 19
0

1

2

3

243H

243V

16 17 18 19
0

1

2

3

325+1.5

325+3.5

325+9.5

16 17 18 19
0

1

2

3

448+1.4

448+3

448+7.2

Time (UTC)

s
td

 (
K

)

16 17 18 19
0

1

2

3

664V

664H

Figure 4.19: Same as Figure 4.17, but for the third version ’r006’.

(1998a,b) absorption models for water vapor, oxygen, and nitrogen. The atmospheric
profile information is extracted from ERA-Interim profiles (0.125◦ × 0.125◦ horizontal
spatial resolution on 60 model lays). The pitch, roll, and orientation angles of the air-
craft are taken into consideration in the simulations. Clear sky condition is assumed for
all the simulations.

Figures 4.21 and 4.22 show the brightness temperature differences (simulations-observations)
for all ISMAR and MARSS channels as a function of time, for flights B893 and B875.



Chapter 4. Microwave Land Emissivity Calculations Using Airborne Measurements 88

0 1 2 3
0

2

4

6

8

10

89 157 243 V 243 H

0 1 2 3
0

2

4

6

8

10

118+1.1 118+1.5 118+2.1 118+3 118+5

0 1 2 3
0

2

4

6

8

10

183+1 183+3 183+7

0 1 2 3
0

2

4

6

8

10

325+1.5 325+3.5 325+9.5

std (K)

A
lt
it
u

d
e
 (

k
m

)

0 1 2 3
0

2

4

6

8

10

448+1.4 448+3 448+7.2

0 1 2 3
0

2

4

6

8

10

664 V 664 H

0 1 2 3
0

2

4

6

8

10

89 157 243 V 243 H

0 1 2 3
0

2

4

6

8

10

118+1.1 118+1.5 118+2.1 118+3 118+5

0 1 2 3
0

2

4

6

8

10

183+1 183+3 183+7

0 1 2 3
0

2

4

6

8

10

325+1.5 325+3.5 325+9.5

std (K)

A
lt
it
u
d
e
 (

k
m

)

0 1 2 3
0

2

4

6

8

10

448+1.4 448+3 448+7.2

0 1 2 3
0

2

4

6

8

10

664 V 664 H

Figure 4.20: Estimation of the instrument random noise (Ne∆T), for flight B893,
for both nadir (top) and zenith (bottom) views, as a function of the altitude, for the
third version ’r006’.

The simulations agree well with the observations at window channels at 89 and 157 GHz.
At 243 GHz, the simulations underestimate the observations, especially for the V po-
larization. There is a significant difference between the V and H polarizations, that
is not expected especially under clear sky condition. It has already been noticed that
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Table 4.3: Summary of the observed brightness temperature stds (K) for ISMAR
and MARSS channels over all the flights. The stds indicated in bold are the median
values for the high level runs. The instrument noise (measured Net∆T on liquid
nitrogen cooled target over 60 seconds, from Fox et al., 2016) for each channel is also
given.

Freq. (GHz) Tb std zenith (K) Tb std nadir (K) Ne∆T (K)
89 0.4 1.4 0.42
118.7503±1.1 0.4 0.2 0.4
118.7503±1.5 0.3 0.3 0.4
118.7503±2.1 0.3 0.3 0.3
118.7503±3.0 0.3 0.6 0.3
118.7503±5.0 0.2 1.1 0.3
157 0.8 1.2 0.69
183.248±0.75 1.0 0.8 0.64
183.248±2.5 0.6 0.6 0.44
183.248±6 0.4 0.5 0.35
243.2 V 1.0 1.2 0.3
243.2 H 0.3 0.7 0.4
325.15±1.5 1.5 1.1 1.6
325.15±3.5 0.7 0.6 0.7
325.15±9.5 1.2 1.0 1.1
448±1.4 1.7 0.9 1.1
448±3.0 1.8 1.2 1.6
448±7.2 2.7 2.0 2.8
664 V 3.4 2.6 3.3
664 H 1.6 1.1 1.3

the 243 GHz V channel is noisier than expected (in Section 4.3.1). At the 118 GHz
channels in the oxygen absorption band, the discrepancy between model and simulation
increases when moving away from the line center. This has also been observed for the
other flights and by the other groups. These differences are thought to be caused by
detector non-linearity, but they should not significantly affect the emissivity retrievals
as they are most pronounced at high altitude where the downwelling brightness temper-
ature at the surface is dominated by emission from the atmosphere between the aircraft
and the surface. During flight B893, at 183, 325, 448, and 664 GHz, differences are
rather large when the aircraft flies in the middle troposphere. This behavior is empha-
sized in Figure 4.23 that presents the brightness temperature differences as a function
of altitude. Large differences appear between 2000 and 6000 m at these frequencies.
The mean biases at these middle observation levels reach 61.4 K at 448±7.8 GHz with
a root-mean-square deviation (RMSE) of 61.8 K. These channels are all very sensitive
to water vapor, and the ERA-Interim water vapor profile might not capture all the at-
mospheric variability of the water vapor in that case. In water vapor absorption centers
at 183±1 and 325.15±1.5 GHz, much larger brightness temperature biases of 55.5 K
and 51.0 K appear, while less (13.9 K and 10.5 K) at the edge of the water vapor lines
(183±6 and 325.15±9.5 GHz). For the flight B875 (shown in Figure 4.24), the simulated
brightness temperatures are higher than the observed ones between 3000 and 4000 m
from 183 to 664 GHz, which could be induced by an overestimated water vapor content.
On the contrary, the lower simulated brightness temperatures around 2000 m could be
attributed to the underestimated water vapor contents. Note that neither of these dis-
crepancies will affect the retrieval of emissivity during low-level flight since the observed
downwelling brightness temperatures will be used in the emissivity calculations.
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Figure 4.21: Time series of brightness temperature differences (simulations -
observations) during the flight B893 for the zenith up-looking views, at all the
MARSS and ISMAR channels.
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Figure 4.22: Same as Figure 4.21, but for flight B875.
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Figure 4.23: Brightness temperature differences (simulations – observations) against
the aircraft altitudes during the flight B893 at all the MARSS and ISMAR channels.
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Figure 4.24: Same as Figure 4.23, but for flight B875.

To evaluate the accuracy of the atmospheric profiles, comparisons between the ERA-
Interim profiles and the measurements of the dropsondes are performed. During the
flight B893/B875, four dropsondes were released from high altitudes (above 30000 ft)
at 17:54/16:03, 17:57/17:37, 18:06/17:41, and 18:09/17:52, respectively. Descending
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through the atmosphere, the dropsondes measure the atmospheric profiles, (i.e., tem-
perature, water vapor, pressure, and wind speed profiles). The dropsondes are followed
by GPS receivers that transmit meteorological information back to the onboard re-
ceiving systems. Figure 4.25 shows the water vapor profiles from the dropsondes and
ERA-Interim during flights B893 and B875. The atmospheric profiles derived from the
dropsondes present fine vertical structures of the atmosphere with more than 1200 layers
below 10000 m. During flight B893, they capture dry layers around 3000 m, 4500 m,
and 5500 m that are missed by the ERA-Interim analyses. It is clear that ERA-Interim
profiles contain more water vapor, especially in the middle troposphere, between 2000
and 6000 m. The water vapor volume mixing ratio in the ERA-Interim data is more
than twice larger than the dropsonde measurement in these layers. Note that the air-
craft orbited at angles between 20◦ and 60◦ at 9000 ft around 17:00, inducing that
the profiles used in the simulations were not sampling exactly the same atmosphere as
the observations. This can also result in disagreement between the observations and
radiative transfer simulations. During flight B875, ERA-Interim water vapor profiles
are underestimated between 1000 to 3000 m, inducing the negative biases of simulated
brightness temperatures. The trend is opposite for the layers between 3000 and 4000 m.
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Figure 4.25: The water vapor volume mixing ratio profiles from the four dropsondes
released at 17:54/16:03, 17:57/17:37, 18:06/17:41, and 18:09/17:52, respectively, and
the ERA-Interim profiles at 18:00 during the flight B893 (left)/B875 (right).

The comparisons between the observations and simulations have also been done for
flights B896 and B898 for up-looking cases (zenith). Only the comparison for flight
B896 is shown here in Figure 4.26. The up-looking simulated and observed brightness
temperatures are in rather good agreement, although there are some discrepancies. Dur-
ing this flight, between 16:12 and 16:30, the aircraft is close to the surface, the differences
are likely due to cloud presence above the aircraft which is not included in the simula-
tions. This effect is less pronounced in channels close to the center of the absorption
lines and at much higher frequencies (448 and 664 GHz) where the atmosphere is opaque
and radiates at a similar temperature than the clouds. Between 15:00 and 15:24, the
differences are greatest in channels sensitive to water vapor absorption and are thought
to be caused by errors in the ERA-Interim water vapor profile used in the simulations.
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At 243 GHz, the observations are warmer than the simulations, particularly at high alti-
tudes, and there is some difference between the two polarizations which is not expected
under clear sky conditions. A similar effect is seen in the oxygen absorption band at
118 GHz where the difference between model and simulation increases when moving
away from the line center.
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Figure 4.26: The ISMAR and MARSS upward observations for all channels as a
function of the observation time for flight B896 at zenith (dotted lines). The
simulations by ARTS are also presented (solid lines).

In conclusion, except for transitory periods where at least one channel does not func-
tion properly, the radiometers have rather low noise, close to the specifications. Some
problems have been noted at 243 and 664 GHz, in terms of polarization differences, and
the 664 GHz vertical polarization channel is significantly noisier than the expectation.
However, most collected data are of sufficient quality to initiate an estimation of the
emissivity directly from the observations.

4.4 Emissivity estimation

4.4.1 Methodology

The surface emissivity will be directly estimated from the aircraft observations, avoid-
ing the errors related to the contribution of the radiative transfer simulations. Under
clear sky conditions, assuming specular reflection, the radiative transfer equation can be
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written as:

Tbp = Ts×εp×e−τ(0,H)/µ+(1−εp)
∫ H

0
T (z)α(z)e−τ(0,z)/µdz+

∫ H

0
T (z)α(z)e−τ(z,H)/µdz

(4.1)
where Tbp is the observed brightness temperature by the ISMAR radiometer for polariza-
tion p; Ts is the surface skin temperature; εp is the surface emissivity for polarization p;
τ is the atmospheric opacity; µ is the cos(θ), where θ is the incidence angle; H is the air-
craft height; T (z) is the atmospheric temperature at altitude z; α(z) is the atmospheric
absorption coefficient at altitude z;

On the right side of Equation 4.1, the three terms stand for the surface emission, the
downwelling atmospheric emission after the reflection by the surface, and the upwelling
atmospheric emission, respectively. The surface emissivity can be deduced:

εp = Tbp − Tu − Td × e−τ(0,H)/µ

e−τ(0,H)/µ × (Ts − Td)
(4.2)

In the case of the aircraft observations, Tbp is the upward brightness temperature mea-
sured by ISMAR or MARSS. The downwelling brightness temperature Td is calculated
at the surface using a combination of the up-looking aircraft observations down to the
aircraft altitude and simulations based on ERA-Interim database below the aircraft.
The upwelling brightness temperature Tu and the upwelling atmospheric emission τ are
estimated with ARTS, using the ERA-Interim database. The surface temperature Ts is
taken from the ERA-Interim database (the Operational Sea Surface Temperature and
Sea Ice Analysis (OSTIA) analysis could also be used). For flight B896, Ts has been
estimated from some aircraft instrumentation by C. Harlow at the UK Met Office: the
emissivity calculations have been tested with these different Ts.

4.4.2 Estimation of the ice-free ocean surface emissivity

The sea surface emissivities can be calculated with the method introduced above for all
the ISMAR and MARSS channels, for the low level transects. However, for the very low
level flight (100 ft), some aircraft reflections have been suspected when looking at nadir
(S. Fox, UK Met Office). We checked this effect during flight B893. Figure 4.27 zooms
on the low level runs during that flight (the four top rows the observations at nadir (0◦),
the four bottom rows the observations at 40◦). When flying at the lowest altitude (100
ft) over the ocean, the nadir views for the window channels (89 GHz, 118±5 GHz, and
157 GHz) are significantly higher than during the runs at 500 and 1000 ft. This higher
brightness temperatures observed at nadir at 100 ft cannot be explained in terms of
atmospheric or surface variability. This effect decreases with increasing incidence angle,
and is not observable for large angles (see the measurements at 40◦ incidence angle in the
four lower panels in Figure 4.27). It is attributed to the reflection of the aircraft at the
surface, with the aircraft having warmer brightness temperatures than the atmosphere
at these window channels. As a consequence, when estimating the emissivity close to
nadir, care will have to be exercised for the very low altitudes.
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Figure 4.27: Zoom on ISMAR and MARSS observations for the low level runs
during flight B893, at nadir (0◦ top four panels) and at 40◦ (bottom four panels). The
flight altitude is also indicated.

The aircraft emissivity estimates over ice-free ocean will be compared with sea surface
emissivity model calculations. Three comparisons will be conducted: with FASTEM,
with the LERMA geometric optic model, and with TESSEM2 (presented in Chapter 2).
The input parameters for the models are derived from ERA-Interim (wind speed and
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sea surface temperature). The salinity is fixed to 36 psu.

The polarization measured by ISMAR or MARSS rotates with scan angle. The detailed
polarization scheme observed by ISMAR and MARSS are described in Fox (2015). For
MARSS at 89 GHz, the polarization is intermediate at large scan angles and it is close
to vertical polarization at nadir. At 157 and 183 GHz, the polarizations rotate from
horizontal in the extreme forward scan direction to vertical in the extreme backward
scan direction. For ISMAR, the polarization rotation is similar than for the 157 and
183 GHz MARSS channels. The horizontal or vertical polarization is detected in the
most forward downward view when the aircraft wings are leveled. In other configurations
they will detect mixed polarizations. For the comparison with the estimated emissivity
from the observation, the modeled surface emissivity em can be expressed as:

em = cos(θp)2eh + sin(θp)2ev (4.3)

where θp is the actual polarization angle which is converted and calculated by the actual
scan angle, following the information provided by the UK Met Office along with the
brightness temperatures; eh and ev are the surface emissivities in horizontal and verticel
polarizations.

The emissivities have been estimated for different flights when flying at low altitudes
over ocean. For the opaque channels, due to the very limited contrast between the
surface and the downwelling atmospheric contribution (Ts close to Td in Equation 4.2),
the estimates are very noisy in these channels. As a consequence, the results will be
presented here for the following channels: 89, 118.75±5, 157, 183.31±6, 243.2 V and H,
and 325.15±9.5 GHz.

Figure 4.28 shows the emissivity estimation from the ISMAR and MARSS observations,
during the low level runs at 100 ft for the flight B893, around 16:00, at 20◦ incidence
angle. The wind speed is stable during this transect, as well as the sea surface tempera-
ture (see Figure 4.29). The retrieved emissivities are more stable at window frequencies
such as 89 and 157 GHz than at 183 or 325 GHz. For a given frequency, the horizontal
polarization is lower than the vertical one, as expected, and there is a general increase
of the emissivity with frequency for a given polarization, except at 325 GHz.

4.4.2.1 Angular dependence of the emissivity

Figure 4.30 analyzes the angular dependence of the mean retrieved and simulated sea
surface emissivities at each frequency for the lower level transect at 100 ft during flight
B893. The indicated angles are not the exact angles of observation, but are very close
to them, within a few degrees (maximum 3◦ difference): the scanning scheme combined
to the aircraft altitude provides actual incidence angle that are not fixed in time. Note
that for the ISMAR frequencies, the emissivities are not calculated close to 50◦, as the
downwelling radiation is not measured in that direction. As expected, the three sea
surface emissivity models provide very similar results below 200 GHz, with TESSEM2
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Figure 4.28: Emissivity estimation from ISMAR and MARSS observations during
flight B893, at 89, 118.75±5, 157, 183.31±6, 243.2, and 325.15±9.5 GHz, at 20◦

incidence angle. The surface wind speed from ERA interim is also shown. There is an
indication of the polarization status in the title of each plot.
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Figure 4.29: Same as Figure 4.28, but with surface temperature from ERA interim
data.

closer to LERMA model above 200 GHz. The simulations and aircraft estimations agree
rather well for more transparent channels, for all polarizations. At 183 and 325 GHz, the
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agreement is not very good. This is likely due to the strong opacity of these channels,
and the related lack of contrast between Ts and Td at these frequencies that are strongly
affected by the water vapor. For the other frequencies, the emissivities increase smoothly
with increasing angle for the vertical polarization, while they decrease for the horizontal
polarization. The retrieved emissivities are noisier at larger incidence angles, especially
close to water vapor lines. The difference between simulated and retrieved emissivities
increases for large incidence angles. For instance, at 118 GHz, the outer channel of the
oxygen absorption band, the std of the aircraft emissivity estimate reaches 0.04 close to
40◦, much more than at nadir (less than 0.01).
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Figure 4.30: The angular dependence of the mean retrieved emissivities estimated
from ISMAR and MARSS observations during the low level runs for flight B893, at
89, 118.75±5, 157, 183.31±6, 243.2, and 325.15±9.5 GHz, for the 100 ft level run.
The simulated emissivities by FASTEM, LERMA emissivity model, and TESSEM2

are also presented. The std is indicated for each mean retrieved emissivity (error bar).

Close to nadir, an overestimation of the aircraft emissivities is noted, with respect to the
simulations (at 89, 118, and 157 GHz). This is likely related to the aircraft shadow effect
(discussed in Section 4.4.2). To confirm this hypothesis, the emissivities are calculated
from the aircraft run at 500 ft. Figure 4.31 (the same as Figure 4.30, but at 500 ft) shows
that the observed behaviors close to nadir agree now very well with the simulations.
However, at large angles and in water vapor sensitive channels (183 and 325 GHz), the
agreement tends to degrade.

The sensitivity of the emissivity estimates to the geophysical parameters has been tested,
for both the TESSEM2 model and aircraft estimates (not shown). For the aircraft
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Figure 4.31: Same as Figure 4.30 but for the 500 ft level run.

estimates, the only ancillary parameters in Equation 4.2 is Ts, the ocean surface skin
temperature. The surface emissivities were calculated using the ECMWF Ts, but also
using lower Ts (-2 ◦C) and higher Ts (+2 ◦C) values. For the TESSEM2 model, the
sensitivity to both surface temperature (±2 ◦C) and wind speed (±3 m/s) changes
is tested. The sensitivities of the model to these two parameters are rather limited, at
least around these Ts and wind speed values (more sensitivity is expected at higher wind
speeds). The aircraft retrieval is more sensitive to Ts. However, from this experiment
under the considered environment, changes in Ts or in wind speed would not improve
the model and observation agreement.

A similar analysis is also provided for flight B875 for the low level run at 100 ft (Figure
4.32). During that transect, the surface temperature is close to 284 K, the wind speed is
around 5m/s, and the integrated water vapor content is ∼11 kg/m2. Due to the moister
atmospheric conditions compared to flight B893, the retrieved emissivities present a
larger variability at 183 and 325 GHz. At nadir, the overestimation of the aircraft
retrievals as compared to the model results at the lower frequencies are related to the
aircraft shadowing effect, as previously discussed.

4.4.2.2 Frequency dependence of the emissivity

Figures 4.33 and 4.34 present the frequency dependence of the mean retrieved sea emis-
sivities at different angles from nadir to 50◦ along with their stds for the low level
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Figure 4.32: Same as Figure 4.30, for flight B875.

transects during flights B893 and B875. The simulated surface emissivities by the mod-
els are also plotted. At 89, 157, and 243 GHz window channels, the agreement between
the retrieved and simulated emissivities is much better than at sounding channels. As al-
ready discussed, the aircraft estimations are overestimated close to nadir (100 ft altitude
flight). The model results are very close to the aircraft estimates, for more observing
conditions, up to 243 GHz. The emissivities at 325 GHz are poorly retrieved at larger
angles (> 30◦). The estimations for flight B875 are worse than for flight B893.

To further evaluate the TESSEM2 performance, the estimated ocean emissivities by
TESSEM2 for flights B893 and B875 are used in the radiative transfer simulations.
The results are compared with the observed brightness temperatures by ISMAR for
the downlooking cases at different incidence angles (0◦, 20◦, and 40◦) (the brightness
temperature differences are shown in Figure 4.35). At nadir, the flight shadow effect
obviously influences the simulations at 100 ft for both flights, with mean differences of
-7.8 K, -5.6 K, -5.6 K, and -1.0 K for 118, 243 V, 243 H, and 325 GHz, respectively
(for flight B875, when the TESSEM2 results are used). The consistency increases at
larger angles (without shadow effect), with mean differences below -1.7 K for all the
channels at 20◦ and 40◦. Note that this is not the case for the 243 GHz H channel at 40◦

(mean difference is up to -4.12 K), which may be associated with the parameterization
in TESSEM2. The simulations are also done using the results from FASTEM as com-
parison. The brightness temperature differences are larger than using the TESSEM2

emissivities in all presented situations, especially at 243 GHz (∼3 K more). The std
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Figure 4.33: The frequency dependence of the mean retrieved emissivities estimated
from ISMAR and MARSS observations during flight B893, at 89, 118.75±5, 157,
183.31±6, 243.2, and 325.15±9.5 GHz, for different angles. The blue symbols present
the emissivities close to V polarization, the red ones close to H polarization, and the
black ones close to mixed polarization. The simulated emissivities by FASTEM, by
the LERMA model, and by TESSEM2 are also presented. The std is indicated for
each mean retrieved emissivity (error bar).
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Figure 4.34: Same as Figure 4.33, but for flight B875.

depends strongly on the quality of the observations, and does not have evident change
using one emissivity model and the other. It is clear to see that the 243 GHz V channel
is noisy during flight B875 as mentioned in Section 4.2.

4.4.3 Estimation of the emissivity of the frozen surfaces

Flights B896 and B898 were dedicated to the exploration of the cold environments, with
long runs over Greenland (presented in Section 4.3.1). Following the same methodology
as described in Section 4.4.1, the surface emissivities are calculated over sea-ice and
continental ice during these flights. The atmosphere is very dry, and its contribution is
expected to be limited, even at high flying altitude and at high frequencies.

The TELSEM2 estimates are systematically compared to the aircraft-derived emissiv-
ities (see Chapter 2 for the TELSEM2 description). The only inputs to TELSEM2

are the latitude and longitude of the point, the month of observation, and the observ-
ing conditions (frequency, incidence angle, and polarization). Figure 4.36 presents the
TELSEM2 emissivities in the region for frequencies up to 325 GHz, at 40◦ for both sea
and continental ices, along with the flight patterns for B896 and B898. The TELSEM2

emissivity shows a significant spatial variability, especially close to the coast both over
sea and continental ices. This is to be confronted by the aircraft observations, keeping in
mind that the spatial resolution of TELSEM2 is very poor compared to the aircraft foot-
print. In these areas of marginal sea ice on March and in coastal region with significant
topography, the comparison is expected to be challenging.
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Figure 4.35: The brightness temperature differences between the observations (by
ISMAR) and simulations (with the emissivities from TESSEM2 (green) and FASTEM
(grey)), for flights B893 and B875, at different incidence angles (0◦, 20◦, and 40◦).
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Figure 4.36: B896 and B898 flight patterns, superposed on the TELSEM2

emissivities estimated for ISMAR and MARSS frequencies up to 325 GHz, at 40◦

incidence angle, for both sea and continental ices.

Figure 4.37 shows the aircraft-retrieved emissivities at 0◦, as a function of latitude for the
window channels (89, 157, and 243 GHz) and the channels farthest from the absorption
line centers (118±5, 183±7, and 325±9.5 GHz). The top (resp. bottom) rows present
the emissivities calculated on the way to (resp. from) Greenland. Sea ice is present from
67◦N to 68◦N in latitude; the rest of the transect is over continental ice. The TELSEM2

emissivities are also presented for comparison, for the same frequencies, incidence angles,
and polarizations. Over sea ice (from 67◦N to 68◦N), the aircraft retrieved emissivities
show a very large variability. On the way to Greenland, it is likely due to the natural
spatial variability of the sea ice that is expected to be high, but on the way back from
Greenland, the poor temperature separation between the calibration targets is suspected,
inducing an increased noise in the retrievals during this section of the flight. At 325 GHz,
the estimates between 67◦N and 68.5◦N are very noisy, especially on the way back from
Greenland: this is due to the lack of sensitivity to the emissivity in this region (as
shown in Figure 4.38). Figure 4.38 shows the downward-looking brightness temperatures
simulated for flight B896 with two assumed surface emissivities: 0.5 and 0.9, to further
investigate the channel sensitivity to the surface. At 448 GHz and above, it is evident
that there is no sensitivity to the emissivity, both on the way to and from Greenland:
the two simulations of the down-looking brightness temperatures are identical, despite
the large difference in emissivity. As a consequence, it is not possible to estimate the
emissivity from these observations at 448 GHz and above.

Over continental ice, from 69◦N to 73◦N, the agreement between the TELSEM2 and the
aircraft estimates is very good at 89 GHz, but degrades at higher frequencies. Beyond
71◦N, the differences between the aircraft retrievals and TELSEM2 may be induced
by two reasons. The first reason maybe related to the errors in ERA-Interim water
vapor profile. The second one maybe related to our hypothesis made in TELSEM2,
assuming that the surface emissivity is constant at frequencies higher than 90 GHz.
Beyond 71◦N, the region is associated to class 5, according to TELSEM2 types. The
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Figure 4.37: The retrieved emissivities from MARSS and ISMAR observations for
flight B896 as a function of latitude at 0◦ scan angle for 89, 118±5, 157, 183±7, 243,
and 325±9.5 GHz. Top two rows: on the way to Greenland. Bottom two rows: on the
way back from Greenland. The results from TELSEM2 on March at 0◦ are shown for
comparison. The last panel indicates the flight altitude and the altitude difference
between the aircraft and surface. On the x-axis, the solid black line indicates the
presence of sea ice and the dotted line corresponds to the continent.

emissivity increases slightly between 89 and 183 GHz for H polarization (not shown).
Therefore, it is possible that TELSEM2 underestimates the surface emissivity for this
type of continental ice between 89 and 183 GHz. In addition, some spatial structures in
the emissivity retrieval that are visible at 70◦N at 243 GHz are clearly not present at
89 GHz, either in the retrieved emissivities or in the TELSEM2 estimates. This could
be related to some specific snow and ice conditions that would induce emissivity changes
at higher frequencies. These signatures are missed by TELSEM2 that is anchored to
emissivity estimates below 100 GHz, with limited reliable satellite-derived emissivity
retrievals at frequencies above 100 GHz. Overall, the spatial variability is captured by
TELSEM2, despite the fact that TELSEM2 is based on a monthly climatology.
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Figure 4.38: The ISMAR and MARSS downward observations for all channels as a
function of the observation time for flight B896 at nadir (solid lines). The simulations
are also presented for the window channels for surface emissivity of 0.5 (dashed lines)
and of 0.9 (solid lines). The surface skin temperatures from the ERA-Interim
database are indicated in black.

Over ice (sea and continental), the surface temperature is subject to large errors, which
will cause errors in emissivity retrieval. The UK Met Office retrieved and analyzed the
surface temperature estimated by several methods, directly from the aircraft estimates
for flight B896. It includes infrared retrieval from the Advanced Remote-sensing Imaging
Emission Spectrometer (ARIES) spectrometer (Wilson et al., 1999), as well as estimates
from an infrared Heimann sensor. Figure 4.39 shows the results from this work, on the
way from Greenland. Notice the large Ts gradient between 68◦N and 70◦N, along with
the large difference between the aircraft estimates and the ECMWF Ts. This is likely
partly related to the spatial resolution differences between these estimates, in an area
of large spatial heterogeneity (fjords and mountains). The Ts differences can be large
between the Ts estimates, up to 10 K even between in situ estimates. For flight B896 at
nadir (similar to Figure 4.37), the emissivities have been estimated, using different Ts.
The changes in Ts estimates have a significant impact on the emissivity retrievals, as
expected, but no Ts estimate does systematically improve the agreement with TELSEM2.
The emissivity aircraft retrievals in window frequencies are also presented for flight B898
(Figures 4.40) at nadir and 40◦ on the way back from Greenland. The agreement with
TELSEM2 is very reasonable, and the spatial variability between 69◦N and 73◦N is
captured well. The histogram of the emissivity differences between the TELSEM2 and
retrieved results at nadir are shown in Figure 4.41 for the pixels only over the continental
ice during the two flights, with mean difference and std for each frequency. At 89 GHz,
the mean difference (-0.002) is much smaller than the mean difference between TELSEM2
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and satellite estimations. As expected, the bias increases with atmospheric opacity, and
it is larger near the water vapor lines at 183 GHz (0.017) and 325 GHz (-0.022) than
in the window channels at 89 (-0.002), 157 (0.012), 243 H (-0.011), and 243 GHz V
(-0.013). The mean difference and std are also calculated at 40◦ (not shown). The bias
is very similar, and the std is lightly larger for each channel.
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Figure 4.39: Top row: The first left panel shows the surface temperature derived
directly from the aircraft observations, along with the ECMWF-Interim database
estimates for the flight B896 on the way from Greenland. The three right panels show
the corresponding emissivity at nadir from the aircraft measurements with the
different Ts estimates, along with the corresponding TELSEM2 emissivities. On the
x-axis, the solid black line indicates the presence of sea ice and the dotted line
corresponds to the continent. Bottom row: The three panels show the differences
between aircraft retrieved emissivities and the TELSEM2 emissivity (e(various
airborne)-e(TELSEM2)). The brown dots represent e(ECMWF)-e(TELSEM2); the
green dots represent e(Heimann)-e(TELSEM2); the orange dots represent
e(ARIES)-e(TELSEM2).

4.5 Conclusions

ISMAR, a passive remote sensing radiometer between 118 to 664 GHz, has been devel-
oped and operated onboard the FAAM BAe-146 research aircraft during two campaigns
(STICCS-2 and COSMICS). It is the demonstrator of ICI that will equip the next gen-
eration of MetOp satellites. The ISMAR and MARSS observations are analyzed and
compared to radiative transfer simulations with ARTS. The data quality is within the
requirement or close to it for most channels. During the two campaigns, four flights
with low-level runs are designed to estimate the surface emissivity. The surface emissiv-
ities have been calculated over ocean as well as over sea-ice and continental ice, directly
from the upwelling and downwelling radiance measured at low altitudes. The estimated
emissivities are compared with the surface emissivity models developed at LERMA,
TESSEM2 for the ocean and TELSEM2 for the sea-ice and continental ice.
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Figure 4.40: The retrieved emissivities from MARSS and ISMAR observations for
flight B898 as a function of latitude on the way from Greenland at 89, 157, and
243 GHz (V and H). Top row: at 0◦ incidence angle; bottom row: at 40◦ incidence
angle. On the x-axis, the solid black line indicates the presence of sea ice and the
dotted line corresponds to the continent.
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Figure 4.41: Histogram of the emissivity differences between retrieved and
TELSEM2 results at nadir with the pixels only over continental ice in flights B896
and B898 for different frequencies.

The sea surface emissivity model (TESSEM2) has been compared to the aircraft emis-
sivity retrievals, for low wind speed (3 to 5 m/s). The agreement is very encouraging
up to 325 GHz, for all angles (except for 325 GHz at larger angles) and polarizations.
At 325 GHz above, the atmospheric contribution was to high to provide any reliable
estimate of the emissivity.

Above continental snow and ice up to 325 GHz, TELSEM2 results are very consistent
with the aircraft observations in spatially homogeneous regions. The frequency and
angle dependences are well reproduced by this parameterization. The agreement at
89 and 157 GHz is very good, considering that TELSEM2 is only assumed to provide
a realistic climatological first guess of the emissivities at a monthly scale. In coastal
regions, the agreement can be affected by the differences in spatial resolution between
the two estimates. Over sea ice, the aircraft estimates are very variable spatially and
temporally, and comparisons with TELSEM2 model were not conclusive.
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This is a first step toward evaluation of the emissivity parameterization at millimeter and
sub-millimeter frequencies. More flights under a larger variety of surface and atmospheric
conditions will have to be performed. The surfaces that should be targeted are: ocean
surface for medium to high surface wind speeds under dry atmospheric conditions, sea-ice
surfaces, and continental ice and snow.
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5.1 Introduction

Passive microwave measurements from satellites have the capacity to penetrate the com-
plex vertical cloud structure, providing information about the hydrometeors. As already
presented in Chapter 3, at low microwave frequencies (below ∼80 GHz), emission and
absorption by the liquid clouds dominate. At higher frequencies, the cloud frozen par-
ticles scatter the microwave signals, providing additional information on the cloud ice
microphysical characteristic. In this thesis, all cloud particles have been assumed as
spheres or randomly oriented spheroid in radiative transfer simulations (in Chapter 3),
and as a consequence did not generate any polarized scattering signal. However, sev-
eral studies have already evidenced the impact of non-spherical oriented particles on the
scattering signals at frequencies above 80 GHz.

Spencer et al. (1989) observed polarized scattering signatures at 85 GHz with the Spe-
cial Sensor Microwave Imager (SSM/I) above cloud structures and attributed it to non
spherical particles with non-random orientation in stratiform regions, whereas in con-
vective cores, the absence of polarization would be due to ’irregularly shaped graupels
tumbling in a turbulent environment’. The sensitivity of the scattering to the particle
shape and orientation has been simulated from both satellite observations and ground
based measurements by Czekala et al. (2001). Prigent et al. (2001) carefully charac-
terized the scattering-related positive polarization difference (vertical minus horizontal)
observed at 85 GHz with the SSM/I and interpreted it with the help of a radiative
transfer model to show that the presence of mostly horizontally oriented non-spherical
particles is needed within the stratiform anvil part of convective systems to explain the
larger polarization magnitudes observed. Concurrent passive and active microwave mea-
surements on board the Tropical Rainfall Measurement Mission (TRMM) showed that
under cloudy conditions, when a melting layer is detected by the precipitation radar,
a polarized scattering signal at 85 GHz in passive mode is often observed (Galligani
et al., 2013). Radiative transfer simulations confirmed the role of large horizontally ori-
ented non-spherical particles on the polarized scattering signals and assessed the effect
of changes in particle phase, from solid ice to dry snow to melting snow, on the radiative
properties. Polarized scattering by frozen hydrometeors from satellite was investigated
for the first time up to 157 GHz, based on the passive microwave observations of the
Microwave Analysis and Detection of Rain and Atmospheric Structures (MADRAS)
instrument on board the Indo-French Megha-Tropiques satellite mission (Defer et al.,
2014). A comparison with time-coincident TRMM Microwave Imager (TMI) records
confirmed the consistency of the coincident observations collected independently by the
two instruments up to 89 GHz. Compared to the 89 GHz polarized channels that mainly
sense large ice particles (snow and graupel), the 157 GHz polarized channel is sensitive
to smaller particles and provides additional information on the cloud systems. The anal-
ysis of the radiometric signal at 157 GHz revealed that the ice scattering can induce a
polarization difference of the order of 10 K at that frequency. In addition, the polariza-
tion differences have also been observed with a ground-based radiometer at 150 GHz,
and their responses to the snow particle orientation were analyzed by Xie et al. (2012).
During snowfall on Mount Zugspitze (German Alps), the polarization differences (V-H)
reach up to -10 K at an elevation angle of 34.8◦.
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The Ice Cloud Imager (ICI) will focus on the remote sensing of ice clouds, and will be-
come the first space radiometer with frequencies up to 664 GHz, for ice cloud monitoring
(as presented in Chapter 1). Among other channels, ICI will have two window chan-
nel frequencies (243 and 664 GHz) with the capability of measuring both vertical and
horizontal polarization signatures. With the capability of detecting, quantifying, and
tracking ice particles at different cloud heights, ICI will provide new measurement pos-
sibilities, and understanding the scattering characteristics of frozen particles, including
their polarization, is required for preparing this next generation of satellite instrument.
ISMAR, the ICI demonstrator, has already provided some measurements of ice clouds
up to 664 GHz, from airborne campaigns on the UK FAAM BAe-146 aircraft. Evident
cloud polarization signals have been observed from several ISMAR flights at both 243
and 664 GHz, such as flight B897. This flight was over a precipitating frontal system,
from thin and broken cirrus clouds to full-depth precipitating clouds. The ISMAR ob-
served brightness temperatures at V polarization (TBV) at 243 and 664 GHz during
this flight are shown in Figure 5.1 as a function of the polarization differences (vertical
minus horizontal, TBVH) for different scan angles (0◦ and 40◦). The flight altitude (km)
is shown in color. No polarization was observed at 0◦, as expected. The polarization
difference induced by the ice clouds reaches 10 K at 243 GHz at 40◦. At 664 GHz,
the polarization analysis is difficult up to now, due to the scan-dependent warm bias in
vertical polarization. Note that ISMAR will soon be upgraded with a dual polarization
receiver at 874 GHz.
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Figure 5.1: The brightness temperature polarization differences (TBVH) versus the
brightness temperature in vertical polarization (TBV), at 243 and 664 GHz for scan
angles at 0◦ and 40◦, for flight B897.
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In this chapter, the polarized scattering signatures are simulated by ARTS and analyzed
for the first time at higher frequencies up to 874 GHz, where the sensitivity to smaller
ice scattering is expected to be higher. The polarized scattering signals are simulated
and discussed, for frozen hydrometeors, such as pure ice, dry snow, and wet snow.

5.2 Radiative transfer simulations setup

The radiative transfer simulations are performed with ARTS. We assume a 1D atmo-
sphere for the simulations in this chapter, so the Discrete Ordinate ITerative (DOIT)
algorithm (Emde et al., 2004), described in Section 2.3, is recommended and used to
solve the radiative transfer equation. The basic atmospheric conditions (i.e., pressure,
temperature, water vapor, oxygen, and nitrogen profiles) are extracted from the Fast
Atmospheric Signature CODe (FASCOD) database (Anderson et al., 1986) in the trop-
ics. The gas absorption model combination is: the Liebe MPM87 model (Liebe and
Layton, 1987) for water vapor, the Liebe MPM92 model (Liebe et al., 1992) for oxygen,
and the Liebe MPM93 model (Liebe et al., 1993) for nitrogen.

We assume that there is only one single cloud layer containing frozen hydrometeors
located between 6 and 8 km in the atmosphere. To remove the possible contribution of
the surface in the polarized signals, we assume a land surface with a fixed emissivity at
0.9, for both V and H polarizations, and a surface temperature at 300 K. The incidence
angle is set to 53◦, corresponding to the ICI geometry (and close to the geometry of
the existing microwave conical scanners). In the first step, the frozen hydrometeors
inside the clouds all have the same size. Under the assumption of monodisperse size
distribution, the particle number density (PND) can be given as

n = 3IWC

4πρr2
e

(5.1)

where IWC is the ice water content (kg/m3), ρ is the particle density (kg/m3), and re
is the particle mass-equivalent radius (m).

The dielectric properties of ice and liquid water are calculated from Matzler (2006)
and from Liebe et al. (1993), respectively. For the multiphase hydrometeors (snow,
graupel, and hail), the effective dielectric properties are calculated by the Maxwell-
Garnett formula here, as in Galligani et al. (2013), Defer et al. (2014), and Eriksson
et al. (2015). The snow can be dry or wet, depending on its liquid water content. The
dry snow is composed of air and pure ice (ice matrix with air inclusions), and the wet
snow contains liquid water and dry snow (dry snow inclusions in a water matrix). See
Chapter 2 for more details.

The far-field scattering by ensembles of totally or azimuthally randomly distributed
spheroids is calculated using the T-matrix method (Mishchenko et al., 2002) described
in Section 2.3.2.2. Here, this code is used to calculate the scattering by spheres (giving
the same results as Mie code) and by horizontally oriented spheroids (oblate spheroid).
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Note that the mass-equivalent radius (re) is used to calculate single scattering properties
(SSPs) for non-spherical hydrometeors.

5.3 Polarized scattering signatures of ice particles

We first simulate the radiative transfer in a cloud layer filled with pure ice particles. As
discussed by Brussaard and Watson (1995), the larger ice particles exist in the natural
clouds with preferred horizontal orientation owing to the effects of gravitational field and
aerodynamic force, implicating they have longer horizontal axis than the vertical ones.
We will not consider here the detailed shape of possible particles. Instead, the particles
are regarded as spheroids, with a given aspect ratio (AR) to analyze the shape and ori-
entation effects on the scattering signals (Galligani et al., 2015, Heymsfield et al., 2005,
Matrosov et al., 2005). The AR is the proportional relationship between the maximum
and minimum particle dimensions used to characterize the particle non-sphericity. Ac-
cording to aircraft observations (Heymsfield personal communications) and simulations
by Galligani et al. (2013) and Defer et al. (2014), a realistic value for this AR is around
1.6. Therefore, the referred horizontally oriented spheroids in the following simulations
are assumed with an AR of 1.6.

Since the hydrometeor scattering signatures are more evident at window channels, cal-
culations are performed in window frequencies at 37, 89, 157, 243, 344, 462, 664, and
874 GHz. Figure 5.2 shows the TBV and the TBVH against the particle radius and
against the size parameter (x, presented in Chapter 2). The integrated ice water path
(IWP) is set to 0.2 kg/m2. At low frequency (37 GHz), the scattering signature is
very limited (rather stable TBV), as already reported by Prigent et al. (2001) based
on the SSM/I radiometric signatures and by Galligani et al. (2013) based on the TMI
observations. At high frequencies (above 80 GHz), the scattering signals become more
intense, with decreasing TBV and increasing ice particle size. However, with increasing
frequency, the TBV reaches a plateau (around x = 2.2), and then increases again with
increasing particle size. This can be attributed to the combined effects of less dense
particle number (less number of larger particles assuming a fixed IWP) and the weaker
scattering efficiency (see below). For these spherical particles, TBVH is very close to
zero, regardless of the frequency and particle size.

Figure 5.3 is similar to Figure 5.2, but for horizontally oriented ice spheroids with an
AR of 1.6. For this particle type, TBV has a similar behavior as for the spheres with
the same equivalent radius. However, TBVH shows a very different signature above
80 GHz, with an increasing polarization difference up to a given particle size (TBV
higher than TBH), followed by a TBVH decrease down to ∼0 K. The maximum TBVH
value is similar at 89 and 157 GHz (∼20 K), but slowly decreases to less than 10 K at
874 GHz. The interpretation of this behavior is possibly the multiple scattering effects
introducing more stochasticity in the scattering processes. For higher frequencies, the
multiple scattering starts to occur at smaller particles. For example, the polarization
difference approaches saturation around 8 K with particles radius of 50 µm at 874 GHz,
while it is around 20 K with particle radius of 400 µm at 157 GHz. The polarization
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Figure 5.2: The sensitivities of the brightness temperature at vertical polarization
(TBV) and the polarization differences (TBVH) for pure ice spheres at 37, 89, 157,
243, 344, 462, 664, and 874 GHz to re. The IWP is fixed to 0.2 kg/m2.

differences keep positive when x is less than 2.2, and their maxima emerge when x = 1.2
for all the frequencies mentioned above. When x is more than 2.2, sightly negative
polarization differences appear, and polarization differences change following a series of
peaks, which are probably explained by the morphology-dependence resonance. This
resonance is a function of the particle morphology, meaning, its geometry and dielectric
property. Any perturbation to its morphology (shape, size, or dielectric property) can
cause a shift in the resonance. In addition, some tests have been done to investigate
the sensitivity of the brightness temperature and the polarization to the particle aspect
ratio (not shown here), under the assumption of three different AR values (1.3, 1.6,
and 2). The brightness temperature depressions are slightly sensitive to the particle
shape (particle AR) below certain frequency (e.g., 344 GHz in our case), while loss their
sensitivity at much higher frequencies (e.g., 462 and 664 GHz). In terms of polarization,
a similar trend is observed. The particle shape becomes less important to the polarized
signals at higher frequencies, and even for larger particles at lower frequencies (the
differences in TBVH between particles with AR of 1.6 and 2, at 243 GHz, decrease to
nearly 0 for the particle radius larger than 250 µm).

To better understand the scattering processes, the SSPs (i.e., the scattering efficiencies
and the scattering cross sections) of horizontally oriented ice spheroids with AR of 1.6 are
shown in Figure 5.4. At all the frequencies of concern, the scattering efficiency reaches
a peak and then decreases largely with some ripples. The scattering efficiencies are
directly related to the size parameter (x), the first peak is reached for x ∼3.2. We also
calculated the scattering properties for ice spheres against the particle mass-equivalent
radius and the size parameter for comparison (not shown). For the spheres, the peak is
reached for x ∼2.5, which is consistent with the results from Kim (2006).
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Figure 5.3: Same as Figure 5.2, but for horizontally oriented oblate spheroids with
an AR of 1.6.

When the size parameter is large enough (in our case, x> 3.2 for the horizontally oriented
ice spheroids) and the absolute value of the refractive index is close to 1 (∼1.78 for pure
ice at -20◦C), we are in the anomalous diffraction regime and the electromagnetic energy
is affected by the morphology-dependent resonances related to the surface wave (Chylek
and Klett, 1991, Kim, 2006, Yang et al., 2004). The anomalous diffraction theory was
firstly introduced by Van (1957) to describe light scattering for optically soft spheres,
and it can be expressed as

Qext = 2− 4 sin p
p

+ 4(1− cos p)
p2 (5.2)

where Qext is the extinction efficiency (in this approximation, the refractive index is
assumed to be real, leading to Qabs = 0, and thus Qext = Qsca.), p = 4πre(n – 1)/λ is
equivalent to the phase delay of the wave passing through the center of the particle, n
is the ratio of refractive indices inside and outside of this particle. Therefore, the scat-
tering efficiency Qsca is determined largely by p, meaning the interference of diffraction
and transmission, which depends on the particle surface geometry. In addition, the edge
effect (Ackerman and Stephens, 1987), induced by the interaction between the photon
that cannot pass through the particle and the particle itself, is an additional term in the
extinction efficiency function. The edge corrections are essentially wave optics correc-
tions to geometrical optics results, including a term describing the interference between
surface waves that gives rise to the ripple structure in the extinction efficiency curve
(Kim, 2006, Kneifel et al., 2010).

Figure 5.5 explores the effects of the ice quantities on the brightness temperatures and on
their polarization differences (with IWPs from 0 to 0.6 kg/m2) for different ice particle
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Figure 5.4: The scattering efficiencies and the cross sections of pure ice horizontally
oriented spheroids (AR = 1.6) against re and x at 37, 89, 157, 243, 344, 462, 664, and
874 GHz.

sizes (mass-equivalent radius re from 0 to 800 µm). When increasing the IWP or the
particle size, an enhancement of the scattering effect is expected thanks to an increase
of the particle concentration or to the scattering efficiency. However, when the IWP and
particle size are large enough, the multiple scattering effect (determined by the cloud
optical depth) intervenes. The higher frequencies are more sensitive to smaller particles
and lower IWP. With increasing opacity at these high frequency channels, the multiple
scattering occurs earlier. The polarization difference saturates for lower particle size and
lower IWP. With larger IWP, the critical opacity is reached with smaller particles, and
thus the polarization difference starts to saturate for these particles.

5.4 Polarized scattering signatures of frozen particles

The frozen particles, including snow and graupel, produce strong scattering signatures
in the millimeter and sub-millimeter wave range, while their emission effects are lim-
ited. Their scattering characteristics differ from the pure ice and largely depend on the
hypothesis on the particle microphysical parameters, such as the particle shape, the par-
ticle orientation, the particle mass, and the PSD, particularly for high size parameters,
as presented in Chapter 2.

5.4.1 Dry snow

First, we concentrate on the dry snowflakes, assuming a cloud layer of dry snow particles
with snow water path (SWP) of 1 kg/m2. The cloud temperature (T ) is set to −20◦C,
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Figure 5.5: The sensitivity of the brightness temperature at vertical polarization
(TBV) (top) and the polarization difference (TBVH) (bottom) at 37, 89, 157, 243,
344, 462, 664, and 874 GHz for horizontally oriented ice spheroids (AR = 1.6), as a
function of re and IWP.

which is low enough to ignore the wetness percentage (W,%) of snow particles (W = 0 for
T < −15◦C; W = T – 258.15 for −15◦C < T 5 0◦C; W = 15 for T > 0◦C, Skofronick-
Jackson et al., 2002). The density of dry snow is fixed to 100 kg/m3. Considering
that the spheres produce identical scattering signals for both orthogonal polarizations,
we only focus on oriented spheroids (as reported by Defer et al. (2014), Prigent et al.
(2005)), with an AR of 1.6. The vertical brightness temperatures and the polarization
differences for randomly oriented dry snow spheres and horizontally oriented dry snow
spheroids are shown in Figures 5.6 and 5.7, respectively. Note that T-matrix method
is very challenging and is limited in the application to very large size parameters, es-
pecially with large aspect ratios, due to the numerical instability and non-convergence
(Wendisch and Yang, 2012). It explains the missing results for larger particles at lower
frequencies in the figures. The similar trends of dry snow scattering signal and polar-
ization difference in terms of particle size are obtained as for the pure ice in Section
5.3. The TBV decreases with increasing particle size, reaches a saturation state or a
certain particle range, and increases for larger particles. There is no polarization signal
for the dry snow spheres, as expected. For the horizontally oriented dry snow spheroids,
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the TBVH reaches more than 10 K at some frequencies (e.g., 89, 157, and 243 GHz),
for x ∼2.2, which is consistent with the satellite observations (Defer et al., 2014) and
ISMAR airborne measurements as mentioned above.
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Figure 5.6: The sensitivities of the brightness temperature at vertical polarization
(TBV) and the polarization differences (TBVH) for dry snow spheres at 89, 157, 243,
344, 462, 664, and 874 GHz as a function of re and x. The SWP is fixed to 1 kg/m2.
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Figure 5.7: Same as Figure 5.6, but for horizontally oriented dry snow spheroids
(AR = 1.6).

The scattering properties of dry snow horizontally oriented spheroids are presented
against re and size parameter in Figure 5.8 for all the concerned frequencies. The
dry snow scattering efficiency can reach up to 7 at very large particles (radius of 2000
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µm at 874 GHz). Note that, unlike the ice particles, the sharp peaks only appear for
much larger size parameters (x > 32). The physical interpretation is given by Guimaraes
and Nussenzveig (1992). The real part of dielectric property is a critical parameter for
understanding morphology-dependent resonances (presented in Section 5.3). The real
part of the effective dielectric permittivity is a function of the volume fraction of the
inclusion (in this case, the air) determined by the dry snowflake density (see Chapter 2,
Section 2.3.2). The snow particles with lower density (100 kg/m3) have lower dielectric
constant hence less scattering efficiency compared with ice particles on the same size
producing weaker resonance effect.
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Figure 5.8: The scattering efficiencies and the cross sections of dry snow
horizontally oriented spheroids (AR = 1.6) against re and x at 37, 89, 157, 243, 344,
462, 664, and 874 GHz.

Figure 5.9 explores the effects of the dry snow quantities on the brightness tempera-
tures and the polarization differences with SWPs (from 0 to 2 kg/m2) and different
dry snow particle sizes (re from 0 to 600 µm). As discussed for ice particles, scattering
effects strengthen with increasing particle concentration and particle size. However, the
multiple scattering effect also occurs when the SWP and particle size are large enough.
Higher frequencies are more sensitive to smaller dry snow particles and lower IWP.

The monodisperse size distribution has been used in the simulations in previous sections,
assuming single size particle in the clouds. In reality, the different types of particles exist
with their various sizes and shapes. Therefore, some sensitivity simulations have been
performed to study the response of polarized scattering signals to the snow PSD. The
Field et al. (2007) snow PSD is chosen for this comparison, which is used in RTTOV
radiative transfer code as discused in Geer and Baordo (2014). It is a moment estimation
parameterized PSD, based on the aircraft measurements of the tropical anvils and mid-
latitude stratiform clouds, with reference to the second moment of the PSD (proportional
to the ice water content). Figure 5.10 shows the TBV and TBVH of horizontally oriented
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Figure 5.9: The sensitivity of the brightness temperature at vertical polarization
(TBV) and the polarization difference (TBVH) at 37, 89, 157, 243, 344, 462, 664, and
874 GHz for horizontally oriented dry snow spheroids, as a function of re and IWP.

dry snow spheroids (AR = 1.6), calculated with different PSD assumptions (Field et al.
(2007) and monodisperse (re = 300 µm) PSDs), as a function of SWP (from 0.1 to
2 kg/m2). The polarized scattering largely differs from one PSD to the other. With
increasing SWP, Field et al. (2007) PSD provides more particles in a large particle range,
inducing stronger scattering effect, as well as the polarization signals. As discussed
above, a saturation of the polarization scattering signal appears under the monodisperse
size distribution assumption at each concerned frequency.

5.4.2 Wet snow

The melting snow is a very significant component of the stratiform clouds. It produces
a sharp increase in the radar reflectivity (from satellite- and ground-based), called the
bright band, and is located just below the 0◦C isotherm level. Generally, the frozen
particles grow through deposition and fall down to 2.5 km above the 0 ◦C level, and
the aggregation of snow particles occurs frequently within 1 km of this level (Robert
and Houze, 1993). The aggregation process allows the snowflakes to become larger with
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Figure 5.10: The sensitivity of the brightness temperature at vertical polarization
(TBV) and the polarization difference (TBVH) at 37, 89, 157, 243, 344, 462, 664, and
874 GHz for horizontally oriented dry snow spheroids, for monodisperse (re = 300
µm) and for Field et al. (2007) PSDs, as a function of IWP.

irregular shapes. During the aggregation, the total mass of the frozen particles remains
almost constant, but the number of large particle increases. Then the snowflakes collapse
into smaller raindrops and they precipitate.

In this study, the cloud layer is set to 4 km close to 0◦C isotherm level, with SWP
of 1 kg/m2. We assume that the melting snow is composed of water (as inclusion)
and dry snow (as environment), as mentioned in Chapter 2, Section 2.3.2. As for dry
snow, the Maxwell-Gernett formula (Garnett, 1906) is employed to calculate the effective
dielectric property of wet snow, but twice here. The wetness definition is linked to the
cloud temperature (Skofronick-Jackson et al., 2002), as given in Section 5.4. The cloud
temperature is set to 250 K, 260 K, and 273 K, corresponding to a wetness of 0 %
(dry snow), 2 %, and 15 %, respectively. Figure 5.11 reveals the influences of snow
wetness on the polarized signatures. At low frequencies (e.g., 37 GHz), the liquid water
absorption and emission are the main processes, and dry or wet snow particles have a
limited impact over the warm surface background. At 89, 157, 243, and 344 GHz, the
scattering effect and polarization signature for the wet snow particles are very limited
compared to the dry snow particles. On one side, an increase in wetness translates
into an increase in snow density and a decrease in snow particle number concentration,
tending to decrease the scattering effect. On the other side, the increased wetness is
a result of the increase in cloud temperature and fraction of liquid phase, leading to a
larger dielectric property, hence stronger scattering effect. In our case, the effects of the



Chapter 5. Simulations of the Microwave Polarized Scattering Signals 125

increase in dielectric property on the snow scattering signals and polarization difference
are largely compensated by the effect of the decrease in particle number concentration.
In a real cloud, during the melting process, the transition from dry snow particles to wet
ones will not lead to a evident change of particle number, but an increase in snow density,
inducing a higher dielectric property, thus stronger scattering signals. Note that, at 462,
664, and 874 GHz, there is no effect of the frozen particles at 4 km, because of the large
atmospheric opacity above the clouds. The polarization differences decrease as the snow
wetness increases, and the maxima appear at smaller particles.

According to observations from TMI (Galligani et al., 2013) and MADRAS (Defer et al.,
2014), the stratiform clouds present higher polarization differences at 85 and 157 GHz,
and this is likely related to the snow particles just above the melting layer. The obser-
vations of snowfalls at mid-latitude from the ground-based in situ measurements with
optical disdrometers (e.g., Brandes et al., 2007, Huang et al., 2010) reveal that the large
snowflakes aggregate in complex shapes in the stratiform clouds. The typical and clas-
sic snowflakes, such as hexagonal columns, plates, or dendrites, are only representative
of the small particles. As shown by our simulation, the large polarization signatures
originate from the large dry snow aggregates, likely above the melting layer. During
the melting process, the large wet snow aggregates could also provide a relative large
polarization differences, although our analysis tends to show that their contribution to
the polarized signatures is more limited.

The sensitivity of snow density is also investigated by substituting the constant density
(100 kg/m3) by a more realistic parameterized density from Fabry and Szyrmer (1999)
(in Figure 5.11). The size-density relationship is given as ρ = 0.012D−1, in cgs units.
In this parameterization, the snow density decreases rapidly with the particle size from
the maximum limit 917 kg/m3 (pure ice density) to nearly 100 kg/m3. This assumption
leads to an increase of scattering and polarization differences for smaller and denser
particles for the reason that the effective refractive index of snow is proportional to the
density (see Section 2.3.2).

5.5 Conclusion

The polarized scattering signatures of frozen clouds have been simulated over a large
frequency range from 37 to 874 GHz, for spheres as well as for horizontally oriented
spheroids, using ARTS with DOIT.

At low frequencies (below 80 GHz), very limited scattering signatures are observed. At
higher frequencies, the polarized scattering signatures derive from the interaction of the
radiation with oriented non-spherical particles. The brightness temperature depression
as well as the polarization difference increases with particle size and with particle con-
tents. However, the brightness temperature depression tends to reach a maximum and
then reduces. The maximum depression tends to be more limited for large frequencies.
The same happens for the polarization difference: for large frequencies, it reaches a
maximum and then decreases, with the value of the maximum reducing with increasing
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Figure 5.11: The simulated brightness temperature at vertical polarization (TBV)
and the polarization difference (TBVH) at 37, 89, 157, 243, 344, 462, 664, and
874 GHz for dry snow and wet snow horizontally oriented particles (AR = 1.6) with
different wetness (W ) as a function of re.

frequency. This can be interpreted by the increased opacity with increasing frequency
and thus increased multiple scattering effects. The simulated polarization differences
are consistent with satellite observations (at 89 and 157 GHz) and ISMAR airborne
measurements (at 243 GHz).

In this study, only the spheres and spheroids are discussed. For more irregular shapes,
the discrete dipole approximation method (DDA, Draine and Flatau, 1994) is a promis-
ing way to calculate realistic scattering properties as discussed in Chapter 2 and used for
realistic radiative transfer simulations in Chapters 2 and 3. It can handle more realistic
frozen particles such as columns, plates, rosettes, or dendrites (e.g., Evans et al., 2005,
Noh et al., 2006). For small ice particles (< 30 µm), the scattering signals do not depend
strongly on the particle shapes even at 664 GHz. However, for larger snowflakes, they
will have to be accounted for. However, at present the DDA calculations do not provide
polarization information. Efforts are underway to overcome this limitation.

Note that the polarization differences discussed here are rather significant, often of the
order of 10 K. This will have to be taken into account in the retrieval of the frozen
quantities. However, at this stage and in a first step, the quantification of the polarized
signal is still difficult, and it is recommended to neglect the polarization signal in the
retrieval, knowing that this can introduce errors. This is what has been done in the
cloud parameter retrievals in Chapter 3.
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6.1 Conclusions

The second generation of the EUMETSAT Polar System (EPS-SG) will provide me-
teorological data starting in 2021. EUMETSAT will operate three passive microwave
instruments on these polar platform: the Microwave Sounder (MWS), the Microwave
Imager (MWI), and the Ice Cloud Imager (ICI). ICI will have 9 channels measuring
radiance at 183, 243, 325, 448, and 664 GHz. The window channels at 243 and 664 GHz
will have dual polarization measurements (V and H). It will provide unprecedented
measurements in the sub-millimetre spectral range, above 200 GHz, contributing to an
innovative characterization of ice clouds over the globe. The European scientific com-
munity is getting prepared to this new potential, with a series of technical and scientific
studies. It includes several research groups such as the Observatoire de Paris, Hambourg
University, Cologne University, UK Met Office, or Chalmers University.

This thesis is a contribution to the preparation of this upcoming satellite-borne sub-
millimeter imager, ICI, with a strong collaboration with the other research groups in-
volved in these developments. It focuses on the following aspects:

• sensitivity analysis of the passive millimeter and sub-millimeter responses to frozen
hydrometeors and realistic simulations of the radiometric signals at ICI frequencies;

• development a statistical retrieval algorithm for the characterization of ice clouds
with ICI;

• estimation of the surface emissivities using airborne ISMAR observations at mil-
limeter and sub-millimeter waves;

• analysis of the polarized scattering signals from ice clouds in the millimeter and
sub-millimeter range using radiative transfer modeling.

6.1.1 Realistic radiative transfer simulations of ICI observations

First, realistic radiation transfer simulations have been prepared for real scenes in the
millimeter and sub-millimeter range to better understand the scattering in frozen clouds
and to generate the ice cloud parameters retrieval database (in Chapter 2). The radia-
tive transfer simulations have been performed with the Atmospheric Radiative Transfer
Simulator (ARTS) using realistic atmospheric profiles from the Weather Research and
Forecasting (WRF) model, for twelve European mid-latitude scenes. When coupling
these two models, special attention has been paid to the selection of the microphysics
scheme in WRF and the calculation of the single scattering properties (SSPs) for ARTS.
The WRF WSM6 microphysical scheme has been selected as it provides robust results
and runs fast enough, predicting the mixing ratios of five hydrometeors (cloud ice, snow,
graupel, rain, and cloud water). My experience in atmospheric modeling with WRF has
been gained during my master thesis about local circulation and thunderstorm studies
in mid-latitude (two papers have been published, Wang et al., 2013, 2015). Extensive
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sensitivity tests were performed on the ice scattering properties. A Discrete Dipole Ap-
proximation (DDA) pre-calculated database has finally been adopted to provide realistic
SSPs for snow particles (with aggregates from the Hong DDA database finally selected
due to a closer match to the WRF microphysical assumption WSM6). The performance
of the coupling model results has been evaluated by comparison with existing satellite
observations from SSMIS up to 190 GHz. A good agreement has been obtained for all the
twelve cases at the investigated frequencies, giving us confidence in these WRF+ARTS
simulations.

6.1.2 Development of a statistical retrieval algorithm for ICI

The second part of this thesis concerned the development of a statistical retrieval of the
ice cloud parameters from ICI based on Neural Network (NN) methodologies (in Chap-
ter 3). Combination of ICI and MWI observations has also been explored, with frequen-
cies from 19 to 664 GHz. The simulation database prepared in the first part of this study
is used: it includes the atmospheric variables of interest describing the 12 cases and the
corresponding simulated brightness temperatures at ICI and MWI channels. It ensures
that the database is physically satisfactory for the retrieval. Additionally, the quality of
this database needs to be investigated statistically. PCA and correlation analyses have
been performed on the integrated hydrometeor contents, the hydrometeor profiles, and
the simulated brightness temperatures at frequencies of interest. The potentials of the
ICI channels for the frozen particle retrieval and the advantage of the MWI channels in
improving the liquid particle retrieval are revealed from correlation analyses. A stan-
dard multiplayer feed-forward NN classifier and retrieval algorithm have been used to
detect and quantify each cloud hydrometeor by using the prepared retrieval database
for ICI-only and for ICI+MWI channels. The classifier gives very reasonable accuracy
in detecting the cloud frozen hydrometeors when using ICI-only channels, with an accu-
racy of 88.9 % over land (similar over sea). For the cloud hydrometeor quantification,
the retrieved cloud frozen phase contents are satisfactory with ICI-only channels for ice
water path (IWP) above 0.05 kg/m2. The absolute error is larger than 0.04 kg/m2 for
IWP less than 0.05 kg/m2, showing the difficulty in lower IWP retrieval. Adding the
MWI channels improves the detection and quantification essentially for the cloud liquid
phases, as expected. For the hydrometeor profiles, the retrieval algorithm can capture
the major vertical structures of the cloud profiles, but fail to detect the details.

This work has been presented in the 4th ISMAR workshops in Hamburg, Jun. 2016
and has been accepted for oral presentation at the 8th IPWG and 5th IWSSM Joint
Workshop in Bologna, Oct. 2016. A paper describing the database simulations and
the retrieval development has been published in IEEE Transaction on Geophysics and
Remote Sensing (see Appendix D).
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6.1.3 Surface emissivity estimation using airborne ISMAR observa-
tions

No effort had been made toward the estimation of the surface emissivity at frequen-
cies above 200 GHz, due to the lack of observations for the evaluation. The ISMAR is
a unique opportunity to document the surface emissivity in the sub-millimeter range,
above 220 GHz. Another instrument, the Microwave Airborne Radiometer Scanning
System (MARSS), was also operated on board the same aircraft, at frequencies from
89 to 183 GHz. First, the ISMAR and MARSS observations have been analyzed us-
ing radiative transfer modeling with ARTS for the uplooking observations. The data
quality is within the requirements or close to it for most channels. Second, the ISMAR
instrument noise has been estimated statistically for all 15 flights, separately for the up-
welling and downwelling views at zenith and nadir. The evaluated noise is comparable
to the specification for each channel, except for the 243 GHz V and 448±7 GHz. Third,
the measured upwelling and downwelling radiances by the ISMAR and MARSS at low
altitudes from four flights during two campaigns have been used to estimate the surface
emissivities for different surface types (i.e., sea, sea-ice, and continental ice surfaces).
Two emissivity parameterizations, the Tool to Estimate Land Surface Emissivity from
Microwave to sub-Millimeter waves (TELSEM2) and the Tool to Estimate Sea Surface
Emissivity from Microwave to sub-Millimeter waves (TESSEM2), have been developed
at LERMA to provide realistic surface emissivities over land and sea, for frequencies
up to 664 GHz. These two emissivity parameterizations are evaluated with the ISMAR
aircraft observations in this thesis in Chapter 4. Four flights have been selected for emis-
sivity estimation, considering their limited cloudiness and low level runs. For ice-free sea
surface, the agreement between the retrieved and modeled emissivities by TESSEM2 is
very encouraging up to 325 GHz, for all the polarizations and angles (except for 325 GHz
at larger angles that is contaminated by the atmosphere contribution), and for low wind
speeds (3 to 5 m/s). Above continental snow and ice up to 325 GHz, TELSEM2 is
very consistent with the aircraft observations in spatially homogeneous regions. Over
sea ice, the aircraft estimates are very variable spatially and temporally, and the com-
parisons with TELSEM2 model were not conclusive at this stage. Above 325 GHz, the
atmospheric contribution is too high to provide any estimate of the emissivities. These
two surface emissivity models have already been used to provide reasonable land and
ocean surface emissivities for the preparation of the cloud parameter retrieval database
in Chapters 2 and 3.

This study has been partly supported by a EUMETSAT contract ’Study on surface emis-
sivity at microwave and sub-millimeter frequencies’ (EUM/CO/14/4600001473/CJA).
The work has been presented at EUMETSAT (Darmstadt, Jan. 2016), at the 3rd and
4th ISMAR workshops (Paris, Sep. 2015 and Hamburg, Jun. 2016), and at the 4th
workshop on remote sensing and modeling of surface properties (Grenoble, Mar. 2016).
One paper about the ocean emissivity has been published in Quarterly Journal of the
Royal Meteorological Society (QJRMS) and one paper about the land emissivity has
been submitted to Journal of Atmospheric and Oceanic Technology (JAOT). They are
attached in Appendices B and C
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6.1.4 Analysis of the polarization signal with ICI

Polarized scattering signals of frozen clouds have not been taken into account in the
development of the retrieval algorithm in Chapter 3. We assumed a random orientation
of all the cloud hydrometeors in the radiative transfer simulations. Note that the DDA
databases so far do not provide calculations for oriented particles. Nevertheless, we
are aware that orientation of non-spherical particles can impact the polarized signals
at microwave to sub-millimeter frequencies. Analysis of the scattering polarized signals
can provide information on particle shapes and orientations, and help understand the
cloud microphysical properties. It should be taken into account to improve the ice
cloud retrieval performance. In Chapter 5, we investigated expected polarization effects
using radiative transfer modeling (ARTS with the Discrete Ordinate Iterative, DOIT)
over a large frequency range from 37 to 874 GHz at window channels, for horizontally
oriented spheroids. The SSPs are calculated with the T-matrix method. The scattering
signatures are limited at low frequencies (below 80 GHz), while they are more evident at
higher frequencies for oriented non-spherical particles. With increasing particle size or
ice content, the brightness temperature depression and the polarization difference tend to
reach a maximum and then become smaller again. Simulations show that with increasing
frequency, this maximum increases reach a plateau and decreases. The decrease could
be attributed to the increasing multiple scattering effects. The simulated polarization
differences are consistent with satellite observations at 89 and 157 GHz (e.g., MADRAS
and TMI), in agreement with previous studies. The polarization signals observed during
the ISMAR campaigns have been analyzed, reaching ∼10 K at 243 GHz at a scan angle
of 40◦. These observations agree well with our radiative transfer simulations.
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6.2 Perspectives

More work still need to be done in the coming years for the exploitation of MWI/ICI data
on METOP-SG for operational applications. This includes efforts in better understand-
ing and simulating the interaction of radiation at ICI frequencies with the atmosphere
and the surface, and in the development of optimized retrieval methods. Analysis of
more ISMAR observations under a large variety of environments is necessary. Synergy
with active microwave observations could also be considered.

6.2.1 Efforts in radiative transfer understanding and modeling up to
sub-millimeter frequencies

Continued efforts need to be made to better understand the microphysical properties
of frozen hydrometeors and their responses to the millimeter and sub-millimeter waves,
since the misrepresenting of them can induce large uncertainty in ice mass retrieval,
as discussed in Chapter 2. Approximations for the shape of frozen particles cannot be
avoided, directly related to the calculation of their single scattering properties. The DDA
method is promising for calculating the SSPs of frozen hydrometeors, without restrictions
on their shapes. In this thesis, the Hong DDA database has been selected, according to
the investigation of the compatibility of the hypotheses adopted in the DDA calculation
and in the WRF WSM6 microphyscial scheme. However, the selection of frozen particle
habits from existing DDA databases is still questionable and inconclusive. Therefore,
the idea is to compare the simulated brightness temperatures by WRF+ARTS model
(with different WRF microphysical schemes and SSPs from corresponding DDA database
for snow particles) with available satellite observed ones to find an ’ideal’ combination.
This would minimize the uncertainties induced by the microphysical assumption, and
thus improving the ice cloud parameter retrieval performance. This work is ongoing (in
collaboration with V.S. Galligani, UBA-CONICET), using WRF+ARTS model, as well
as WRF+RTTOV, for Tropical cases. In addition, more cases at mid-latitude should be
studied under different meteorological situations in the next step.

The existing DDA databases do not cover the full frequency range. In addition, they do
not handle oriented particles that have been shown to play a key role on the polarized
signals. Development of new DDA databases is required, for the preparation of the MWI
and ICI instruments, for various frozen habits over the full frequency spectrum and in-
cluding oriented particles. Work is ongoing in Chalmers University by R. Ekelund for
preparing a database of SSPs of ice particles covering frequencies from 18 to 884 GHz,
at three temperatures, for complex ice habits (reaching a volume-equivalent diameter
of 5 mm), such as columns, graupel, pristine snowflakes, and aggregates. Randomly
orientated frozen particles are considered in the first step. Horizontally orientated hy-
drometeors are expected to be simulated in the next stage.

For the analysis of polarized scattering, we expect to analyze thoroughly the Global
Precipitation Measurement (GPM) Microwave Imager (GMI) observations, on board
GPM mission. It is the first conically-scanning passive microwave radiometer to measure
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polarized radiation above 100 GHz (166 GHz), outside the Tropical zone (MADRAS
on board Megha-Tropique observed polarized scattering at 157 GHz only in Tropics).
According to preliminary analysis at NASA, polarization differences exceeding 10 K in
tropical and mid-latitude stratiform rain associated with mesoscale convective systems
have been observed, as well as more than 20 K in frontal stratiform rainfall and tropical
cyclones undergoing extratropical transition.

RTTOV is a fast community code developed for use in Numerical Weather Prediction
centers. It is based on the parameterization of a line by line radiative transfer code,
and includes scattering calculation. The code has been recently extended to the ICI
frequencies, under clear sky assumptions. We did some preliminary comparisons with
ISMAR observations and ARTS simulations. This work has to be continued. There is
also a need to extend the RTTOV scattering calculations to the millimeter and sub-
millimeter range. This work will have to be done in close collaboration with the UK
Met Office.

6.2.2 Developments in retrieval methodologies

A statistical retrieval algorithm has been developed for the ice cloud parameters in this
thesis in Chapter 3. This work is based on realistically simulated brightness temperatures
with WRF+ARTS model, to have a valid assessment of the retrieving capacity of the
ICI and MWI instruments. However, some sources of uncertainty have not yet been
accounted for, which may affect the retrieval performance. The instrumental noises have
been taken into account in the ice cloud parameter retrievals in Chapter 3, but not the
uncertainties in WRF modeling/parameterization and in the radiative transfer modeling
with ARTS, which could have a major impact on the retrieval performance. In our study,
the simulations (training and test databases) of 12 diverse and fairly representative
events have been compared and validated with existing satellite observations up to 200
GHz (which is rarely done in this field). This gives us confidence about the current
simulation setups at those frequencies. Nevertheless, this retrieval algorithm needs to
be studied once real satellite observations become available (specially at the higher
frequencies).

The training database will have to be extended to the globe. We concentrated on
European situations so far. Mid-latitude situations were deserving special attention:
snow is recognized to be a key problem in the radiative transfer in this frequency range
and is often present in mid-latitude cases (in the clouds as well as in precipitation).
Tropical situations as well as polar cases will have to be added to the database. For
that, cloud model simulations will have to be performed and it is advised to simulate
real scenes that have been observed by the current satellites, for an evaluation of the
radiative transfer simulations up to 200 GHz.

6.2.3 The key role of the ISMAR aircraft observations

The role of ISMAR observations in the preparation of ICI exploitation is two fold:
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• analysis and evaluation of the radiative transfer simulations

• evaluation of the retrieval performance

In addition to the two aircraft campaigns operated during this Ph.D period, the Met
Office flew ISMAR on a number of flights on February and March 2016 as part of the
WINTEX campaign, based out of Cranfield airport. Various flights were designed to
look at clear sky, cirrus, and thicker cloud measurements. The flight information is given
in Table 6.1 and the database is available to the community.

6.2.3.1 Analysis of the high frequency signals and evaluation of the radiative
transfer simulations

With both upward and downward views over a large range of incidence angles, ISMAR
can help understand the radiometric signals at high frequencies, as well as evaluate the
radiative transfer model/parameterization, for the atmospheric gas contribution, for the
cloud interaction, and for the surface emissivity.

In terms of gaseous absorption, with its upward looking views, ISMAR observations are
suitable to test the line parameters as well as the absorption continua up to 664 GHz,
under a large range of altitudes. We performed comparisons with ARTS simulations.
RTTOV simulations have also been conducted at LERMA (not presented in this the-
sis). Other spectroscopic assumptions are under consideration with the Atmospheric
Transmission at Microwave model (ATM, Pardo et al., 2001). These evaluations have
to be encouraged, for a large variety of atmospheres, as well as the associated model
developments.

Chapter 4 is a first step toward the evaluation of the emissivity parameterizations
(TESSEM2 and TELSEM2) at millimeter and sub-millimeter frequencies using ISMAR
observations. There are only four flights during the first two ISMAR campaigns suit-
able for the surface emissivity calculations with low-level runs and limited cloudiness,
over ice-free ocean, sea-ice, or continental ice. It shows the difficulties in evaluating the
emissivity parameterizations conclusively. More flights under a larger variety of surface
and atmospheric conditions are expected. During the ISMAR WINTEX-2016 campaign
described above, Flight B940 was designed for the sea surface emissivity study and clear-
sky radiative transfer comparisons, with low-level runs at 500 ft and near-surface winds
of 5-10 m/s. However, the cloud conditions were not ideal with some cumulus around.
The measurements during this flight will be analyzed and used in sea surface emissivity
retrieval to evaluate the TESSEM2 for slightly higher wind speed condition than during
the first two campaigns (3-5 m/s). The following surfaces should be targeted during the
future ISMAR campaigns: ocean with medium to high surface wind speeds under dry
atmospheric conditions, sea-ice surfaces, and continental ice and snow.

The major objective of ICI is the characterization of the ice clouds. Careful analysis of
ISMAR flights have to be conducted under cloudy conditions. With the FAAM aircraft
flying rather low, observations from above the clouds as well as from below the clouds
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have to be considered. During the first two campaigns, the UK Met Office performed a
very careful analysis of the instruments and showed the good performance of the ISMAR
instrument. Detailed study of the scattering effect can now be performed, including
the analysis of the polarized signals for the window channels at 243 and 664 GHz. A
preliminary examination has been provided in Chapter 4. We plan a further analysis in
the near future.

6.2.3.2 Evaluation of the retrieval performance

The airborne observations from ISMAR can also be used to test the performance of
the retrieval algorithm. Several flights during the two first campaigns were designed
for the cloud and precipitation studies. Flights B879, B884, and B892 were under
stratocumulus cloud conditions. Flight B897 was over a precipitating frontal system,
with the clouds varying from thin and broken cirrus clouds to full-depth precipitating
clouds. In addition, various flights during the WINTEX campaign were designed to look
at clear sky, cirrus, and thicker cloud measurements. Flight B949 aimed to measure the
radiative signatures of an extensive cloud feature off the East coast of Scotland caused by
a low pressure system and associated occluded fronts. Other ice retrieval methodologies
for ICI have been developed at Chalmers and Hamburg Universities, based on Monte
Carlo Integration and making use of the retrieval of frozen quantities from CloudSat.
Retrieval algorithms have been developed specifically for ISMAR and are being tested
with ISMAR airborne observations from the first two campaigns. Some primary results
have already been presented by these groups. Our retrieval could also be adapted to
aircraft situations and tested with ISMAR observations. Some challenging issues related
to the ’in situ’ estimation of the ice parameters during these ISMAR flights, also need
to be considered.
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Table 6.1: Flight characteristics during the WINTEX campaign.

Flight Comments
B938 This was an instrument test flight, that took place in variable amounts of cloud over

East Anglia. In-cloud runs at two altitudes and high-level above-cloud run at 31000 ft.
ISMAR operated successfully.

B939 A flight measuring cirrus, mostly over land but partly over sea. Fairly extensive cirrus
cover, although some variability in cloud thickness along track and patchy low cloud
underneath. Sets of runs above cloud, in cloud tops, mid-cloud, cloud base, and below
cloud. ISMAR operated successfully.

B940 A flight looking at clear sky measurements with ISMAR for sea surface emissivity
and clear-sky radiative transfer comparisons. Cloud conditions were not ideal with
some cumulus around. The flight contains low-level runs at 500 ft above the sea for
emissivity measurements (sometimes affected by cloud above the aircraft, near-surface
winds 5-10 m/s), high-level runs above the tropopause (can use the lidar to identify
when above low cloud), and a series of 2 minute runs spaced at 2000 ft throughout
the depth of the troposphere. ISMAR operated successfully throughout the flight.

B941 A repeat of the plan for B939 looking at cirrus cloud. Cirrus was mostly optically thin
with quite a lot of variability at some low cloud underneath. Sets of runs above, in and
below the cirrus at various levels. ISMAR operated successfully throughout the flight.

B945 Another repeat of the previous cirrus flights. Cirrus was very tenuous and patchy, with
further patches of mid-level cloud underneath which could make analysis challenging.
Single set of above and in and below-cloud runs at varying altitudes. ISMAR operated
successfully throughout the flight.

B949 A flight measuring the radiative signature of an extensive cloud feature off the East
coast of Scotland caused by a low pressure system and associated occluded fronts.
Above-cloud and in-situ measurements were made, focusing on the upper parts of the
cloud (between 20000 and 30000 ft). ISMAR operated successfully throughout the
flight.

B951 A flight aimed at validating up-looking clear-sky radiative transfer modeling and IS-
MAR characterization that took place above fairly extensive low cloud over East Anglia.
Contains a series of runs spaced at 2000 ft from 30000 to 4000 ft (all above cloud),
ascending and descending profiles at faster rates than standard, and a series of longer
runs spaced at 5000 ft intervals between 10000 and 30000 ft. Some ISMAR issues
were encountered during this flight-instability in 325 GHz receiver voltage outputs and
failure of the 448GHz reciever during a large proportion of the flight.

B952 A repeat of the plan for B940, this time in fully clear conditions. High level runs were
below the tropopause for this case due to the high tropoause height. ISMAR issues
with 325 and 448 GHz receivers remained, although the 448 GHz receiver operated for
most of the stacked descending runs at 2000 ft intervals.
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A.1 Introduction

The development of the retrieval algorithms for cloud parameters is based on radiative
transfer simulations, meaning that the accuracy of the algorithm largely depends on
the ability of the simulations to reproduce the observations. The retrieval database in
Chapter 3 for the detection and quantification of cloud parameters is provided by the
coupling of the WRF model and the ARTS. Other cloud resolving models (e.g., the
Méso-NH and the MetOffice Mesoscale model (UKMES)) can also be used for the re-
trieval database preparation by providing inputs for radiative transfer codes, such as the
Atmospheric Transmission at Microwave (ATM), or the RTTOV (Galligani et al., 2015,
Meirold-Mautner et al., 2007, Wiedner et al., 2004). Recently, Geer and Baordo (2014)
simulated both tropical and mid-latitude cases, using RTTOV with the atmospheric
profiles from the ECMWF 4D-Var data assimilation system. They first presented a
Tropical case, the Irene hurricane, that they simulated using the Mie theory. Then,
from comparisons with satellite observations, they concluded that the use of the DDA
from Liu for the sector snowflakes provides better results.

In this appendix, we compare the results of our WRF+ARTS simulations with the
Geer and Baordo (2014) RTTOV simulations, for this Tropical cyclone Irene, using
first the Mie theory for both simulations. Comparisons are also provided with satellite
observations from TMI and SSMIS. These comparisons is a step forward to extend the
training database generated in Chapters 2 and 3 to the global scale.

A.2 Case description

The hurricane Irene, a strongly destructive tropical cyclone, affected the Caribbean
and East Coast of the United States during late August 2011. It originated from a
well-defined Atlantic tropical wave, with a progressively favorable environment situated
ahead of the wave. It was classified as Tropical Storm Irene near the Lesser Antilles
on August 20, 2011. Then Irene developed over the west-central Atlantic. On August
21, Irene strengthened to near hurricane force, thanks to a favorable vertical structure
(deep convection at surface and anticyclone aloft), as well as light wind shear and high
sea surface temperature. Irene weakened briefly on August 23 after its initial landfall,
and then redeveloped and quickly intensified into a Category 3 major hurricane. It
subsequently underwent a partial eye-wall replacement, resulting in a reduction in its
wind speed. On August 27, it made landfall near Cape Lookout with a wind speed of
140 km/h and a surface pressure of 951 hPa. After about 10 hours over land, Irene
re-emerged into the Atlantic and continued northward, weakening to a tropical storm
early on August 28. Finally, Irene made landfall with 100 km/h wind speed in the
Coney Island neighborhood of Brooklyn, New York. During intensifying and developing,
Irene made ninth landfalls and caused serious flooding and extensive wind destruction
particularly in mid-Atlantic, Eastern New York, large part of the New England, and the
Long Island coast.
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A.2.1 Model configurations

The atmospheric and hydrometeor information are provided by the ECMWF 4D-Var
data assimilation system, which contains 107171 profiles on 91 vertical layers. They
include the 2-m temperature and humidity, the 10-m wind speed, the surface pressure
and temperature, the rain flux, the pressure, temperature, and specific humidity profiles,
and the mixing ratios of rain, snow, cloud water, and cloud ice, along with the cloud
fraction. The ARTS model (see Chapter 2 for the description) with the Monte-Carlo
module is used to simulate the brightness temperatures in this study, with the inputs
and configurations for ARTS remaining the same as for RTTOV-10 in Geer and Baordo
(2014) to facilitate the comparison between these two models. Note that in RTTOV, the
total rain mixing ratio is the sum of the rain mixing ratio and the rain flux (large-scale
and convective). The rain flux can be converted to mixing ratio in terms of the rain PSD
and the rain fall speed (Bauer, 2001, Geer and Baordo, 2014). To keep the consistency,
we used the same solution for the rain mixing ratio in ARTS. Figure A.1 presents the
vertically integrated contents of four hydrometeors, along with the water vapor content,
the surface temperature, and the 10-m wind speed provided by the ECMWF 4D-Var
data assimilation system.
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Figure A.1: The mass contents of the hydrometeors and the water vapor, the surface
temperature, and the 10-m wind speed from the ECMWF 4D-Var data assimilation
system for the Irene case, on August 25, 2011 at TMI over-pass time (21:18 UTC).

To be close to RTTOV-10: the MPM87 absorption model (Liebe and Layton, 1987)
for water vapor, the MPM92 absorption model (Liebe et al., 1992) for oxygen, and the
MPM93 absorption model (Liebe et al., 1993) for nitrogen are used in ARTS. All the
particles are assumed to be spheres with constant densities. A four parameter modified
gamma particle size distribution (Petty and Huang, 2011) is defined for cloud water
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and ice particles. For rain and snow particles, the PSDs are determined by Marshall
and Palmer (1948). The more detailed microphysical information of particles can be
found in Table A.1. It follows the Geer and Baordo (2014) selections as close as possible
for comparison purposes. Some parameters are undefined in the PSD functions, which
can be calculated in terms of given mass contents. The scattering properties of all the
hydrometeors are calculated by the Mie theory (presented in Chapter 2). For the liquid
phases (i.e., cloud water and rain), the dielectric properties are calculated from Liebe
et al. (1991) model. For the cloud ice, the Matzler (2006) model is chosen. For the
snowflakes, the Maxwell-Garnett formula is used, while the approach of Bohren and
Battan (1982), Fabry and Szyrmer (1999) is used in RTTOV. Different mixing formulas
could not induce large discrepancies in this case as discussed by Geer and Baordo (2014).
The ocean surface emissivities are simulated by the FAST microwave EMissivity model
(FASTEM-4), which is coupled with RTTOV-10.

Table A.1: Microphysical assumptions in the ECMWF 4D-Var data assimilation
system for four hydrometeors, including the particle size distribution (PSD), their
shapes, and their densities. n0 is the intercept parameters; λ is the slope parameters;
D is the spherical diameter; µ is the dispersion; R is the rainfall rate in mm/hr.

Hydrometeor PSD PSD parameters Shape Density (kg/m3)
Rain n(D) = n0e

−λD n0 = 8 × 106 sphere 1000
(Marshall and Palmer, 1948) λ = 41R−0.12cm−1

Snow n(D) = n0e
−λD n0 = 8 × 106 sphere 100

(Marshall and Palmer, 1948) λ = 41R−0.12cm−1

Cloud water n(D) = n0D
µe−λD λ = 2.13 × 105 sphere 1000

(Petty and Huang, 2011) µ = 2
Cloud ice n(D) = n0D

µe−λD λ = 2.05 × 105 sphere 900
(Petty and Huang, 2011) µ = 2

A.2.2 Comparison between satellite observations and simulations

The simulated brightness temperatures with ARTS are compared to the observed ones
in Figures A.2 and A.3, at some channels (i.e., 10, 19, 37, 85, 150, and 183 GHz) of TMI
and SSMIS. At all the presented frequencies, the global cloud structures (with some
spatial shifts), corresponding to the cloud emission and scattering, are fairly well repro-
duced by ARTS. At lower frequencies (below 85 GHz), the cloud liquid phase absorption
dominates, over the cold oceanic background. Therefore, the agreement between obser-
vations and simulations at these frequencies suggests the good reproduction of liquid
cloud characteristics by ECMWF 4D-Var data assimilation system and the realistic sur-
face emissivities from FASTEM (at least at these channels). At 85 and 150 GHz, the
brightness temperature depressions related to the scattering effect by the cloud frozen
particles, are reasonably simulated but with certain underestimations. These insufficient
scattering can be mainly attributed to the uncertainty in the SSPs calculations using
the Mie code (as discussed in Chapters 2 and 3). Note that the cloud frozen phases
are presented by two hydrometeors (i.e., cloud ice and snow) in ECMWF 4D-Var data
assimilation system. Graupel is usually the dominant frozen hydrometeor (more denser
than the snow) in a hurricane rain-producing process (Franklin et al., 2005), and it is
not accounted for here. In addition, the radiative transfer simulations have also been
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done for three channels centered at water vapor absorption line 183 GHz (183±1, ±3,
and ±7 GHz). The water vapor absorption masks the lower cloud signals and the surface
contribution, in varying degrees. With varying atmospheric opacity, these three channels
reach their saturations at different altitudes. A good agreement between the observa-
tions and the simulations at these frequencies reveals a realistic water vapor content
provided by ECMWF 4D-Var data assimilation system.
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Figure A.2: The TMI (for 10, 19, 37, and 85 GHz) and SSMIS (for 150 and
183 GHz) observations for the Irene case.

The simulated brightness temperatures with RTTOV are shown also in Figure A.4, as
provided by ECMWF using the Mie theory. Compared with the satellite observations
(Figure A.2), much more brightness temperature depressions are simulated by RTTOV
at higher frequencies (85, 150, and 183 GHz). Note that at 37 GHz, unexpected scat-
tering signals are simulated by RTTOV, where the liquid water emission dominates
(discussed in Chapter 3). The reason for that is unclear, and an error in the Mie calcu-
lation in RTTOV is suspected. Discussions are underway with A. Geer.

For the reason that the cloud and precipitating patterns are generally misplaced in the
cloud resolving models (the same for the WRF model, discussed in Chapter 3), the
histograms of the observed and simulated brightness temperatures (with ARTS and RT-
TOV) are shown in Figure A.5 for comparison purposes. For the lower frequencies, good
agreements are obtained between the observations and ARTS simulations, it degrades at
85 and 150 GHz. The depressions of brightness temperatures, related to the scattering
by the cloud frozen phases, are underestimated. Clearly, much more scattering signals
are simulated by RTTOV for frequencies at 37 GHz and above.
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Figure A.3: The simulations with ARTS for the Irene case. The SSPs are calculated
using the Mie code.
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Figure A.4: The simulations with RTTOV for the Irene case. The SSPs are
calculated using the Mie code.

A.2.3 Discussion about the sensitivity of the microwave simulations to
the hydrometeor characteristics

Simulation of the scattering signals largely depends upon the uncertainties in the de-
scription of the physical properties of frozen particles (e.g., particle shape, particle size,



Appendix A. Comparison of Passive Radiative Transfer Simulations for a Tropical
Case 146

150 200 250 300
0

0.05

0.1

0.15

0.2
10.65 V

 

 
ARTS

RTTOV

OBS

100 150 200
0

0.05

0.1

0.15

0.2
10.65 H

200 250 300
0

0.05

0.1

0.15

0.2
19.35 V

150 200 250 300
0

0.05

0.1

0.15

0.2
19.35 H

150 200 250 300
0

0.05

0.1

0.15

0.2
37 V

150 200 250 300
0

0.05

0.1

0.15

0.2
37 H

150 200 250 300
0

0.05

0.1

0.15

0.2
85.5 V

150 200 250 300
0

0.05

0.1

0.15

0.2
85.5 H

150 200 250 300
0

0.05

0.1

0.15

0.2
157 H

#

TB (K)

150 200 250 300
0

0.05

0.1

0.15

0.2
183+7 H

150 200 250 300
0

0.05

0.1

0.15

0.2
183+3 H

150 200 250 300
0

0.05

0.1

0.15

0.2
183+1 H

Figure A.5: Histograms of TMI and SSMIS observations, along with the simulated
brightness temperatures by ARTS and RTTOV for the frequencies of interest for Irene
case.

particle orientation, particle density, and particle SSP), as discussed by Galligani et al.
(2013, 2015), Kulie et al. (2010), and in Chapters 2 and 3. Some sensitivity tests have
been performed on some microphysical properties of the snow particles. Two transects
through the center of the Irene hurricane are chosen for the tests, depending on the over-
passes of TMI and SSMIS (Figure A.6 (left column)). The vertically integrated content
of all the hydrometeors along the selected transects are presented in Figure A.6 (right
column). The contents of all the hydrometeors are larger than 5 kg/m2 (up to 7 kg/m2

for snow). Generally, the strong hurricanes are surrounded by the eyewall with strong
winds, while it seems that it is not the case for the Irene hurricane. In fact, at this time,
the Irene hurricane was undergoing a partial eyewall replacement cycle, meaning that
the distinct eye redeveloped and turned to a sufficiently small one, which can explain
the relatively deepest convective and largest precipitation at its center.

Figure A.7 shows the observed brightness temperatures at 10, 19, 37, and 85 GHz,
along with the simulations, adding successively the different hydrometeor types in the
clouds in ARTS. Each orthogonal polarization is presented, along with the corresponding
polarization differences. The impact of the liquid water emission in clouds is evident
at lower frequencies, with an increase in brightness temperature and a decrease in the
polarization difference over the ocean. Adding the cloud frozen phases, there is no
evident change in simulated brightness temperature. At 85 GHz, the atmospheric opacity
increases, and the ocean surface contribution (and its polarization difference) is masked
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Figure A.6: Left: the selected transects for the sensitivity tests from TMI and
SSMIS over-passes, respectively. Right: the integrated mass contents of different
hydrometeors along both transects mentioned in the left column.

to a great extent. The brightness temperature depressions and the polarizations are
related to the scattering by the frozen particles. It is similar at 150 and 183±7 GHz
(not shown).

Figure A.8 presents the simulated brightness temperatures under different microphysi-
cal hypotheses (listed in Table A.2) and the observations at 85, 150, and 183±7 GHz
along the specified transects in Figure A.6. The initial simulation was performed follow-
ing the microphysical scheme in ECMWF 4D-Var data assimilation system. The Mie
method was used to calculate the SSPs for all the hydrometeors. Compared with the
observations, an underestimated scattering (∼20 K, ∼30 K, and ∼20 K of brightness
temperatures at 85, 150, and 183±7 GHz, respectively) is revealed as discussed in pre-
vious sections. Next, four sensitivity tests are performed with different changes in the
snow microphysical parameters. All the tests were implemented under the precondition
of keeping the same total snow mass, except for the test D. Note that the microphysical
parameters for other hydrometeors remain the same as in the initial simulation.

Table A.2: The sensitivity tests.

Test The changes of parameters
A The original ECMWF microphysical scheme
B The density of snow is set to 250 kg/m3

C The spheres are replaced by horizontally aligned spheroids (aspect ratio 1.6)
D The snow mass content is multiplied by 1.25
E The SSP of Liu sector from DDA database are used
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Figure A.7: The simulated and observed brightness temperatures at 10, 19, 37, and
85.5 GHz (from top to bottom) with different types of hydrometeors in the radiative
transfer simulations, as well as the correspondent polarization differences.

The density is a key parameter in the SSP calculation, which directly affects the par-
ticle dielectric property (discussed in Chapter 2). A sensitivity test has been done by
changing the snow density from 100 kg/m3 (in original simulation) to 250 kg/m3 in the
radiative transfer simulations, considering the fact that denser particles (graupels) are
missing in the ECMWF outputs. In addition, the snow density is generally parameter-
ized as a function of its size, from pure ice density for very small particles to a constant
close to 100 kg/m3 for large particles. The density-induced depressions in brightness
temperatures of the order of ∼40 K, ∼50 K, and ∼30 K at 85, 150, and 183±7 GHz in
the storm center. As discussed in Chapter 2, the SSPs for snowflakes calculated under
the hypothesis of spheres using the Mie code, lead to discrepancies in radiative transfer
simulations. A test is made with the snow particles assumed to be horizontally aligned
oblate spheroids of aspect ratio 1.6 in the sensitivity test. The SSPs are calculated using
the T-matrix method. Clear changes are found in the simulations along the transects
in our case (20 K, 45 K, 20 K, and 20 K for the 85 V, 85 H, 150, and 183±7 GHz,
respectively), while the polarization differences reach up to ∼15 K for 85 GHz, which is
consistent with the analysis in Chapter 5. In addition, the sensitivity to the snow con-
tent in the radiative transfer simulations is also investigated: when multiplied by 1.25,
the decrease in the brightness temperature is not obvious at 150 and 183±7 GHz, while
with a magnitude of ∼10 K at 85 GHz. Finally, the SSPs of the Liu DDA database
for sector snowflake, suggested by Geer and Baordo (2014) for the new development
of the RTTOV model, is tested. The results are encouraging and consistent with the
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observations, with a decrease of ∼20 K, ∼40 K, and ∼40 K compared to the original
one at 85, 150, 183±7 GHz, respectively. Therefore, ARTS simulations were performed
using the SSPs from the Liu DDA sector snowflake for the whole scene (see Figure A.9).
The simulations agree well with the observations at high frequencies (above 85 GHz).
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Figure A.8: The observed and simulated brightness temperatures under different
microphysical assumptions for snow particles at 85.5, 150, and 183±7 GHz for the
transects shown in Figure A.6.

As mentioned above, the ECMWF predicts four hydrometeors (i.e., cloud water, cloud
ice, snow, and rain). In other cloud resolving models, such as WRF, five or six hydrom-
eteors can be given (graupel or hail added). Figure A.10 shows the integrated mass
contents of different hydrometeors from two models along the TMI transect shown in
Figure A.6 for the Irene case. The graupel content produced by the WRF model is of
the order of 4 kg/m2: clearly, this can not be ignored in this case. According to Wiedner
et al. (2004), the good agreement between the observation and the simulation can be
obtained in the Tropical regions where graupels dominate.

A.2.4 Conclusions

For hurricane Irene, simulations at TMI and SSMIS frequencies are performed by cou-
pling ARTS with the atmospheric fields from ECMWF 4D-Var data assimilation system,
for comparisons with the work from Geer and Baordo (2014) using RTTOV. The Mie
code is used for both simulations. With ARTS, reasonable agreement is obtained with
the observations, with an slight underestimation of the brightness temperatures above
85 GHz. The Geer and Baordo (2014) simulations with the Mie code show a large over-
estimation of the scattering, even at 37 GHz. This is still not explained and there are on
going discussions to interpret it. The sensitivity of radiative transfer simulations to the
snow microphysical properties (e.g., its content, its density, and its SSP) is investigated
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Figure A.9: Simulated brightness temperatures at some TMI and SSMIS channels
with ARTS. The SSPs for snow particles are from the Liu DDA database for secter
snowflakes.
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Figure A.10: The integrated mass contents of different hydrometeors from the WRF
with the WDM6 microphysical scheme and the ECMWF 4D-Var data assimilation
system along the first transect in Figure A.6.

with the ARTS model. The use of the DDA calculation from Liu sector snowflakes in the
ARTS code improves the agreement with the observations at high frequencies (always
using the initial microphysical properties from the ECMWF 4D-Var data assimilation
system). The reasonable agreement between the ARTS simulations and the observations
for a Tropical case is a first step toward the extension of our retrieval training database
to the global scale.
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Sea surface emissivity parameterization from microwaves to

millimeter waves
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In preparation for the new observations on board the next generation of

European operational meteorological satellite (EUMETSAT Polar System -

Second Generation - EPS-SG), a parameterization of the sea surface emissivity

is proposed from 10 to 700 GHz: TESSEM2 (Tool to Estimate Sea Surface

Emissivity from Microwave to sub-Millimeter waves). It is based on the

community model FASTEM (FAST microwave Emissivity Model, (English and

Hewison 1998; Liu et al. 2011)) at frequencies up to 200 GHz where FASTEM

has been operationally calibrated and validated. It follows a physical emissivity

model at higher frequencies (Prigent and Abba 1990). A preliminary evaluation

of TESSEM2 has been conducted with success, by comparison with airborne

International Sub-Millimetre Airborne Radiometer (ISMAR) observations (Fox

et al. 2014) from 118 to 325 GHz, under low wind speed (3 to 5 m/s) off the coast

of Scotland. TESSEM2 is a fast parameterization that can easily be implemented

in a community radiative transfer model. The code is available to the community

and will be distributed with the next version of RTTOV. Copyright c© 0000

Royal Meteorological Society
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1. Introduction

The EUMETSAT Polar System Second Generation (EPS-

SG) will provide continuity of observations of the current

EPS, in the microwave domain up to 200 GHz, but it

will also include innovative measurements in the millimeter

range up to 664 GHz. The Micro-Wave Sounding (MWS),

the Micro-Wave Imaging (MWI) and the Ice Cloud Imaging

(ICI) instruments will cover the 18 to 664 GHz range

to respond to the increasing user requirements (Stoffelen

et al. 2006; Rizzi et al. 2006). In preparation for EPS-SG,

operational radiative transfer models have to be extended up

to 700 GHz. With increasing frequencies, the atmosphere

becomes progressively more opaque due to the increasing

contribution of absorption lines from different gases

along with the increased continuum absorption. However,

observations can be surface sensitive at high frequencies

in the case of very dry atmospheres commonly present in

polar and sub-polar regions or at lower latitudes, in the case

of cold air outbreaks. Consequently, the representation of

surface emissivity is of importance even at high frequencies

to ensure efficient use of these observations for data

assimilation or for retrievals.

Over open ocean, the emissivity varies primarily with the

surface wind speed, and models have been developed to

estimate the emissivity as a function of surface wind speed

and direction, sea surface temperature, and salinity. The

emissivity of a flat water surface can be calculated from the

Fresnel equations for any incidence angle and orthogonal

polarization, with the water permittivity calculated as

a function of temperature and salinity. When the wind

strengthens above the ocean, waves appear and the surface

gets rough. The large-scale waves can be treated as an

ensemble of facets, for which the Fresnel reflection applies,

following geometric optics. The total emissivity is the

sum of the contribution from each facet, weighted by the

slope distribution. Small-scale roughness related to ripples

has been added and models include these two scales of

roughness. In addition, above a certain wind speed, foam

can appear. With an emissivity close to one (as compared

to the low emissivity of water), the presence of foam

can modify the surface emissivity. Estimating the surface

coverage of foam and its emissivity is difficult, and several

models exist.

The FAST microwave Emissivity Model (FASTEM)

(English and Hewison 1998; Liu et al. 2011) is currently

used in major Numerical Weather Prediction (NWP) centres

up to 200 GHz and provides realistic estimates of the sea

surface emissivities. The distributed version of FASTEM

corresponds to a parameterization of a two-scale physical

model. The parameterization is optimized for frequencies

below 200 GHz. It has been calibrated and validated

in operational frameworks. The objective of this study

is to extend this capability to higher frequencies, while

maintaining an accuracy and a computational efficiency

compatible with operational systems. The physical model

used to derive FASTEM is no longer available, but a

model based on similar principles and developed in Paris

Observatory, can be adopted for the extrapolation to higher

frequencies (Prigent and Abba 1990). Here we propose

an emissivity parameterization that is based on FASTEM

for frequencies up to 200 GHz where FASTEM has

been thoroughly evaluated and that follows our physical

emissivity model (Prigent and Abba 1990) where FASTEM

is not valid. Another solution would be to use our physical

model for the full frequency range, but this would ignore

all the work done in NWP centres along the years to

improve the agreement between FASTEM and the satellite

observations. The parameterization of a carefully evaluated

physical model for the full spectrum and environmental

conditions is the ultimate goal to achieve, but at this stage

such a physical model is not available.

The two models (FASTEM and our physical model)

are briefly presented and are compared (Section 2). A

parameterization of the emissivity (Tool to Estimate the

Sea Surface Emissivity at Microwaves and Millimeter

waves, TESSEM2) is developed: it mimics FASTEM up

to 200 GHz and transitions smoothly to our physical
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model for higher frequencies (Section 3). The International

Sub-Millimetre Airborne Radiometer (ISMAR) is a

demonstrator of ICI that flies on the UK Facility for

Airborne Atmospheric Measurements (FAAM) aircraft (Fox

et al. 2014). A preliminary evaluation of TESSEM2 is

conducted in Section 4, by comparison with ISMAR

observations from 118 to 325 GHz, under low wind speed

(3 to 5 m/s) off the coast of Scotland. Conclusions are

presented in Section 5, along with the main characteristics

of the TESSEM2 code to be distributed to the community.

2. The two models and their comparison

2.1. FASTEM

Several groups contributed to the development of FASTEM.

It is based on a full physical emissivity model. For computa-

tional efficiency, the full model has been parameterized for

current satellite observations up to 200 GHz and up to 65◦

incidence angle. FASTEM has undergone several updates,

from FASTEM-1 to FASTEM-6. The changes from one ver-

sion to the other are documented in Bormann et al. (2012).

The first FASTEM versions were based on the geometric

optics model, to account for the large scale roughness,

with the inclusion of the foam contribution. FASTEM-4

(Liu et al. 2011) added the small scale roughness to the

large scale roughness, with a new permittivity model and

a change in foam coverage. FASTEM-5 reverted to the

former foam cover model (Monahan and O’Muircheartaigh

1986), and constraints have been added to have the same

emissivity for the two orthogonal polarizations at nadir. In

FASTEM-4 and 5, the foam emissivity is modeled follow-

ing the polarization and zenith dependence from Kazumori

et al. (2008), with the frequency dependence from Stogryn

(1972). It increases with frequencies for both V and H

polarizations, and reaches values very close to unity for

both polarizations above 100 GHz. Note that the foam

cover is usually rather limited: at 20 m/s, it is below 5%,

meaning that it is not a major source of emissivity error

up to this wind speed. The use of FASTEM-5 at European

Center for Medium-range Weather Forecast (ECMWF) led

to an overall reduction of the biases for the sounders, as

compared to versions 3 and 4, and for the imagers, part

of the remaining bias is expected to come from problems

in the absolute calibration of the instruments. FASTEM-

6 is very close to FASTEM-5, except for a change in the

wind direction model to represent the azimuthal variations

of the emissivities in vertical and horizontal polarizations

(Kazumori and English 2015). In the following, FASTEM-

6 is used (it is equivalent to FASTEM-5 without taking

into account the wind direction), and FASTEM will stand

for FASTEM-6. The ideal would be to adopt the original

model used to derive FASTEM and to extend it to higher

frequencies. However, this initial model is not available

anymore. As a consequence, another physical model, based

on the same physical principles is used instead and is now

briefly described.

2.2. Paris Observatory sea surface emissivity model

Our model (Prigent and Abba 1990; Greenwald and Jones

1999) is a geometric optics model, with the sea surface

described as a set of flat surfaces with a bi-directional

slope distribution, derived from Cox and Munk (1954)

from photographic observations of the sun glitter on the

sea. Our emissivity model does not account for the small

scale roughness. The small scale roughness is expected to

have maximum effect at low frequencies. The higher the

frequency, the more valid the geometric optics approach,

making this model very suitable for millimeter to sub-

millimeter frequencies. Our initial model has been updated

using the FASTEM-6 modeling for the dielectric properties

of sea water, for the foam cover, and for the foam emissivity.

The sea water dielectric properties used in FASTEM is

based on a large range of measurements of pure and sea

water from 1.7 to 410 GHz (Liu et al. 2011). Above

410 GHz, the frequency dependence of the water dielectric

properties is expected to be smooth, and extrapolation of the

model should be realistic.
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2.3. Comparisons of the two sea surface emissivity

models

Figure 1 shows the comparisons of FASTEM and our model

(the original one and the one with FASTEM updates), at

100, 200 and 300 GHz, for 4 different wind speeds (0, 7,

14, 21 m/s), at 293 K, and a salinity at 36 psu. At 0 m/s,

results are also compared with the Fresnel calculation using

the same dielectric properties as FASTEM. The change in

dielectric properties from our original model to the updated

model does not impact the emissivity much at temperatures

around 293 K. Changes are more pronounced at lower

temperatures (∼273 K, not shown), as the new dielectric

model was modified to account for more recently available

dielectric measurements at these low temperatures. It can

be seen that the FASTEM model does not strictly follow

the Fresnel model for the specular surface at 0 m/s wind

speed, with significant departures especially above 50◦

incidence angle. Unrealistic emissivities are calculated with

FASTEM for large angles. This is expected as FASTEM

was not parameterized to operate at large incidence angles.

However, this is now problematic when simulating radiative

transfer in scattering atmospheres where the upwelling

radiation from the surface needs to be calculated in

all directions. There is a need for emissivity estimates

for radiative transfer codes that use all the scattering

streams such as Monte Carlo methods, and reasonable

emissivity parameterization should be provided also for

these applications. Up to 200 GHz, the differences between

our updated model and FASTEM are limited at moderate

wind speed (up to 7 m/s), for angles below 40◦. The

differences increase with wind speed and is significant at

21 m/s. As the foam contribution is the same for the two

models (FASTEM and our updated model), the difference

results from the treatment of the wind-roughened surface.

At 300 GHz, the models differ more as can be expected

from the optimization of the FASTEM parameterization

for frequencies below 200 GHz. Note that in this study,

the emissivity dependence with the azimuthal angle with

respect to the wind direction is not accounted for (although

our physical model can handle it). The dependence is

usually limited (of the order of 0.5 K) and there are debates

today about the validity of this azimuthal dependency in the

FASTEM / RTTOV community.

Figure 2 shows the frequency dependence of the models,

at 0◦ and 50◦ incidence angles. It emphasizes the large

differences in behaviours between FASTEM and our model

below 200 GHz, for the horizontal polarization for large

wind speeds. The frequency dependence of the dielectric

properties of sea water predicts a smooth increase of the

emissivities with frequency. Our model provides a smooth

increase of the emissivities after 200 GHz, consistent with

the theory.

The FASTEM model uses the sea surface roughness

spectrum of Durden and Vesecky (1985). This model has

been shown to be optimal at L-band (Dinnat et al. 2003).

Liu et al. (2011) compared the Cox and Munk (1954) and

Durden and Vesecky (1985) slope variances. The two slope

variances agree well and Liu et al. (2011) specify that

the Cox and Munk (1954) model can be used at higher

frequencies. As a consequence, our use of the Cox and

Munk (1954) slope variances is legitimate for the millimeter

and sub-millimeter ranges.

FASTEM has been run without the small scale roughness

effect, and the results are compared with the full FASTEM

simulations (Figure 3). The small scale effect is rather

limited. A decrease of the small scale roughness with

frequency was expected (at least up to 200 GHz for which

FASTEM is valid). On the contrary, it tends to increase with

frequency for the H polarization. Note that depending on

the windspeed, it induces a decrease or an increase of the

emissivities in H polarization. This behavior is likely related

to the parameterization of the initial physical model, not to

the physics itself.
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3. A unified emissivity parameterization up to

700 GHz: TESSEM2

A new parameterization, TESSEM2 (Tool to Estimate the

Sea Surface Emissivity at Microwaves and Millimeter

waves), has been developed that fits as close as possible

FASTEM in its range of validity (up to 190 GHz and for

angles up to 60◦), and that smoothly transitions to our

physical model for larger angles and for higher frequencies.

For that, a statistical parameterization of the emissivity

is proposed. A neural network parameterization is adopted

to represent the multi-variate and non-linear behavior of the

sea surface emissivity. It is a classical feedforward multi-

layer perceptron (Rumelhart et al. 1986). This type of neural

network architecture is well suited to model continuous

relationships (Hornik et al. 1990). The network has 5 inputs

in its input layer corresponding to the model (frequency,

incidence angle, wind speed, sea surface temperature, and

salinity), 15 neurons in the hidden layer, and 2 outputs,

corresponding to the two orthogonal polarizations of the

emissivities. The nonlinearities are represented by tanh

sigmoid functions (in the hidden and output layer).

The learning of the neural network model aims to

find the appropriate parameters (i.e., synaptic weights) of

the NN model. It is performed using the so-called error

back-propagation algorithm (Rumelhart et al. 1986). Its

objective is to minimize the differences between the NN

outputs and 1) FASTEM over its validity range, and 2) our

physical emissivity model for the larger angles and higher

frequencies. It is therefore asked to fit, at the same time, the

two emissivity models and interpolate smoothly between

the two emissivity ranges. During the learning stage, the

NN parameters are changed to minimize the NN errors on

the two ranges. This process is stopped once the differences

converge to a minimum. To ensure a smooth transition in

angles and frequencies between the two models, no data

constraint is imposed on a range of frequencies (between

190 and 300 GHz) and angles (between 60◦ and 75◦) so

that the statistical model can interpolate smoothly over these

ranges. The optimization is stable and a smooth behavior

of the neural network scheme is observed. This proves

that the NN emissivity model was able to make the right

compromise in its interpolation.

This microwave ocean emissivity parameterization

provides fast and realistic estimates of the ocean

emissivities in the frequency range from 10 to 700 GHz,

for both orthogonal polarizations. The required inputs are

the same as FASTEM (except for the azimuthal angle that

is not accounted for in TESSEM2):

• the frequency in GHz,

• the incidence angle (in degrees),

• the wind speed in m/s (at 10 m altitude),

• the surface skin temperature in K,

• the salinity (in practical salinity units (psu)).

The outputs are the surface emissivities for the two

orthogonal polarizations corresponding to the observing and

environmental conditions.

Figure 4 shows the angular dependence of the resulting

emissivity parameterization, along with FASTEM and our

model, for different frequencies and wind speeds at 283 K,

along with the suggested emissivity parameterization.

Figure 5 presents the frequency dependence, with the same

conventions, for three incidence angles (0◦, 25◦, and 50◦).

The new emissivity parameterization fits the two models

in their validity ranges, with a root mean square (rms)

error of 0.007 in emissivity for both polarizations. The

angular and frequency dependences are consistent with the

expected models over their validity ranges, and provide

smooth transitions between the 180-300 GHz domain in

frequency, and between the 55◦-75◦ domains in incidence

angle, for both polarizations.

Over the FASTEM validity range (below 200 GHz and

55◦ incidence angle), the rms error is 0.009 for both V and H

polarizations. The NN model tries to provide the closer and

smoother parameterization over the full frequency range

(and environmental conditions). The discrepancy is larger

over the FASTEM range from 10 to 200 GHz as this is

Copyright c© 0000 Royal Meteorological Society Q. J. R. Meteorol. Soc. 00: 2–?? (0000)

Prepared using qjrms4.cls

Appendix B. Paper A: Sea surface emissivity parameterization 157



6 Prigent, Aires, Wang, Fox, and Harlow

where the largest frequency dependence is observed. Rather

limited emissivity variations are observed above 200 GHz,

making the model fit easier and less noisy.

For illustration purposes, FASTEM and TESSEM2

are compared for the Advanced Technology Microwave

Sounder (ATMS) window frequencies (31.4, 50.3, 89.5, and

165.5 GHz) as a function of zenith angle, sea surface wind

speed, and sea surface temperature (Figure 6, with nominal

conditions at zenith angle of 50◦, 8 m/s, 290 K, and 35 psu).

The ATMS polarization is a mixture of the orthogonal

polarizations, with V (respectively H) dominating close

to nadir at 31.4 and 89.5 GHz (respectively at 50.3 and

165.5 GHz).

In addition to the emissivity estimation, one can test that

the model is physically sound by analyzing its sensitivity

with respect to the major geophysical parameters (test of the

tangent-linear of the model). This is particularly important

in the framework of the NWP variational assimilation where

this information is directly used. The Jacobians of the

emissivity model with respect to the surface wind speed (the

first derivative of the emissivity with respect to the surface

wind speed) have been calculated by finite differences, and

compared to the FASTEM ones (Figure 7). The Jacobians

have similar behaviours, even if some differences can be

noted especially at high incidence angle and for high wind

speeds.

On a large number of simulations (7 million calculations

on a MacBookPro with a 2.8 GHz Intel Core i7), it has been

noted that TESSEM2 was slightly slower than FASTEM

(10% slower).

4. Preliminary evaluation of TESSEM2 with ISMAR

observations

ISMAR is an along-track scanning radiometer that has five

channels in the oxygen line at 118.75 GHz, three in the

325.15 and the 448 GHz water vapor lines, and two window

channels at 243.2 and 664 GHz (Fox et al. 2014). The two

window channels have two orthogonal polarizations which

rotate with scan angle, giving both V and H polarizations in

the +50◦ downward view. For the other channels, only one

polarization is observed, corresponding to V polarization at

+50◦ for the downward view (Fox 2015). The instrument

viewing angles are between +55◦ and -10◦ downward and

between +10◦ and -40◦ upward. ISMAR operates on board

the FAAM BAe-146 research aircraft at altitudes from 50

to 35000 ft. Two scientific campaigns have been analyzed

so far: STICCS-2 (Sub-millimeter Trial in Cirrus and Clear

Skies), out of Prestwick (Scotland, UK) between November

26, 2014 and December 15, 2014, and COSMICS (Cold-air

Outbreak and Sub-Millimeter Ice cloud Study) during the

period March 4-25, 2015, also from Prestwick, with flights

up to Greenland.

Two flights from these campaigns are studied here,

for their low flying transects over the ocean, under clear

sky conditions. Flight B875 took place on November 28,

2014, during the STICCS-2 campaign. The sea surface

temperature was ∼284 K, the wind speed ∼5 m/s, and the

integrated water vapor ∼11 kg/m2, during the low level run

at 100 ft. Flight B893 took off the east coast of Scotland

on March 10, 2015, under clear sky conditions. A number

of low-level runs were performed at 100, 500, and 1000 ft

above the surface. The conditions were rather cold and dry

(sea surface temperature ∼280 K and integrated water vapor

content ∼7 kg/m2), with low wind speed between 3 and

4 m/s.

During the low level runs from these two flights, radiative

transfer calculations have been performed using TESSEM2,

for comparison with the aircraft measurements. Same

calculations have also been conducted with FASTEM.

The Atmospheric Radiative Transfer Simulator (ARTS)

(Eriksson et al. 2011) is used, along with the atmospheric

and surface information extracted from the closest in space

and time ERA Interim reanalyses, at 0.125◦×0.125◦ spatial

resolution. The pitch, roll, and orientation angles of the

aircraft are taken into consideration in the simulations,

along with the polarization mixture that depends upon

the incidence angle and frequency. Both the upward

and downward views have been simulated and analyzed
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(see Estellus (2016) for more details). Figure 8 presents

the comparisons between the simulated and observed

brightness temperatures, for the low level runs for the

downward views for three different incidence angles,

and for the window frequencies below 400 GHz. Note

that depending on the scanning angle and frequency, the

polarization status varies (Fox 2015). The estimated noise

for the channels are: 0.5 K at 118±5 GHz, 0.5 K at

243 GHz, and 1 K at 325±9.5 GHz. It is observed at

325 GHz that the sensitivity to the surface emissivity

is very limited, given the lack of contrast between the

direct surface contribution and the reflected downwelling

radiation. Above 400 GHz, the atmospheric opacity is

larger and the emissivity effect is not observable. At nadir,

for the very low transect at 100 ft, the bias is large for

all frequencies that are sensitive to the surface (all the

transect for B875 and first part of the transect for B893).

This higher Tbs observed at nadir cannot be explained

in terms of atmospheric or surface variability. This effect

is not observed at 20◦ and above. It is attributed to the

reflection of the aircraft at the surface, with the aircraft

having warmer Tbs than the atmosphere in these window

channels (S. Fox, personal communication). TESSEM2

provides rather low differences with the observations, for

most valid observations (i.e., avoiding the transects at 100 ft

at nadir). Larger biases are observed at 243 GHz for the

polarization close to H, for both flights. Higher sensitivity to

wind speed is expected for this polarization at larger angles,

and the emissivity dependence to the wind speed might have

to be revised when more observations will be available. This

can also be related to error in the atmospheric contribution

that is more important at large angles for polarization H

in this window channel. Note also more noise in the 243

GHz V polarization results for flight B875, likely related to

instrument calibration problems.

From these preliminary tests, we can conclude that

for low wind speeds (below 5 m/s), TESSEM2 provides

reasonable results at frequencies above 200 GHz and up

to 325 GHz (and better results than FASTEM). At 118

GHz under the same conditions, TESSEM2 and FASTEM

provide rather similar results. At this stage, we do not

unfortunately have ISMAR observations over ocean under

much different environments (medium to high wind speeds,

other surface temperature range) for a more thorough

evaluation.

5. Conclusion

A fast parameterization of the sea surface emissivity is

proposed from 10 to 700 GHz: TESSEM2 (Tool to Estimate

Sea Surface Emissivity from Microwave to sub-Millimeter

waves). It is based on FASTEM at low frequencies up to

200 GHz where FASTEM has been thoroughly evaluated. It

follows our physical emissivity model elsewhere.

The advantages of this approach is many-fold:

• It capitalizes on the realism of FASTEM at

frequencies where FASTEM has been thoroughly

evaluated (up to 190 GHz);

• It exploits a physical model where FASTEM is not

valid;

• It is a fast parameterization that can easily be

implemented in community radiative transfer codes;

• The Jacobians can be estimated analytically, with

respect to the environmental variables (wind speed,

surface temperature, and salinity) for the assimilation,

• The parameterization could be easily updated to

integrate any new development in the physical

model, any new version of FASTEM, or any new

observations to calibrate the parameterization.

The code has been written in Fortran 90, following

a structure similar to FASTEM for an easier use by

community models such as RTTOV, CRTM, or ARTS. Its

inputs are: the frequency (GHz), the incidence angle (deg),

the wind speed at 10 m (m/s), the surface temperature

(K), and the salinity (psu). From these inputs, the

surface emissivities are calculated for the two orthogonal

polarizations. The code is available to the community upon

request to the authors.
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ISMAR, the demonstrator of the ICI instrument, already

flew on the UK FAAM aircraft, with frequencies between

118 and 664 GHz. For low altitude runs off the coast

of Scotland, preliminary comparisons of TESSEM2 have

been conducted, up to 325 GHz. The first results are

very encouraging with limited biases as compared to the

ISMAR observations, for ocean surface wind speeds below

5 m/s. The evaluation will be consolidated when more

observations are available, under more diverse conditions

(medium to high surface wind speeds along with a larger

range of surface temperatures).

A parallel emissivity parameterization has been devel-

oped over the continents and sea-ice, for frequencies up to

700 GHz : the Tool to Estimate the Land Surface Emissivity

at Microwaves and Millimeter waves (TELSEM2). Both

TESSEM2 and TELSEM2 will be distributed in the new

RTTOV version V12, to be available in 2017.
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Figure 1. Comparison of different modeled emissivity as a function of incidence angle, for both V (upper curves in each panel) and H polarizations
(lower curves in each panel), at 293 K, and a salinity of 36 psu. Upper left: windspeed of 0 m/s; upper right: windspeed of 7 m/s; lower left: windspeed
of 14 m/s; lower right: windspeed of 21 m/s. Black: the FASTEM model; red: our model with the FASTEM updates for the dielectric properties of water
and for the foam (cover and dielectric properties); cyan: our original model; green at 0 m/s: the Fresnel calculation for a specular surface.
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Figure 2. Similar to Figure 1 but for the analysis of the frequency dependence of FASTEM and our updated model, at 0◦, 25◦, and 50◦ incidence angle.
Black: FASTEM; red: our model updated with FASTEM dielectric properties and foam treatment.
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Figure 3. Sensitivity of FASTEM to the small scale roughness, for different wind speeds, and with two incidence angles (nadir and 50◦). In black the
full FASTEM model; in red the FASTEM model without the small scale roughness. At nadir for 0 m/s wind speed, there is no small scale roughness and
the black line is below the red line.
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Figure 4. The emissivity angular dependence, as derived from the new parameterization TESSEM2 (cyan). For comparison, the emissivity from
FASTEM (black) and from our physical model (with the FASTEM updates in red). Results are presented for four wind speeds and for three frequencies
(100, 200, and 300 GHz).
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Figure 5. Same as Figure 4 but for the frequency dependence, for three incidence angles (0◦, 25◦ , and 50◦).
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Figure 6. Comparison of TESSEM2 (solid lines) and FASTEM (dashed lines) emissivities for ATMS window channels as a function of zenith angle
(top), wind speed (middle), and sea surface temperature (bottom). The nominal conditions are: zenith angle at 50◦ , wind speed at 8 m/s, sea surface
temperature at 290 K, and salinity at 35 psu.

0 10 20

−8

−6

−4

−2

0

2

4
x 10−3

Wind Speed (m/s)

dE
/d

W
S 

(s
/m

)

0 10 20
0.4

0.5

0.6

0.7

0.8

0.9

Wind Speed (m/s)

Em
is

si
vi

ty

50 GHz

 

 
0°
25°
50°

0 10 20

−8

−6

−4

−2

0

2

4
x 10−3

Wind Speed (m/s)

dE
/d

W
S 

(s
/m

)

0 10 20
0.4

0.5

0.6

0.7

0.8

0.9
100 GHz

Wind Speed (m/s)

Em
is

si
vi

ty

 

 

V pol
H pol

0 10 20

−8

−6

−4

−2

0

2

4
x 10−3

Wind Speed (m/s)

dE
/d

W
S 

(s
/m

)

0 10 20
0.4

0.5

0.6

0.7

0.8

0.9

Wind Speed (m/s)

Em
is

si
vi

ty

150 GHz

 

 

TESSEM2

FASTEM
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Figure 8. Difference between simulated and observed brightness temperatures for selected ISMAR frequencies as a function of time, for flight B875
(top four rows) and for flight B893 (bottom four rows), at 118.75±5 GHz, 243 GHz (V), 243.2 GHz (H), and 325.15±9.5 GHz, at nadir (left column),
at 20◦ (middle column), and at 40◦ (right column). Results are in green for TESSEM2 and in grey for FASTEM. Mean and standard deviations are
mentioned. For each flight, the altitude is indicated in the right panel in the fourth row.
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ABSTRACT
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The Tool to Estimate Land Surface Emissivity from Microwave to sub-

Millimeter waves (TELSEM2) is a parameterization to provide surface emis-

sivity calculations up to 700 GHz, in the framework of the preparation for

the Ice Cloud Imager (ICI) on board Meteorological Operational Satellite

- Second Generation (MetOp-SG). It is an updated version of the Tool to

Estimate the Land Surface Emissivity in the Microwaves (TELSEM, Aires

et al. 2011). In this study, we present the parameterization of continental

snow and ice and sea ice emissivities in TELSEM2. It relies upon satellite-

derived emissivities up to 200 GHz, and it is anchored to the Special Sensor

Microwave / Imager (SSM/I) TELSEM monthly climatology dataset (19 -

85 GHz). Emissivities from Météo-France and National Oceanic and Atmo-

spheric Administration (NOAA) at frequencies up to 190 GHz were used, cal-

culated from the Special Sensor Microwave Imager/Sounder (SSMIS) and the

Advanced Microwave Sounding Unit-B (AMSU-B) observations. TELSEM2

has been evaluated up to 325 GHz with the observations of the International

Sub-Millimeter Airborne Radiometer (ISMAR) and the Microwave Airborne

Radiometer Scanning System (MARSS) which were operated on board the

Facility for Airborne Atmospheric Measurements (FAAM) aircraft during the

Cold-air Outbreak and Sub-Millimeter Ice Cloud Study (COSMICS) cam-

paign over Greenland. Above continental snow and ice, TELSEM2 is very

consistent with the aircraft estimates in spatially homogeneous regions, espe-

cially at 89 and 157 GHz. Over sea ice, the aircraft estimates are very variable

spatially and temporally, and the comparisons with the TELSEM2 were not

conclusive. TELSEM2 will be distributed in the new version of the RTTOV

radiative transfer community code, to be available in 2017.
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1. Introduction52

The current passive microwave instruments on board meteorological satellites are limited in fre-53

quencies to 200 GHz. The Ice Cloud Imager (ICI), on board the next generation of European54

operational meteorological satellite (EUMETSAT Polar System - Second Generation - EPS-SG),55

will observe the frequencies up to 664 GHz. It will expand the current capabilities for the charac-56

terization of the cloud frozen phase, but this is challenging as the radiative transfer models have57

not been fully developed and evaluated yet up to these frequencies. More specifically, no effort58

has been made yet toward the estimation of the surface emissivity at frequencies above 200 GHz.59

Under a large range of atmospheric conditions, satellite observations above 200 GHz will not60

be sensitive to the surface contribution, due to the increased atmospheric opacity with frequency.61

However, for dry atmospheres, a portion of the signal received by the satellite can come from the62

surface (see Figure 1 that presents the total atmospheric transmission at nadir, as calculated by the63

Atmospheric Radiative Transfer Simulator (ARTS, Eriksson et al. 2011), for five standard atmo-64

spheres from the Fast Atmospheric Signature Code (FASCOD)). Under dry and cold conditions,65

a reliable estimate of the surface emissivity is necessary to account for the surface contribution66

and perform an accurate retrieval of the atmospheric properties. Atmospheric transmission at high67

frequencies occurs primarily around the poles and at mid-latitude during winter, even up to 48068

GHz (Figure 1).69

Physical modeling (e.g., numerical modeling, theoretical modeling) of the emissivity of snow70

and ice at microwave frequencies is particularly complex, given the large variety of the snow and71

ice signatures in this frequency range. The interaction between the radiation and snow / ice in-72

volves both volume and surface scattering, and the mechanisms are very variable in space and73

time. A variety of models exists (see Matzler (2006) for a review). Four major models are avail-74
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able to the community: the Community Radiative Transfer Model (CRTM) from NOAA (Weng75

et al. 2001), the single-layer model from Helsinki University of Technology (HUT) (Pulliainen and76

Grandeil 1999), the Microwave Emission Model of Layered Snowpack (MEMLS) from Univer-77

sity of Bern (Wiesmann and Matzler 1999), (adapted by Tonboe (2010) for sea ice), and the Dense78

Media Radiative Transfer (DMRT) snow models (Tsang et al. 2007; Picard et al. 2013). However,79

the need for a detailed description of the snow and ice parameters (e.g., the snow grain size distri-80

bution, the stratification of the snow medium, and the quantification of the brine inclusion in sea81

ice) makes it very difficult to provide realistic estimates at continental scales where such informa-82

tion is clearly not available. Even if a perfect model existed, the lack of reliable input parameters83

would jeopardize its robustness. Modeling results above 100 GHz can be very misleading as the84

complexity of the interaction of the radiation and the surface might not be taken into account at85

high frequencies. Some efforts to validate the MEMLS model have been conducted, with airborne86

measurements between 89 and 190 GHz (Harlow 2011; Harlow and Essery 2012). However, even87

under controlled environments, the modeling of emissivity above 100 GHz is very challenging.88

Microwave emissivities have also been calculated directly from satellite observations, removing89

the atmospheric contribution (gas and clouds) and the modulation by the land surface temperature.90

This technique has been applied to conical imagers such as the SSM/I, the Tropical Rainfall Mea-91

surement Mission (TRMM) Microwave Instrument (TMI), the Advanced Microwave Scanning92

Radiometer-E (AMSR-E) (e.g., Prigent et al. (1997, 2005, 2006); Moncet et al. (2011)) but also to93

cross-track sounders such as AMSU (e.g., Prigent et al. (2005); Karbou et al. (2005); Karbou and94

Prigent (2005)). These estimates capture well the spatial and temporal variabilities of the emissiv-95

ities. An analysis of the spectral, angular, and polarization dependences of these satellite-derived96

emissivities was conducted (Prigent et al. 2008), and led to the development of the TELSEM.97

TELSEM provides a parameterization of the emissivity for all observing conditions and for all98
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continental surfaces, given the surface location and month in the year, for frequencies from 19 to99

90 GHz. It is anchored to a robust climatology of 19 to 85 GHz emissivities, calculated from 15100

years of SSM/I observations (Prigent et al. 2006). Compared to model calculations (e.g., CRTM),101

TELSEM provides emissivity estimates that agree better with satellite observations up to 90 GHz,102

especially over polar regions (Bernardo et al. 2013; Prigent et al. 2015).103

Most satellite-derived emissivity studies focused so far on the frequency range up to 100 GHz,104

where the atmospheric transmission is significant. Between 100 and 200 GHz, the need for rea-105

sonable estimates of the emissivity at the AMSU / MHS (Microwave Humidity Sounder) / SSMIS106

/ ATMS (Advanced Technology Microwave Sounder) window channels around 160 GHz has trig-107

gered some efforts (e.g., at Météo-France (Karbou et al. 2014), at NOAA, and at UK Met Office),108

but they have not been consolidated yet. The snow and ice emissivities have been estimated from109

aircraft observations at AMSU frequencies up to 190 GHz, on board the UK FAAM aircraft (Hewi-110

son and English 1999; Hewison et al. 2002; Harlow 2009, 2011). These studies confirmed the large111

variability of the snow, ice, and sea ice emissivities as a function of ice and snow types.112

Here we propose a pragmatic approach to parameterize the snow and ice emissivities up to 700113

GHz. It aims to provide realistic first guess estimations in practical applications. It makes ex-114

tensive use of the existing satellite-derived emissivities to provide realistic estimates along with115

reasonable spatial and temporal variabilities. It relies upon the experience already gained below116

100 GHz, and upon available emissivity retrievals up to 200 GHz. The methodology, the data117

sources, and the parameterization results are presented in Section 2. The ISMAR instrument is a118

unique opportunity to document the surface emissivity above 200 GHz. It has been designed to op-119

erate at the ICI frequencies (Fox et al. 2014, 2016). It flew on the FAAM BAe-146 aircraft during120

two campaigns, including flights over Greenland. The snow and ice emissivity parameterizations121
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are partly evaluated by comparison with emissivity estimation from the ISMAR observations over122

Greenland (Section 3). Conclusions are presented in Section 4.123

2. Parameterization of snow and ice emissivities above 90 GHz124

a. The methodology to develop TELSEM2
125

The satellite-derived estimates provide realistic emissivity estimates for all continental surface126

types at the global scale, along with their annual dynamics. So far, consistent, long-term, and127

robust land surface emissivity estimates have been calculated up to 90 GHz. At higher frequencies,128

some datasets exist, but they need to be carefully analyzed and consolidated. As a consequence, the129

basis of the emissivity parameterization up to 700 GHz is our SSM/I-derived TELSEM emissivity130

dataset between 19 and 85 GHz (Prigent et al. 2006). From this dataset, two subsequent processing131

steps need to be conducted to develop the new TELSEM2:132

• extrapolate the dataset to higher frequencies133

• provide a parameterization of the angular and polarization diversities.134

To complement the SSM/I TELSEM emissivity database above 100 GHz, the Météo-France135

and the NOAA emissivity calculations up to 190 GHz help characterize the emissivity frequency136

dependence at high frequencies. Satellite-derived emissivities at frequencies above 100 GHz are137

often considered problematic, due to the increasing atmospheric contribution in the signals. How-138

ever, the surface types of interest here are also the ones that are the most reliably estimated from139

the satellite observations, for reasons of low atmospheric water vapor contamination. The fre-140

quency dependence of the emissivities above 100 GHz is analyzed, based on a joint analysis of the141

SSM/I TELSEM database, the SSMIS and the AMSU-B Météo-France estimates, and the SSMIS142

NOAA emissivities.143
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In terms of angular information above 100 GHz, SSMIS as well as all other imagers only provide144

information around 53◦. For cross-track scanners such as AMSU-B, a large range of incidence an-145

gles are observed, and the statistics for a given location and the angle are limited : the AMSU-B146

derived emissivities are often aggregated at larger incidence angles. Météo-France provides the147

averaged emissivity for 2 ranges of angles (small angles (¡ 30◦) and large angles (¿ 30◦)), whereas148

in the NOAA Microwave Integrated Retrieval System (MIRS) process the angular dependence is149

not provided in the final emissivity product. In terms of polarization, the cross-track scanners such150

as AMSU-B measure a mixed polarization. At 53◦, there is an exactly equal mix of vertical and151

horizontal polarization. Before the launch of the Global Precipitation Mission (GPM) on February152

2014, the only imager that measured both polarizations above 100 GHz was the Microwave Anal-153

ysis and Detection of Rain and Atmosphere Structure (MADRAS) microwave imager on board the154

French-Indian Megha-Tropiques mission. However, it only covered the tropical latitudes, and as a155

consequence did not observe the cold surfaces of interest here. The GPM Microwave Instrument156

(GMI) now provides dual-polarization measurements at 166 GHz, but work on land surface emis-157

sivities from this instrument is still to be done. The angular and polarization dependences have158

been carefully analyzed up to 100 GHz during the TELSEM development and a parameterization159

of these dependences has been suggested (see Aires et al. (2011) for more details). Here, given the160

lack of information, we assume that these angular and polarization dependences are also valid for161

higher frequencies. This is a rather crude hypothesis, but it is not possible to constrain a more real-162

istic parameterization with the available information at this stage. Note that at Météo-France only163

two angle ranges are considered (small and large angles), and that, in the NOAA/MIRS process-164

ing of the sounding instrument (i.e., AMSU-A/B and MHS), the emissivities Empirical Orthogonal165

Functions (EOFs) are assumed constant with angle for all surface types.166
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In the following, the satellite-derived emissivity datasets used in the development of the pa-167

rameterization of the high frequency (TELSEM2) are briefly described, and their consistency is168

evaluated for their common frequency range around 90 GHz. Then, a parameterization of the169

emissivity frequency dependence is proposed, for each surface type.170

b. The satellite-derived emissivity sources171

Under clear sky condition, assuming specular reflection, the radiative transfer equation, from a172

satellite or from an aircraft, can be written as:173

Tbp = Ts× εp× e−τ(0,H)/µ +(1− εp)Td× e−τ(0,H)/µ +Tu (1)

The three terms stand for surface emission, downwelling atmospheric emission after reflection174

by the surface, and upwelling atmospheric emission, respectively. Tbp is the observed brightness175

temperature by the radiometer for polarization p; Ts is the surface skin temperature; εp is the176

surface emissivity for polarization p; τ is the atmospheric opacity; H is the sounder altitude; µ is177

the cos(θ), where θ is the incidence angle; Tu is the upwelling brightness temperature from the178

atmospheric contribution only; Td is the downwelling brightness temperature at the surface. See179

Prigent et al. (1997) for more details.180

The surface emissivity can be deduced:181

εp =
Tbp−Tu−Td× e−τ(0,H)/µ

e−τ(0,H)/µ × (Ts−Td)
(2)

Table 1 provides a summary of the satellite-derived emissivity estimates directly used in this182

study.183
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1) SSM/I-DERIVED EMISSIVITIES AND TELSEM184

Our main source of information is the SSM/I-derived emissivity estimates (Prigent et al. 1997,185

2006) at 19, 22, 37, and 85 GHz, calculated using ancillary data including the International Satel-186

lite Cloud Climatology Project database (Rossow and Schiffer 1999) and atmospheric reanalysis187

from NOAA NCEP (National Centers for Environmental Prediction) (Kalnay et al. 1996). Both188

orthogonal polarizations are available at 53◦ incidence angle (except at 22 GHz). The calculations189

are performed over 15 years, including the sea ice emissivities. Note that the sea ice surfaces were190

not included in the first version of TELSEM. The dataset is available on an equal area grid of191

0.25◦ × 0.25◦ at the equator, and monthly mean values are used here. With the help of AMSU-A192

and TMI derived emissivities, TELSEM, which is an emissivity parameterization for all incidence193

angles and for both orthogonal polarizations, has been developed (Aires et al. 2011).194

2) SSMIS AND AMSU-B EMISSIVITIES FROM MÉTÉO-FRANCE195

Based on the emissivity inversion in Eq. 2, emissivities have been calculated at Météo-France196

from different sensors (Karbou et al. 2006). Short range forecast temperature and humidity pro-197

files are used as inputs to the RTTOV (Radiative Transfer for the Television Infrared Observation198

Satellite (TIROS) Operational Vertical Sounder) model to compute the atmospheric contribution199

to the measured radiances. In this study, we use the AMSU-B and SSMIS estimates. Calculations200

are performed only if the atmospheric transmission is above 0.5. The AMSU-B emissivities are201

calculated at 89, 150, and 183 GHz, and are averaged for both low (< 30◦) and high (> 30◦) inci-202

dence angles for a mixture of V and H polarizations. The SSMIS emissivities are calculated at 53◦203

incidence angle at 19, 37, and 91 GHz for both V and H polarizations, and at 150 and 183 GHz204

for the H polarization (the instrument does not measure the V polarization at these frequencies).205

One year (2014) of monthly mean estimates for both AMSU-B and SSMIS, with a 0.25◦ × 0.25◦206
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spatial resolution, has been calculated and used here. Preliminary analysis of the SSMIS dataset207

showed that the emissivities at frequencies greater than 150 GHz were problematic for F16 and208

F17 due to reflector emissions on these spacecraft. The F18 spacecraft did not exhibit an emissive209

reflector; however the 150 GHz channel failed, while the F19 reflector was recoated and as a result210

did not exhibit this behavior (Steve Swadley, NRL, USA, personal communication).211

3) SSMIS EMISSIVITY FROM NOAA/MIRS212

At NOAA’s Satellite and Information Service (NESDIS), a 1D-VAR retrieval algorithm named213

MIRS (Boukabara et al. 2011), is run to estimate the surface emissivity and the surface temper-214

ature systematically, along with the atmospheric parameters (humidity and water vapor profiles,215

cloud and rain quantities), from most operational microwave instruments (i.e., AMSU-A/B, MHS216

(Microwave Humidity Sounder), and SSMIS). We concentrate on the SSMIS estimates, as it pro-217

vides emissivities up to 183 GHz with a scanning angle similar to SSM/I. NOAA/MIRS retrieves218

the first five EOFs with SSMIS observations. The original EOF basis functions were computed219

off-line, with separate sets for each of the four major surface types (ocean, sea ice, land, and220

snow-covered land) treated by NOAA/MIRS. The data are available from the NOAA Comprehen-221

sive Large Array-data Stewardship System (CLASS), on an orbit basis and the swath geometry.222

As already mentioned, the SSMIS 150 and 183 GHz channels had a known contribution from re-223

flector emission on the F16 and F17 missions. However, with the NOAA/MIRS retrievals based224

on EOFs, some information were still extracted at this frequency, except for the F18 mission.225

4) SATELLITE-DERIVED EMISSIVITY COMPARISONS AROUND 90 GHZ OVER THE POLES226

Observations around 90 GHz are available for both polarizations close to 50◦, from all three227

groups (85 GHz from SSM/I from TELSEM, 91 GHz from SSMIS from Météo-France and228
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NOAA/MIRS). The frequency dependence of the emissivities being limited, the emissivities at229

these different frequencies are expected to be very close (Prigent et al. 2008). The consistency230

of the three datasets is checked in this frequency domain. Figure 2 shows the emissivities esti-231

mated around 90 GHz H polarization in March over the two poles from TELSEM, Météo-France,232

and NOAA/MIRS. The three emissivity datasets show very similar spatial structures (linear spa-233

tial correlation of 0.85 between TELSEM and Météo-France, and 0.76 between TELSEM and234

NOAA/MIRS, similar values are calculated for the V polarization). The histograms of the emis-235

sivities are presented for the same month, for the two poles, and at both polarizations, close to236

90 GHz (Figure 3). For the V polarization (resp. H), the mean difference is 0.022 (resp. 0.015)237

with a standard deviation (std) of 0.025 (reps. 0.031) between TELSEM and Météo-France, and238

the mean difference is -0.005 (resp. 0.027) with a std of 0.053 (reps. 0.035) between TELSEM and239

NOAA/MIRS. Compared to the differences observed between satellite and model estimates over240

these surface types (mean differences of 0.048 (resp. 0.091) with a std of 0.063 (resp. 0.079) in241

polarization V (reps. H), see Table 1 in Prigent et al. (2015)), the differences here are limited. Part242

of the differences between the estimates is linked to the fact that TELSEM represents a monthly243

climatology and that snow and ice areas can show significant variability from one year to the other.244

Other differences can come from differences in surface temperature assumptions, as well as in the245

estimation of the atmospheric contribution.246

c. Parameterization of frequency dependence of the continental snow and ice emissivity247

The emissivities of continental snow and ice have been estimated by all three groups (TELSEM,248

Météo-France, and NOAA/MIRS). To ease the analysis of the frequency dependence, the conti-249

nental snow and ice emissivities from TELSEM (from 19 to 85 GHz) are classified, using a k-mean250

method with 6 classes. The result of the classification is presented in Figure 4 for January and July.251
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Note that the classes have been reordered (different as in TELSEM), to provide some continuity252

from a class to the next, and to facilitate the interpretation. Classes 1 to 3 correspond mainly to253

snow regions, whereas classes 4 to 6 are essentially present over continental ice in Antarctica and254

Greenland. There are limited changes from January to July in Antarctica, slightly more in Green-255

land. The corresponding frequency dependence for each class is indicated in Figure 5 (in black).256

Classes 1 to 3 show a decrease of the emissivity with frequency, related to increasing scattering in257

the snow pack. From classes 1 to 3, snow is getting dryer and thicker, with increasing snow grain258

size. Class 1 is located mostly around mi-latitudes, where the snow can be wet and shallow. Class259

3 corresponds to very dry and thick snow pack, with large grain sizes that induce strong scattering260

around 90 GHz. For classes 4 to 6, the emissivities tend to increase with frequency, especially for261

the H polarization. A detailed analysis of the sensitivity of the emissivity to the snow parameters262

has been proposed by Cordisco et al. (2006) based on the SSM/I-derived emissivities as well.263

The frequency dependence of the emissivity is now compared to the results from Météo-France264

and NOAA/MIRS emissivity estimates. For each month, each location belongs to a class following265

the climatologically-based TELSEM classification. The NOAA/MIRS and Météo-France emissiv-266

ities are grouped by classes, based only on their geographical location and month, following the267

TELSEM classification. The averaged frequency dependence per class is calculated and shown268

in Figure 5, for the three databases. The SSMIS and SSM/I estimates correspond to the same269

geometry (53◦ incidence angle), and SSMIS measured only the H polarization at high frequen-270

cies. For the AMSU-B estimates, an average of all large angles (> 30◦) and average of V and H271

polarizations (the case for 53◦ incidence angle) are presented here. The results show very similar272

frequency dependence for TELSEM and NOAA/MIRS up to 90 GHz, but with a significant lower273

value of NOAA/MIRS with respect to TELSEM for both polarizations (larger for the H polariza-274

tion), for all classes except class 6 where the agreement is quite good. The SSMIS Météo-France275
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estimates are very close to SSM/I TELSEM at 19 and 37 GHz, but for most classes, the estimates276

around 90 GHz differ significantly, with lower emissivities obtained with SSMIS. The 89 GHz277

AMSU-B estimates from Météo-France are very close to the SSMIS estimates at V polarization278

from both Météo-France and NOAA/MIRS. This is not expected, since it should be close to the279

average of the V and H polarizations. For classes 4 to 6, the 89 GHz AMSU-B estimates are very280

close to the average of the V and H polarizations of the SSM/I TELSEM emissivities. The SSMIS281

estimates from NOAA/MIRS and Météo-France agree reasonably well around 90 and 183 GHz,282

with a rather limited frequency dependence between these two frequencies. Part of the differences283

in behaviors are due to the time mismatch between these datasets: TELSEM is a monthly mean284

climatology over 15 years, whereas Météo-France and NOAA/MIRS are representative of one year285

(2014). Other sources of discrepancies can come from the differences in the surface temperature286

used by the emissivity estimates, the differences in the water vapor, as well as calibration issues287

between the instruments. In addition, the TELSEM and Météo-France emissivities are representa-288

tive of clear sky scenes only, whereas NOAA/MIRS processes all pixels, clear and cloudy. From289

this analysis, it is concluded that the frequency dependence of the continental snow and ice emis-290

sivities is limited, and the emissivities are assumed constant for frequencies above 85 GHz (equal291

to the 85 GHz emissivity) for both V and H polarizations.292

d. Parameterization of the frequency dependence of the sea ice emissivity293

Depending on its type (new ice, first-year ice, or multi-year ice), sea ice exhibits various emis-294

sivity behaviors, related to differences in dielectric and scattering properties. With age, the ice295

thickness increases, its salinity decreases, and the potential snow cover changes. These sea ice296

emissivities were not included in the first version of TELSEM, and the database is first updated297

to add the sea ice component. The presence of sea ice is derived from the National Snow and Ice298
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Data Center (NSIDC) analysis. Similar to the treatment of the continental snow and ice, a clas-299

sification is applied to the monthly mean climatological emissivities, with a k-mean classification300

with 6 classes. The result of the classification is presented in Figure 6 for the two poles on January301

and July.302

Over sea ice, the Météo-France emissivity estimates are not available above 100 GHz, so we303

rely on the SSMIS NOAA/MIRS estimates for the frequency extrapolation of the emissivities.304

The SSMIS NOAA/MIRS emissivities are grouped by class, following the SSM/I TELSEM clas-305

sification for each location and month (as for continental snow and ice). The averaged frequency306

dependence per class is calculated and shown in Figure 7, as compared to the SSM/I TELSEM307

results (only the H polarizations are measured at high frequencies with SSMIS). Class 1 corre-308

sponds to the presence of new sea ice likely mixed with open water: it is associated with low309

emissivities at low frequencies, the emissivity increases with frequency, and this class is present310

at the ice edge. Classes 2 and 3 are also associated with recent ice, with increasing emissivities at311

low microwave frequencies. The three other classes have very different emissivity behaviors, with312

rather high emissivities at low frequencies and decreasing emissivities with frequencies within313

this frequency range. These classes are located closer to the poles. The emissivity decrease with314

increasing frequency is related to scattering mechanisms over large particles. One immediately315

notices that there are significant systematic differences between the SSM/I and the SSMIS results,316

with the SSMIS emissivities generally lower than the SSM/I TELSEM emissivities. However, it317

is very reassuring to observe that the frequency dependences are very similar for the two estimates318

below 100 GHz, with close to parallel behaviors in frequencies for both polarizations. The first319

three classes show a monotonic increase of the emissivity with frequency. For classes 5 and 6, the320

emissivities decrease below 90 GHz, but increase slightly after 90 GHz. This behavior has also321

been observed from aircraft measurements over multi-year ice (see Hewison and English (1999)).322

16

Appendix C. Paper B: Surface emissivity at microwaves over polar regions 186



As stated above, MIRS can retrieve an emissivity at 150 GHz via EOF with the information at323

89 and 183 GHz, even if there is no measurement (bad channel). Whether it should actually be324

used in this case is questionable, since the retrieval cost function will not include any radiometric325

penalty term at 150 GHz.326

To provide an idea of the variability of behaviors in the SSMIS dataset, Figure 8 presents the327

frequency dependence of a few randomly selected pixels in the database for each class. The328

mean behavior as obtained above is also added (thick solid black line). As expected, there is a329

significant variability of behavior within a class as specified by the SSM/I TELSEM climatology,330

but there is nevertheless a rather good consistency within a class. Due to factors such as matching331

instantaneous values to a climatology, some pixels are clearly assigned to the wrong class, this can332

be seen in many of the pixel groupings such as classes 4 and 5.333

As a consequence, for the extrapolation of the emissivities in frequency, we suggest adopting334

different strategies for the first three classes and for the last three ones. For the first three classes,335

we propose to adopt the same frequency dependence as the one obtained with SSMIS, corrected336

from the bias around 85 GHz. In the absence of any information for the V polarization, the same337

frequency dependence is applied to both V and H polarizations: this is also justified by the rather338

parallel behavior of the two polarizations between 37 and 85 GHz. For these first three classes, the339

ratio of the emissivity versus frequency slopes between 150 and 85 GHz and between 85 and 37340

GHz is assumed constant for a given class, as well as the ratio of the emissivity versus frequency341

slopes between 183 and 150 GHz and between 150 and 85 GHz. This hypothesis appears to342

be a reasonable and pragmatic approach at this stage, considering the limited information at our343

disposal. Above 183 GHz, the emissivity is assumed constant with frequency. Occasionally in344

the database, the emissivity does not increase with frequency between 37 and 85 GHz for these345

three classes. In these cases, the emissivity is assumed constant above 85 GHz. For the last three346
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sea ice classes, the frequency dependence above 100 GHz is limited, and a conservative approach347

is adopted: the emissivities are assumed constant with frequencies above 85 GHz. The resulting348

extrapolation is presented in red in Figure 7 for each class.349

3. Evaluation of the emissivity parameterization with airborne observations350

The ISMAR instrument has been tested and operated in two field campaigns out of Prestwick,351

Scotland, on December 2014 and March 2015, on board the FAAM BAe-146 research aircraft. The352

MARSS complements the ISMAR on board this aircraft, with channels at 89, 157, and 183 GHz.353

The emissivity can be directly calculated from the ISMAR and MARSS observations for each354

frequency, polarization, and scan angle with Eq (2), taking into account the atmospheric contribu-355

tion as well as the surface temperature. The airborne-derived emissivities are compared to the new356

emissivity parameterization TELSEM2. We are fully aware of the limited scope of the exercise,357

with only a few flights available, and limited atmospheric and surface conditions.358

a. The aircraft radiometers359

ISMAR is an along-track scanning radiometer with five channels in the oxygen line at 118.75360

GHz, three channels near the water vapor lines at 325.15 and 448 GHz, and two window channels361

at 243.2 and 664 GHz. The two window channels have two orthogonal polarizations which rotate362

with scan angle, giving both V and H polarizations in the +50◦ downward view. It is the same363

for the other channels, but only V polarization is given in the +50◦ downward view (Fox 2015;364

Fox et al. 2016). The instrument is calibrated against two blackbody targets, one at ambient365

temperature, the other one heated. The instrument viewing angles are between +55◦ and -10◦366

downward and between +10◦ and -40◦ upward.367
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MARSS is also an along-track scanning radiometer. It observes in five channels corresponding368

to AMSU-B, including two window channels (89 and 157 GHz) and three channels near the water369

vapor line (183.31 GHz). Each scan takes 3 s, with scene views from -40◦ to +40◦) and 2 views of370

the blackbody targets. A single linear polarization is measured in each channel, and the polariza-371

tion rotates with scan angle. See Hewison (2006) for more details. The channel specifications for372

both instruments are listed in Table 2.373

b. The COSMICS campaign374

The COSMICS campaign took place between March 4th and 25th, 2015 from Prestwick, Scot-375

land, with fights up to Greenland. Two flights (B896 and B898) from this campaign are of special376

interest for emissivity calculations over snow and ice: they provide level runs suitable for surface377

emissivity calculation, under dry and rather clear conditions. The two flights started from Iceland378

and aimed at the Greenland summit, with B898 east of B896. Figure 9 indicates the two flight pat-379

terns and the flight altitudes. The atmospheric background during these flights are also presented380

in Figure 9. The Greenland surface temperature was around 230 K, and the water vapor content381

was less than 1 kg/m2.382

Figures 10 - 11 present the observed brightness temperatures (TBs) at zenith and nadir respec-383

tively for flight B896, along with corresponding radiative transfer simulations. From Iceland to384

Greenland, flight B896 overpassed sea ice on its way toward the Greenland summit, and then flew385

back to Iceland (Figure 9). The aircraft flew much closer to the surface on its way back to Iceland.386

Some clouds were present during that flight (Figure 9), with some expected effects, especially at387

high frequencies. Note that, according to the LIDAR measurements during this flight (not shown),388

ERA-Interim was overestimating cloud cover: it was clear over the summit plateau, as well as389

during flight B898. For B896, there was no cloud presence below the aircraft between 13.8 h390
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(∼68.5◦N) and 16.2 h (close to the coast). For B898, there was high cloud below the aircraft until391

about 13.3 h (69.5◦N), after which it was clear until 15.4 h (70◦N). The atmospheric radiative392

transfer is simulated with ARTS (Eriksson et al. 2011). The Rosenkranz (1998) and Rosenkranz393

and Staelin (1998) models are selected, respectively for water vapor and oxygen. The atmospheric394

profiles are extracted from the closest in space and time ERA-Interim reanalysis profiles at 0.125◦395

× 0.125◦ spatial resolution. The pitch, roll, and orientation angles of the aircraft are taken into396

consideration in the simulations. A clear sky condition is assumed for all the simulations.397

In general, the upward-looking simulated and observed brightness temperatures are in rather398

good agreement, although there are some discrepancies (Figure 10). Between 16.2 and 16.5 h, the399

aircraft was close to the surface, and the differences are likely due to cloud presence above the400

aircraft which is not included in the simulations. This effect is less pronounced in channels close401

to the center of the absorption lines and at much higher frequencies (448 and 664 GHz) where402

the atmosphere is opaque and radiates at a similar temperature to the cloud. Between 15 and403

15.4 h, the differences are lager in channels sensitive to water vapor absorption and are thought404

to be caused by errors in the ERA-Interim water vapor profile used in the simulations. Note that405

neither of these discrepancies will affect the retrieval of emissivity during low-level flight since the406

observed downwelling brightness temperature is used in Eq.(2). At 243.2 GHz, the observations407

are warmer than the simulations, particularly at high altitude, and there is some difference between408

the two polarizations which is not expected under clear sky conditions. A similar effect is seen409

in the oxygen absorption band at 118 GHz where the difference between model and simulation410

increases when moving away from the absorption line center. These differences are thought to be411

caused by detector non-linearity, but they should not significantly affect the emissivity retrievals412

as they are most pronounced at high altitude where the downwelling brightness temperature at the413

surface is dominated by emission from the atmosphere between the aircraft and the surface.414
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For the downward-looking views (Figure 11), a large spatial variability is noticed up to ∼14 h.415

This corresponds to the over flying of coastal regions with large spatial variability (sea ice, fjord,416

and mountainous areas). After 14 h, the aircraft overflew the Greenland plateau and the TBs are417

smoother, especially at window frequencies. The downward-looking TBs have been simulated418

with two assumed surface emissivities: 0.5 and 0.9. At 448 GHz and above, it is evident that there419

is no sensitivity to the emissivity, both on the way to and from Greenland: the two simulations of420

the down-looking TBs are identical, despite the large difference in emissivity. As a consequence,421

it is not possible to estimate the emissivity from the observations at 448 GHz and above.422

c. Emissivity calculation over Greenland from the aircraft observations and comparison with423

TELSEM2
424

In the case of the aircraft observations, in Eq.(2), Tbp is the upward brightness temperature425

measured by ISMAR or MARSS. The downwelling brightness temperature Td is calculated at426

the surface using a combination of the upward-looking aircraft observations down to the aircraft427

altitude and simulations based on ERA-Interim database below the aircraft. The upwelling bright-428

ness temperature Tu and the upwelling atmospheric emission τ are estimated with ARTS, using429

the ERA-Interim database. The surface temperature Ts is taken from the ERA-Interim database.430

For flight B896, Ts has been estimated from aircraft instrumentation at the UK Met Office: the431

emissivity calculations are tested with these different Ts.432

The TELSEM2 estimates are systematically compared to the aircraft-derived emissivities. The433

only inputs to TELSEM2 are the latitude and longitude of the point, the month of observation, and434

the observing conditions (frequency, incidence angle, and polarization). Figure 12 presents the435

TELSEM2 emissivities in the region for frequencies up to 325 GHz, at 40◦ for both sea and con-436

tinental ices, along with the flight patterns for B896 and B898. The TELSEM2 emissivity shows437
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a significant spatial variability, especially close to the coast both over sea and continental ices.438

This is to be compared with the aircraft observations, keeping in mind that the spatial resolution of439

TELSEM2 is poor compared to the aircraft footprint. In these areas of marginal sea ice on March440

and in coastal region with significant topography, the comparison is expected to be challenging.441

Figure 13 shows the aircraft-retrieved emissivities at 0◦, as a function of latitude for the win-442

dow channels (89, 157, and 243 GHz) and the channels furthest from the absorption line centers443

(118±5, 183±7, and 325±9.5 GHz). The top (resp. bottom) two rows present the emissivities444

calculated on the way to (resp. from) Greenland. Sea ice is present from 67◦N to 68◦N in latitude;445

the rest of the transect is over continental ice. The TELSEM2 emissivities are also presented for446

comparison, for the same frequencies, incidence angles, and polarizations. Over sea ice (from447

67◦N to 68◦N), the aircraft retrieved emissivities show a very large variability. On the way to448

Greenland, it is likely due to the natural spatial variability of the sea ice that is expected to be high,449

but on the way back from Greenland, a poor temperature separation between the calibration tar-450

gets is suspected, inducing an increased noise in the retrievals during this section of the flight. At451

325 GHz, the estimates between 67◦N and 68.5◦N are very noisy, especially on the way back from452

Greenland: this is due to the lack of sensitivity to the emissivity in this region (see the simulations453

in Figure 11, with the two different emissivities, 0. 5 and 0.9, that provide very similar brightness454

temperatures). Over continental ice, from 69◦N to 73◦N, the agreement between the TELSEM2
455

and the aircraft estimates is good at 89 GHz, but degrades at higher frequencies. Beyond 71◦N,456

the differences between the aircraft retrievals and TELSEM2 may be induced by two reasons.457

The first reason maybe related to the errors in ERA-Interim water vapor profile as discussed in458

Figure 10. The second one maybe related to our hypothesis made in TELSEM2, assuming that459

the surface emissivity is constant at frequencies higher than 90 GHz. Beyond 71◦N, the region460

is associated to class 5 (continental ice). The emissivity increases slightly between 89 and 183461
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GHz for H polarization (see Figure 5). Therefore, it is possible that TELSEM2 underestimates462

the surface emissivity for this type of continental ice between 89 and 183 GHz. In addition, some463

spatial structures in the emissivity retrieval that are visible at 70◦N at 243 GHz are clearly not464

present at 89 GHz, either in the emissivity retrieval or in the TELSEM2 estimates. This could be465

related to some specific snow and ice conditions that would induce emissivity changes at higher466

frequencies. These signatures are missed by TELSEM2 that is anchored to emissivity estimates467

below 100 GHz, with limited reliable satellite-derived emissivity retrievals at frequencies above468

100 GHz. Overall, the spatial variability is captured by TELSEM2, despite the fact that TELSEM2
469

is based on a monthly climatology.470

Over ice (sea and continental), the surface temperature is subject to large errors, which will471

cause errors in emissivity retrieval. The UK Met Office retrieved and analyzed the surface tem-472

perature estimated by several methods, directly from the aircraft estimates for flight B896. It473

includes infrared retrieval from the ARIES spectrometer (Wilson et al. 1999), as well as estimates474

from an infrared Heimann sensor. Figure 14 shows the results from this work, on the way from475

Greenland. Notice the large Ts gradient between 68◦N and 70◦N, along with the large difference476

between the aircraft estimates and the ECMWF Ts. This is likely partly related to the spatial res-477

olution differences between these estimates, in an area of large spatial heterogeneity (fjords and478

mountains). The Ts differences can be large between the Ts estimates, up to 10 K even between479

aircraft estimates. For flight B896 at nadir (similar to Figure 13), the emissivities have been esti-480

mated, using different Ts. The changes in Ts estimates have a significant impact on the emissivity481

retrieval, as expected, but none of the analyzed Ts estimate systematically improved the agreement482

with TELSEM2. The emissivity aircraft retrievals in window frequencies are also presented for483

flight B898 (Figures 15) at nadir and 40◦ on the way back from Greenland. The agreement with484

TELSEM2 is very reasonable, and the spatial variability between 69◦N and 73◦N is captured well.485
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The histograms of the emissivity differences between the aircraft-derived estimates and TELSEM2
486

results at nadir are shown in Figure 16, over continental ice during the two flights, with the mean487

difference and its std for each frequency. At 89 GHz, the mean difference (-0.002) is much smaller488

than the mean difference between TELSEM and Météo-France and also between TELSEM and489

NOAA/MIRS (discussed in section 2.2.4). As expected, the bias increases with atmospheric opac-490

ity, and it is larger near the water vapor lines at 183 (0.017) and 325 GHz (-0.022) than in the491

window channels at 89 (-0.002), 157 (0.012), 243 H (-0.011), and 243 V GHz (-0.013). The mean492

difference and std are also calculated at 40◦ (not shown). The bias is very similar, and the std is493

slightly larger for each channel.494

4. Conclusion495

A parameterization of the snow and ice emissivities has been developed, for frequencies up to496

700 GHz, in the framework of the preparation for the ICI on board MetOp-SG. The objective is497

to provide realistic first guess emissivity estimations for practical applications. Complex surface498

emissivity models might better capture small scale spatial and temporal variability, but they require499

input information (e. g., snow depth, snow water equivalent, grain size, surface roughness) that are500

not available on a regular basis at global scale. Our parameterization relies upon satellite-derived501

emissivities up to 200 GHz, and it is anchored to the SSM/I TELSEM monthly climatology dataset502

(19 - 85 GHz). Météo-France and NOAA provided emissivities up to 190 GHz, calculated from503

SSMIS and AMSU-B observations. For continental snow and ice, the frequency dependence after504

100 GHz is limited. For sea ice, the frequency dependence is more important and it is parameter-505

ized for some sea ice types. There is a general lack of information on the angular and polarization506

dependence above 100 GHz. A conservative approach is adopted, following the polarization and507

angular dependencies obtained below 100 GHz, which may require revisions when more high fre-508
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quency data are available in the future. The TELSEM fortran code has been updated to provide509

emissivity calculations up to 700 GHz (TELSEM2) for all continents, including continental snow510

and ice and sea ice. TELSEM2 is available to the community. The inputs of the code are the511

frequency, the incidence angle, the latitude, the longitude, and the month. It outputs the emissivity512

for both orthogonal polarizations, along with the error covariance matrix, with a 0.25◦ × 0.25◦513

spatial resolution, at a monthly basis. TELSEM2 will be included in the next version of the RT-514

TOV package, a community radiative transfer code used by many Numerical Weather Prediction515

centers, such as the UK Met Office, ECMWF, and Météo-France.516

TELSEM2 has been evaluated with observations between 89 and 325 GHz, on board the FAAM517

aircraft, during the COSMICS campaign over Greenland. The surface emissivities have been es-518

timated from the aircraft observations, from the upwelling and downwelling radiances measured519

under dry conditions over Greenland, up to 325 GHz. At higher frequencies, the emissivity esti-520

mates were not reliable, due to the large atmospheric contribution to the TBs even at low level.521

Above continental snow and ice up to 325 GHz, TELSEM2 is very consistent with the aircraft522

observations in spatially homogeneous regions. The frequency and angle dependences are well523

reproduced by the parameterization. The agreement at 89 and 157 GHz is even exceptional, con-524

sidering that TELSEM2 is only assumed to provide a realistic climatological first guess of the525

emissivities at a monthly scale. In coastal regions, the agreement can be affected by the differ-526

ences in spatial resolution between the two estimates. Over sea ice, the aircraft estimates are527

highly variable both spatially and temporally, and comparisons with TELSEM2 model were not528

conclusive. This is a first step toward the evaluation of the emissivity parameterization at mil-529

limeter and sub-millimeter frequencies over polar regions. More flights under a larger variety of530

surface and atmospheric conditions will have to be performed.531
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TABLE 1. Characteristics of the satellite-derived emissivity datasets used in this analysis. Note that the

NOAA/MIRS retrieves the first five EOFs with SSMIS observations. Freq. is Frequency; Spatial res. is Spatial

resolution.

654

655

656

Dataset Sensor Surface type Freq. (GHz) Angle, polarization Spatial res. Temporal
sampling

Temporal
cover

TELSEM SSM/I Continents +
sea ice

19, 37, 85 53◦, V + H .25◦x.25◦ Monthly
mean

Climatology

Emissivity
MIRS
NOAA

SSMIS All surfaces 19, 37, 91,
150, 183

53◦, V + H (< 100 GHz),
H (> 100 GHz)

.25◦x.25◦ Each
satellite
overpass

Mar. + Oct.
2014

Emissivity
Météo-
France

AMSU-B Continents 89, 150, 183 Small and large angles
separately, with mixed po-
lar.

.25◦x.25◦ Monthly
mean

2014

Emissivity
Météo-
France

SSMIS Continents 19, 37, 91,
183

53◦, V + H (< 100 GHz),
H (> 100 GHz)

.25◦x.25◦ Monthly
mean

2014
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TABLE 2. Channel characteristics of the ISMAR and MARSS instruments, including their frequencies, Band-

Width (BW), instrument noise (measured Net∆T on liquid nitrogen cooled target over 60 seconds, from Fox

et al. 2016), polarization, Field-Of-View (FOV) angle (full-width at half-maximum), and main spectral features.

The polarizations indicated here are the polarizations in the +50◦ downward view for all the channels. The MWI

(MicroWave Imager) is an instrument on board the MetOp-SG as ICI.

657

658

659

660

661

Instrument Centre freq. Freq. offset BW Net∆T Polarization FOV Spectral

(GHz) (GHz) (GHz) (GHz) (K) (deg) feature

MARSS (MWI) 89 ±1.1 0.65 0.42 Mixed 12.0 Window

5 × ISMAR (MWI) 5 × 118.75

±1.1 0.4 0.4

5 × V 5 × <3.8 5 × O2

±1.5 0.4 0.4

±2.1 0.8 0.3

±3.0 1.0 0.3

±5.0 2.0 0.3

MARSS (MWI) 157.0 ±2.6 2.6 0.69 H 11.0 Window

3 ×MARSS (ICI) 3 × 183.31

±1.0 0.45 0.64

3 × H 3 × 6.2 3 × H2O±3.0 1.0 0.44

±7.0 2.0 0.35

2 × ISMAR (ICI) 2 × 243.2 ±2.5 3.0
0.3 V

2 × <3.6 2 ×Window

0.4 H

3 × ISMAR (ICI) 3 × 325.15

±1.5 1.6 1.6

3 × V 3 × <3.6 3 × H2O±3.5 2.4 0.7

±9.5 3.0 1.1

3 × ISMAR (ICI) 3 × 448.0

±1.4 1.2 1.1

3 × V 3 × <3.6 3 × H2O±3.0 2.0 1.6

±7.2 3.0 2.8

2 × ISMAR (ICI) 2 × 664.0 ±4.2 5.0
3.3 V

2 × <3.8 2 ×Window

1.3 H
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FIG. 4. Results of the continental snow and ice emissivity k-mean classification from SSM/I TELSEM over

the North pole (top) and the South pole (bottom) in January (left) and July (right). Six classes are used.
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FIG. 6. Results of the sea ice emissivity classification from SSM/I TELSEM over the North pole (top) and

South pole (bottom) on January (left) and July (right).
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lines). The surface skin temperatures from the ERA-Interim database are indicated in black. Flight B896 started
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FIG. 13. The retrieved emissivity from MARSS and ISMAR observations for flight B896 as a function of

latitude at 0◦ scan angle for 89, 118±5, 157, 183±7, 243, and 325±9.5 GHz. Top two rows: on the way to

Greenland. Bottom two rows: on the way back from Greenland. The results from TELSEM2 on March at 0◦

are shown for comparison. The last panel for each 2 rows indicates the flight altitude and the altitude difference

between the aircraft and the surface. On the x axis, the solid black line indicates the presence of sea ice and the

dotted line corresponds to the continent.
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FIG. 14. Top row : The first left panel shows the surface temperature derived directly from the aircraft ob-

servations, along with the ECMWF-Interim database estimates for the flight B896 on the way from Greenland.

The three right panels show the corresponding emissivity at nadir from the aircraft measurements with the dif-

ferent Ts estimates, along with the corresponding TELSEM2 emissivity. On the x axis, the solid black line

indicates the presence of sea ice and the dotted line corresponds to the continent. Bottom row : The three panels

show the differences between aircraft retrieved emissivities and the TELSEM2 emissivity (e(various airborne)-

e(TELSEM2)). The brown dots represent e(ECMWF)-e(TELSEM2); the green dots represent e(Heimann)-

e(TELSEM2); the orange dots represent e(ARIES)-e(TELSEM2).
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ABSTRACT The meteorological observations from satellites in the microwave domain are currently limited
to below 190 GHz. The next generation of European Organization for the Exploitation of Meteorological
Satellites Polar System-Second Generation will carry an instrument, the ice cloud imager (ICI), with
frequencies up to 664 GHz, to improve the characterization of the cloud frozen phase. In this paper, a
statistical retrieval of cloud parameters for ICI is developed, trained on a synthetic database derived from the
coupling of a mesoscale cloud model and radiative transfer calculations. The hydrometeor profiles simulated
with the weather research and forecasting model (WRF) for 12 diverse European mid-latitude situations are
used to simulate the brightness temperatures with the atmospheric radiative transfer simulator (ARTS) to
prepare the retrieval database. The WRF+ARTS simulations have been compared with the special sensor
microwave imager/sounder observations up to 190 GHz: this successful evaluation gives us confidence
in the simulations at the ICI channels from 183 to 664 GHz. Statistical analyses have been performed
on this simulated retrieval database, showing that it is not only physically realistic but also statistically
satisfactory for retrieval purposes. A first neural network (NN) classifier is used to detect the cloud presence.
A second NN is developed to retrieve the liquid and ice-integrated cloud quantities over sea and land
separately. The detection and retrieval of the hydrometeor quantities (i.e., ice, snow, graupel, rain, and liquid
cloud) are performed with ICI-only, and with ICI combined with observations from the microwave imager
(MWI, also on boardMetOp-SG). The ICI channels have been optimized for the detection and quantification
of the cloud frozen phase. Adding the MWI channels improves the performances of the vertically integrated
content mostly for the cloud liquid phase. The relative error for the retrieved integrated frozen water content
(FWP, i.e., ice+snow+graupel) is below ∼40% for 0.1 kg/m2 < FWP < 0.5 kg/m2 and below ∼20% for
FWP > 0.5 kg/m2.

INDEX TERMS Ice cloud imager, ice water path retrieval, radiative transfer simulation.

I. INTRODUCTION
Ice clouds play a significant role in the Earth’s energy budget:
they cool the atmosphere by reflecting the incoming solar
radiation but also heat the atmosphere by absorbing and re-
emitting outgoing infrared radiation. The ice cloud parame-
ters such as the cloud optical thickness, the cloud altitude, and
the ice particle effective radius determine their net radiative
effect [1]–[3]. However, so far, we lack global measurements
of these cloud parameters and there are large discrepancies in
the cloud ice content predicted by the different global climate
models [4], [5]. To handle this challenging issue, millimeter-
wave and sub-millimeter-wave satellite observations have
been suggested some time ago [6]–[8], for their sensitivity
to the ice cloud parameters such as the integrated cloud ice

content, the cloud height, and the ice particle size. The visible
and infrared radiometry techniques have been also studied to
quantify the ice cloud properties [9], but they tend to saturate
when the cloud optical thickness increases [10].

Sub-millimeter radiometers have already been launched
for atmospheric chemistry (the Sub-Millimetre Radiometer
(Odin-SMR) and the Earth Observing System Microwave
Limb Sounder (EOS-MLS)) but in a limb-sounding mode,
with coarse horizontal spatial resolution. No down-looking
sub-millimeter satellite radiometer has been flown yet.
The Ice Cloud Imager (ICI) will be the first instrument
to equip a meteorological satellite in the millimeter to
sub-millimeter wave domain [11]. It will have frequencies
from 180 to 664 GHz and a conical scanning mechanism.
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TABLE 1. Channel characteristics of the MWI and ICI radiometers, including their frequencies, bandWidth (BW), instrument noise (Net1T), polarization,
and main spectral feature [11].

It will fly on the future generation of European Meteoro-
logical Operational satellites, MetOp-SG, to be launched
in 2021 / 2022. The same platform (MetOp-SG-B) will
also embark another MicroWave Imager (MWI) measuring
at lower frequencies from 18 to 183 GHz. A MicroWave
Sounder (MWS) will also be placed on the MetOp-SG suite
at frequencies from 23 to 230 GHz, but on MetOp-SG
platform A. The ICI and the MWI channel characteristics are
presented in Table 1.

In preparation for the exploitation of the millimeter to
sub-millimeter wave observations from satellites, statistical
methodologies have been developed to estimate the ice cloud
quantities. [12] retrieved the integrated cloud ice content,
the cloud ice median mass equivalent sphere diameter, and
the median cloud ice mass height, using two different train-
ing databases. The databases were derived from radiative
transfer simulations applied to atmospheric profiles from the
Atmospheric Radiation Measurements (ARM) program with
the addition of randomly generated cloud quantities [13]
for one, and from profiles combining Cloudnet radar data
and European Center for Medium range Weather Forecast-
ing (ECMWF) analysis [14] for the other. This work illus-
trated the sensitivity of the ICI frequencies to the cloud
parameters, with a theoretical accuracy of 20% / 17% (median
relative error) for IWP for a mid-latitude winter/tropical
scenario.

In this study, our objective is to design a statistical retrieval
algorithm to extract primarily the cloud ice parameters, based
on an extensive database of simulations provided by realis-
tic atmospheric scenarios over Europe. Statistical retrieval
techniques are prone to very optimistic results when tested

without caution so we pay extra attention here to the robust-
ness of our results: physical realism of the used databases, sta-
tistical representativity of the databases, and avoiding over-
training phenomenon where the algorithm is able to perform
well on the training dataset but unable to generalize on new
data. Our analysis involves first the ICI instrument, but the
methodology is also applied to the combination of the ICI and
MWI channels to evaluate their potential synergy. The atmo-
spheric profiles, clear and cloudy, are provided by a cloud
resolving model. This ensures physical consistency among
the different parameters. TheWeather Research and Forecast-
ing model (WRF)model is selected and run for a collection of
diverse real cases over Europe. Radiative transfer simulations
are performed on the resulting atmospheric profiles, using
the Atmospheric Radiative Transfer Simulator (ARTS) along
with carefully selected scattering properties of the hydrome-
teors. The database generation is described in Section II. The
simulations are systematically compared to collocated Spe-
cial Sensor Microwave Imager / Sounder (SSMIS) satellite
observations below 200 GHz and the statistical representativ-
ity of the database is tested (also in Section II). Then statistical
methods are developed, first to detect the clouds, second to
quantify the cloud parameters, based on NN methodologies
(Section III). Finally, Section IV concludes this study.

II. PREPARATION AND EVALUATION OF THE
RETRIEVAL TRAINING DATABASE
Figure 1 presents the different steps to build the retrieval
training database, along with the relevant tools. First, twelve
diverse meteorological situations are collected to cover as
well as possible the variability of the European situations, in
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FIGURE 1. Schematic diagram showing the main necessary elements to prepare the retrieval training database.

terms of cloud parameters. These cases have been selected
by considering the important atmospheric features associated
with main weather systems across Europe (e.g., the Azores
High, the Icelandic Low, the North Atlantic Oscillation, and
the Siberian Anticyclone), for their different locations in
Europe, their different seasons, their different synoptic back-
grounds (both ocean and land cases), and their content of
different precipitation types (convective, stratiform, and oro-
graphic precipitations), in order to meet the diversity require-
ment for the statistical training of the retrieval. Furthermore,
we also checked that the selected scenes were observed by the
SSMIS instrument, for comparison of the simulations with
the satellite observations below 200GHz. Themeteorological
cases are described in Table 2.

Here we present the tools that are implemented to generate
the retrieval database, including the cloud resolving model
(Section II-A) and the radiative transfer code (Section II-B).
Coupling the cloud resolving model and the radiative trans-
fer simulator requires specific care to maintain consistency
between the cloud particles generated by the cloud resolving
model and their scattering properties. The assumptions on the
microphysical properties in the cloud resolvingmodel and the
calculation of the single scattering properties are discussed
(in Section II-C).

A. THE CLOUD RESOLVING MODEL WRF
The WRF [15] version 3.5.1 with the ARW (Advanced
Research WRF) dynamic core is used to generate realistic

atmospheric profiles and microphysical cloud parameters.
WRF is a mesoscale numerical weather prediction system
designed for both atmospheric research and operational fore-
casting needs. It is composed of a fully compressible and non-
hydrostatic dynamical Euler core, with a terrain-following
coordinate. In this study, the initial and lateral boundary
conditions in WRF were obtained from the National Center
for Environment Prediction (NCEP) Final Analysis (FNL)
data every six hours. Two domains were selected for all
the simulations, with 9 and 27 km horizontal grid spac-
ing in the inner and the outer domains, respectively. The
atmospheric fields in the inner domain with its 9 km res-
olution are compatible with the ICI horizontal resolution
(16 km) and are used as inputs for the radiative transfer
simulations. 104 vertical levels are defined from the surface
to 50 hPa, with 20 levels within the lowest 2 km to better
capture the characteristics of the planetary boundary layer.
The spin-up times are at least 16 h. All the simulations were
treated by the Noah 4-layer land surface model [16], the
Monin-Obukhov surface scheme [17], the Yonsei University
(YSU) planetary boundary layer scheme [18], the Rapid
Radiative Transfer Model (RRTM) longwave radiative sim-
ulation [19], the Dudhia shortwave radiative simulation [20],
and the Kain-Fritsch cumulus scheme [21].

Microphysical processes in the clouds control the forma-
tion, the growth, and the interactions of liquid droplets and
frozen particles [22]. Furthermore, cloud microphysical pro-
cesses interact with the macrophysics modules in the cloud
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TABLE 2. Description of the 12 cases selected for the development of the retrieval database.

model through the latent heating/cooling, the condensate
loading, the surface mechanisms, and the radiative transfer
processes, all very challenging to parameterize [23], [24].
A number of bulk microphysical schemes are available in
WRF V3.5.1 to parameterize the cloud microphysical pro-
cesses, including single- and double-moment approaches.
The single-moment microphysical schemes predict the mix-
ing ratio of each hydrometeor, while the double-moment
schemes also provide the number concentrations for some
hydrometeor species [25], [26]. However, information about
key parameters controlling the scattering properties, namely
the particle sizes, their density, or shape, are still largely
simplified in all schemes.

In this study, the WRF Single Moment - 6 class (WSM6)
[27] microphysical scheme has been selected after several
tests: it provides robust results and runs fast enough. This
scheme has been developed primarily by [28] and [29].
It includes a temperature dependent intercept parameter for
snow, the auto-conversion of cloud water to rain, and the
inclusion of sedimentation of ice particles [27], [30]. It pre-
dicts the mixing ratios of five hydrometeors (cloud ice, snow,
graupel, rain, and cloud water). The major characteristics of

each hydrometeor type (Particle Size Distribution (PSD) and
density) are indicated in Table 4.

The WRF configurations for the 12 selected cases are
detailed in Table 3. The rainfall rate and the surface pressure
pattern from WRF are shown in Figure 2 for the 12 cases at
the SSMIS overpass times (indicated in the figure caption).
The synoptic situations of these events show a large variabil-
ity including extratropical cyclones (e.g., cases 2 and 12),
tropical-like cyclones (e.g., case 6), cold fronts (e.g., case 9),
and mesoscale convective systems (e.g., case 8), covering
different ranges of precipitation (larger in cases 6, 7, and 11,
smaller in cases 4 and 5). The histogram of the vertically
integrated hydrometeor contents (i.e., Ice Water Path (IWP),
Snow Water Path (SWP), Rain Water Path (RWP), Graupel
Water Path (GWP), and Cloud Water Path (CWP)) are dis-
played in Figure 3. The different scenes show very variable
distributions of cloud hydrometeor contents, especially for
the SWP which has a large dynamical range (maximum val-
ues of SWPs between 1.5 and 4.5 kg/m2).

Note that in the literature, the IWP can represent the total
integrated content of the frozen quantities in the cloud (ice,
snow, graupel, as used in the introduction of this paper) or
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TABLE 3. The WRF model configurations and the Special Sensor Microwave Imager / Sounder (SSMIS) overpass times for the 12 cases. The coordinated
Universal Time (UTC) is used here.

TABLE 4. The particle size distribution (PSD), the intercept parameter, the slope parameter, and the particle density of each predicted hydrometeor in the
WRF Single-Moment 6-Class Microphysics Scheme (WSM6, [27]). T is the air temperature in K; T0 is the temperature of the triple point of water in K; D is
the equivalent spherical diameter in m; ρ is the particle density in kg/m3; ρa is the air density in kg/m3; q is the hydrometeor mixing ratio in kg/kg.

only the ice particles. In the following, the IWPwill represent
the integrated content of the small ice particles, and the
integrated content of all frozen quantities will be noted Frozen
Water Path (FWP=IWP+SWP+GWP).

B. THE RADIATIVE TRANSFER MODEL ARTS
The radiative transfer simulations in the microwave and sub-
millimeter wave range are performed with ARTS [31]. This
state-of-the-art model can solve the scattering radiative trans-
fer with the Discrete Ordinate ITerative (DOIT) [32] method
(adopted for the 1-dimension (1D) simulations) or the reverse
Monte Carlo (MC) [33] method (for the 3D cases). In this
study, a 3D atmosphere is simulated by WRF and therefore,
the MC method is used for the radiative transfer simulation.
The [34] gas absorption model is selected to calculate the
absorptions of water vapor, oxygen, and nitrogen in all the
simulations. Note that the choice of the absorption model
may induce uncertainties in the radiative transfer simulations,
especially at high frequencies. However, the uncertainties
related to WRF modeling of the ice phase and to the sim-
ulations of the scattering properties in the radiative trans-
fer will clearly dominate the error budget. Realistic surface
emissivities are needed for the full frequency range. They
are derived from the recently developed TELSEM2 (Tool
to Estimate Land Surface Emissivity from Microwave to
sub-Millimeter waves, [35]) over land and TESSEM2 (Tool
to Estimate Sea Surface Emissivity from Microwaves to

sub-Millimeter waves, [36]) over sea: these emissivity param-
eterizations provide surface emissivities up to 700 GHz, for
all surface types.

C. SELECTION OF THE HYDROMETEOR
SCATTERING PROPERTIES
Uncertainties in the description of the physical properties of
the frozen particles (e.g., particle size, density, and shape)
can lead to large uncertainties in the simulated brightness
temperatures, and consequently large discrepancies with the
satellite observations. The sensitivity of the radiative transfer
simulations to the hydrometeor microphysical parameters
has already been discussed and tested by comparison with
available passive and active microwave observations up to
200 GHz (e.g., [37]–[41]). The hydrometeor Single Scatter-
ing Properties (SSP) are very sensitive to the hydrometeor
microphysical parameters, especially their sizes and dielec-
tric properties. For the frozen particle, the dielectric property
strongly depends upon the particle density, from pure ice
(density of 916 in kg/m3) to light snow flakes (density below
100 in kg/m3). In this study, the SSPs of the hydrometeors
will be calculated using theMie theory for spherical particles,
except for snow. For liquid particles (cloud water and rain),
and for frozen particles such as cloud ice and graupel, these
assumptions have proved realistic [38], [39]. However, for
snow, the Mie calculation has shown limitations [39], [41],
with the difficulty to account for the ‘soft’ nature of the
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FIGURE 2. The surface rainfall rate (mm/h, shaded) and the surface pressure (hPa, contour) for all the 12 cases around the SSMIS overpass times. The
SSMIS over-passed C1 at 18:13, July 02, 2007, C2 at 17:21, March 01, 2008, C3 at 04:52, May 20, 2008, C4 at 16:43, December 08, 2010, C5 at 17:00,
August 18, 2011, C6 at 17:01, November 05, 2011, C7 at 17:15, June 28, 2012, C8 at 16:07, September 12, 2012, C9 at 16:22, August 26, 2012,
C10 at 17:05 at November 20, 2013, C11 at 07:19 January 19, 2013, and C12 at 17:28 October 26, 2013. All times are in UTC. The WRF outputs
are given at the closest full hour.

particles [42]. Lately, the Discrete Dipole Approximation
method (DDA) [43] has been widely investigated to calculate
the SSPs of frozen particles (e.g., [42], [44]–[47]), due to its
flexibility regarding frozen particles with arbitrary and com-
plex geometries. DDA calculations are very time consuming
and several pre-computed DDA databases for frozen particles
of different shapes are available [42], [45], [48]–[50], which
can be incorporated directly into the radiative transfer models
(e.g., ARTS). The [50] database will not be analyzed here
as it does not provide the phase function. The [48] database
contains 11 randomly oriented frozen particle habits (see
Table 5), for frequencies from 13.4 to 340 GHz. The ice
refractive indices are taken from [51] at temperatures between
273.15 K and 233.15 K. The [49] database is also tested, with
its six randomly oriented non-spherical frozen particles at
frequencies from 89 to 874GHz. The ice refractive indices are
from [52] at 243.15 K. These DDA datasets are calculated for
a range of particle sizes, with specific assumptions on the par-

ticle shape and density (see Table 5). Are theDDAhypotheses
compatible with the cloud model parameterization? In order
to choose a DDA database, we test the compatibility of the
hypotheses adopted in the cloud model and in the DDA.
The snow particle densities in the WSM6 scheme and in the
DDA databases are compared in Figure 4, as a function of
the particle maximum diameter (Dmax). The snow density
shows a considerable variability depending on the particle
type and the database. The density of the [49] aggregates is
closer to the one given in the WSM6 scheme, providing more
consistency with the cloud model outputs. Therefore, the [49]
DDA database for aggregates is used to provide the SSPs
for snow particles between 89 and 664 GHz in this study.
At lower MWI frequencies, the SSPs for snow are calculated
with the Mie theory for spheres, with the scattering becoming
negligible in this frequency range. This database have been
also selected by [47] for its better performances as compared
to other DDA databases. Up to now, note that modeling of
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FIGURE 3. Histograms of ice water path (IWP), snow water path (SWP), rain water path (RWP), graupel
water path (GWP), and cloud water path (CWP) from the WRF model for the 12 cases around SSMIS
over-pass times. The y-axis is in log10.

the scattering properties with DDA methodology does not
provide polarization information. Studies are underway to
account for the orientation of particles in the DDA calcula-
tion, as the polarization information can provide additional
information on the ice particle habits (shape and orientation),
as discussed in [40], [53], and [54].

D. EVALUATION OF THE SIMULATION
DATABASE BELOW 200 GHz
The WRF / ARTS simulations described above represent real
meteorological cases and have been selected to correspond to
SSMIS overpass times. The simulations are thus evaluated by
comparisons with the SSMIS observations for the frequencies
from 89 to 183 GHz.

Figure 5 shows the observed and the simulated bright-
ness temperatures at 6 SSMIS channels, for two meteoro-
logical situations (cases 7 and 11). At all frequencies, the
spatial structures of the observations are fairly well repro-
duced by the coupled WRF / ARTS simulations. At 89 GHz
horizontal polarization, the emission from the cloud liquid
phase is clearly observable over the cold oceanic background
(the emissivity over ocean is significantly lower than over
land). At this frequency, the good agreement between the
simulations and the observations suggests that the liquid
cloud characteristics have been correctly modeled by WRF
and that TELSEM2 and TESSEM2 generate realistic surface
emissivities. At 150 GHz, the observed brightness tempera-
ture depressions related to the scattering effect of the cloud
frozen particles is also well reproduced by the simulations,
implying that the parameterization of cloud frozen quantities

FIGURE 4. Particle densities derived from Liu and Hong DDA databases
and the WRF WSM6 scheme as a function of particle Dmax .

from WRF is realistic, as well as the selected scattering
assumptions. In the three channels located in the water vapor
absorption line at 183.3 GHz (183.3±1, ±3, and ±7 GHz),
the water vapor absorption tends to mask the cloud emission
and scattering as well as the surface contribution, with the
extent of themasking depending on the spectral distance from
the center of the absorption line: the agreement between the
simulations and the observations confirms the quality of the
WRF simulations and their efficient coupling with ARTS.
Similar conclusions can be drawn from other cases (not
shown). However, note that the cloud and precipitation struc-
tures can be slightly misplaced by the cloud model compared
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TABLE 5. For the frozen hydrometeor databases from Liu [48] and Hong [49] and for the snow in the WRF WSM6 microphysical scheme, the frozen
particle habits, Dmax , the range of equal-mass sphere radius, the coefficient a, the exponent b (SI units assumed). L is the particle length,
and d is the hexagonal diameter (distance between opposite vertices).

to the observations, as already mentioned by several authors
(e.g., [55], [56]). For case 11 for instance, the WRF simulates
the extratropical cyclone over the North Atlantic closer to
Portugal, compared to the satellite observations.

For a systematic comparison of the simulations and obser-
vations minimizing the effect of the observed mis-locations,
the histograms of the observed and modeled brightness tem-
peratures are compared, for some SSMIS frequencies and
for the pixels in all the 12 scenes (Figure 6). The coastal
pixels (up to ∼15 km from the coast) have been excluded to
avoid the large differences in brightness temperatures related
to the high variability of the surface emissivity around the
coast in addition to the difference in resolution between
the surface emissivity estimation and the satellite footprints.
The number of pixels has two peaks with the brightness
temperatures around 200 K and 260 K at surface sensitive
channel 89 GHz H, corresponding to the sea and land cases.
At 89, 157 and 183±7 GHz, the simulations produce lower
brightness temperatures than the observations. This can be
due to an overestimation of the cloud frozen quantities in
WRF simulations, to deficiencies in the SSP of the frozen
particles, or to a combination of these two effects. Overall, the
WRF / ARTS model combination reproduces rather well the
brightness temperature distributions for all the investigated
channels at frequencies lower than 190 GHz. It gives us
confidence in the possibility to simulate realistic brightness
temperatures at higher frequencies up to 664 GHz.

Figure 7 shows the simulated brightness temperatures at
all ICI and MWI channels for case 11. Note that this study
focuses mostly on the ICI instrument, and we assume that
all MWI channels have the same field-of-view as ICI, i.e.,

16 km. At low frequencies, strong contrasts are observed
between ocean and land, with an increasing effect of the
cloud structures over ocean as the frequency increases. In the
window channels at 89GHz and above, the presence of frozen
particle is characterized by the scattering that increases with
frequency. Above 325 GHz, the atmospheric opacity above
the clouds tends to mask the scattering signal, at least for this
case.

E. STATISTICAL ANALYSIS OF THE
RETRIEVAL TRAINING DATABASE
Our retrieval database contains (1) the geophysical variables
describing the 12 cases of Section II (atmospheric variables,
especially the vertically-integrated contents and the vertical
profiles of six hydrometeors), and (2) the corresponding sim-
ulated brightness temperatures at ICI and MWI channels.
This retrieval dataset contains 57% pixels over land and 43%
pixels over ocean. A question could arise: Are these cases
enough for the training of a statistical retrieval? The 12 cases
could be disjointed or describing only part of the possible
hydrometeor cases. In order to verify this aspect, leave-one-
out generalization tests have been performed (Section III) to
ensure that these 12 cases sample well the complex space
of hydrometeor profiles. The quality of a statistical retrieval
database is essential for either a Bayesian [57] or a neural net-
work [58] retrieval scheme. As a consequence, it is important
to first analyse the quality of this database.

First, a preliminary information content analysis is per-
formed in order to measure the degrees of freedom in the
hydrometeor variables to retrieve and the information actually
carried out by the satellite observations (i.e., ICI or MWI
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FIGURE 5. Observed (first and third rows) and simulated (second and fourth rows) brightness temperatures (K) at six SSMIS channels for case 7
(2 top rows) over UK at 17:00 UTC on June 28, 2012, and for case 11 (2 bottom rows) over Portugal at 07:00 UTC on January 19, 2013.

channels). Principal Component Analyses (PCA) is a statis-
tical procedure that uses an orthogonal linear projection to
transform correlated original vectors into a new uncorrelated
coordinate system. PCA aims at explaining as much variance
as possible in the first components, so it is a good technique
to analyze the variability of a database, in particular by esti-
mating the number of degrees of freedom.

Figure 8 represents the variance explained by the
first PCA component for the hydrometeor information
(integrated quantities and atmospheric profiles) and for the
microwave brightness temperatures. Results show that the
six integrated hydrometeor contents in the left panel (resp.
104×6=624 variables of the hydrometeor profiles in the
middle panel) from WRF can be explained by 4 (resp. 36)
components that represent more than 99% of the variance.
Results are similar for land and ocean surfaces. These results
mean that in order to retrieve the hydrometeor variables with
1% precision, at least 4 independent pieces of information
would be required for the integrated quantities and 36 for
the profiles. However, only 4 pieces of information can be
derived from the 13 ICI channels (again for 99% variance),

shown in the right panel. This means that there are strong
correlations between the ICI channels. This number increases
to 6 pieces of information when using the 39 ICI+MWI
channels (not shown). These results stress the difficulty of
retrieving the integrated hydrometeor information with only
ICI channels, and the hydrometeor profiles even when adding
the MWI channels.

The number of degrees of freedom is a first assessment
of the constraints for the retrieval. However, the retrieval
really depends upon the relationship between the satellite
observations and the variables to retrieve. Therefore, the
correlation between the ICI brightness temperatures and the
integrated hydrometeor quantities have been estimated over
both land and sea (Figure 9). As mentioned in Section II-D,
the ICI channels are more sensitive to the frozen phases
(cloud ice, snow, and graupel) than to the liquid ones (rain
and cloud water) in the clouds. Correlation with FWP reaches
−0.85 (−0.83), −0.90 (−0.88), and −0.82 (−0.79) with
respect to the 183±7, 243, and 325±9.5 GHz window
channels over land (sea), respectively. Note that negative
correlations are as good as positive ones for the retrieval.

VOLUME 4, 2016 9
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FIGURE 6. Histograms of observed and simulated brightness temperatures at six SSMIS channels for all the 12 cases at SSMIS
over-pass times. The pixels on the coast are removed. The y-axis is in log10.

FIGURE 7. Simulated brightness temperatures (K) at MWI and ICI channels for case 11 over Portugal at 07:00 UTC on January 19, 2013.

Among the frozen particles, snow has the most significant
signature at window channels (compared to cloud ice) due to
its stronger scattering. This is opposite for higher frequencies
(> 448±7.2 GHz). In addition, the correlation coefficients
for the liquid phases are much lower, as expected, especially

for the cloud water (< 0.2 for all the channels). Therefore,
Figure 9 shows the potential of ICI channels for frozen par-
ticle retrieval but also the difficulty for the liquid particle
retrieval. However, ICI information can be complemented
with MWI observations. The correlation between the MWI
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FIGURE 8. Percentage of total variance in Principal Component Analysis (PCA) for the vertically integrated hydrometeor
contents, the hydrometeor profiles, and the simulated brightness temperatures for ICI channels over sea and land.

FIGURE 9. Correlation coefficients between the integrated hydrometeor contents (frozen
water path (FWP), ice water path (IWP), snow water path (SWP), rain water path (RWP),
graupel water path (GWP), and cloud water path (CWP)) and the simulated brightness
temperatures for the ICI channels in the vertical
polarization over sea (left) and land (right).

brightness temperatures and the integrated hydrometeor con-
tents has been calculated as well (not shown). Lower frequen-
cies are typically the more sensitive channels to the integrated
cloud liquid properties, especially over sea with a correlation
of 0.72 / 0.74 at 31.4 GHz for cloud water/rain, which shows
well the complementarity of both instruments.

III. STATISTICAL RETRIEVAL OF CLOUD
HYDROMETEOR CONTENTS
In this section, a statistical retrieval scheme is developed to
retrieve cloud hydrometeor contents (both frozen and liq-
uid phases). A first step consists in the detection of clouds
and the second one in the quantification of each hydrome-
teor integrated quantity and atmospheric profile. These two
statistical steps are trained using the realistic database pre-
sented in Section II. Retrievals have been performed system-
atically using ICI-only and ICI+MWI channels.

A. CLOUD DETECTION AND CLASSIFICATION
The cloud detection (i.e., presence of cloud or not) and clas-
sification (i.e., specification of the cloud type) has two main
applications. First, it is an interesting way to measure the
information content of the satellite observations and study the
sensitivity of each channel to the several types of hydromete-
ors (frozen and liquid). Second, it is a necessary preliminary
step before the actual cloud retrieval that intends to quantify
the hydrometeor quantities.

1) A NEURAL NETWORK (NN) CLASSIFIER
The NN is a nonlinear statistical model [59]. It can be used
as a regression tool to estimate quantities, but it can also be
used as a classifier, for instance for cloud classification [60].
A standard feedforward NN is used for each hydrometeor,
in order to classify what type of cloud is present. The NNs
have 13 or 39 inputs corresponding to the ICI or ICI+MWI
channels, 10 neurons in the hidden layer and one output
neuron. The NNs are trained with binary data (0 for no
cloud, 1 for cloud pixel), but the NN outputs are continu-
ous values between 0 and 1 and this output represents the
a posteriori probability for the pixel to be cloudy [61]. Once
trained, the NNs will provide, from the satellite observa-
tions only and for each pixel, a probability of being cloudy.
A threshold on this probability will be needed to decide if the
pixel is cloudy or not.

The training of the NNs uses the database contain-
ing the simulated (WRF+ARTS) brightness temperatures
for ICI-only and ICI+MWI channels, for the twelve mid-
latitude scenarios in Europe (Section II). The cloud flag
for each hydrometeor is identified according to a thresh-
old superior to 0.01 kg/m2 on each hydrometeor vertically
integrated content. A classification has also been defined
for the total hydrometeor and total frozen hydrometeor
(ice+snow+graupel) contents using the same threshold. The
database is used to construct the learning (to train the NNs)
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FIGURE 10. Probability histograms for each integrated hydrometeor content retrieved by a NN classification with ICI-only (black) and ICI+MWI (red)
channels over sea and land. The classification accuracy for the non-hydrometeor (c) and hydrometeor pixels (h) are shown. The threshold value for
each hydrometeor is shown by a grey line. The solid (resp. dashed) line represents the probability distribution of the non-hydrometeor (resp.
hydrometeor) pixels.

and the testing (to test the NNs ability to classify)
datasets.

The NNs are trained using a standard back-propagation
algorithm [62]. A leave-one-out approach is used to mini-
mize or prevent the over-fitting problem where NNs perform
well on the training dataset, but are unable to work on new
atmospheric situations. Each time, 11 out of the 12 cases are
used for the training, and the remaining case is used to test
the NN. This is performed 12 times, to obtain 12 testing cases.
The results presented in the following section will be the
synthesis of these 12 testing cases. Using a different approach
would conduct to arbitrary obtain generalization results very
dependent on the choice of the testing dataset (often with
too optimistic results). The leave-one-out approach provides
more confidence on the robustness of the results.

2) CLOUD CLASSIFICATION RESULTS
Figure 10 presents the histogram of the NN a posteriori
probability of being cloudy, for each hydrometeor, over land
and sea separately, for the 12 cases, from the ICI infor-
mation only. The solid (resp. dashed) line represents the
probability distribution of the non-hydrometeor (resp.
hydrometeor) pixels. Ideally, the solid line would be a Dirac
distribution over zero, and the dashed line would be a Dirac
distribution over one. The wider the intersection of the dis-
tribution, the more ambiguous the classification is. Note that
some distributions are more ambiguous for some hydromete-
ors (e.g., rain). Therefore, different thresholds for the classifi-
cation need to be used for different hydrometeors. Threshold
values of 0.4, 0.5, 0.4, 0.2, 0.3, and 0.5 have been chosen for
total frozen, cloud ice, snow, graupel, rain, and cloud water
hydrometeors, respectively. Resulting classification accura-
cies are satisfactory (up to 94.7% and 90.4% for the non-
hydrometeor pixels and for the hydrometeor pixels, respec-

tively) over land. These rates are similar over sea since the
surface contribution is very limited at frequencies higher than
183GHz (ICI channels) due to large atmospheric opacity. The
classification has also been performed for each hydrometeor
when using ICI+MWI channels, the resulting accuracy for
each hydrometeor has been specified in red in Figure 10. As
expected, adding lower frequencies improves the detection of
the cloud liquid phase, with an increase of the classification
accuracies of 10.0% over land and 15.6% over sea for the
rainy pixels, and 18.7% and 62.0% for the cloud water pixels.
For the frozen particles, the classifier gives very similar
results when using ICI-only or ICI+MWI channels, which
suggests that the MWI channels do not provide more infor-
mation on the frozen particles detection than ICI, as expected.

Figure 11 shows the spatial patterns of the integrated con-
tents, the a posteriori cloud probabilities estimated by the
NN classifier with ICI+MWI channels, the retrieved flags,
and the initial flags, for all the six hydrometeors and the
total hydrometeors, for case 11 (described in Table 2). The
estimated spatial structure of each hydrometeor pixel by the
NN classifier is globally similar to the initial one, which
suggests that our classification has a good performance in
detecting the location of each hydrometeor and total cloud.
With ICI only (not shown), the frozen cloud structures (ice,
graupel, and snow) are well detected, but there are difficulties
to detect the liquid phase (cloud and rain) due to the lack of
lower frequencies.

B. RETRIEVAL OF CLOUD INTEGRATED CONTENT
1) RETRIEVAL ALGORITHM
The relationships between the brightness temperatures at dif-
ferent frequencies and the hydrometeor column masses are
complex, multivariate in nature, and non-linear. A multilayer
feed-forward NN retrieval algorithm is again chosen to model
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FIGURE 11. From left to right: the spatial patterns of six integrated contents (kg/m2), the
probabilities estimated by the NN classifier with ICI and MWI channels, the retrieved flags,
and the initial flags for six hydrometeors and the total hydrometeors for case 11 over
Portugal at 07:00 UTC, on January 19, 2013.

these complex physical links. The number of inputs are the
same (13 channels for ICI-only and 39 channels for the
ICI+MWI channels), 10 neurons in the hidden layer, and
6 neurons are used to code the FWP, IWP, SWP, RWP, GWP,
and CWP retrieved vertically integrated quantities.

The training and testing datasets are the same as in
Section III-A about cloud detection and classification, except
that this time, the variables to retrieve are not binary (presence
or not of the cloud) but real continuous variables (i.e., the
cloud integrated quantities). The dataset contains only pixels
classified as cloudy by our detection/classification process
(Section III-A).

To reduce the effect of the classification uncertainty on
the hydrometeor content retrieval, the individual hydrometeor
classification is used, instead of using the total cloud classifi-
cation (see Figure 11). This helps avoiding ambiguities in the
cloud liquid phase detection when using only ICI channels.
Again, the leave-one-out process (11 cases for training and
one case for testing, repeated 12 times) was used to train
and test the NNs, ensuring that no over-training is artificially
increasing the confidence in the retrievals.

The leave-one-out scheme ensures that the 12 cases sample
well the space of possible hydrometeor profile states. No

significant difference ismeasured on the 12 trials in the gener-
alization tests. This means that there is no extreme departure
of one case compared to the remaining 11 cases, and that
the statistical NN retrieval is able to interpolate between the
cases, despite the large variability of the cases. This also
shows the statistical quality of the dataset built in Section II,
for the retrieval purposes.

To determine the ability of the retrieval algorithm to accu-
rately quantify the hydrometeor amounts, the differences
between the retrieved and initial values are measured in terms
of both the absolute and relative averaged errors, as a function
of the hydrometeor amounts. Indeed, the relative error (resp.
absolute error) is generally more relevant for evaluating the
retrieval performances for the larger (resp. smaller) hydrom-
eteor contents.

2) RESULTS
Figure 12 shows the scatter plots of the retrieved column
contents of the six hydrometeors versus the initial ones,
over land and sea, for ICI-only and ICI+MWI channels.
No instrument noise is considered so far. Each color rep-
resents one of the 12 cases (each one is the testing dataset
in the leave-one-out approach). When considering only ICI
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FIGURE 12. Scatter plots of vertically integrated contents of ice, snow, rain, graupel, cloud water, and total frozen quantities from the WRF outputs and
the NN method with ICI-only channels (2 top rows) and ICI+MWI channels (2 bottom rows) over land (first and third rows) and sea (second and fourth
rows). Each color represents the results for one case (same color as in Figure 3).

channels, the retrieved cloud liquid phases (RWP and CWP)
saturate at their lower values (0.5 kg/m2 and 0.3 kg/m2),
slightly underestimating the higher liquid phase contents, and
overestimating the lower ones. This implies that the increas-
ing opacity at higher frequencies and near the water vapor
absorption line masks the signal from lower liquid clouds to a
large extent. In contrast, the agreement between the retrieved
and initial cloud frozen phase contents is very good, in par-
ticular for the SWP, due to the strong scattering signals at
higher frequencies by frozen particles. Note that a saturation
regime appears also in the IWP retrieval over both land and
sea, around 0.4 kg/m2.

When adding the MWI channels, the retrieval perfor-
mances are improved mainly for the cloud liquid phases,
as expected. It illustrates well the sensitivity of the low
microwave frequencies to the emission by the cloud liquid
phase, and their limited sensitivity to the frozen phase above,

allowing the retrieval of the cloud liquid contents in a vertical
column. Therefore, combining ICI and MWI instruments,
by covering the frequency range from 18.7 to 664 GHz,
allows overcoming the limitations of lower frequencies (i.e.,
not sensitive to the smaller frozen particles at higher alti-
tudes) and of higher frequencies (i.e., lack of capacity to
extract the information from lower altitudes). Over sea, the
retrieval algorithm reproduces better the integrated hydrom-
eteor contents, specially for the cloud liquid phases when
using ICI+MWI channels. This is due to the fact that at
surface-sensitive channels the surface contribution from the
sea is rather limited (low surface emissivity) as compared to
the land (high surface emissivity). As a consequence, these
channels have a larger impact over sea than over land, as
discussed by [63] or [64].

The ICI+MWI retrieved hydrometeor content patterns are
shown in Figure 13 for case 11. The spatial distribution
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FIGURE 13. The retrieved (top row) and initial (bottom row) IWP, SWP, RWP, GWP, CWP, and FWP (kg/m2) with ICI+MWI channels for case 11 over
Portugal at 07:00 UTC on January 19, 2013.

of all the hydrometeors are well retrieved. The convective
part of the eye wall is well retrieved. Note, however, an
underestimation of the IWP north of the eye. Surprisingly,
there is no evident discontinuity on the retrieved RWP and
CWP over the coasts, although this is often observed in
rainfall retrievals [65], [66]. This land / sea discontinuity
however appears when only ICI channels are used in the
CWP retrieval. This is due to the difficulty in distinguishing
the emitted signals from cloud liquid particles from warmer
land surface, losing the direct link between the brightness
temperatures and the CWP.

Figure 14 shows the averaged absolute and relative
retrieval errors, per bin of 0.01, 0.04, 0.04, 0.04, 0.02,
and 0.06 kg/m2 for, respectively, the six hydrometeors
contents (IWP, SWP, RWP, GWP, CWP, and FWP), over
land and sea, with ICI-only or ICI+MWI channels. The lim-
ited information from higher frequencies (ICI-only) induces
large absolute and relative retrieval errors in RWP, CWP,
and GWP (situated at relative lower altitudes), notably for
larger contents. Therefore, the following discussion will
focus on the retrieval results with ICI+MWI channels.
As expected, in the light hydrometeor content ranges, the
relative errors are higher, even exceeding 100% for very
small contents. The relative retrieval errors for IWP, SWP,
RWP, GWP, CWP, and FWP drop and remain below 20%,
20%, 20%, 40%, 30%, and 20% from 0.25, 0.5, 0.25, 0.2,
0.2, and 0.5 kg/m2, respectively. Note that the relative errors
drop below 40% for 0.1-0.5 kg/m2. They increase again and
start to fluctuate for larger hydrometeor contents, due to the
limited number of these cases in our retrieval database. The
absolute errors increase with hydrometeor contents, except
for the IWP. The absolute errors are larger than 0.04 kg/m2

for the IWP less than 0.05 kg/m2, showing the difficulty in

lower IWP retrieval. This high uncertainty associated with
the low IWP is due to the lack of scattering, even at high
sub-millimeter frequencies, over small ice particles in lim-
ited quantities. Note that both absolute and relative errors
for the IWP retrieval are very similar in the two channel-
configurations, demonstrating that the ICI channels can pro-
vide enough information for the IWP retrieval.

The impact of realistic instrumental noises on the accuracy
of the retrieval algorithm was investigated. The instrumental
noises go from 0.6 K to 1.2 K for the MWI channels and from
0.6 K to 1.9 K for the ICI channels (see Table 1). The noise
value at each channel was added to the simulated brightness
temperatures but their impact on the retrieval results was
negligible (not shown) because the instrumental noise is neg-
ligible compared to the other sources of uncertainties such as,
for instance, the low-information content of some channels
for some hydrometeors, or the ambiguity of the signal in one
channel.
C. HYDROMETEOR PROFILE RETRIEVAL
1) RETRIEVAL APPROACH BASED ON A PCA
REPRESENTATION
In order to represent the ice water content (IWC), snow water
content (SWC), rain water content (RWC), graupel water
content (GWC), cloud water content (CWC), and frozen
water content (FWC) vertical profiles, 6×104 variables are
needed. It would be unrealistic to retrieve independently
these 624 variables from the small number of microwave
channels (and even lower number of independent pieces of
information in the observations, see Section II-E). Therefore,
a PCA technique was used to reduce the size of the outputs
in the retrieval algorithm, by using the strong dependencies
(correlations) that exist between the vertical layers in the pro-
file, and among the hydrometeor types. In order to represent
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FIGURE 14. Retrieval relative (2 top rows) and absolute (2 bottom rows) errors per bin of 0.01, 0.04, 0.04, 0.04, 0.02, and 0.06 kg/m2 for IWP,
SWP, RWP, GWP, CWP, FWP, respectively, with ICI-only and ICI+MWI channels over sea and land.

99% of the 6 hydrometeor profiles variance, 35 components
are necessary over sea and 42 components over land. Note
that the PCA has been performed over all the hydrometeor
profiles at once. ANNmodel is then used to retrieve, from the
microwave channels, these 35 or 42 components that are then
reversed into the original coordinates to obtain the hydrome-
teor profiles. It should be noted that only 4 (resp. 6) pieces of
information were present in the ICI-only (resp. ICI+MWI)

channel-configuration (Section II-E) so obviously, only the
dominant part of the profile variability can be retrieved, not
the details (e.g., vertical inversions in the profiles or subtle
structures in the atmospheric column).

2) RESULTS
Figure 15 shows the initial and retrieved IWC, SWC, RWC,
GWC, CWC, and FWC profiles from the ICI+MWI channels
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FIGURE 15. Initial (left) and retrieved (right) IWC, SWC, RWC, GWC, CWC, and FWC profiles from the
ICI+MWI channels for case 11, along the transect between 8◦W and 9◦W.

(with no instrumental noises), for case 11, along the transect
between 8◦W and 9◦W. The vertical structures of the cloud
system, especially the convective core, are well reproduced,
with a similar amount and location of the frozen particles than
in the original WRF profiles. For the IWC profile retrieval,
the results imply that the retrieved IWCs are much larger
(up to 0.15 kg/m3) than the initial ones (up to 0.08 kg/m3).

This overestimationmight be because the NN retrieval cannot
separate the contribution of the ice from the other frozen
hydrometeors in the brightness temperatures. For the liq-
uid profile retrievals, the NN underestimates their contents,
with limited vertical structures compared to the initial ones.
Overall, the retrieval algorithm can capture the major struc-
ture of frozen phase profiles. Considering the number of
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pieces of information required to fully represent the hydrom-
eteor profiles, and the information content of the satellite
observations, the retrieval of the six hydrometeor profiles
remains a true challenge. Our retrieval gives one profile solu-
tion (i.e., the simplest andmost regular profiles) among all the
possible ambiguous ones. This is the only possible strategy,
unless an independent source of information is added such as
a model in the variational assimilation context.

IV. CONCLUSIONS AND PERSPECTIVES
The second generation of the EUMETSAT-EPS-SGwill carry
an instrument, ICI, with channels between 183 and 664 GHz.
It will provide unprecedented measurements in the sub-
millimeter spectral range above 200 GHz, contributing to an
innovative characterization of the frozen phase in the clouds.
This study is a contribution to the preparation of this upcom-
ing satellite sub-millimeter imager, with the development of
a statistical retrieval algorithm of the cloud frozen water con-
tent, based on NN methodologies. Combination of ICI and
MWI observations has also been explored, with frequencies
from 19 to 664 GHz.

The retrieval database is derived from ARTS radiative
transfer simulations, fed with a detailed and realistic descrip-
tion of the atmospheric profiles from the WRF cloud resolv-
ing model, for twelve European mid-latitude cases. When
coupling these two models, special attention has been paid
to the selection of the microphysics scheme in WRF and the
calculation of the SSPs in ARTS. The WRF WSM6 micro-
physical scheme has been selected: it predicts the mixing
ratios of five hydrometeors (cloud ice, snow, graupel, rain,
and cloud water). A DDA pre-calculated database from Hong
provides realistic SSPs for snow particles. The performance
of the coupling results has been evaluated by comparison
with existing satellite observations up to 190 GHz with
SSMIS. A good agreement has been obtained for the twelve
cases at the investigated frequencies, giving us confidence
in these WRF+ARTS simulations. The retrieval database
prepared with the WRF+ARTS models includes the atmo-
spheric variables of interest describing the 12 cases and the
corresponding simulated brightness temperatures at ICI and
MWI channels. The statistical quality of the database, as
well as the information content of the simulated brightness
temperatures have been investigated, with PCA and correla-
tion analyses. A NN classifier and a NN retrieval algorithm
are developed to detect and quantify each cloud hydrome-
teor quantity, trained on the WFR+ARTS database, for ICI-
only and for ICI+MWI channels. The classifier gives very
satisfactory accuracy in detecting the cloud frozen hydrom-
eteors when using ICI-only channels, with an accuracy of
∼90 % of the cloud detection over land and ocean. For the
cloud hydrometeor quantification, the retrieved cloud frozen
phase contents is satisfactory with ICI-only channels for
IWP above 0.05 kg/m2. The absolute error is larger than
0.04 kg/m2 for IWP less than 0.05 kg/m2, showing the
difficulty in lower IWP retrieval. The relative error for the
retrieved integrated frozen water content (FWP) is below

∼40% for 0.1 kg/m2 < FWP < 0.5 kg/m2 and below ∼20%
for FWP > 0.5 kg/m2. Adding the MWI channels improves
the detection and quantification essentially for the cloud
liquid phase, as expected. For the hydrometeor profiles, the
retrieval algorithm can capture the major vertical structures
of the cloud profile, but fails to detect the details.

This work is based on realistic simulations with the
WRF+ARTS models, along with a carefully crafted retrieval
methodology, to obtain a valid assessment of the retrieving
capacity of the ICI and MWI instruments. The simulations
(training and test databases) of 12 diverse and representative
events have been compared and validated with existing satel-
lite observations up to 200 GHz (which is rarely done in this
field). This largely limits the sources of uncertainty. However,
some sources of uncertainty have not yet been accounted for,
which may affect the retrieval performance. The instrumental
noises have been taken into account in the retrieval, but not
the uncertainties in WRF modeling / parameterization and in
the radiative transfer modeling with ARTS. This could have
a major impact on the retrieval performance. We concen-
trated so far on European situations. With TRMM, studies
focused on the Tropical regions and mid-latitude situations
were deserving special attention. Tropical situations as well
as polar cases will be added to the database. For that, it
is advised again to simulate real scenes observed by the
current satellites, for an evaluation of the radiative transfer
simulations up to 200 GHz. An aircraft demonstrator of ICI,
the International Sub Millimeter-wave Airborne Radiometer
(ISMAR), has been flown during three campaigns on board
the FAAM aircraft, with measurements from 118 to 664 GHz.
Several flights were designed for the cloud and precipitation
studies. Our retrieval could be adapted to aircraft situations
and tested with ISMAR observations.
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