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Abstract

We are entering a new era of data mining in which the main challenge is the storing and
processing of massive data: this is leading to a new promising research and industry field
called Big data. Data are currently a new raw material coveted by businesses of all sizes and
all sectors. They allow organizations to analyze, understand, model and explain phenomena
such as the behavior of their users or customers. Some companies like Google, Facebook,
LinkedIn and Twitter are using user data to determine their preferences in order to make
targeted advertisements to increase their revenues.

This thesis has been carried out in collaboration between the laboratory L2TI! and Work4?,
a French-American startup that offers Facebook recruitment solutions. Its main objective
was the development of systems recommending relevant jobs to social network users; the
developed systems have been used to advertise job positions on social networks.

After studying the literature about recommender systems, information retrieval, data mining
and machine learning, we modeled social users using data they posted on their profiles, those
of their social relationships together with the bag-of-words and ontology-based models. We
measure the interests of users for jobs using both heuristics and models based on machine
learning. The development of efficient job recommender systems involved to tackle the
problem of categorization and summarization of user profiles and job descriptions.

After developing job recommender systems on social networks, we developed a set of systems
called Work4Oracle that predict the audience (number of clicks) of job advertisements posted
on Facebook, LinkedIn or Twitter. The analysis of the results of Work4Oracle allows us to find
and quantify factors impacting the popularity of job ads posted on social networks, these
results have been compared to those of the literature of Human Resource Management.

All our proposed systems deal with privacy preservation by only using the data that social
network users explicitly allowed to access to; they also deal with noisy and missing data of
social network users and have been validated on real-world data provided by Work4.

Keywords: Social network analysis, Job recommender systems, Audience of job ads, Data
mining, Facebook, LinkedIn, Twitter

Laboratoire de Traitement et Transport de I'Information (http://www-12ti.univ- paris13.fr).
2http:/ /www.work4labs.com
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Résumé

Nous sommes a I'aube d'une nouvelle eére du data mining, celle du stockage, traitement,
analyse et exploitation des données massives que I'’on appelle Big Data. Les données sont
devenues une nouvelle matiére premiere, trés prisée par des entreprises de tout type et de
toute taille a travers le monde ; elles permettent d’analyser, de comprendre, de modéliser et
d’expliquer certains phénomeénes comme le comportement et les préférences des utilisateurs
ou clients d'une entreprise donnée. La compréhension des préférences des utilisateurs et des
clients d'une entreprise permet de leur proposer de la publicité ciblée afin d’augmenter les
ventes et la satisfaction des clients et ainsi pouvoir améliorer les revenues de I’entreprise, ce
que les géants du Web comme Google, Facebook, LinkedIn et Twitter ont bien compris.
Cette thése de doctorat a été réalisée dans le cadre d'une convention CIFRE! entre le labora-
toire L2TI? de 'université Paris 13 et la start-up franco-américaine Work4> qui développe des
applications de recrutement sur Facebook. Son objectif principal était la mise au point d'un
ensemble d’algorithmes et méthodes pour proposer aux utilisateurs des réseaux sociaux les
offres d’emploi les plus pertinentes.

Le développement de nos algorithmes de recommandation a nécessité de surmonter de
nombreuses difficultés telles que le préservation de la vie privée des utilisateurs des réseaux
sociaux, le traitement des données bruitées et incompléetes des utilisateurs et des offres d’em-
ploi, la difficulté de traitement des données multi-langues et, plus généralement, la difficulté
d’extraire automatiquement” les offres d’emploi pertinentes pour un utilisateur donné parmi
un ensemble d’offres d’emploi. Les systémes développés durant cette theése sont principale-
ment basés sur les techniques de systemes de recommandation, de recherche documentaire,
de fouille de données et d’apprentissage artificiel ; ils ont été validés sur des jeux de données
réels collectés par 'entreprise Work4.

Dans le cadre de cette étude, les utilisateurs d'un réseau social sont liés a trois types entités :
les offres d’emploi qui leur sont pertinentes, les autres utilisateurs du réseau social auxquels ils
se sont liés d’amitié et les données personnelles qu’ils ont publiées sur leurs profils. Les profils
des utilisateurs des réseaux sociaux et la description de nos offres d’emploi sont constitués de
plusieurs champs contenant des informations textuelles.

Apres une étude de la littérature, nous avons modélisé les utilisateurs et offres d’emploi en
utilisant les approches « sac de mots » et les modeles basés sur les ontologies. Nous avons

1Conventions Industrielles de Formation par la REcherche.

2Laboratoire de Traitement et Transport de I'Information (http://www-12ti.univ-paris13.fr).
3http:/ /www.work4labs.com

4En utilisant des algorithmes et des modéles mathématiques.



estimé les importances des différents champs (des utilisateurs et des offres d’emploi) dans
le processus de recommandation d’offres d’emploi et avons estimé la pertinence des offres
d’emploi pour les utilisateurs en utilisant a la fois des heuristiques et des modéles basés sur
les techniques d’apprentissage artificiel.

Nous avons terminé cette these par le développement d'un ensemble de systémes prédictifs
appelés Work4Oracle capables d’estimer ’audience (nombre de clics) qu’obtiendrait une
offre d’emploi postée sur Facebook, LinkedIn ou Twitter. Ces systemes combinent a la fois
les techniques de systemes de recommandation et les méthodes d’apprentissage artificiel.
Les résultats nous ont permis de quantifier les facteurs qui influent sur 'audience (donc
I'attractivité) des offres d’emploi postées sur les réseaux sociaux.

Toutes les données utilisées par nos différents algorithmes ont été explicitement autorisées
par les utilisateurs des réseaux sociaux correspondants afin de respecter leur vie privée.

Mots clefs : Analyse des réseaux sociaux, Systemes de recommandation d’offres d’emploi,
Audience des offres d’emploi, Fouille de données, Facebook, LinkedIn, Twitter
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|} Introduction

“We're entering a new world in which data may be more important than software."

- Tim O’Reilly, Founder and CEO of O’Reilly Media

Contents
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1.2 Contributionsofthisthesis . ........... ... .. i 6
1.3 Organizationofthemanuscript ........... .00 8

1.1 Background and motivation

The world is increasingly becoming more digital and connected and, as a result, an ever
increasing amount of data is being generated by individuals and companies alike [Tapscott,
2008]. Many of our daily actions are stored in the databases of one or more organizations (the
websites one browses, the products/items one buys or likes, the public transportation people
use, the persons one calls, the duration and content of calls, emails people send or receive,
etc.). Collecting, storing and processing huge amounts of data is leading to a new promising
research and industry field known as Big Data [Bollier and Firestone, 2010; Mayer-Schonberger
and Cukier, 2013]. Data allow companies to analyze, understand and model the behavior of
their users and customers and then make targeted advertisements to increase their incomes,
benefits and customer satisfaction. Data are transforming the businesses. Based on this
observation, many companies around the world are collecting huge amounts of data. Among
them, we have Facebook, one of the most popular social networks in the world nowadays;
according to the company’s official statistics, it counts more than a billion of users around the
world in 2015 [Facebook, 2015]. Two other current popular social networks are LinkedIn and
Twitter, counting hundreds of millions of users [LinkedIn, 2015; Twitter, 2015].

A social network site can be defined as a web-based service [Boyd and Ellison, 2008] that allows
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users to construct profiles (public or semi-public), to share connections with other users and
to view and traverse lists of connections made by others in the system. Information posted by
social network users on their profiles such as personal description, education history, work
history, posts, likes, ratings given to items and the information about their social relations
(friends, followers, ...) on the social network can be exploited by a recommender system to
infer their interests for items. Recommender systems are often defined as software that elicit
the interests of individual consumers for products, either explicitly or implicitly, and make
recommendations accordingly [Xiao and Benbasat, 2007]. They have been popularized by
Amazon.com’ and Netflix? and have many practical applications [Bennett et al., 2007; Linden
et al., 2003] that help users deal with information overload, and thus they have become an
active research field for two decades.

Social network data are becoming important for many companies around the world and are
often used to determine the interest of social network users for items in order to propose
or advertise items to them. Based on this observation, Work4?> (see the presentation in the
chapter 2), a French-American software company has been founded in 2010 on a simple idea
“malke every Facebook user a recruiter and a candidate”. It offers Facebook recruitment solu-
tions. This thesis has been carried out in collaboration between Work4 and L2TI (Laboratoire
de Traitement et de Transport de I'Information, a French computer science laboratory). It had
two main objectives:

1. Define and develop a set of algorithms for job recommendation on social networks,
mainly on Facebook and LinkedIn.

2. Define and develop a set of algorithms to predict the audience of job ads posted on
social networks and find out the factors impacting these audience in order to optimize
job ad campaigns (on Facebook, LinkedIn and Twitter).

Recommending jobs to social network users is a very complex task involving the combination
of different techniques from recommender systems, natural language processing (job descrip-
tions are written is a natural language), automatic text processing, data mining and machine
learning. It requires to deal with missing, noisy data:

* Users generally use some social networks (like Facebook and Twitter) for fun, not for a
professional purpose. As a result, they generally do not completely fill the fields of their
profile pages that are interesting for the task of job recommendation (Education and
Work history fields for instance). Some users publish fake information on these social
networks which makes very difficult the task of recommending jobs to them.

* On Facebook, friends of a user are professionally heterogeneous (in other words, users
have generally many friends whose professional skills are different from theirs), this

Ihttp:/ /www.amazon.com
2https:/ /www.netflix.com
3http:/ /www.work4labs.com
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makes difficult the use of friends’ data to improve users’ profiles in the task of job
recommendation.

¢ LinkedIn is professionally-oriented but due to privacy concern, we can only access data
in some specific fields, this limits us to take a full advantage of LinkedIn data.

¢ Some job descriptions are poorly written and lack of context about their related com-
panies and industries. These job descriptions are difficult to understand and process
even for a human. Figure 1.1 shows an example of a poorly written job description in
our databases, the automatic detection of poorly written job descriptions is sometimes
difficult.

Mule ESB
]

Description
Strong design and development skills.

Ability to design and deveiop flows.
Effectively communicates to internal and external stake-holders.

Minimum gualification - 10+5 years graduation with atieast 4 years of relevant
experience.

Qualifications

grad
I'm interested o [

Figure 1.1 — An example of a poorly written job description. One can notice that such a job
description is difficult to match with social network users, even for a human.

e We have a very sparse user-job matrix, containing the information about the interest of
users for jobs. The sparsity rate is greater than 99.8% in our collected datasets: we are
facing a cold-start recommendation problem (see section 3.1) in which recommendations
are made based on few available information about users’ preferences.

Since we are dealing with missing, noisy data, we need to develop methods that are robust to
noises and missing data.

One of the main concerns about using social networks for recommendation is the fact that
we have to deal with privacy preservation. We can only use data that users explicitly share.
Our Facebook users have authorized the Work4’s applications to access data in 5 fields (see
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section 2.2): Work, Education, Quote, Bio, and Interests. LinkedIn users have only authorized
3 fields (see section 2.2): Headline, Educations, Positions. Our job descriptions have 3 fields:
Title, Description, Responsibilities. Figures 1.3, 1.4 and 1.5 respectively show an example
of a Facebook profile, a LinkedIn profile and a job description while Figure 1.2 depicts the
modeling of our job recommendation process.

Job #1
* Title
* Description
* Responsibilities

Work Job #N

Education Headline * Title

Bio Positions * Description
Interests Educations + Responsibilities
Quote

Figure 1.2 — Modeling of the process of recommending jobs to social network users. A Facebook
or LinkedIn user can be linked to other social network users (friends, social connections, etc.);
his profile is composed with several fields generally containing textual information.

.. About ’
Work and Education # Edit Places Lived
wos  Workéd R G Edit
Research Engineer - San Francisco, California 94‘ Paris, France

« Current City
Dassault Systémes —
n
Software Engineer Intern - Apr 2011 to Oct 2011

>m: Pierre-and-Marie-Curie University

Class of 2011 - Computer Science - Artificial Intelligence -
Data mining - Paris, France

Add Your Hometown

’ Université Joseph Fourier Grenoble 1 (UJF)
Class of 2009 - Saint-Martin-d'Héres # Add Place

Figure 1.3 — An example of a Facebook profile. We note three fields (Work, Education, Places
lived) with their sub-fields: company name, position, start date, end date, location, class of,
college/university/school name, description and concentrations.

Matching a job with a user (in general) is a multidimensional problem involving to deal with

4
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a Expérience

Data Scientist WORK4"
Work4

Juillet 2012 — Avjourd'hui (2 ans 9 mais) | Région de Paris , France

Developed a set of job recommender systems for social network users; these recommender systems are
fooused on Facebook and Linked|n; they use various information retrieval technigues, dala
representation, ontologies and machine learning technigues. Then, | developed a set of machine
learning-based systems called Work4QOracle that predict an estimation of the audience (number of clicks)
of job ads posted on social networks. The analysis of the results of Work4Oracle allows to find out and
quantify the factors impacting the popularity of ads on Social networks.

& Formation

Université Paris Nord- Paris 13 i
Doctor of Philosophy (PhD), Applied Mathematics, data mining ( =
2012 - 2015 -

This thesis was focused on the development of methods for job recommendation on social networks and
the prediction of the audience (number of clicks) of job ads posted on social networks; we focus on
Facebook, Linkedin and Twitter. We are using various machine learning, ontologies and information
refrieval methods o model users and jobs in order to improve our job recommendations.

This PhD thesis has been carried out in collaboration between the company Workd and L2TI
(Laboratoire de Traitement et de Transport de ['information), a French computer science laboratory.

Keywords: Recommender systems, Machine Learning, Data mining, Social Network Analysis, Information
retrieval.

Université Pierre et Marie Curie (Paris VI)
Master intelligence Artificielle et Décision, Mathematics and Computer Science

2009 - 2011

Université Joseph Fourier (Grenoble I)
Licence Math-Info, Mathematique, Physique, Informatique Y P

2006 — 2009

Figure 1.4 — An example of a LinkedIn profile with Positions and Educations fields and their

sub-fields.

several layers of matching:

¢ Education of users vs. Education required by jobs.

¢ Experience of users vs. Experience required by jobs.

o Skills of users vs. Skills required by jobs.

* Users’ spoken languages vs. Languages required of jobs.

¢ Locations preferred by users vs. Locations of jobs.

¢ Users’ preferred industries vs. Industries of jobs.

¢ Salary that users want vs. Salary of jobs.



Chapter 1. Introduction

Web Designer Integrator Intern
WORK4"  paris - Product - Internship

Description

Who You Are

* Experience with HTML, CSS, and Javascript

* Strong portfolio from school, side projects, or work

* Experience with UI/UX and visual design

* Passionate about solving user problems

* Proactive, with a bias towards shipping ("done is better than perfect”)

* Excellent verbal and written communication skills to articulate your design
decisions

* Strong knowledge of English

Responsibilities:

* Take conceptual ideas and create simple and elegant design flows and
experiences for any Facebook user

* Create high fidelity prototypes for our engineering team

* Work closely with PMs, engineers and the executive team to improve the user
experience of a product

Figure 1.5 — An example of a job with the Title, Description and Responsibilities fields.

e Characteristics of users’ ideal companies vs. Characteristics of companies offering jobs.
We know that some users prefer working in big companies while others like small ones
or even startups.

We also have to deal with the temporal aspect of job recommendation to users: the profiles of
users are dynamic. The following example shows the evolution of the profile of a user: software
engineer — senior software engineer — manager — CTO. In this study, we only focus on some
dimensions since we have not all the data required to deal with all the dimensions mentioned
above.

In this thesis, we also tackle the problem of estimating the audience of job ads posted on
social networks and finding out the hidden factors impacting their audience. Being able to
predict the audience of job ads allows us to help customers to optimize their job ad campaigns.
This task is very complex too and requires the use of techniques from recommender systems,
machine learning, human resource management and data mining. Here, we also deal with the
problem of noisy, missing data of social network users and job descriptions, the problem of
privacy preservation and the problem of multiple criteria job matching (mentioned above).

1.2 Contributions of this thesis

After studying the literature about recommender systems (see the paper [Bernardes et al.,
2014]), data mining, social network analysis, artificial intelligence, machine learning and

6
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information retrieval, we proposed several models for social network users, jobs and job ads.
We used the different proposed models for social network users and jobs to develop a set
of algorithms for job recommendation on social networks: some developed recommender
systems are based on heuristic similarity functions while others use models learnt from our
data using machine learning algorithms.

After developing job recommender systems, we proposed a modeling of job advertisements,
and then designed and studied a set of systems that predict the audience of job ads posted
on social networks: they are mainly based machine learning, techniques for recommender
systems and our proposed vector models for job ads. The analysis of the results of proposed
systems allows us to find out and quantify the hidden factors impacting the audience of job
ads on social networks.

All our experiments have been conducted on real-world datasets collected by the company
Work4 and their results allow us to obtain following contributions:

1. Our first series of experiments reveal that heuristic similarities used to recommend jobs
to social network users give results that could be improved (especially for Facebook
users). We estimate the importance of each field of users and jobs in the task of job rec-
ommendation and show that selecting variables (fields) according to their importance
allows to slightly and significantly improve the quality of our job recommendation to
social network users. These results have been published in [Diaby and Viennet, 2014a;
Diaby et al., 2013, 2014].

2. Then, we show that the use of basic social recommendation methods (use of friends’
data to enrich users’ profiles) failed to improve our results, however the use of Rocchio’s
method to enrich users’ vectors with related jobs’ data (Relevance Feedback) improves
the results. Our experiments on machine learning show that the use of Support Vector
Machine (SVM) significantly improves the quality of our job recommendation. This
method outperforms two state-of-the-art recommendation techniques: a Collabora-
tive Filtering method and a hybrid recommender system (Collaborative Topic Regres-
sion) [Wang and Blei, 2011]. The conclusions of these studies have been published
in [Diaby et al., 2014].

3. We also propose a new representation of social network users and job descriptions based
on the taxonomy O*NET (see appendix B), suited to the task of job recommendation;
this representation is an alternative to TF-IDE The proposed representation model is an
efficient dimensionality reduction method in the task of job recommendation. We then
generalized this vector model to a multilayer vector model including additional features
like abilities, skills and interests. We published these results in [Diaby and Viennet,
2014b, 2015c].

4. We design and study a series of decision-making systems called Work4Oracle that es-
timate the audience of job advertisements posted on Facebook, LinkedIn and Twitter.

7
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To develop these systems, we propose a generic model for job ads on social networks.
The analysis of the results of Work4Oracle allows us to find out the hidden factors im-
pacting the audience of job ads on social networks. These studies led to two papers: one
accepted for publication [Diaby and Viennet, 2015a] and the other under review [Diaby
and Viennet, 2015a,b].

1.3 Organization of the manuscript

We present in the next chapter (chapter 2) the company Work4 and its products, this chapter
depicts the context of social media-based recruitment and its related problems and describes
the different social networks on which Work4’s applications are based.

The chapter 3 presents the state-of-the-art of recommender systems: we describe different
categories of recommender systems (content-based systems, collaborative filtering, hybrid
systems, social and trust recommendation engines) and discuss their strengths and weak-

nesses.

The chapter 4 provides a state-of-the-art of information retrieval and data mining and knowl-
edge discovery in databases, it presents data representation models and machine learning
algorithms we used to develop our different systems.

The chapter 5 presents our proposed models for social network users and job descriptions and
the proposed job recommender systems. It also compares our methods to two state-of-the-art
recommendation techniques and discuss the strengths and weaknesses of studied systems.

We present in the chapter 6 our developed systems to predict the audience of job ads posted
on social networks and an analysis of their results. This chapter discusses the different factors
impacting the audience of job ads on social networks.

We finally conclude the work done in this thesis in the chapter 7 by discussing the strengths
and weaknesses of our proposed methods and presenting the future directions.
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“We’re making everyone a recruiter, everyone a candidate."”

- Stéphane Le Viet, founder and CEO of Work4
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2.1 Introduction

This thesis has been carried out in collaboration with Work4' and L2TI? as presented in the
previous chapter. It was focused on the development of job recommender systems on social
networks and systems predicting the performance of job ads posted on Facebook, LinkedIn
and Twitter.

Ihttp:/ /www.work4labs.com
2Laboratoire de Traitement et Transport de I'Information (http:/ /www-12ti.univ-paris13.fr)



Chapter 2. Presentation of the company Work4

Work4 is a software company founded in 2010 in Paris by Stéphane Le Viet, it has currently two
offices: one in Paris (France) and the other in San Francisco (California, USA). The company
offers Facebook recruitment solutions and its vision is “Make every Facebook user a recruiter
and candidate”. During the 3 years of this thesis, Work4 has developed several recruitment
tools (based on Facebook, LinkedIn and Twitter) including Work4us, Smart Sort, Smart
Share, ERP, Other Jobs, Job Card, SJS-Recruiter, GraphSearch-Recruiter, Social Referrals.
This chapter describes the different social networks on which the Work4’s recruitment tools
are based, the way our data are collected and how the privacy are managed on these social
networks in the section 2.2; the section 2.3 presents the different recruitment tools developed
by Work4 during these last years.

2.2 Social networks on which Work4’s applications are based

The (web) applications developed by Work4 are mainly based on Facebook®, so they need
a Facebook account to be set up and managed. Hadley defines a (web) application as a
HTTP-based application (software) whose interactions are amenable to machine processing.

The first time a user, client or customer uses a Work4’s application, he needs to connect with
his Facebook account, then he is asked to authorize the application to access the information
in some parts (fields) of his Facebook profile as shown by Figure 2.1. For all our applications,
we need at least Facebook basic permissions access.

It is important to note that our applications only use the data that social network users have
explicitly authorized to access since without explicit authorizations, we cannot access the data
in their profiles.

In 2012 and 2013, when our data have been collected, we have used Facebook basic permissions
access which allowed to access information in Work, Education, Quote, Bio and Interests
fields of users’ profiles. It also allowed to access friend list of users and information like the
first and last name of users. Recently (in 2014), Fa