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Abstract
We are entering a new era of data mining in which the main challenge is the storing and

processing of massive data: this is leading to a new promising research and industry field

called Big data. Data are currently a new raw material coveted by businesses of all sizes and

all sectors. They allow organizations to analyze, understand, model and explain phenomena

such as the behavior of their users or customers. Some companies like Google, Facebook,

LinkedIn and Twitter are using user data to determine their preferences in order to make

targeted advertisements to increase their revenues.

This thesis has been carried out in collaboration between the laboratory L2TI1 and Work42,

a French-American startup that offers Facebook recruitment solutions. Its main objective

was the development of systems recommending relevant jobs to social network users; the

developed systems have been used to advertise job positions on social networks.

After studying the literature about recommender systems, information retrieval, data mining

and machine learning, we modeled social users using data they posted on their profiles, those

of their social relationships together with the bag-of-words and ontology-based models. We

measure the interests of users for jobs using both heuristics and models based on machine

learning. The development of efficient job recommender systems involved to tackle the

problem of categorization and summarization of user profiles and job descriptions.

After developing job recommender systems on social networks, we developed a set of systems

called Work4Oracle that predict the audience (number of clicks) of job advertisements posted

on Facebook, LinkedIn or Twitter. The analysis of the results of Work4Oracle allows us to find

and quantify factors impacting the popularity of job ads posted on social networks, these

results have been compared to those of the literature of Human Resource Management.

All our proposed systems deal with privacy preservation by only using the data that social

network users explicitly allowed to access to; they also deal with noisy and missing data of

social network users and have been validated on real-world data provided by Work4.

Keywords: Social network analysis, Job recommender systems, Audience of job ads, Data

mining, Facebook, LinkedIn, Twitter

1Laboratoire de Traitement et Transport de l’Information (http://www-l2ti.univ-paris13.fr).
2http://www.work4labs.com
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Résumé
Nous sommes à l’aube d’une nouvelle ère du data mining, celle du stockage, traitement,

analyse et exploitation des données massives que l’on appelle Big Data. Les données sont

devenues une nouvelle matière première, très prisée par des entreprises de tout type et de

toute taille à travers le monde ; elles permettent d’analyser, de comprendre, de modéliser et

d’expliquer certains phénomènes comme le comportement et les préférences des utilisateurs

ou clients d’une entreprise donnée. La compréhension des préférences des utilisateurs et des

clients d’une entreprise permet de leur proposer de la publicité ciblée afin d’augmenter les

ventes et la satisfaction des clients et ainsi pouvoir améliorer les revenues de l’entreprise, ce

que les géants du Web comme Google, Facebook, LinkedIn et Twitter ont bien compris.

Cette thèse de doctorat a été réalisée dans le cadre d’une convention CIFRE1 entre le labora-

toire L2TI2 de l’université Paris 13 et la start-up franco-américaine Work43 qui développe des

applications de recrutement sur Facebook. Son objectif principal était la mise au point d’un

ensemble d’algorithmes et méthodes pour proposer aux utilisateurs des réseaux sociaux les

offres d’emploi les plus pertinentes.

Le développement de nos algorithmes de recommandation a nécessité de surmonter de

nombreuses difficultés telles que le préservation de la vie privée des utilisateurs des réseaux

sociaux, le traitement des données bruitées et incomplètes des utilisateurs et des offres d’em-

ploi, la difficulté de traitement des données multi-langues et, plus généralement, la difficulté

d’extraire automatiquement4 les offres d’emploi pertinentes pour un utilisateur donné parmi

un ensemble d’offres d’emploi. Les systèmes développés durant cette thèse sont principale-

ment basés sur les techniques de systèmes de recommandation, de recherche documentaire,

de fouille de données et d’apprentissage artificiel ; ils ont été validés sur des jeux de données

réels collectés par l’entreprise Work4.

Dans le cadre de cette étude, les utilisateurs d’un réseau social sont liés à trois types entités :

les offres d’emploi qui leur sont pertinentes, les autres utilisateurs du réseau social auxquels ils

se sont liés d’amitié et les données personnelles qu’ils ont publiées sur leurs profils. Les profils

des utilisateurs des réseaux sociaux et la description de nos offres d’emploi sont constitués de

plusieurs champs contenant des informations textuelles.

Après une étude de la littérature, nous avons modélisé les utilisateurs et offres d’emploi en

utilisant les approches « sac de mots » et les modèles basés sur les ontologies. Nous avons

1Conventions Industrielles de Formation par la REcherche.
2Laboratoire de Traitement et Transport de l’Information (http://www-l2ti.univ-paris13.fr).
3http://www.work4labs.com
4En utilisant des algorithmes et des modèles mathématiques.
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estimé les importances des différents champs (des utilisateurs et des offres d’emploi) dans

le processus de recommandation d’offres d’emploi et avons estimé la pertinence des offres

d’emploi pour les utilisateurs en utilisant à la fois des heuristiques et des modèles basés sur

les techniques d’apprentissage artificiel.

Nous avons terminé cette thèse par le développement d’un ensemble de systèmes prédictifs

appelés Work4Oracle capables d’estimer l’audience (nombre de clics) qu’obtiendrait une

offre d’emploi postée sur Facebook, LinkedIn ou Twitter. Ces systèmes combinent à la fois

les techniques de systèmes de recommandation et les méthodes d’apprentissage artificiel.

Les résultats nous ont permis de quantifier les facteurs qui influent sur l’audience (donc

l’attractivité) des offres d’emploi postées sur les réseaux sociaux.

Toutes les données utilisées par nos différents algorithmes ont été explicitement autorisées

par les utilisateurs des réseaux sociaux correspondants afin de respecter leur vie privée.

Mots clefs : Analyse des réseaux sociaux, Systèmes de recommandation d’offres d’emploi,

Audience des offres d’emploi, Fouille de données, Facebook, LinkedIn, Twitter
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1 Introduction

“We’re entering a new world in which data may be more important than software."

- Tim O’Reilly, Founder and CEO of O’Reilly Media

Contents

1.1 Background and motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Contributions of this thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.3 Organization of the manuscript . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.1 Background and motivation

The world is increasingly becoming more digital and connected and, as a result, an ever

increasing amount of data is being generated by individuals and companies alike [Tapscott,

2008]. Many of our daily actions are stored in the databases of one or more organizations (the

websites one browses, the products/items one buys or likes, the public transportation people

use, the persons one calls, the duration and content of calls, emails people send or receive,

etc.). Collecting, storing and processing huge amounts of data is leading to a new promising

research and industry field known as Big Data [Bollier and Firestone, 2010; Mayer-Schönberger

and Cukier, 2013]. Data allow companies to analyze, understand and model the behavior of

their users and customers and then make targeted advertisements to increase their incomes,

benefits and customer satisfaction. Data are transforming the businesses. Based on this

observation, many companies around the world are collecting huge amounts of data. Among

them, we have Facebook, one of the most popular social networks in the world nowadays;

according to the company’s official statistics, it counts more than a billion of users around the

world in 2015 [Facebook, 2015]. Two other current popular social networks are LinkedIn and

Twitter, counting hundreds of millions of users [LinkedIn, 2015; Twitter, 2015].

A social network site can be defined as a web-based service [Boyd and Ellison, 2008] that allows
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Chapter 1. Introduction

users to construct profiles (public or semi-public), to share connections with other users and

to view and traverse lists of connections made by others in the system. Information posted by

social network users on their profiles such as personal description, education history, work

history, posts, likes, ratings given to items and the information about their social relations

(friends, followers, ...) on the social network can be exploited by a recommender system to

infer their interests for items. Recommender systems are often defined as software that elicit

the interests of individual consumers for products, either explicitly or implicitly, and make

recommendations accordingly [Xiao and Benbasat, 2007]. They have been popularized by

Amazon.com1 and Netflix2 and have many practical applications [Bennett et al., 2007; Linden

et al., 2003] that help users deal with information overload, and thus they have become an

active research field for two decades.

Social network data are becoming important for many companies around the world and are

often used to determine the interest of social network users for items in order to propose

or advertise items to them. Based on this observation, Work43 (see the presentation in the

chapter 2), a French-American software company has been founded in 2010 on a simple idea

“make every Facebook user a recruiter and a candidate”. It offers Facebook recruitment solu-

tions. This thesis has been carried out in collaboration between Work4 and L2TI (Laboratoire

de Traitement et de Transport de l’Information, a French computer science laboratory). It had

two main objectives:

1. Define and develop a set of algorithms for job recommendation on social networks,

mainly on Facebook and LinkedIn.

2. Define and develop a set of algorithms to predict the audience of job ads posted on

social networks and find out the factors impacting these audience in order to optimize

job ad campaigns (on Facebook, LinkedIn and Twitter).

Recommending jobs to social network users is a very complex task involving the combination

of different techniques from recommender systems, natural language processing (job descrip-

tions are written is a natural language), automatic text processing, data mining and machine

learning. It requires to deal with missing, noisy data:

• Users generally use some social networks (like Facebook and Twitter) for fun, not for a

professional purpose. As a result, they generally do not completely fill the fields of their

profile pages that are interesting for the task of job recommendation (Education and

Work history fields for instance). Some users publish fake information on these social

networks which makes very difficult the task of recommending jobs to them.

• On Facebook, friends of a user are professionally heterogeneous (in other words, users

have generally many friends whose professional skills are different from theirs), this

1http://www.amazon.com
2https://www.netflix.com
3http://www.work4labs.com
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1.1. Background and motivation

makes difficult the use of friends’ data to improve users’ profiles in the task of job

recommendation.

• LinkedIn is professionally-oriented but due to privacy concern, we can only access data

in some specific fields, this limits us to take a full advantage of LinkedIn data.

• Some job descriptions are poorly written and lack of context about their related com-

panies and industries. These job descriptions are difficult to understand and process

even for a human. Figure 1.1 shows an example of a poorly written job description in

our databases, the automatic detection of poorly written job descriptions is sometimes

difficult.

Figure 1.1 – An example of a poorly written job description. One can notice that such a job

description is difficult to match with social network users, even for a human.

• We have a very sparse user-job matrix, containing the information about the interest of

users for jobs. The sparsity rate is greater than 99.8% in our collected datasets: we are

facing a cold-start recommendation problem (see section 3.1) in which recommendations

are made based on few available information about users’ preferences.

Since we are dealing with missing, noisy data, we need to develop methods that are robust to

noises and missing data.

One of the main concerns about using social networks for recommendation is the fact that

we have to deal with privacy preservation. We can only use data that users explicitly share.

Our Facebook users have authorized the Work4’s applications to access data in 5 fields (see
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section 2.2): Work, Education, Quote, Bio, and Interests. LinkedIn users have only authorized

3 fields (see section 2.2): Headline, Educations, Positions. Our job descriptions have 3 fields:

Title, Description, Responsibilities. Figures 1.3, 1.4 and 1.5 respectively show an example

of a Facebook profile, a LinkedIn profile and a job description while Figure 1.2 depicts the

modeling of our job recommendation process.

Figure 1.2 – Modeling of the process of recommending jobs to social network users. A Facebook

or LinkedIn user can be linked to other social network users (friends, social connections, etc.);

his profile is composed with several fields generally containing textual information.

Figure 1.3 – An example of a Facebook profile. We note three fields (Work, Education, Places

lived) with their sub-fields: company name, position, start date, end date, location, class of,

college/university/school name, description and concentrations.

Matching a job with a user (in general) is a multidimensional problem involving to deal with
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Figure 1.4 – An example of a LinkedIn profile with Positions and Educations fields and their

sub-fields.

several layers of matching:

• Education of users vs. Education required by jobs.

• Experience of users vs. Experience required by jobs.

• Skills of users vs. Skills required by jobs.

• Users’ spoken languages vs. Languages required of jobs.

• Locations preferred by users vs. Locations of jobs.

• Users’ preferred industries vs. Industries of jobs.

• Salary that users want vs. Salary of jobs.
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Figure 1.5 – An example of a job with the Title, Description and Responsibilities fields.

• Characteristics of users’ ideal companies vs. Characteristics of companies offering jobs.

We know that some users prefer working in big companies while others like small ones

or even startups.

We also have to deal with the temporal aspect of job recommendation to users: the profiles of

users are dynamic. The following example shows the evolution of the profile of a user: software

engineer → senior software engineer → manager → CTO. In this study, we only focus on some

dimensions since we have not all the data required to deal with all the dimensions mentioned

above.

In this thesis, we also tackle the problem of estimating the audience of job ads posted on

social networks and finding out the hidden factors impacting their audience. Being able to

predict the audience of job ads allows us to help customers to optimize their job ad campaigns.

This task is very complex too and requires the use of techniques from recommender systems,

machine learning, human resource management and data mining. Here, we also deal with the

problem of noisy, missing data of social network users and job descriptions, the problem of

privacy preservation and the problem of multiple criteria job matching (mentioned above).

1.2 Contributions of this thesis

After studying the literature about recommender systems (see the paper [Bernardes et al.,

2014]), data mining, social network analysis, artificial intelligence, machine learning and

6
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information retrieval, we proposed several models for social network users, jobs and job ads.

We used the different proposed models for social network users and jobs to develop a set

of algorithms for job recommendation on social networks: some developed recommender

systems are based on heuristic similarity functions while others use models learnt from our

data using machine learning algorithms.

After developing job recommender systems, we proposed a modeling of job advertisements,

and then designed and studied a set of systems that predict the audience of job ads posted

on social networks: they are mainly based machine learning, techniques for recommender

systems and our proposed vector models for job ads. The analysis of the results of proposed

systems allows us to find out and quantify the hidden factors impacting the audience of job

ads on social networks.

All our experiments have been conducted on real-world datasets collected by the company

Work4 and their results allow us to obtain following contributions:

1. Our first series of experiments reveal that heuristic similarities used to recommend jobs

to social network users give results that could be improved (especially for Facebook

users). We estimate the importance of each field of users and jobs in the task of job rec-

ommendation and show that selecting variables (fields) according to their importance

allows to slightly and significantly improve the quality of our job recommendation to

social network users. These results have been published in [Diaby and Viennet, 2014a;

Diaby et al., 2013, 2014].

2. Then, we show that the use of basic social recommendation methods (use of friends’

data to enrich users’ profiles) failed to improve our results, however the use of Rocchio’s

method to enrich users’ vectors with related jobs’ data (Relevance Feedback) improves

the results. Our experiments on machine learning show that the use of Support Vector

Machine (SVM) significantly improves the quality of our job recommendation. This

method outperforms two state-of-the-art recommendation techniques: a Collabora-

tive Filtering method and a hybrid recommender system (Collaborative Topic Regres-

sion) [Wang and Blei, 2011]. The conclusions of these studies have been published

in [Diaby et al., 2014].

3. We also propose a new representation of social network users and job descriptions based

on the taxonomy O*NET (see appendix B), suited to the task of job recommendation;

this representation is an alternative to TF-IDF. The proposed representation model is an

efficient dimensionality reduction method in the task of job recommendation. We then

generalized this vector model to a multilayer vector model including additional features

like abilities, skills and interests. We published these results in [Diaby and Viennet,

2014b, 2015c].

4. We design and study a series of decision-making systems called Work4Oracle that es-

timate the audience of job advertisements posted on Facebook, LinkedIn and Twitter.
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To develop these systems, we propose a generic model for job ads on social networks.

The analysis of the results of Work4Oracle allows us to find out the hidden factors im-

pacting the audience of job ads on social networks. These studies led to two papers: one

accepted for publication [Diaby and Viennet, 2015a] and the other under review [Diaby

and Viennet, 2015a,b].

1.3 Organization of the manuscript

We present in the next chapter (chapter 2) the company Work4 and its products, this chapter

depicts the context of social media-based recruitment and its related problems and describes

the different social networks on which Work4’s applications are based.

The chapter 3 presents the state-of-the-art of recommender systems: we describe different

categories of recommender systems (content-based systems, collaborative filtering, hybrid

systems, social and trust recommendation engines) and discuss their strengths and weak-

nesses.

The chapter 4 provides a state-of-the-art of information retrieval and data mining and knowl-

edge discovery in databases, it presents data representation models and machine learning

algorithms we used to develop our different systems.

The chapter 5 presents our proposed models for social network users and job descriptions and

the proposed job recommender systems. It also compares our methods to two state-of-the-art

recommendation techniques and discuss the strengths and weaknesses of studied systems.

We present in the chapter 6 our developed systems to predict the audience of job ads posted

on social networks and an analysis of their results. This chapter discusses the different factors

impacting the audience of job ads on social networks.

We finally conclude the work done in this thesis in the chapter 7 by discussing the strengths

and weaknesses of our proposed methods and presenting the future directions.
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2 Presentation of the company Work4

“We’re making everyone a recruiter, everyone a candidate."

- Stéphane Le Viet, founder and CEO of Work4
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2.1 Introduction

This thesis has been carried out in collaboration with Work41 and L2TI2 as presented in the

previous chapter. It was focused on the development of job recommender systems on social

networks and systems predicting the performance of job ads posted on Facebook, LinkedIn

and Twitter.

1http://www.work4labs.com
2Laboratoire de Traitement et Transport de l’Information (http://www-l2ti.univ-paris13.fr)
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Chapter 2. Presentation of the company Work4

Work4 is a software company founded in 2010 in Paris by Stéphane Le Viet, it has currently two

offices: one in Paris (France) and the other in San Francisco (California, USA). The company

offers Facebook recruitment solutions and its vision is “Make every Facebook user a recruiter

and candidate”. During the 3 years of this thesis, Work4 has developed several recruitment

tools (based on Facebook, LinkedIn and Twitter) including Work4us, Smart Sort, Smart

Share, ERP, Other Jobs, Job Card, SJS-Recruiter, GraphSearch-Recruiter, Social Referrals.

This chapter describes the different social networks on which the Work4’s recruitment tools

are based, the way our data are collected and how the privacy are managed on these social

networks in the section 2.2; the section 2.3 presents the different recruitment tools developed

by Work4 during these last years.

2.2 Social networks on which Work4’s applications are based

The (web) applications developed by Work4 are mainly based on Facebook3, so they need

a Facebook account to be set up and managed. Hadley defines a (web) application as a

HTTP-based application (software) whose interactions are amenable to machine processing.

The first time a user, client or customer uses a Work4’s application, he needs to connect with

his Facebook account, then he is asked to authorize the application to access the information

in some parts (fields) of his Facebook profile as shown by Figure 2.1. For all our applications,

we need at least Facebook basic permissions access.

It is important to note that our applications only use the data that social network users have

explicitly authorized to access since without explicit authorizations, we cannot access the data

in their profiles.

In 2012 and 2013, when our data have been collected, we have used Facebook basic permissions

access which allowed to access information in Work, Education, Quote, Bio and Interests

fields of users’ profiles. It also allowed to access friend list of users and information like the

first and last name of users. Recently (in 2014), Facebook has changed its privacy settings4 (see

Figure 2.1). As a result, basic permissions access are no more sufficient to access information in

the fields of Facebook user profiles that are interesting for the task of job recommendation.

After authorizing the application to access the information in some fields of his Facebook

profile, the application asks the user, client or customer to link a LinkedIn profile to obtain

better job recommendation (see Figure 2.2a). Adding a LinkedIn profile allows the application

to access the information in 3 fields: Headline, Educations, Positions. Users can skip this

step since it is not mandatory. LinkedIn5 is more professionally-oriented, as a result, its data

might be much more interesting for job recommendation than Facebook ones.

3https://www.facebook.com
4https://developers.facebook.com/docs/facebook-login/permissions/v2.2
5https://www.linkedin.com

10



2.2. Social networks on which Work4’s applications are based

Figure 2.1 – An application requesting a “Basic permissions (public profile)” access to a

Facebook profile in March 2015.

Some applications developed by Work4 like Job Card (see section 2.3.6), SJS-Recruiter, Social

Referrals (see section 2.3.8) use Twitter6: these applications ask users to link their Twitter

accounts as shown by Figure 2.2b. This step is not mandatory, so can be skipped too.

(a) LinkedIn. (b) Twitter.

Figure 2.2 – An example of an application requesting permissions to access LinkedIn and

Twitter profiles.

After successfully adding his social network profiles, the application creates in our databases,

one or more entries (corresponding to the user) which contain:

• The user’s Facebook data (Work data, Education, Friend list, ...).

6https://twitter.com
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• His LinkedIn data (Headline, Educations, Connections, ...) if he has successfully added

his LinkedIn account.

• His Twitter data (Followers, ...) if he has successfully linked his Twitter account.

Our customers/clients use the application Work4us (see section 2.3.1) to publish their jobs on

Facebook which allows us to collect the data related to jobs. The description of Work4 jobs has

3 fields containing textual information: Title, Description, Responsibilities.

2.3 Social network-based recruitment tools developed by Work4

This section presents some of the recruitment tools developed by the company Work4 during

these last years.

2.3.1 Work4us and Work4ads

Work4Us is the core product of Work4, it allows companies to create their own career pages

directly on Facebook and publish their job offers on the created pages. Facebook users can

thus see, browse companies’ jobs and even apply directly on Facebook. Work4 also developed

Work4Ads, a tool allowing to create ad campaigns on Facebook with a budget and a targeting

system. Figure 2.3 shows the main interface of these two tools, namely Work4Us and Work4Ads.

2.3.2 Smart Sort

As presented previously, Work4Us allows companies to create their careers pages (on which

they can publish their jobs) on Facebook. The Smart Sort tool is based on Work4us, it allows

users to sort jobs on a career page from the most relevant to the less relevant jobs to their

Facebook profiles. Figure 2.4 shows an example of a career page using the application Smart

Sort.

2.3.3 Smart Share

Like the Smart Sort tool previously presented, Smart Share is also based on Work4Us, it allows

users to find the top 3 friends who match the most the description of a job on a Facebook career

page: user can then share the job with his 3 friends. Using Smart Share, Facebook users can link

their LinkedIn profile(s), which allows us to have LinkedIn users in our databases. Figure 2.5

shows an example of using the Smart Share tool to find friends matching the description of a

job.

12



2.3. Social network-based recruitment tools developed by Work4

Figure 2.3 – Main interface of Work4Us and Work4Ads that respectively allows companies to

create their Facebook career pages and make ad campaigns on Facebook.
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Figure 2.4 – An example of a career page using the Smart Sort tool.

Figure 2.5 – An example of matching friends with a job description using the Smart Share tool.
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2.3.4 ERP

ERP is a referral tool for HRs: employees of a given company can register their social network

profiles (Facebook and LinkedIn) in the ERP system. The system then extracts a list of jobs

(available positions at the company) matching the most the profiles of friends of employees

(on social networks). Every week, registered employees receive emails containing the names

of friends matching the available positions at the company. They can notify the concerned

friends by sharing the links of jobs or sending an email, the employee is rewarded by a bonus

in case of a successful referral. Figure 2.6 presents an example of emails sent by the ERP system

to a user.

Figure 2.6 – An example of an email sent by the ERP system.
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2.3.5 Other Jobs

This is simple application allowing users to define a list of their favorite jobs on a Facebook

job page. The tool automatically notifies users when new jobs similar to their favorite ones are

added to Facebook job pages.

2.3.6 Job Cards

This application transforms the description of a job into a card containing the map of the

location and other important information (see Figure 2.7). Then, the generated cards can be

posted on social networks. Transforming job descriptions into maps may make them more

attractive to social network users.

Figure 2.7 – An example of a job card generated by the Job Card tool.
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2.3.7 GSR: Graph Search for Recruiters

The Graph Search for Recruiter (GSR) is an advanced search tool developed by Work4 to source

and search specific talents on Facebook in a specific location, it is based on the Facebook

Graph Search7. Figure 2.8 shows an example of results that can be obtained using this tool.

Figure 2.8 – An example of results obtained using GSR to search “software engineers in Paris”.

2.3.8 Social Job Sharing for Recruiters (SJS-R) and Social Referrals

Social Job Sharing for Recruiter also known as SJS-R is a tool for HRs developed by Work4.

Recruiters register their Facebook profiles and select the list of jobs to share with their friends

and the frequency of posts and other filters. The application automatically posts jobs in the

defined job list on these social network profiles (Facebook or LinkedIn walls, tweet jobs for

Twitter). The posts done by this tool are visible to all friends of the posters.

7https://www.facebook.com/help/558823080813217
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Social Referrals is similar to SJS-R but is employee-centric. Another difference with SJS-R is

that posts are only visible to lists of selected friends of the posters. The friends are selected

based on one or more criteria (similarity with jobs, locations, etc.). Figure 2.9 shows the main

interface of Social Referrals.

Figure 2.9 – Main interface of Social Referrals.

2.4 Conclusion

We presented in this chapter the company Work4, at which we spent the last 3 years doing this

thesis in collaboration with the laboratory L2TI. We described how Work4’s applications are

managing privacy on social networks and how our different data are collected. We chose to

not talk about the company’s competitors since most of them are/were startups with unstable

business models: some went bankrupt while other changed their business model - BranchOut8

for instance, has been our competitor in the past but is not anymore since they have recently

changed their business model.

The next chapter presents the state-of-the-art of recommender systems and tackles all aspects

of recommendation engines.

8https://branchout.com
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3 Recommender Systems in the Litera-

ture

“If the Starbucks secret is a smile when you get your latte...

ours is that the Web site adapts to the individual’s taste."

- Reed Hastings, Co-founder and CEO of Netflix
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Chapter 3. Recommender Systems in the Literature

3.1 Introduction

The main objective of this thesis was the development of job recommender systems on social

networks. Xiao and Benbasat define recommender systems [Jannach et al., 2011] as software

that elicit the interests or preferences of individual consumers for products, either explicitly

or implicitly, and make recommendations accordingly. Melville and Sindhwani give a similar

definition: “the goal of a recommender system is to generate meaningful recommendations to

a collection of users for items or products that might interest them”.

Recommender systems [Jannach et al., 2011] emerged as an independent research area in

the mid-1990s [Adomavicius and Tuzhilin, 2005; Hill et al., 1995; Resnick et al., 1994], they

are mainly related to statistics [Hastie et al., 2009], information retrieval [Baeza-Yates and

Berthier, 1999; Salton et al., 1975], machine learning [de Campos et al., 2010; Hastie et al., 2009;

Salakhutdinov and Mnih, 2008], data mining [Han, 1996; Séguela, 2012] and other research

fields. They have many industrial applications that help users to deal with information

overload. Among these applications, we can cite:

• Recommendation of products on Amazon.com [Linden et al., 2003].

• Netflix’ movie recommendations [Bennett et al., 2007].

• Recommendation of jobs to social network users: Work4 [Diaby et al., 2013, 2014],

LinkedIn [Sumbaly et al., 2013].

Recommender systems are generally studied using a matrix of n users and m items [Melville

and Sindhwani, 2010] containing the values of interests of users for items as shown by Fig-

ure 3.1. The task of recommendation then consists of predicting the missing values in this

user-item matrix by finding a function f that measures the interest or usefulness of an item

for a user. Adomavicius and Tuzhilin formally state this function as follows:

f : U × I → R

u, i 7→ f (u, i ) (3.1)

where U and I are respectively the sets of users and items, u is a user, i is an item, f (u, i ) is the

interest of u for i and R is a totally ordered set.

One recommends to a given user u the list of TOP K items (those with the highest f (u, j )

for j ∈ I , K (an integer) ≥ 1. In the particular case of K = 1, we recommend to u the item

j⋆ = argmax j∈I f (u, j ). In this context, Wang and Blei define two types of recommendations:

1. In-matrix prediction which consists of recommending items that have been rated by at

least one user.

2. Out-of-matrix prediction in which recommendation algorithms recommend all items
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even those with no rating, this is a particular case of cold start recommendation which

consists of recommending items with few ratings or few descriptions to users.

One of the main current challenges in recommender systems remains the cold start recom-

mendation problem.

Figure 3.1 – Illustration of the task of recommending scientific articles to users (from [Wang

and Blei, 2011]), where ✓ refers to “like”, ✗ to “dislike”and ? to “unknown (to be estimated by a

recommender system)”. Figure on the left depicts an in-matrix prediction while that on the

right refers to an out-of-matrix prediction.

Adomavicius and Tuzhilin classified recommender systems into two main groups: rating-based

systems and preference-based filtering techniques.

Rating-based recommender systems focus on predicting the absolute values of ratings that

individual users would give to the unseen items. For instance, someone who rated the movies

“Star Wars” 9/10 and “The Matrix” 7/10 would rate “X-Men Origins” 6/10.

Contrasted to rating-based recommender systems, preference-based filtering techniques

predict the correct relative order of items for a given user. For instance, let assume the following

preferences for a given user: iPad 3 ≻ Galaxy S III ≻ Galaxy tab 2. Using the features of items

and the opinions of other users, a preference-based system can predict that after iPhone 5

release, the user’s new preferences would be: iPhone 5 ≻ iPad 3 ≻ Galaxy S III ≻ Galaxy tab 2.

In the literature of recommender systems, studies generally focus on rating-based recommen-

dations since a rating-based recommender system can output the relative order of items for a

user sorting the items by estimated interests of the user. This thesis is focused on rating-based

recommender systems due to the nature of our data.

Recommender systems are generally classified into four categories [Balabanovic and Shoham,

1997; Bobadilla et al., 2013; Kazienko et al., 2011]: content-based methods, collaborative filter-

ing, demographic filtering systems and hybrid approaches. Content-based and Demographic

filtering techniques are close in the way they work and are often grouped into the same cate-
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gory called content-based recommendation. In the literature, we can also find other categories

of recommender systems like knowledge-based recommender systems, social recommender

systems and trust recommender systems.

Data used in recommender systems are generally collected using at least one of the two

following approaches [Porcel et al., 2012]:

• Implicit collection of data: one can observe the behavior of users on a platform to

gather data that will be used by recommender systems. Example: when a user clicks on

a job description or apply to a job on a job-board, one can use this information to make

additional job recommendation to him.

• Explicit collection of data: in this approach, collected data are based on explicit feed-

back of users about items. Example: a recommender system can recommend new items

to a user using the items he liked in the past.

In this thesis, we use both implicit and explicit collected data to develop our job recommender

systems (see section 5.2).

The next sections present in details the different categories of recommender and point out

their advantages and limitations.

3.2 Collaborative Filtering Recommender Systems

Collaborative filtering systems use the opinion of a community of users similar to the active

user (the user for whom the recommendations are made) [Adomavicius and Tuzhilin, 2005;

Jannach et al., 2011; Lemire and Maclachlan, 2005; Mnih and Salakhutdinov, 2007]. Con-

versely, rating predictions of an item involves known ratings of similar users. Historical first

recommender systems have been collaborative filtering systems: Grundy system [Rich, 1979]

and GroupLens [Konstan et al., 1997]. According to [Melville and Sindhwani, 2010], the term

“collaborative filtering” has been introduced by [Goldberg et al., 1992]. Two key assumptions

behind collaborative methods [Jannach et al., 2011] are:

1. Preferences of users remain stable and consistent over time: this assumption is not

necessarily true in many practical applications of recommender systems in which users’

preferences can change, like in [Diaby et al., 2014] when recommending jobs to social

network users.

2. Users who had similar preferences in the past, will have similar preferences in the future.

Collaborative filtering methods are generally classified into two main groups [Breese et al.,

1998; Wang and Blei, 2011]: latent factor models and neighborhood methods. Latent factor

models use dimensionality reduction techniques like SVD [Golub and Reinsch, 1970] to
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make recommendations while neighborhood methods rely on similarity between users or

items to recommend items. The next two subsections present in details these two groups of

collaborative filtering methods.

3.2.1 Neighborhood Methods

Neighborhood collaborative recommendation methods are generally based on the use the

similarity heuristics to extract the preferences of similar users to make recommendations [Ado-

mavicius and Tuzhilin, 2005; Melville and Sindhwani, 2010]. They directly use the matrix of

ratings given by users to items to determine the preference of users. Neighborhood collabora-

tive filtering systems can be divided into two main families [Jannach et al., 2011]: user-based

methods and item-based approaches.

The rating ru,i that a user u would give to an item i in user-based methods [Wang et al., 2006;

Zhao and Shang, 2010] is computed following the 2 steps below:

1. Find a set Nk of the k most similar users to u who have rated item i (known as the

neighborhood of u in the literature). One can use a set all similar users.

2. Compute ru,i as an aggregation of the ratings that those k users gave to i , generally

following the equation:

ru,i = δu +

∑

u′∈Nk
wu,u′ × (ru′,i −δu′)
∑

u′∈Nk
wu,u′

(3.2)

where wu,u′ represents a similarity between u and u′, δu is an adjustment parameter

that is generally set to either 0 or r u and r u is the mean rating given by u.

Alternatively, item-based collaborative filtering approaches [Lemire and Maclachlan, 2005;

Linden et al., 2003] use the ratings given to items similar to active item to make recommen-

dations. Similarities between items are computed using the vector of users’ interactions

with items, contrasted to content-based systems (see section 3.3) where similarities between

items are computed using vectors from their associated information. Formally, in item-based

system, the prediction of the rating ru,i that a user u would gave to an item i follows:

1. Find a set Nk of the k most similar items to i that have been rated by u (known as the

neighborhood of i in the literature). One can use a set all similar items.

2. Compute ru,i as an aggregation of the ratings given to the k items, generally following

the equation:

ru,i = δu +

∑

i ′∈Nk
wi ,i ′ × (ru,i ′ −δu)
∑

i ′∈Nk
wi ,i ′

(3.3)
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where wi ,i ′ represents a similarity between i and i ′, δu is an adjustment parameter that

is generally set to either 0 or r u and r u is the mean ratings given by u.

In case of negative wu,u′ and wi ,i ′ , the equations (3.2) and (3.3) can be respectively modified

as follows [Adomavicius and Tuzhilin, 2005]:

ru,i = δu +

∑

u′∈Nk
wu,u′ × (ru′,i −δu′)

∑

u′∈Nk
|wu,u′ |

(3.4)

ru,i = δu +

∑

i ′∈Nk
wi ,i ′ × (ru,i ′ −δu)

∑

i ′∈Nk
|wi ,i ′ |

(3.5)

In the step 1 of both user-based and item-based collaborative filtering, the similarity between

users (using the vectors of ratings they gave to items) or items (using the vectors of ratings given

to items by users) can computed using various measures. The most used measures are cosine

similarity (see eq (4.15)) and Pearson correlation coefficient (PCC) (see eq (4.16)). Pearson

correlation coefficient is generally more popular in collabortive filtering community [Melville

and Sindhwani, 2010]: empirical studies showed that it generally performs better in this

context [Breese et al., 1998].

In the step 2, aggregation of ratings can be done using either heuristic aggregation functions

(memory-based collaborative filtering systems) or aggregation functions learnt from under-

lying data (model-based collaborative filtering systems) [Adomavicius and Tuzhilin, 2005;

Breese et al., 1998]. The most often used aggregation functions in the literature are: simple

average, weighted sum and adjusted weighted sum.

In the simple average, we set all wu,v to 1 and δu to 0 in equations (3.2) and (3.3), this is one

of the simplest aggregation method in the literature. A more complex aggregation method

is the weighted sum which uses the equations (3.2) and (3.3) by setting wu,u′ to similarity

between u and u′ and δu to 0. The main problem with simple average and weighted sum

aggregation methods is that they do not take into account the difference of scale of between

users’ ratings [Adomavicius and Tuzhilin, 2005]: some users tend to give higher ratings to

items while other give lower ratings; so the ratings computed using these two aggregation

methods can be affected by the difference of scale between users’ ratings. To address this

problem, the adjusted weighted sum has been used: it aggregates different ratings using the

equations (3.2) and (3.3) by setting wu,u′ to similarity between u and u′ and δu to r u where r u

is the mean ratings given by u.

At this point, a natural question is: when should we use item-based methods instead of user-

based recommender systems? The answer depends on the number of users and items in the

system - generally in industrial applications of collaborative filtering, the number of users is
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much more larger than that of items, in that case it might be more interesting to use item-based

systems since collaborative filtering methods badly scale (see section 3.2.3).

Additional to the techniques presented above, several other solutions have been proposed to

improve the recommendations made by neighborhood methods [Adomavicius and Tuzhilin,

2005; Melville and Sindhwani, 2010]:

• Due to the highly sparsity of the rating matrix, similarity between users or items are

computed using few amount of ratings: this could lead to unstable, inaccurate predic-

tors. Breese et al. propose to multiply similarity weights by a signifiance weighting

factor to decrease correlations based on few ratings: Melville and Sindhwani called this

signifiance weighting.

• Breese et al. also propose to replace missing values of ratings by default values when

computing similarity between items or users: this is known as default voting.

• To favor users with high similarity with the active user, one can use what is called case

amplification [Breese et al., 1998; Melville and Sindhwani, 2010]: the basic idea is to

transform the original weights wu,v to wu,v ×|wu,v |
ρ−1 where ρ ≥ 1 is the amplification

parameter.

3.2.2 Latent Factor Models

Instead of using heuristic similarity functions, collaborative filtering systems can use learnt

models to predict the preference of users for items: this is known as model-based recommen-

dation [Breese et al., 1998; de Campos et al., 2008; Kim et al., 2005; Su and Khoshgoftaar, 2009;

Xia et al., 2006]. Many techniques have been used in the literature, among them we can cite:

• Xia et al. design a collaborative filtering system based on support vector machine

(SVM) which is used to iteratively estimate missing ratings. This could be seen as an

improvement of the heuristic consisting of replacing missing values of ratings by default

values.

• Breese et al. propose a probabilistic model in which ratings are integer valued. The

model is then learnt using Bayesian networks.

• Kim et al. develop neural network-based collaborative methods: an user-based and

item-based methods.

Using learnt models leads to models that neatly fit data and therefore an improvement in

the quality of recommendations. However, learning a model involves to gather training data

which could be difficult in some applications.
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Matrix factorization [Koren et al., 2009; Melville and Sindhwani, 2010; Mnih and Salakhutdinov,

2007; Wang and Blei, 2011] is one of the most popular methods of model-based recommender

systems, it is part of latent factor models in which users and items are represented in a low-

dimensional space. In its basic form, matrix factorization characterizes both items and users

by vectors of factors inferred from items’ rating patterns [Koren et al., 2009], it is closely related

to singular value decomposition [Golub and Reinsch, 1970; Koren et al., 2009; Melville and

Sindhwani, 2010]. The latent factor vectors of users (W ) and items (H) can be computed by

minimizing the squared error [Wang and Blei, 2011]:

mi nW,H

∑

u,i

(ru,i −wT
u hi )2 (3.6)

where ru,i is the rating that the user u gave to item i , wu and hi are respectively the new

representations of the user u and the item i , W and H are a set of users’ new representation

and a set of items’ new representation respectively.

To avoid overfitting during the learning stage of W and H , we can use the regularized squared

error (3.6) [Wang and Blei, 2011]:

mi nW,H

∑

u,i

(ru,i −wT
u hi )2

+λ1‖wu‖
2
+λ2‖hi‖

2 (3.7)

where λ1 and λ2 are regularization parameters.

Let us consider R as the user-item matrix containing the ratings that users gave to items

(ru,i ), if all ru,i are known, the solution of the equation (3.6) is obtained using the truncated

SVD [Golub and Reinsch, 1970; Melville and Sindhwani, 2010]:

R =U DV T (by SVD decomposition), (3.8a)

W =Uk D
1
2

k
, (3.8b)

H = D
1
2

k
V T

k , (3.8c)

where k is the dimension of W and H (number of latent factors).

Unfortunately, in practice the vast majority of ru,i are unknown, in that case, we can use several

optimization procedures including gradient descent methods [Luenberger, 1973; Nocedal and

Wright, 2006] and alternating least squares [Koren et al., 2009; Melville and Sindhwani, 2010;

Young et al., 1976].

Once the new representations of users (W ) and items (H) have been computed, we can

estimate missing ratings as follows:

r̂u,i = wT
u hi (3.9)

where r̂u,i is an estimation of ru,i .

26



3.2. Collaborative Filtering Recommender Systems

Sometimes the wT
u hi is not sufficient to neatly estimate ru,i , this problem is generally ad-

dressed by adding a bias bu,i (that contains the specificities related to u and i individually) to

wT
u hi [Koren et al., 2009]. bu,i is defined as follows:

bu,i =µ+bu +bi (3.10)

where bu,i is the bias involved in ru,i , µ is the overall average rating, bu and bi are respectively

the biases for u and i .

The prediction equation becomes:

r̂u,i = wT
u hi +µ+bu +bi (3.11)

And the optimization problem is stated as follows:

mi nW,H

∑

u,i

(ru,i −wT
u hi −µ−bu −bi )2

+λ1‖wu‖
2
+λ2‖hi‖

2
+λ3b2

u +λ4b2
i (3.12)

where λ3 and λ4 are regularization parameters.

Matrix factorization methods can be generalized in probabilistic models called Probabilistic

Matrix Factorization [Mnih and Salakhutdinov, 2007; Salakhutdinov and Mnih, 2008; Wang

and Blei, 2011].

Sometimes users’ interests for items are constantly changing (temporal dependence), we can

adapt the equation (3.11) to make dynamic predictions [Koren et al., 2009]:

r̂u,i (t ) = wT
u (t )hi +µ+bu(t )+bi (t ) (3.13)

where wu , bu and bi are the parameters varying over time.

In some cases, one can trust some ratings than others (ratings from some users could be more

reliable than those from other users); in those cases, the equation (3.12) can be adapted [Koren

et al., 2009] as follows:

mi nW,H

∑

u,i

cu,i (ru,i −wT
u hi −µ−bu −bi )2

+λ1‖wu‖
2
+λ2‖hi‖

2
+λ3b2

u +λ4b2
i (3.14)

where cu,i is the confidence of the rating ru,i .

Another popular latent factor models is the Nonnegative Matrix Factorization (NMF) [Lee and

Seung; Melville and Sindhwani, 2010] in which W and H (presented above) are constrained to

be non-negative: this is essentially equivalent to PLSA (probabilistic latent semantic analy-

sis) [Hofmann, 1999, 2004; Melville and Sindhwani, 2010]. The optimization problem in NMF

can be solved using the generalized Kullback–Leibler divergence [Melville and Sindhwani,
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2010] as follows:

mi nW,H

∑

u,i

ru,i log(
ru,i

wT
u hi

)− ru,i +wT
u hi (3.15)

The representation of users and items in a low-dimensional space in Latent factor models

mitigates the cold start recommendation problem but could raises a scalability issue. Latent

factor methods are known to generally yield better results than neighborhood methods [Koren

et al., 2009; Mnih and Salakhutdinov, 2007; Wang and Blei, 2011].

3.2.3 Advantages, challenges and limitations of collaborative filtering systems

Analyzing the way collaborative filtering systems work, one can notice that they can make

various recommendations (unlike content-based methods presented in the next section) since

they use opinions of community of users to predict recommendations [Adomavicius and

Tuzhilin, 2005]. Collaborative filtering systems are very popular and some of the state-of-the-

art methods of recommender systems use collaborative filtering techniques [Koren et al., 2009;

Melville and Sindhwani, 2010]. Matrix factorization methods are generally flexible and can

be adapted to solve various recommendation tasks and use various different sources of data;

they can also deal with preferences varying over time [Koren et al., 2009].

We can note that collaborative filtering systems are very interesting but they presents some

challenges and limitations discussed below. Among the current limitations and challenges

of collaborative filtering systems [Adomavicius and Tuzhilin, 2005; Melville and Sindhwani,

2010], we can cite:

• New user/item problem: to make accurate recommendations to a user, collaborative

systems need a sufficient amount of ratings this user gave to items, similarly, an item

should be rated by a sufficient number of users to be accurately recommended to

users. This is the main limitation of collaborative filtering systems and is known as cold

start recommendation problem. The use of Matrix Factorization methods generally

mitigates this problem.

• Scalability: memory-based systems have generally a scalability problem in the sense of

the systems need to calculate the similarity between all users/items to make recommen-

dations. Latent factor methods also can suffer from this problem.

• Sparsity: the number of available ratings is generally very small compared to the total

number of couples user-item. As result, the computed similarities between users and

items or latent vectors could not be stable (adding of some new ratings can dramatically

change prediction models).
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3.3 Content-based Recommender Systems

Content-based recommender systems [Lops et al., 2011; Pazzani and Billsus, 2007], the roots of

which are in information retrieval [Adomavicius and Tuzhilin, 2005; Baeza-Yates and Berthier,

1999; Belkin and Croft, 1992], use the descriptions of items to define their profiles. They gener-

ally extract the profiles of users using the ratings that they gave to items in the past. Sometimes,

users have only descriptions (instead of ratings), in this case their profiles are constructed

using these descriptions [Diaby et al., 2013, 2014]. In content-based recommendation, the

profiles of users and items are sets of attributes characterizing them.

Formally, the profiles of items are generally extracted from their descriptions by using bag-

of-words models together with weighting functions (see section 4.2.2) and preprocessing

techniques (see section 4.2.1) [Balabanovic and Shoham, 1997; Diaby et al., 2014]. They are

generally represented as a set of couples (feature, importance of feature). As example, let us

consider an item with the following description: “An iPhone is a very innovative smartphone

with a touchscreen”; considering “an”, “is”, “a”, “very”and “with”as stop words and using the

term frequency weighting function (see section 4.2.2), we can extract the following profile:

{(iPhone, 1), (innovative, 1), (smartphone, 1), (touchscreen, 1)}.

The profiles of users can be extracted using one of the following methods:

1. One can use the descriptions associated to users to extract their profiles (as done in [Di-

aby et al., 2013, 2014]): here, the profiles of users are constructed using the same tech-

nique as the extraction of the profiles of items described above.

Example: a user with a description “I like an innovative smartphone with a touchscreen”

will have {(like, 1), (innovative, 1), (smartphone, 1), (touchscreen, 1)} as profile.

2. An alternative way is to construct the profiles of users using the profiles of items related

to them (the items they rated in the past) [Balabanovic and Shoham, 1997]. There are

many ways to do that: one method is to compute the vector of users as the average

vectors of items related to them: this is similar to the relevance feedback [Rocchio, 1971]

in which the initial profiles of users are empty. The following example illustrates this

method.

Example: let us consider a user who rated items i1 and i2 with respectively 1 and -1;

the profiles of i1 and i2 are respectively {(iPhone, 1), (innovative, 1), (smartphone, 1),

(touchscreen, 1)} and {(Asimo, 1), (innovative, 1), (robot, 1)}. The profile of the user could

be {(Asimo, −
1

2
), (innovative, 0), (iPhone,

1

2
), (smartphone,

1

2
), (touchscreen,

1

2
), (robot,

−
1

2
)}. Note the term innovative with 0 as weight, might be not important for the user.

3. A third way to compute the profiles of users is to combine the profiles obtained using

their associated descriptions with the profiles obtained combining the profiles of items

related to them [Diaby et al., 2014]: this is known as relevance feedback [Rocchio, 1971]

in the literature.
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One can find concrete applications of these vector extraction techniques in chapter 5.

In 2011, Lops et al. published a very interesting paper about content-based recommender

systems. Adomavicius and Tuzhilin and Melville and Sindhwani define two categories of

content-based recommender systems: heuristic-based and model-based systems, presented

in the next subsections.

3.3.1 Heuristic-based systems

Once the profiles of users and items have been computed, we need to determine the sim-

ilarity between a given user’s and job’s profiles to be able to make recommendations. In

heuristic-based recommendation, the interests of users for items are computed using simi-

larity measures. In the literature, many similarity measures have been developed, the most

used ones are cosine similarity, Pearson correlation coefficient, euclidean distance defined in

the section 4.2.5. Cosine similarity is mostly used in content-based recommender systems: it

yields better results in item-item filtering systems [Jannach et al., 2011]. The advantage of the

heuristic-based systems is the fact that they are simple and easy to develop while their main

drawback is the the fact that similarity measures do no fit the data on which recommendations

are made. As a result, these systems could yield good results on some kinds of data and fail on

others.

3.3.2 Model-based systems

Model-based recommender systems are designed to neatly fit the data on which recommen-

dations are made, they use similarity models learnt from recommendations’ data based on

machine learning techniques like Artificial Neural Networks [Bengio, 2009; Werbos, 1974a],

Support Vector Machines (SVMs) [Cortes and Vapnik, 1995; Vapnik, 1998], Bayesian Net-

works [Pazzani and Billsus, 1997; Pearl, 1988] and Winnow algorithm [Adomavicius and

Tuzhilin, 2005; Littlestone, 1988; Pazzani, 1999]. Model-based recommendation techniques

generally require to extract the profiles of couples (user, item) from the profiles of users and

those of items. They generally yield better results than heuristic-based recommendation [Di-

aby et al., 2014] but learning efficient similarity models generally involves a large amount of

qualitative examples of good and bad recommendations.

3.3.3 Advantages, challenges and limitations of content-based systems

Content-based recommender systems are not as popular as collaborative filtering techniques

but present some interesting advantages [Adomavicius and Tuzhilin, 2005; Lops et al., 2011]

presented below:

1. User Independence: in this kind of systems, users are assumed independent in other

words, the interests of a given user for items do not affect the interests of other users for
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these items. This could be interesting in recommending items to users with particular

preferences different from those of users similar to them: recommendations made to

users only depend on his own preferences.

2. Transparency: recommendations made to users by a content-based system can be

directly explained by attributes in their profiles. This is useful when guiding users to

improve their profiles to obtain better recommendations.

3. New Item Recommendation: contrary to collaborative filtering systems (see Section 3.2),

content-based systems are capable of accurately recommending new items that haven’t

been yet rated by any user: recommendations are based on the descriptions of items,

not on the users who liked them.

Analyzing content-based recommender systems, we can note the following drawbacks [Ado-

mavicius and Tuzhilin, 2005; Lops et al., 2011; Melville and Sindhwani, 2010; Pazzani and

Billsus, 1997]:

1. Limited Content Analysis: using content-based systems, it is tedious to extract inter-

esting attributes from the descriptions of items and users in some cases:

• It is difficult to extract features from multimedia documents.

• Sometimes, the vocabulary used in the descriptions associated to users is different

from the vocabulary of the descriptions of items; we faced this problem when

recommending jobs to Facebook users (who have noisy, fake information in their

profiles) [Diaby et al., 2013].

2. Over-specialization: content-based recommender systems can be subject to over-

specialization since they only recommend to users items that are similar to their associ-

ated descriptions or to the items they liked in the past, recommendations made in this

context are generally not varied.

3. New user problem: content-based recommender systems will fail to make accurate

recommendations to users with only few ratings and too small associated descriptions:

typically new users. This makes them subject to the famous cold-start recommendation

problem.

3.4 Demographic and Knowledge-based Recommender Systems

In demographic-based recommender systems, recommendations are made using users’ per-

sonal attributes (age, spoken languages, gender, income, country, survey responses, purchase

history, etc.) [Bobadilla et al., 2013; Gao et al., 2007; Kazienko et al., 2011; Krulwich, 1997;

Pazzani, 1999; Porcel et al., 2012]. They are based on of the principle that people with certain

common personal attributes will also have common preferences according to [Bobadilla et al.,
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2013]. Based on demographic attributes, users can be clustered, the obtained clusters can be

used to make recommendations or to better profile users in order to improve the quality of rec-

ommendations made to them [Krulwich, 1997]. The main advantage of demographic-based

recommender systems is their abilities to recommend items to users with some demographic

characteristics. For instance, recommending tea to English people.

Burke defined a knowledge-based recommender system [Blanco-Fernández et al., 2011; Felfer-

nig et al., 2006; Towle and Quinn, 2000] as a system that uses knowledge about users and

items to recommend items meeting users’ requirements. These systems mitigate the cold start

recommendation problem since they use knowledge about users and items when making rec-

ommendations but the main difficulty in the development of knowledge-based recommender

systems is the acquisition of knowledge which could be tedious and generally necessitates

a manual validation. There seems to be relatively few studies about knowledge-based rec-

ommender systems compared to the other categories of recommender systems previously

presented.

3.5 Hybrid Recommender Systems

A hybrid recommender system combines two or more types of recommender systems into a

single model [Bobadilla et al., 2013; de Campos et al., 2010; Porcel et al., 2012]. For instance,

Vozalis and Margaritis combine demographic data with a collaborative filtering technique to

make recommendations. The basic assumption behind them is the combination can allow to

benefit from the advantages of each systems while mitigating their drawbacks and limitations.

3.5.1 Combination of different categories of recommender systems

Research are generally focused on the combination of a content-based method and a collabo-

rative filtering technique; in that case, [Adomavicius and Tuzhilin, 2005] defined four methods:

combination of separate recommender systems, addition of content-based characteristics to

collaborative models, addition of collaborative characteristics to content-based models and

development of single models using both collaborative and content-based characteristics.

One of the simplest method of hybrid recommendations is to aggregate the two recommen-

dations of a content-based and collaborative filtering systems [Adomavicius and Tuzhilin,

2005; Claypool et al., 1999]: the basic idea here is to develop a content-based system and a

collaborative filtering system separately and combine their recommendations using various

techniques:

• linear or non-linear combination of recommendation scores,

• default vote: choose recommendations of one of the systems given the context.

A second method of combination is to add content-based characteristics to a collaborative
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filtering system: here, recommendations are made in collaborative filtering framework but

similarities between users or items are computed using content-based data (instead of using

items linked to users or users linked to items as done in pure collaborative filtering recom-

mendation) [Adomavicius and Tuzhilin, 2005; Balabanovic and Shoham, 1997].

A third method of combination is to add collaborative filtering to a content-based system using

dimensionality reduction techniques on users’ profiles obtained by combining content and

collaborative data to create a collaborative view [Adomavicius and Tuzhilin, 2005; Nicholas

and Nicholas, 1999].

And finally the fourth method of combination is to develop a single unifying recommendation

model that uses both content-based and collaborative data [Wang and Blei, 2011]. These

methods of combination are generally based on machine learning methods.

In the rest of this section, we present some examples of hybrid systems (using the fourth

method of combination presented above) and then, discuss their advantages and limitations.

Wang and Blei propose a hybrid recommender system that combines a collaborative filtering

method to a topic modeling method called LDA (Latent Dirichlet Allocation) [Blei et al., 2003;

Blei and Lafferty, 2009]. We compare the job recommender systems we developed in this

thesis to the methods presented in [Wang and Blei, 2011]. In the literature, we meet some

hybrid recommender systems based on Neural Networks [Christakou et al., 2007; Ren et al.,

2008], clustering [Shinde and Kulkarni, 2012] and Bayesian Networks [de Campos et al., 2010].

Hybrid recommender systems generally yield better results than simple recommendation

techniques [Adomavicius and Tuzhilin, 2005] but are much more complex to design.

3.5.2 Advantages, challenges and limitations of hybrid recommender systems

The sections 3.2.3 and 3.3.3 presented the advantages, limitations and drawbacks of collabo-

rative filtering and content-based methods. Hybrid recommender systems are designed to

mitigate some of the limitations of pure approaches, so they present the following advantages:

1. They generally mitigate the problem of cold-start recommendation in collaborative

filtering systems by using content-based or demographic data.

2. They generally mitigate both the problems of new item recommendations and that of

recommendations to new users.

3. They also mitigate the problem of over-specialization in content-based recommenda-

tion.

As we can see, hybrid recommender systems generally mitigate several limitations of pure

approaches. However, they can suffer from the following limitations:

1. The Limited Content Analysis of content-based recommendation.
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2. They need both user-item rating matrix and content-based or demographic data.

3. They are generally difficult to design and validate since they generally require machine

learning algorithms to learn models from underlying data, learning models from data

necessitates to have good datasets and carefully fit models to avoid overfitting.

3.6 Social and Trust Recommender Systems

This section is mainly based on a work done in collaboration with other colleagues at L2TI (and

recently accepted for publication) [Bernardes et al., 2014].

A new emerging category of recommender systems is social recommender systems which

use both active user’s opinion and the opinions of his social connections (friends in social

networks) to make recommendations to him. This category of recommender systems is

gaining popularity with the rapid growth of social networks in recent years [Facebook, 2015;

LinkedIn, 2015; Twitter, 2015].

3.6.1 Social Recommender Systems

According to [Tang et al., 2013], social recommendation has been studied since 1997 [Kautz

et al., 1997], there are two definitions for social recommendation [Tang et al., 2013]:

1. A narrow definition: a social recommendation is any recommendation with online

social relations as additional input in other words, augmenting an existing recommen-

dation engine with additional social signals [King et al., 2010; Tang et al., 2013].

2. A broad definition: a social recommender system is any recommender system that

targets social media domains [Guy and Carmel, 2011; Tang et al., 2013].

We adopt the narrow definition of social recommendation. In this setting, collaborative filter-

ing systems (see section 3.2) could be seen as basic social recommender systems since they

use opinions of similar users (implicit social relationships between users) to make recommen-

dations.

It was shown that users generally prefer recommendations made by their friends than those

provided by online recommender systems, which use anonymous people similar to them [Sinha

and Swearingen, 2001]. Based on this observation, many recommendation methods have

been developed to use both users’ and their friends’ data to make recommendations.

Memory-based methods in social recommendation are similar to those in collaborative fil-

tering (see section 3.2), the only difference being the use of explicit social relationships for

computing similarities.
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Zheng et al. present Social Network Collaborative Filtering (SNCF), which is a modified version

of the traditional user-based CF and test it on Essembly.com1 which provides two sorts of

links: friends and allies. In this paper, a user’s neighborhood is considered as the set of his

friends on the network (first circle). This approach provides results slightly worse than the

best collaborative filtering method, but the computation load is much reduced compared to

computing the similarity of all pairs of users, the scalability issue of the traditional collaborative

filtering is then mitigated. They also show that if the allies are used instead of friends, then the

results are as good as collaborative filtering method, but at a much reduced computation cost.

Rong Zheng and Ghose use a graph theoretic approach to compute users’ similarity as the

minimal distance between two nodes (using Dijkstra’s algorithm for instance), instead of using

the ratings patterns as in traditional collaborative filtering; it is assumed that the influence

will exponentially decay as distance increases.

He and Chu observe on a dataset from Yelp2 that friends tend to give restaurant ratings

(slightly) more similar than non-friends. However, immediate friends tend to differ in ratings

by 0.88 (out of 5), which is rather similar to results in [Sinha and Swearingen, 2001]. Their

experimental setup compares their probabilistic model to a Friends Average approach (whose

recommendations are based on average of ratings of immediate friends), a Weighted Average

Friends (recommendations of which are based on weighted average of ratings of immediate

friends), a Naive Bayes approach and a traditional collaborative filtering method. All methods

using the influence from friends achieve better results than pure collaborative filtering in

terms of prediction accuracy.

Carmel et al. presents SaND (Social Network and Discovery), a social recommendation system,

which is an aggregation tool for information discovery and analysis over the social data

gathered from IBM Lotus Connections’ applications. For a given query, the proposed system

combines the active user’s score, scores from his connections and scores between terms and

the query. Shang et al. proposes two social recommendation models: the first one is based

on social contagion while the second is based on social influence. The authors define the

social contagion model as a model to simulate how an opinion on certain items spreads

through the social network. Gartrell et al. proposes a group recommendation system in which

recommendations are made based on the strength of the social relationships in the active

group. The strength is computed using the strengths of the social relationships between

pairwise social links (scaled from 1 to 5 and based on daily contact frequency).

Model-based methods in social recommenders represent users and items into a latent space

vector making sure that users’ latent vectors are close to those of their friends. Aranda et al.

combined matrix factorization and friendship links to make recommendations: the recom-

mendation score for the active user is the sum of the scores of his friends. Reference [Ma

et al., 2011] proposes algorithms which yield better results than non-negative matrix factoriza-

tion [Lee and Seung], probabilistic matrix factorization [Mnih and Salakhutdinov, 2007] and a

1http://www.essembly.com
2http://www.yelp.com
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trust-aware recommendation method [Ma et al., 2009]. It presents two social recommender

systems:

• The first model performs a matrix factorization making sure that the latent vector of a

given user is close to the weighted average latent vectors of his friends.

• The second model also performs matrix factorization by minimizing the difference

between a user’s and his friends’ latent vectors individually.

Recently, a new type of social recommender systems has been introduced which rely not upon

an explicit social network but upon networks which can be derived from users’ behaviors

and have thus been named implicit networks. Users will be – implicitly – connected if, for

example [Gupte and Eliassi-Rad, 2012], they take pictures in the same locations, they attend

the same events or click on the same ads [Ngonmang et al., 2013]. In the literature, such

implicit networks are usually derived from the projection of a bipartite graph: users – locations,

users – events or users – ads for example. Then the bipartite graph is projected onto a users’

graph (and an objects’ graph) where the weight of a link can be viewed as the strength of the

relationship [Gupte and Eliassi-Rad, 2012].

Finally, a few social recommender systems combine social and content-based techniques.

For example, [Diaby et al., 2014] proposes two ways to aggregate users’ preferences with

those of their friends: enrich users’ profiles with those of their friends or aggregate users’

recommendation scores with those of their social relationships.

3.6.2 Trust Recommender Systems

As explained in [Ma et al., 2011] “trust relationships”are different from “social relationships”

in many aspects. Trust-aware recommender systems are based on the assumption that users

have taste similar to other users they trust, while in social recommender systems, some of the

active user’s friends may have totally different tastes from him [Ma et al., 2011].

This was also observed in [Zheng et al., 2008], with the differences between friends and allies,

which represents a case where trust is explicitly provided by users. In everyday life, people may

ask other people (friends, relatives, someone they trust) for a recommendation. If the person

cannot provide sufficient information, he may indicate another person whom he knows which

could, and so on. The notion of trust network arises naturally: one tends to have faith in the

opinion of people trusted by the people he trusts himself, transitively. Conversely, the notion

of social influence has long been used in marketing, relying on the assumption that users are

likely to make choices similar to their role-models [Richardson and Domingos, 2002]. The

notion of influence can be seen as close to that of trust: when providing a friend with a referral,

a trusted user influences his friend. It has long been known that this “word-of-mouth effect”

can be used commercially, such as for example in viral marketing.

36



3.6. Social and Trust Recommender Systems

Recently, it was attempted to incorporate trust or influence knowledge into recommender

systems. Beyond the mere expected increase in efficiency, computing trust may also alleviate

recurrent problems of traditional recommender systems, such as data sparsity, cold start or

shilling attacks (fake profile injections) to bias recommendations.

Several fields of research in computer science deal with trust, from security and Peer-to-peer

(P2P) systems [Latapy et al., 2013] to semantic web, and the definition may be more or less

broad. It is evaluated between two individuals and intends to model how one individual may

trust another one. The trust relationship is directional, i.e. the fact that a user u1 trusts a user

u2 at some level t does not necessarily mean that u2 trusts u1 at the same or another level.

Trust can be represented by a binary value, 0 for “not trusted user” and 1 for “trusted user”,

or through more gradual scales [Golbeck, 2005; Guha et al., 2004; Massa and Avesani, 2004]

or even with a probabilistic approach [Despotovic and Aberer, 2004; Richardson et al., 2003].

Some models include an explicit notion of distrust [Guha et al., 2004; Ziegler and Lausen,

2005], but most of them ignore it.

For Recommender systems, trust is computed over an explicit social network to increase the

information available to generate recommendations. There exist two cases in the literature:

either trust is provided explicitly in a trust network, or it has to be inferred.

In an explicit trust network, we propagate and aggregate trust to infer long chains of trust.

There are two ways to compute trust [Ziegler and Lausen, 2005]: with a centralized or dis-

tributed computation, considering trust either as a global or local metric. Both require propa-

gation and an aggregation steps.

Trust computation relies on the assumption that trust is transitive, i.e. if user u1 trusts u2, and

u2 trusts u3, then it may be assumed that u1 would trust u3. Given the existing values of trust

between u1 and u2 and between u2 and u3, an estimated value of trust between u1 and u3 is

propagated (the most common propagation operator is multiplication of trust values). For

long trust propagation chains, length can be taken into account, as a decaying factor [Ziegler

and Lausen, 2005] or a threshold to consider only shortest paths [Golbeck, 2005].

Trust computation also requires an aggregation strategy, to combine estimates obtained from

different paths from one user to another. Several operators may be used like minimum, maxi-

mum, (un)weighted sum and average. Different strategies may also be applied: propagate trust

first, then aggregate; or aggregate first, then propagate (the latter allowing easier distributed

computation).

In non-explicit trust networks, trust has to be inferred. For example, O’Donovan and Smyth

define a profile and item-level trust based on correct previous recommendations.

In explicit trust networks, users provide the system with trust statements for their peers, be it

on a gradual scale (Moleskiing [Avesani et al., 2005]), allies (Essembly [Sinha and Swearingen,

2001]) or lists of trusted and non-trusted people (Epinions [Massa and Avesani, 2004]). Then,
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to make recommendations to a specific user u, trust is estimated between u and the relevant

users, in order to weight the recommendation computation. The two main weighting proce-

dures are “trust-based weighted average” and “trust-based collaborative filtering”. Trust-based

weighted average calculates the rating of a user u for item i as an ordinary weighted average

of the ratings of users which have rated i ; the weights are the estimated trusts for these users.

Trust-based collaborative filtering is similar to classic collaborative filtering methods: the pre-

diction formula for an unknown rating is the same, we only replace similarity-based weights

by trust-based weights (obtained via propagation and aggregation strategies as described

above).

3.6.3 Advantages, challenges and limitations of social and trust recommender

systems

The main advantage of social and trust recommender systems is they generally mitigate

the cold start recommendation problem of recommender systems: using friends or trusted

users, we can make accurate recommendations to users even if his profile’s quality is poor.

Depending on the social network and the task of recommendation, but generally not all

friends’ preferences are interesting to be considered when making social recommendations:

one interesting challenge in memory-based social recommendations is how to compute

similarity or trust between users and their friends if the quality of user’s profile is poor (user

does not rate enough items or his content-based profile is incomplete)? We faced this problem

when recommending jobs to Facebook users (with incomplete and noisy profiles) in the paper

[Diaby et al., 2014]: as a result, the social recommendation’s results were disappointing.

Social recommender systems using only users (trusted) friends to make recommendations can

mitigate the problem of scalability of pure collaborative filtering systems since the number

friends is generally much more lower than the total number of users in the systems (used

to compute neighborhood in collaborative filtering). It worth noting that social or trust

recommender systems that propagate similarity or trust to all users suffer from the same

scalability issue of collaborative filtering systems.

Using preferences of friends or similar/trusted users allows to make diverse and various

recommendations to a user. Currently the results about social recommender systems seem

mixed according to [Kantor, 2009]: some papers reported that social recommender systems

are no more accurate than classic ones except in special cases [Diaby et al., 2014; Golbeck,

2006] while others argued that they yield better results than classic ones [Groh and Ehmig,

2007].

3.7 Performance Metrics for Recommender Systems

For a reminder, we have two main groups of recommender systems (see section 3.1): rating-

based systems and preference-based filtering techniques. The group of a recommender system
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determines the set of performance metrics we can use to assess its performance.

A rating-based system is a predictive system (see section 3.1). Many performance metrics have

been used to assess the performance of predictive systems [Omary and Mtenzi, 2010], among

them we can cite the Precision, Recall, Fβ-measure, RMSE (Root Mean Square Error) and MAE

(Mean Absolute Error).

The Precision refers to the capacity of a predictive system to be precise (in the prediction of

different classes) while the Recall refers to its ability to find all elements of a specific class, they

are defined as follows:

P (c) =
number of items correctly affected to c

number of items affected to c
(3.16)

R(c) =
number of items correctly affected to c

number of items that belong to c
(3.17)

where P (c) and R(c) are respectively the Precision and Recall for the class c ∈C and C is the

set of classes.

A predictive system can have a high Recall with a low Precision or vice versa, that’s why

Fβ [Rijsbergen, 1979] has been designed to take into account the Recall and the Precision. Fβ

for a class c is defined as follows:

Fβ(c) =
(1+β2)×P (c)×R(c)

β2 ×P (c)+R(c)
(3.18)

We use in this thesis F1 since it is the most often mentioned in the literature; it is defined by:

F1(c) =
2×P (c)×R(c)

P (c)+R(c)
(3.19)

The global Precision, Recall and Fβ can be computed as the average or weighted sum of the

performance of the different classes [Séguela, 2012].

To compute the above performance metrics for a recommender system we need to set a

threshold: a given item is recommended to a given user if his interest for this item is greater

than the threshold. Setting thresholds is sometimes tedious, that’s why we use the AUC-ROC

(also known as AUC) as performance metric for our recommender systems. AUC-ROC is the

area under the curve of a ROC (Receiver Operating Characteristic) [Omary and Mtenzi, 2010]

obtained by plotting the TP rate (fraction of true positives) as a function of FP rate (fraction of

false positives). It is used in binary classification tasks. The higher the AUC of a classifier is,

the better the system is. We can notice that the minimum value of AUC is 0 while its maximum

value is 1 but the AUC for a classifier that randomly assigns the different classes is close to 0.5.

If the AUC of a system is below 0.5, one can inverse each of the predictions to obtain an AUC
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greater than 0.5. The Area Under the Curve Precision-Recall (AUC-PR) can be preferred to the

AUC-ROC for unbalanced datasets, the reference [Davis and Goadrich, 2006] presented an

comparative study of AUC-PR and AUC-ROC.

The MAE and RMSE [Ma et al., 2011] are generally used in regression recommendation

problems and they are defined as follows:

MAE =
1

|Γ|

∑

i , j∈Γ

|ri j − r̂i j | (3.20)

RMSE =

√

1

|Γ|

∑

i , j∈Γ

(ri j − r̂i j )2 (3.21)

where ri j and r̂i j are the original and predicted ratings respectively and Γ is the test set. In

regression problems ri j and r̂i j have continuous values while their values are discrete in

classification problems.

In the top-K recommender systems also known as preference-based filtering recommender

systems (in which the system computes a list of K items to be recommended to each user),

we have some interesting metrics like MAP@K (Mean Average Precision) and the NDCG@K

(Normalized Discount Cumulative Gain).

Sometimes in the literature, we meet an adaptation of predictive systems’ performance metrics

to the top-K recommendations like the Recall@K (Recall for the top K items recommended

to users) used in [Wang and Blei, 2011]; one can also plot the Recall@K as a function of the

number (K) of recommended items and eventually compute the area under this curve.

The MAP [Aiolli, 2013] metric has been used in the MSD (Million Song Dataset) challenge 3, it

is defined as follows:

MAP@K =
1

|U |

∑

u∈U

1

K

K∑

k=1

Cuk

k
×1uk (3.22)

where U is the set of users and Cuk is the number of correct recommendations in the k first

recommendations to the user u and

1uk =

{

1 if item at rank k is correct (for the user u)

0 otherwise

The Discount Cumulative Gain (DCG) is defined as follows:

DCG (b)@K =
1

|U |

∑

u∈U

K∑

k=1

ruk

max(1, logb(k))
(3.23)

3http://www.kaggle.com/c/msdchallenge
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where ruk is the rating that the user u gave to the item at the position k in the ranked list of K

items recommended to u.

The Normalized Discount Cumulative Gain (NDCG) [Ravikumar et al., 2011] is therefore

defined as follows:

NDCG (b)@K =
DCG (b)@K

IdealDCG (b)@K
(3.24)

where the IdealDCG (b)@K is the DCG (b)@K for the ideal ranking of top K items (for each user,

his top K items are ranked in descending order of the ratings he gave to them).

3.8 Conclusion

In this chapter, we presented and described different categories of recommender systems

developed by researchers in the literature and discussed the advantages and limitations of each

category. This study showed that collaborative filtering is very popular and some of the state-

of-the-art recommendation engines use collaborative filtering (mainly Matrix Factorization

techniques). To complete our study, we also presented the different metrics used to assess the

performance of recommender systems. This study of the literature of recommender systems

leads us to publish several papers: [Bernardes et al., 2014; Diaby et al., 2013, 2014].

Despite the significant advances made in the development of efficient recommendation algo-

rithms, this research area remains very active. Among the current challenges of recommender

systems are facing, we can cite:

• Scalability: with the rise of Big Data in recent years, we need recommender systems that

are scalable, capable of finding relevant items (among millions of items) for millions of

users.

• Cold start recommendation problem: many work have been done by researchers to

address the cold start recommendation problem, despite the good results obtained by

the proposed algorithms, next generations of recommender systems needs to propose

much more efficient mechanisms to address the cold start recommendation problem.

• Aggregation of preference of users from various sources: current generation of rec-

ommender systems use only few sources of data to make recommendations but with

the rapid development the Web, we can have many sources of data about users’ pref-

erences. The challenge is therefore to aggregate different sources of data about users’

preferences (their purchase histories, their survey responses, their data and friends on

social networks, the data collected from their smart connected devices, the web sites

they browsed, etc.) to make much more accurate, precise recommendations.

After studying the literature of recommender systems, we analyzed our available datasets

(see section 5.2) to select the most interesting techniques of recommender systems for our
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job recommendation problem, we finally decided to use content-based recommendation

techniques for the following reasons:

• We have textual descriptions associated to our jobs and social network users which is

very suited to the use of content-based recommendation techniques.

• Our user-job matrices (see section 1.1) are very sparse and we know that collaborative

filtering systems generally badly perform in the recommendation tasks with very sparse

user-item matrices.

• Using content-based recommendation techniques also allows us to benefit from their

advantages discussed in the section 3.3.3.

The next chapter presents how to handle, represent and process textual documents in recom-

mendation tasks, it also describes different machine learning techniques used to develop our

recommendation engines.
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4 Knowledge Discovery in Databases

and Data Mining in the Literature

“Machines will be capable, within twenty years, of doing any work that a man can do."

- Herbert Simon, 1965

A pioneer in the field of Artificial Intelligence
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4.1 Introduction

Work done in this thesis are related to data mining [Hall et al., 2009; Kantardzic, 2011], knowl-

edge discovery in databases [Hamel, 2011], information retrieval [Baeza-Yates and Berthier,

1999; Manning et al., 2008] and social network analysis [Carrington et al., 2005; De Nooy et al.,

2011; Wasserman, 1994], so we briefly study the state-of-the-art of these different research

areas in this chapter.
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According to [Fayyad et al., 1996], Knowledge Discovery in Databases also known as KDD

refers to the overall process of discovering useful information from databases while data

mining refers to a particular step of this process. In the literature, this distinction is generally

not clearly made. Many work have been done in data mining and knowledge discovery in

databases (which are closely related to machine learning), for instance, Wu et al. present

several popular data mining algorithms. As for Information retrieval, Manning et al. define it as

follows: “Information retrieval (IR) is finding material (usually documents) of an unstructured

nature (usually text) that satisfies an information need from within large collections (usually

stored on computers)”.

4.2 Representing and Mining Text

During this thesis, all of our data have been managed using MongoDB [Chodorow, 2013]

and MySQL [Schwartz et al., 2012] databases. We used several data mining and information

retrieval techniques to develop our recommendation and audience prediction systems. Feld-

man and Sanger broadly defines text mining as “a knowledge-intensive process in which a

user interacts with a document collection over time by using a suite of analysis tools”. Text

mining systems extract useful information from data sources identifying and exploring inter-

esting patterns [Feldman and Sanger, 2007]. One can notice that text mining and data mining

are very close, the main difference is that in text mining, interesting patterns are extracted

from unstructured textual data in document collections instead of using formalized database

records as done in data mining according to [Feldman and Sanger, 2007]. In the literature,

one can find very interesting papers and books about text mining like [Berry and Castellanos,

2004] and [Hotho et al., 2005].

To develop efficient text mining systems, one has to deal with several difficulties (mainly

related to Natural Language Processing):

• How to find the most suited representations for textual resources?

• How to deal with the ambiguity of natural language?

• How to handle polysemy (a same word can have different meanings, depending on the

context) and synonymy (different words can have the same meaning)?

• How to deal with missing and noisy data?

• Which data mining and machine learning techniques to use to better find interesting

patterns?

• Which performance metrics to use to assess the performance of developed systems?

We start this chapter by studying different techniques to better represent documents (social

network users and jobs in our case). Representation techniques generally require prepro-

cessing techniques, we then study these latter techniques. After finding the appropriate
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representation method, one generally needs to compute similarity between documents, we

end this section by studying similarity measures.

4.2.1 Preprocessing techniques

When dealing with textual documents (description of products, profile of a social network

users, etc.) in data mining or text mining, one needs sometimes to remove some terms that

are not useful for the task he is performing (document categorization, classification, ...). These

terms are considered as stop words. Many techniques have been developed to do that [Séguela,

2012; Srividhya and Anitha, 2011; Zaman et al., 2011], Séguela classifies them into 3 categories:

1. Define a list of stop words that will automatically be removed from the corpus. We can

notice that a list of stop words depends on the problem one is solving, a list of all stop

words for a specific task of recommendation is unknown most of time.

2. Filter out the very high and very low frequency terms, which requires to define two

thresholds: one for high frequency terms and one for low frequency ones. To set these

two thresholds, one needs to conduct experiments on his datasets.

3. Another way is to filter out some grammatical categories of words which requires to

determine the language and nature of words in the corpus, this makes this method

slower than the previous two ones.

After removing stop words, it is sometimes interesting to group the different variants of terms

together in order to reduce the dimensionality of the problem and then obtain robust systems.

There are at least two ways to do that: stemming and lemmatization.

Stemming [Jivani et al., 2011; Lovins, 1968; Paternostre et al., 2002; Porter, 1997, 2001, 1980]

is one of the simplest method to group the variants of a term. Lovins defines a stemming

algorithm as a computational procedure which reduces all words with the same root (or, if

prefixes are left untouched, the same stem) to a common form, usually by stripping each word

of its derivational and inflectional suffixes. Stemming algorithms are generally based on a set

of reduction rules. Example: fished, fishing → fish (stem) and better → better (stem) (using

porter algorithms [Porter, 1997, 2001, 1980]). It is important to note that the stem of a valid

word/term is not necessarily a valid word/term. Example: temptation → temptat (using porter

algorithms).

A most sophisticated method to group different variants of terms together is lemmatiza-

tion [Habash et al., 2009; Liu et al., 2012; Schmid, 1994]. Liu et al. define Lemmatization as

a morphological transformation that changes a word as it appears in running text into the

base or dictionary form of the word, which is known as a lemma, by removing the inflectional

ending of the word. Lemma corresponds to the singular form in the case of a noun, the infini-

tive form in the case of a verb, and the positive form in the case of an adjective or adverb [Liu
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et al., 2012]. Example: run, runs, ran, running → run (lemma) and better → good (lemma).

Lemmatization algorithms generally use at least 2 steps:

1. Determine the category of the word (masculine form, adj. etc.).

2. Find the lemma (generally using a dictionary).

Using both stemming and lemmatization leads to a lost of information: this problem is

much more severe using stemming than lemmatization since stems of valid words are not

necessarily valid words. One needs to make a trade-off between the lost of information and

robustness of the developed systems. Stemming algorithms [Jivani et al., 2011] are generally

faster than lemmatization ones. In the literature, some studies reported that the comparison

between lemmatization and stemming depends on the language: lemmatization algorithms

generally yield slightly better results than stemming ones for inflected languages like French,

Hebrew and Dutch [Kettunen et al., 2005] but for English language, the two techniques seem

comparable. Lemaire reported that using lemmatization can decrease the performance of a

system in some special contexts. As a conclusion, the choice of using stemming algorithms or

lemmatization algorithms or nothing depends on the language and the task one is performing.

4.2.2 Vector Space Model

In information retrieval, text mining and data mining systems, textual description of a doc-

ument (user or item) is generally represented as a vector in which each component has a

value that represents the importance of the associated term for the document. This vector is

generally constructed using weighting functions and the “bag-of-words” model and by filter-

ing out unimportant terms for the task of recommendation and grouping different variants

of terms using lemmatization or stemming (see section 4.2.1). The main assumption of the

“bag-of-words” model is that the relative order of terms in a document has a minor importance

in text categorization or classification tasks.

Weighting functions calculate the importance of a term for a given document, they are gener-

ally classified into three main categories [Séguela, 2012]: local functions, global functions and

the combinations of local and global weighting functions.

Local weighting functions only calculate the weight of a given term inside a given document,

a most often mentioned local weighting function in the literature is the normalized Term

Frequency (TF) defined as follows:

TFt ,d =
ft ,d

maxk fk,d
(4.1)

where ft ,d is the frequency of the term t in the document d .

Two other methods are the boolean weight (Bool) and Log Term Frequency (LTF) defined as
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follows:

Boolt ,d =

{

1 if t ∈ d

0 otherwise
(4.2)

LTFt ,d = log(1+ ft ,d ) (4.3)

Global weighting functions use the whole corpus (set of documents) to calculate the weight

of a given term. The first global weighting function we can cite is the Inverse Document

Frequency (IDF):

IDFt = 1+ log
( N

nt

)

(4.4)

where N is the total number of documents in the corpus, nt is the number of documents that

contain the term t .

Another global weighting function is the Entropy defined as follows:

Entropyt = 1+
∑

d

p t
d

log(p t
d

)

log(N )
(4.5)

where p t
d
=

ft ,d
∑

k ft ,k
is the probability that the term t belongs to the document d and ft ,d is

defined in eq. (4.1).

In the literature, combinations of a local weighting function and a global weighting function

generally give better results than local weighting functions [Salton et al., 1975]. TF-IDF is the

most famous combination, it is defined as follows:

TF-IDFt ,d = TFt ,d × IDFt (4.6)

where t is a term and d is a document.

Another combination is Log-Entropy defined as follows:

Log-Entropyt ,d = LTFt ,d ×Entropyt (4.7)

Example: a document containing the sentence “software engineer” can have [(“software”, 5.8),

(“engineer”, 3.2)]] as TF-IDF vector.

Claveau presents an interesting modified version of TF-IDF called Okapi also known as BM-25,
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it better takes into account the lengths of documents and is defined as follows:

Okapit ,d = TFBM-25
t ,d × IDFBM-25

t (4.8)

where TFBM-25
t ,d

=
ft ,d × (k1 +1)

ft ,d +k1

(

1−b +b ×
dl (d)
dlavg

) , IDFBM-25
t = log

(
N−nt+0.5

nt+0.5

)

, k1 = 2 is a constant,

b = 0.75 is a constant, ft ,d is the frequency of the term t in the document d , nt is the number

of documents that contain the term t , dl (d) is the number of distinct terms in d and dlavg is the

average lengths of documents. According to [Claveau, 2012], TFBM-25 is based on probabilistic

model developed in [Jones, 1972] and IDFBM-25 is a simplification of PRP (Probability Ranking

Principle) [Sparck Jones et al., 2000].

4.2.3 Ontology-based Representation

Some of the vector models we propose in this thesis are related to ontologies and taxonomies [Di-

aby and Viennet, 2014b, 2015c]. Ontologies have several definitions depending on the context:

the term refers to the study of existence in philosophy while in computer science, it refers to

representations useful to explain the world(s) as perceived by a given application [Biemann,

2005]. They are generally classified into three main categories [Biemann, 2005; Sowa, 2010]:

formal, terminological and prototype-based ontologies. The different concepts are based

on definitions and axioms in formal ontologies while they are defined by typical instances

also called prototypes in prototype-based ontologies. In terminological ontologies, concepts

are distinguished by using subtype-supertype relations and describing concepts by labels or

synonyms [Sowa, 2010].

Taxonomies are collections of entities ordered by a classification scheme and usually arranged

hierarchically, this corresponds to the notion of terminological ontologies [Biemann, 2005].

There is only one type of relation in taxonomies: “IS-A”or “PART-OF” according to [Biemann,

2005]. Several studies reported that the use the ontologies could improve the results of an

information retrieval system [Aseervatham, 2007].

We use O*NET-SOC taxonomy [National Center for O*NET Development, 2013; Peterson et al.,

2001] to develop our different systems, this taxonomy contains several models, tables and

collections about worker requirements, experience and occupational requirements, worker

characteristics, occupation-specific requirements and occupation characteristics. The ap-

pendix B presents a description of the version of O*NET-SOC taxonomy used in this thesis,

further explanations and details about different models in O*NET-SOC Taxonomy are available

in [National Center for O*NET Development, 2010, 2013; O*NET, 2015; Peterson et al., 2001].

Example: the O*NET taxonomy-based vector of a document containing the sentence “software

engineer” will look like [(“Software Developers”, 1), (“Aerospace Engineers”, 0.97), (“Electrical

Engineers”, 0.97), ..., (“Software Quality Assurance Engineers and Testers”, 0.85), ..., (“Web

Developers”, 0.52), ..., (“Database Architects”, 0.24), ..., (“Avionics Technicians”, 0.01)].
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4.2.4 Latent Feature Representation

Representing documents into a term space (matrix document-terms) as presented in the

section 4.2.2, can lead to very high dimensionality problems since the total number of terms

can be very high (sometimes greater than 100,000). It is known that dealing with high dimen-

sional representations generally leads to higher computation costs, that why it is sometimes

interesting to find a new representation of documents into a low dimensional latent space

(each latent variable is a combination of several terms). This naturally allows a dimensionality

reduction since the total number of latent features is much more lower than that of terms.

Dimensionality reduction presents some advantages:

• It generally removes from data, noisy components or components that are useless.

• It generally mitigates the sparsity issue.

• It generally speed up different computations (similarity between documents, ...).

However, the Cover’s theorem [Cover, 1965] states that data are more likely to be linearly

separable in high dimension: in that case Dimensionality reduction could be not interesting.

Latent Semantic Analysis (also known as LSA or LSI) [Deerwester et al., 1990] is one of the

most popular methods of latent feature representation, it follows the steps:

1. Construct the matrix document-term using a weighting function (see section 4.2.2) and

preprocessing techniques (see section 4.2.1), let X be this matrix.

2. Decompose X as U DV T (X ≈U DV T ) using Singular Value Decomposition (also known

as SVD) [Golub and Reinsch, 1970; Koren et al., 2009].

3. Compute the new representation of documents in latent space as X̃k =Uk DkV T
k

where k

is the desired number of latent dimensions, Dk is a matrix containing the k first lines and

columns of D (with the k highest eigenvalues), Uk and Vk are the matrices containing

the k first columns of U and V respectively. Eckart–Young theorem [Eckart and Young,

1936] states that X̃k is the best approximation of rank k of X .

Latent Semantic Analysis has the ability to somehow address the problem of polysemy and

synonymy (presented in the section 4.2) since it groups terms appearing in similar contexts.

It also allows to drastically reduce the computation costs by representing documents into a

very low dimensional space. This can explain the popularity of this dimensionality reduction

method. Despite its popularity, LSA presents some limitations like the problem of scalability (it

requires higher computation resources), the problem of setting the number of latent features

and the difficulty to interpret latent features. The application of Latent Semantic Analysis to

improve the performance our job categorization system (see appendix C.1) gave disappointing

results but Séguela reported an improvement of the quality of her proposed systems using
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this technique. In the literature, we can find a probabilistic version of LSA called Probabilistic

latent semantic analysis (PLSA) [Hofmann, 1999].

Instead of using LSA or PLSA, one can use Principal Component Analysis also known as

PCA [Jolliffe, 2005; Schölkopf et al., 1997; Smith, 2002] to project a matrix X (a document-

term matrix for instance) into a low-dimensional space. The basic idea of PCA is to find new

features (which are the linear combination of the original ones) called principal components

that capture the maximum variance of data. It generally necessitates the following steps:

• Step 1 (normalization step): transform X into Z as using the following transformation:

Z = X −X (4.9)

where X contains the means of the columns of X .

• Step 2: compute the covariance matrix C of Z as:

C =
1

n −1
Z T Z (4.10)

where n is the total number of points in X .

• Step 3: compute the eigenvectors V of C using SVD [Golub and Reinsch, 1970; Koren

et al., 2009] for instance C ≈U DV T

• Step 4: select the k eigenvectors (defined by the matrix Vk , each column of which

represents an eigenvector) with the highest eigenvalues (defined by the diagonal values

of D)

• Step 5: finally compute the projection (new representation) of Z into k dimensions by:

Z Vk (4.11)

PCA has been extended to use kernels (see eq. (4.24)), this extension is known as Kernel

Principal component Analysis (KPCA) [Schölkopf et al., 1997, 1998], the basic idea of which

consists of mapping original points (with a function φ) into a higher dimension using a kernel

function K (x, x ′) =φ(x)T φ(x ′) and then follow all the steps of PCA described above except the

step 1 and adapting the step 2. In KPCA, to compute the covariance matrix C (see eq. (4.10)) in

the step 2, we have 2 cases:

1. One assumes that the projected data into a higher dimension is centered (mean = 0) to

simplify the computations, in that case, we adapt the calculation of C as follows:

Ci , j =
1

n −1
K (Xi , X j ) ∀1 ≤ i , j ≤ m (4.12)

where m is total number of dimensions (columns of X ), Xi and X j are respectively the

i th and j th columns of X .
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2. In general, data projected into a higher dimension may not be centered, in that case, we

only need to replace K (Xi , X j ) in Eq. (4.12) by K̄ (Xi , X j ) defined by:

K̄ (Xi , X j ) = K (Xi , X j )−
2

n

n∑

k=1

K (Xi , Xk )+
1

n2

n∑

l ,k=1

K (Xl , Xk ) (4.13)

The matrix form of the equation (4.13) is

K̄ = K −2M 1
n

K +M 1
n

K M 1
n

(4.14)

where M 1
n

is a matrix with all elements set to 1
n

.

Note: the combination of K̄ (Xi , X j ) = φ̄(Xi )T φ̄(X j ) with φ̄(Xi ) =φ(Xi )−
1

n

∑n
k=1

φ(Xk ) leads

to the eq. (4.13).

Another latent representation algorithm is the Latent Dirichlet Allocation (a.k.a LDA) [Blei

et al., 2003], a three-level hierarchical Bayesian model, in which each item of a collection

is modeled as a finite mixture over an underlying set of topics. We briefly applied LDA to

categorize our job descriptions (see appendix C.1) but the results were disappointing. Wang

and Blei successfully applied LDA to the task of recommending scientific articles to users.

4.2.5 Similarity Measures

Recommender systems use many various similarity functions to compute similarity between

users, between items or between users and items: some similarity functions are heuristic

while others are learnt models from underlying data using machine learning techniques.

Two well-known similarity measures [Adomavicius and Tuzhilin, 2005; Jannach et al., 2011]

are cosine similarity and Pearson Correlation Coefficient (PCC). These similarity measures

generally perform better than Euclidean distance (dissimilarity measure) which does not

perform very well for high dimensional problems [Ertoz et al., 2002].

For recommender systems, cosine similarity is mostly used in content-based recommenda-

tions: it yields better results in item-item filtering systems [Jannach et al., 2011]. It measures

the cosine of the angle between two vectors and is defined as follows:

cos(u, v) =
uT v

‖u‖‖v‖
=

∑K
k=1

uk vk
√

∑K
k=1

u2
k

√
∑K

k=1
v2

k

(4.15)

where u and v are the vectors of users or items and K is the number of dimensions of u and v .

In the context of recommender systems, PCC is mainly used in collaborative filtering tech-
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niques and is defined as follows:

PCC(u, v) =

∑K
k=1

(uk −u)(vk − v)
√

∑K
k=1

(uk −u)2
√

∑K
k=1

(vk − v)2
(4.16)

where u and v are the vectors of users or items, u and v the mean values of u and v respectively.

In the literature, we can meet other similarity functions like the mean squared difference

(dissimilarity measure) [Shardanand and Maes, 1995], the Gaussian and Exponential similarity

functions [Séguela, 2012] (based on the mean squared difference dissimilarity) and defined as

follows:

Gaussian(u, v) = exp(−

∑K
k=1

(uk − vk )2

2σ2
) (4.17)

Exponential(u, v) = exp(−

√
∑K

k=1
(uk − vk )2

σ
) (4.18)

where σ is the parameter of the standard deviation to be set.

Other similarity measures have been developed in the literature, among them [Herlocker et al.,

2004; Melville and Sindhwani, 2010; Su and Khoshgoftaar, 2009], we can cite: Spearman rank

correlation [Zar, 1998], Kendall’s τ correlation entropy [Kendall, 1938] and adjusted cosine

similarity [Sarwar et al., 2001].

An item-based collaborative filtering system using cosine similarity to measure the similarity

between users can face the problem of the difference in rating scale between different users. To

deal with this problem, the adjusted cosine similarity has been designed. The formulations of

adjusted cosine similarity and Pearson Correlation Coefficient are close, to better understand

the difference, let us consider the rating matrix R containing the rating users gave to items,

U the set of users and two items i and j . The similarities between i and j using adjusted

cosine similarity and Pearson Correlation Coefficient are computed using the equations (4.19)

and (4.20) respectively, one can note the difference between the 2 similarity measures.

sim(i , j ) =

∑

u∈U (Ru,i −Ru,•)(Ru, j −Ru,•)
√

∑

u∈U (Ru,i −Ru,•)2
√

∑

u∈U (Ru, j −Ru,•)2

(4.19)

where Ru,• is the mean of rating given by the user u.

sim(i , j ) =

∑

u∈U (Ru,i −R•,i )(Ru, j −R•, j )
√

∑

u∈U (Ru,i −R•,i )2
√

∑

u∈U (Ru, j −R•, j )2

(4.20)
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where R•,i is the mean of rating given to the item i .

Recently [Aiolli, 2013] introduced an interesting idea of using asymmetric cosine similarity to

recommend items to users. The asymmetric cosine similarity is defined as follows:

asym-cos(u, v) =
uT v

‖u‖2α‖v‖2(1−α)
(4.21)

where 0 ≤α≤ 1.

What is interesting in using asymmetric cosine similarity is the fact that one can learn the

optimal value of α for a specific problem in order to optimize the performance of developed

systems. We used this similarity measure in the paper [Bernardes et al., 2014].

Classic similarity measures (Cosine similarity, PCC, ...) can work on some specific recom-

mendation problems but do not work on others: Cosine similarity yields better results in

item-item filtering systems [Jannach et al., 2011] but in content-based recommender systems

(see section 3.3), if the user term space is not completely equal to the item term space, the

computed similarities between users and items using Cosine similarity or PCC could be close

to 0. In the literature, learnt similarity models from underlying data have been successfully

used because they neatly fit the problems to be solved. Bayesian Networks [Launay, 2012;

Pazzani and Billsus, 1997], SVMs [Diaby et al., 2013; Joachims, 1998] are two examples of

methods used by researchers.

4.3 Statistics and Machine Learning

In this thesis, the recommender systems we design are mainly based on machine learning

algorithms. In machine learning literature we have three families of algorithms: supervised

learning methods [Breiman, 2001; Chang and Lin, 2011; Cortes and Vapnik, 1995; Friedman,

2001; Friedman et al., 1997; Vapnik, 1998], semi-supervised learning algorithms [Chapelle

et al., 2006; Zhu, 2005] and unsupervised learning techniques [Barlow, 1989; Hofmann, 2001].

Supervised learning methods use the couples of (data, label) to fit their models while unsuper-

vised learning techniques only use data with no label to learn their models. In semi-supervised

learning, we have a few amount of couples (data, label) and the rest of training data is com-

posed with data whose labels are unknown: semi-supervised learning algorithms use both

data with labels and those without labels to fit their models.

In this study, we focus on supervised learning algorithms, as a result, we will not explain in

detail the two other families of machine learning algorithms. In supervised learning, we have

two types of tasks: classification and regression. All labels associated to training points take

discrete values in a classification tasks while they take continuous values in regression tasks.

The next sections present a set of machine learning techniques we used when developing our
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job recommendation and ads’ performance prediction systems.

4.3.1 Support Vector Machines

We use machine learning algorithms to learn models from our collected data to make job

recommendation or to predict the audience of job advertisements (see chapters 5 and 6).

After studying the literature, we finally choose Support Vector Machines (SVMs) [Cortes and

Vapnik, 1995; Vapnik, 1998] since they are known to yield good results on text categorization

problems [Joachims, 1998].

For our classification problems, we use the C-SVM form of SVM [Chang and Lin, 2011; Cortes

and Vapnik, 1995; Vapnik, 1998] suited to classification tasks. It is formally stated as follows:

min
w,b,ξ

1

2
wT w +C

l∑

i=1

ξi

subject to zi (wT φ(xi )+b) ≥ 1−ξi ,

ξi ≥ 0, i = 1, · · · , l .

(4.22)

where {(x1, z1), · · · , (xl , zl )} is a set of training points, xi ∈ Rn is a feature vector, zi ∈ R1 is the

target output, n is the number of dimensions, l is the size of the training set, C > 0 is the

regularization parameter, φ(•) maps • into a higher dimensional space.

Note: the equation (4.22) can be adapted to have different regularization parameters C for

different classes [Chang and Lin, 2011].

To efficiently handle our different regression problems, we used the adaption of Support Vector

Machines [Chang and Lin, 2011; Cortes and Vapnik, 1995] for regression problems called ǫ-SVR

(Support Vector Regression). We use the standard form of ǫ-SVR [Chang and Lin, 2011; Vapnik,

1998], formally stated as follows:

min
w,b,ξ,ξ⋆

1

2
wT w +C

l∑

i=1

ξi +C
l∑

i=1

ξ⋆i

subject to wT φ(xi )+b − zi ≤ ǫ+ξi ,

zi −wT φ(xi )−b ≤ ǫ+ξ⋆i ,

ξi ,ξ⋆i ≥ 0, i = 1, · · · , l .

(4.23)

where xi , zi , l , C , φ have the same definitions as in the equation (4.22), ǫ> 0 is the epsilon-

tube1 within which no penalty is associated with points predicted within a distance epsilon

from the actual value.

The main advantage of SVMs is their ability to build a robust and flexible non-linear model by

using parametrized kernels. Vapnik-Chervonenkis theory [Vapnik, 2000] tells us that mapping

1http://scikit-learn.org/stable/modules/generated/sklearn.svm.SVR.html#sklearn.svm.SVR
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inputs into a higher dimensional space (than the original dimension of the input space) often

provides a greater classification power. We thus use Linear, Polynomial (Poly) and Radial Basis

Function (RBF) kernels in our experiments, they are defined as follows:

Linear-kernel(x, x
′

) =φ(x)T φ(x
′

) = 〈x, x
′

〉 (4.24a)

Poly-kernel(x, x
′

) =φ(x)T φ(x
′

) = (γ〈x, x
′

〉+ r )d (4.24b)

RBF-kernel(x, x
′

) =φ(x)T φ(x
′

) = exp(−γ‖x −x
′

‖
2
2) (4.24c)

where φ has the same definition as in the equation (4.22), r is a constant, d is the degree of

the kernel function and γ> 0 is the coefficient for RBF and Poly kernels. It is worth noting that

it is not necessary to have an explicit definition of the function φ, the only important thing is

to have the mathematical definition of the dot product φ(x)T φ(x
′

).

It is usually more interesting to solve the dual forms of both equations (4.22) and (4.23) since

w are generally high dimensional vectors. The dual forms of the problems (4.22) and (4.23)

are respectively defined [Chang and Lin, 2011] by the equations (4.25) and (4.26).

min
α

1

2
αT Qα−eT α

subject to zT α= 0,

0 ≤αi ≤C , i = 1, · · · , l .

(4.25)

where e = [1, · · · ,1]T is a vector of all ones, Q is an l by l positive semidefinite matrix defined by

Qi j = zi z j K (xi , x j ), K (xi , x j ) =φ(xi )T φ(x j ) is a kernel function and φ has the same definition

as in the equation (4.22).

min
α,α⋆

1

2
(α−α⋆)T Q(α−α⋆)+ǫ

l∑

i=1

(αi +α⋆

i )+
l∑

i=1

zi (αi −α⋆

i )

subject to eT (α−α⋆) = 0,

0 ≤αi ,α⋆

i ≤C , i = 1, · · · , l .

(4.26)

where K and e have the same definitions as in the equation (4.25) and Qi j = K (xi , x j ).
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After reformulating the equation (4.26), we obtain [Chang and Lin, 2011]:

min
α,α⋆

1

2

[

(α⋆)T , αT
]

[

Q −Q

−Q Q

][

α⋆

α

]

+
[

ǫeT
− zT , ǫeT

+ zT
]

[

α⋆

α

]

subject to yT

[

α⋆

α

]

= 0,

0 ≤αi ,α⋆

i ≤C , i = 1, · · · , l .

(4.27)

where y = [1, · · · ,1
︸ ︷︷ ︸

l times

,−1, · · · ,−1
︸ ︷︷ ︸

l times

]T .

Note: after solving the equation (4.25), w⋆ satisfies w⋆ =
∑l

i=1
ziαiφ(xi ) and therefore the

decision function is sign
(∑l

i=1
ziαi K (xi , x)+b

)

(if all zi ∈ {−1,1}). Solving the equation (4.27)

leads to the approximate function
∑l

i=1
(−αi +α⋆

i
)K (xi , x)+b.

Observing the equations (4.25) and (4.27), we can notice that they are in the form of a

Quadratic Problem with one Linear Constraint, the general form [Chang and Lin, 2011] of

which is:

min
α

f (α)

subject to yT α=∆,

0 ≤αi ≤C , i = 1, · · · , l .

(4.28)

where f (α) =
1

2
αT Qα+pT α and yi =±1, i = 1, · · · , l .

One can note that directly solving the equation (4.28) maybe difficult since it requires to store

all elements of Q which is a fully dense matrix. In this thesis, we used implementations of

SVMs based on LIBSVM [Chang and Lin, 2011] which uses a decomposition method proposed

by [Fan et al., 2005] and inspired from the Sequential Minimal Optimization (SMO) [Platt

et al., 1999]. A decomposition method only modifies a subset of α (denoted as the working

set B) at each iteration, leading to a smaller optimization subproblem; SMO restricts B to

have only two elements [Fan et al., 2005]. The SMO-type algorithm used by LIBSVM to solve

the equation (4.28) is described by the algorithm 1, a suitable stopping condition for this

algorithm used in LIBSVM [Chang and Lin, 2011] is defined by the equation (4.29).

m(αk )−M(αk ) ≤ ǫ (4.29)

where ǫ is the tolerance, m(α) = maxi∈Iup(α)−yi∇i f (α), M(α) = mini∈Ilow(α)−yi∇i f (α),

Iup(α) =
{

t | αt <C , yt = 1 or αt > 0, yt =−1
}

and Ilow(α) =
{

t | αt <C , yt =−1 or αt > 0, yt = 1
}

.

The two-variable subproblems (4.30) and (4.31) are solved using a more general problem

detailed in the section 6 of the reference [Chang and Lin, 2011]. This reference also describes

various techniques to deal with unbalanced classes, probability estimates and multi-class
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Algorithm 1: SMO-type decomposition method in [Chang and Lin, 2011; Fan et al., 2005]

1 Find α1 as the initial feasible solution. Set k = 1.

2 if αk is a stationary point of the problem (4.25) then

3 Stop.

4 else

5 Find a two-element working set B = {i , j } by WSS (see algorithm 2). Define N = {1, · · · , l } \ B . Let αk
B

and αk
N

be sub-vectors of αk corresponding to B and N , respectively.

6 if ai j = Ki i +K j j −2Ki j > 0 then

7 Solve the following subproblem with the variable αB = [αi α j ]T

min
α,α⋆

1

2

[

αi α j

]
[

Qi i Qi j

Q j i Q j j

][
αi

α j

]

+

(

pB +QB Nαk
N

)T
[

αi

α j

]

subject to 0 ≤αi ,α j ≤C ,

yiαi + y jα j =∆− yk
Nαk

N

(4.30)

8 else

9 Let τ be a small positive constant and solve

min
α,α⋆

1

2

[

αi α j

]
[

Qi i Qi j

Q j i Q j j

][
αi

α j

]

+

(

pB +QB Nαk
N

)T
[

αi

α j

]

+
τ−ai j

4
((αi −αk

i )2
+ (α j −αk

j )2)

subject to 0 ≤αi ,α j ≤C ,

yiαi + y jα j =∆− yk
Nαk

N

(4.31)

10 end

11 Set αk+1
B

to be the optimal solution of subproblem (4.30) or (4.31), and αk+1
N

=αk
N

.

12 Set k = k +1.

13 Go to step 2.

14 end

Algorithm 2: WSS (Working Set Selection) in [Chang and Lin, 2011; Fan et al., 2005]

1 forall the t, s do

2 Define at s = Kt t +Kss −2Kt s , bt s =−yt∇t f (αk )+ ys∇s f (αk ) > 0,

at s =

{
at s if at s > 0

τ otherwise

3 end

4 Select

i ∈ argmax
t

{

−yt∇t f (αk ) | t ∈ Iup(αk )
}

,

j ∈ argmin
t

{

−
b2

i t

ai t
| t ∈ Ilow(αk ), −yt∇t f (αk ) <−yi∇i f (αk )

}

.

5 Return B = {i , j }
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classification in SVMs.

4.3.2 OLS, Ridge, Lasso and Elatsic-Net regression methods

Our proposed methods to estimate the audience of jobs posted on social networks (see

chapter 6) are mainly related to machine learning algorithms. We propose to model the

audience of posts on social networks using a multivariate regression. A simple regression

method is the Ordinary Least Squares (OLS) [Craven and Islam, 2011] in which one learns a

model w to minimize the sum of squares between the observed values of target variables and

predicted ones, formally the problem is stated as follows:

w⋆
= argmin

w
‖X w − z‖2

2 (4.32)

where w⋆ is the optimal learnt parameters and X and z are respectively the problem data and

the target variable.

Regression models (as described by eq. (4.32)) in high dimensional spaces are subject to

overfitting. In order to get a robust solution, with good generalization properties, one has to

control the complexity of learnt models, which can be done by introducing a penalty term

in the objective function [Cortes and Vapnik, 1995]. Adding ℓ2 penalty term to OLS objective

function leads to the Ridge Regression [Hoerl and Kennard, 1970], formally defined by:

w⋆
= argmin

w
‖X w − z‖2

2 +α‖w‖
2
2 (4.33)

where X and z have the same definition as in the equation (4.32) and α ≥ 0 is a parameter

controlling the complexity of learnt models.

Another popular regression technique using a penalty term is the Lasso regression method [Haury,

2012; Tibshirani, 1994] which is especially interesting because it uses ℓ1 prior as regularizer to

reinforce the optimization toward sparse solutions (fewer non zeros parameters), which are

both robust and computationally efficient. Mathematically, the problem is stated as follows:

w⋆
= argmin

w

1

2n
‖X w − z‖2

2 +α‖w‖1 (4.34)

where X and z have the same definition as in the equation (4.32), n is the number of instances

in X and α has the same definition as in the equation (4.33).

It worth noting that Lasso regression method allows to select relevant features (the weights

of which are non zeros in learnt models). Selecting relevant features for the prediction of

the audience advertisements allows us to find out which attributes are important and to

quantify their importance and then, to be able to explain to our customers why some of their

ads perform better than others. Many optimization algorithms to solve the Lasso regression

problem exist in literature [Haury, 2012; Yang et al., 2010] but the implementation we used in

this thesis is based on a coordinate descent algorithm [Wu and Lange, 2008].
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We also use a combination of Ridge and Lasso Regression called Elastic Net2 [Zou and Hastie,

2005], which is mathematically stated as follows:

w⋆
= argmin

w

1

2n
‖X w − z‖2

2 +αρ‖w‖1 +
α(1−ρ)

2
‖w‖

2
2 (4.35)

where X and z have the same definition as in the equation (4.32), n and α have the same

definition as in the equation (4.34) and ρ ∈ [0,1] is the ℓ1-ratio allowing to balance ℓ1 and ℓ2

penalty terms.

The implementation of Elastic Net used in this thesis is based on the algorithm called LARS-

EN [Zou and Hastie, 2005] which is inspired from the algorithm LARS (Least Angle Regres-

sion) [Efron et al., 2004].

4.3.3 Artificial Neural Networks and Deep Learning

An interesting alternative of using SVMs is Deep learning [Bengio, 2013; Erhan et al., 2010;

Martens, 2010; Ngiam et al., 2011; Weston et al., 2012]. Deep learning algorithms are mainly

based Artificial Neural Networks (ANNs) [Hinton and Salakhutdinov, 2006; Yegnanarayana,

2009] which are inspired from biological neural networks. One of the most popular techniques

to train ANNs is backpropagation [Werbos, 1974b]. Training ANNs is often difficult since one

has to deal with many hyperparameters tricky to be set like the number of hidden layers/nodes

to use and the type of architecture of neural networks, that’s why their popularity decreased in

1990s. Since the mid-2000s ANNs are regaining in popularity with the recent development

of deep learning algorithms which allows to increase their performance. It is reported that

learning with two-layer network (one hidden layer) generally yields good results [Bengio,

2009] but learning with more than two layers (deep architectures) is much more challenging:

the references [Bengio et al., 2007; Larochelle et al., 2009] suggest that poor tuning of lower

layers might be responsible for the worse results of deep neural networks. Experiments in

[Erhan et al., 2009] reported that unsupervised pre-training generally improves the prediction

of deep neural networks, this may be explained by the fact that unsupervised pre-training can

be seen as a form of regularizer and prior: unsupervised pre-training of deep neural networks

seems to be the key to improve the performance of ANNs using deep architectures. There are

several architectures for deep learning [Bengio, 2009] in the literature, among them we can

cite:

• (Deep) Convolutional Neural Networks [Collobert and Weston, 2008; Fukushima, 1980]

are one of the best performing systems according to [Bengio, 2009].

• Restricted Boltzmann Machines [Bengio, 2009] are particular energy-based models

which associate a scalar energy to each configuration of variables of interest [Ranzato

et al., 2007]. The learning process of energy-based models corresponds to the modifica-

tion of that energy function so that its shape has desirable properties. One of the most

2http://scikit-learn.org/stable/modules/linear_model.html#elastic-net
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successful techniques to train RBF is the Contrastive Divergence (an approximation of

the log-likelihood gradient) [Bengio, 2009; Carreira-Perpinan and Hinton, 2005].

• Deep Belief Networks [Hamel and Eck, 2010; Hinton et al., 2006] are based on Restricted

Boltzmann Machines [Bengio, 2009].

• Stacked auto-encoders [Ranzato et al., 2007] are neural networks consisting of multiple

layers of sparse autoencoders [Bengio et al., 2007] in which the outputs of a layer is

wired to the inputs of the successive layer.

One can find the recent advances in learning deep architectures in [Bengio, 2009; Bengio et al.,

2007; Ciresan et al., 2012; Collobert and Weston, 2008; Deng et al., 2013; Erhan et al., 2010;

Martens, 2010; Ngiam et al., 2011; Weston et al., 2012].

Deep learning algorithms are applied to solve a broad range of problems3 using available

datasets like:

• Symbolic Music Datasets4.

• MNIST (handwritten digits5).

• TIMIT Speech Corpus (phoneme classification6).

• Recommendation Systems (MovieLens7).

We did not use deep learning algorithms in this thesis but they are being more and more

popular and can be used to improve the results we obtained with our predictive systems, that’s

why we described these techniques in this manuscript.

4.3.4 Bootstrapping, Cross-validation and Grid search

The machine learning algorithms we presented in the sections 4.3.1, 4.3.2, and 4.3.3 have some

parameters called hyper-parameters. To efficiently learn models using a machine learning

algorithm, one needs to set the optimal values of hyper-parameters (which generally depends

on the dataset he is using). Searching the optimal values for hyper-parameters is called hyper-

parameter optimization, there are several methods of hyper-parameter optimization in the

literature, among them we can cite:

1. Manually assigning some values to hyper-parameters: there is no guarantee that the

assigned values are the most suited.

3http://deeplearning.net/datasets
4http://musedata.stanford.edu
5http://yann.lecun.com/exdb/mnist
6http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?catalogId=LDC93S1
7http://www.grouplens.org
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2. Random hyper-parameter optimization:

• For k times:

– Fit a model by randomly assigning values to hyper-parameters and assess its

performance.

• Choose the hyper-parameter values leading to the highest performance.

• Once again, one can notice that there is no guarantee the assigned values are the

most suited but this method can be faster than Grid search presented below.

3. A very popular hyper-parameter optimization method is Grid search [Bergstra and

Bengio, 2012; Szepannek et al., 2010]. Let n be the number of hyper-parameters, the

Grid search methodology follows:

• For each hyper-parameter pi (i ∈ {1,2, . . . ,n}), manually define a list of (all) values

that can be assigned to pi , let li be this list.

• For each n-tuple (v1, . . . , vn) where ∀i ∈ {1,2, . . . ,n}, vi ∈ li :

– Fit a model by assigning vi to pi for each i ∈ {1,2, . . . ,n} and assess its perfor-

mance.

• Choose the hyper-parameter values that yield the highest performance.

One can notice that the number of times a model is fit and tested is
∏n

i=1
|li |, as a result,

Grid search suffers from the curse of dimensionality because the number of joint values

grows exponentially with the number of hyper-parameters [Bergstra and Bengio, 2012].

For our experiments, we used Grid search to optimize the hyper-parameters of our proposed

systems in order to make sure to use the values of hyper-parameters suiting the most to our

problems.

When using machine learning algorithms, one of the most important steps is to make sure to

correctly assess the performance of learnt models. One cannot use the training set to assess

the performance of the learnt model since the performance of a model on the training set is

not a good indicator of its generalization capacity, that’s why it is common to split a dataset

into 2 mutually exclusive subsets called training and test sets. In the literature, there are several

methods to split datasets into training and test sets, we describe 2 of them below.

One of the most popular techniques to split datasets into training and test sets is the Cross-

validation. Let k be the number of desired folds, k-fold Cross-validation methods [Kohavi

et al., 1995] follow the steps below:

1. Randomly split the active dataset (D) into k mutually exclusive subsets (D1,D2, . . . ,Dk )

called folds of approximately equal size.

2. For each Di (i ∈ {1,2, . . . ,k}):
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• Fit a model M using D \ Di (training set).

• Test the model M on Di (test set) by assessing its performance.

3. The overall performance is computed as the average performance for each fold.

Note that k can take any value (≥ 2) but the common values are 2, 3, 5 and 10.

Another interesting technique is the Bootstrapping which was introduced by [Efron and

Tibshirani, 1994]. Let D be the original dataset containing n instances and k the desired

number of bootstraps, Bootstrapping [Kohavi et al., 1995] follows:

1. For each i ∈ {1,2, . . . ,k}:

• Construct a bootstrap sample Di by uniformly drawing (with replacement) n

instances from D .

• Fit a model M using the bootstrap sample Di (training set).

• Test the model M on D \ Di (test set) by assessing its performance.

2. The overall performance is computed as the average performance for each bootstrap.

The number of bootstraps k is generally set to 10, 102, 103 or 104. Note that the probability that

a given instance of D is not chosen, after randomly drawing (with replacement) n instances is

(1−
1

n
)n . If n is sufficiently large, (1−

1

n
)n ≈ e−1 ≈ 0.368 [Kohavi et al., 1995], as a result, the

size of test sets using Bootstrapping is closer to 0.368×n.

The reference [Kohavi et al., 1995] reported the 10-fold Cross-validation generally yields good

results; we used both Bootstrapping [Diaby et al., 2013] and Cross-validation in this thesis.

4.4 Conclusion

This chapter presented different methods from data mining, knowledge discovery in databases,

information retrieval we used to develop our recommendation and audience prediction

systems. Our developed models are based on Support Vector Machines (see section 4.3.1),

Ridge, Lasso and Elastic-Net regressions (see section 4.3.2) but nowadays, Deep learning

(see introduction in section 4.3.3), Random Forest [Breiman, 2001] and Gradient Boosting

Machine [Friedman, 2001] are gaining popularity and can be used to challenge our different

proposed models. One can find many tools for data mining and social network analysis in the

literature. Among them, we can cite Weka [Hall et al., 2009], a popular data mining tool and

Pajek [De Nooy et al., 2011], a tool for social network analysis. For our experiments, we used

Scikit-learn [Pedregosa et al., 2011], a Python module for machine learning.
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work users

“Tell me who your friends are, and I’ll tell you who you are."

- Anonymous
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5.1 Introduction

The study of the literature of recommendation engines (see section 3) has revealed that

the efficiency of a recommender system depends on how users and items are represented,

that’s why we propose, study and evaluate several models for users and jobs to make job

recommendations to social network users. Our social network users are defined by two types

of data: users’ own data and their social connections data (data of their friends).

• Users’ own data are both those that users post to social networks and those recorded

while they were interacting with the system. Publications, comments, likes, time spent

reading or viewing resources are some examples of interactions data.

• Social connections data are those from users social connections. List of friends can be

cited as an example.

Some our the proposed job recommender systems only use users’ own data and the descrip-

tions of jobs to predict users interests for jobs while the others use both users’ and their social

connections’ data.

In this chapter, we tackle the problem of job recommendation to Facebook and LinkedIn users.

We start this study by analyzing the data about job recommendation provided by the company

Work4 to better understand the profiles of our social network users and job descriptions.

As presented in the section 2.2, our Facebook users have authorized Work4 applications to

access data in 5 fields: Work, Education, Quote, Bio, and Interests. LinkedIn users only have

authorized 3 fields: Headline, Educations, Positions. LinkedIn Educations and Positions fields

are almost equivalent to Facebook Education and Work fields respectively. The description of

Work4 jobs has 3 fields: Title, Description, Responsibilities.

The comparison of different weighting functions, preprocessing techniques and similarity

functions using bag-of-words models allows us to obtain the best combination for our recom-

mendation task. We estimate the importance of user/job fields in the task of recommendation

and show how to use machine learning techniques to improve the quality of recommenda-

tions. We show that the use of knowledge databases (taxonomies for instance), relevance

feedback and social recommendation techniques can mitigate the problem of missing data in

the context of job recommendation and therefore improve the job recommendation.

Since matching a user with a job is a multidimensional problem (as presented in the sec-

tion 1.1), we show how to use knowledge databases to tackle this problem in the context of job

recommendation to social network users.

The analysis of the results we obtained allows us to draw key conclusions about job recom-

mendation to social network users.
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5.2 Job recommendation datasets

Data are the most important thing we needed to validate hypotheses we made. At the begin-

ning of this thesis, we had no dataset we could use to assess the performance of our proposed

methods, so we dedicated the first months of the thesis to collect the first datasets. We defined

several datasets (based on the data collected by the company Work4) that we studied, analyzed

and cleaned up to finally choose 4 of them. Each entry in our datasets is a 3-tuple (u, v ,

y) where u and v are the vectors of a given user and job respectively and y ∈ {0,1} is their

associated label. Label 1 denotes a matching between the user and the job while the label is

0 when the job does not correspond to the user. Here are the descriptions of the collected

datasets:

1. Candidate: users can use Work4’s applications to apply to jobs, we assume that users

only apply to the jobs that are relevant for them (label =1), this dataset contains applica-

tions’ data. This dataset cannot be directly used to compute the AUCs of our systems

since it only contains label 1.

2. Review: it contains recommendations made by Work4’s systems that have been manu-

ally validated by two different teams of the company.

3. Validation: it contains recommendations made by Work4’s systems that have been

manually validated by one team of the company.

4. ALL: this dataset is the union of Candidate, Review and Validation datasets.

One interesting thing to note is the fact that each job is associated to a job page (as shown

by Figure 5.1) which generally represents a page of a company (in this context, pages are

sets of job offers published by the same company), hence jobs from the same job page are

generally similar since they are likely from the same company. This impacts our experimental

protocols when splitting datasets into training and test sets (see section 5.3). Table 5.1 depicts

the summary statistics from our datasets while Table 5.2 shows the percentage of empty fields

in each dataset. We can notice that most social network users do not completely fill the fields

of their profiles that are interesting to extract their preferences for jobs, this problem is more

severe for Facebook than LinkedIn profiles. Our recommender systems must thus deal with

incomplete (and very noisy) data and those using machine learning based models also need to

deal with unbalanced datasets since the proportion of label 0 is much more higher than that

of label 1 in ALL, Validation and Review datasets. Recall that labels 1 et 0 respectively denote a

matching and mismatching between a user and job offer.

After filtering out stopwords using lists of stopwords defined by Work4, we obtained a dictio-

nary with 26,995 terms (stemming allows us to reduce to 17,954 terms and using lemmati-

sation leads to 11,759 terms). One can use the TF-IDF scores to select the most interesting

terms in users’ and jobs’ profiles as done [Blei and Lafferty, 2009; Wang and Blei, 2011]. We

are focused on English and French: if the language of a user or a job is different from French
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Figure 5.1 – Generation process of our job recommendation datasets. Each job is linked to a

job page corresponding to the career page of a company on Facebook. Jobs from the same

page are likely similar and probably belong to the same job categories.

Datasets

ALL Validation Review Candidate

Total number of instances 86,524 54,247 14,414 17,863

Distinct users 41,303 27,408 7,572 9,232

Distinct jobs 10,527 1,326 2,171 7,699

P
ro

p
o

rt
io

n

label 0 0.70 0.91 0.75 0.00

label 1 0.30 0.09 0.25 1.00

Facebook users 0.44 0.27 0.30 0.97

LinkedIn users 0.56 0.73 0.70 0.03

Table 5.1 – Summary statistics of our datasets: number of instances, proportion of label 0/1

and instances linked to Facebook/LinkedIn users. ALL dataset is the union of the 3 other

datasets. We assumed that users only applied to jobs that match their profiles in Candidate

dataset: this dataset contains only labels 1, so it cannot be directly used for the AUC metric.
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Datasets

Fields ALL Validation Review Candidate

F
a

c
e

b
o

o
k

Bio 61.1 46.0 69.6 72.2

Education 68.6 64.0 64.0 73.7

Interests 73.0 74.4 79.3 70.9

Quotes 90.0 98.9 97.8 80.9

Work 21.0 12.4 7.0 30.6

L
in

k
e

d
In Educations 16.1 15.8 16.1 14.8

Headline 0.8 0.7 1.1 2.6

Positions 0.2 0.1 0.1 5.6

Jo
b

s

Description 0.5 0.1 0.0 0.7

Responsibilities 55.5 82.1 66.9 49.4

Title 2.3 1.2 0.6 2.8

Table 5.2 – Percentage of empty fields in our datasets; in bold, fields empty at more than 50%.

We note a very high percentage of empty fields for Responsibilities compared to Description

and Title, this is due to fact that sometimes the field Responsibilities is not clearly indicated

since it is merged with the Description field.

and English, its language is set to “other”. As explained above, the entries in Review and

Validation datasets are obtained by manually annotating some recommendations made by

our systems. To annotate a recommendation of a job to a user, the annotators have all the

available information about the job (title, company, industry, ...) and the information the user

has explicitly authorized our applications to access to (education background, work history,

age, etc.) and they can annotate the recommendation as follows:

• 1: the user matches the job.

• 0: the user does not match the job; in this case, they can justify their decision by:

– Experience mismatch: user’s and job’s required experience do not match.

– Languages mismatch: user’s and job’s languages do not match.

– Countries mismatch: user’s and job’s countries do not match.

Recommending an internship job to a person who has currently a full-time position or

who has been graduated for years is generally considered by annotators as an experience

mismatch.

• -1: cannot decide if the user matches the job or not; these entries are not used in this

study.
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We assumed in Candidate dataset that users only apply to jobs that are relevant for them, this

assumption could be false in some situations. The following examples show some situations

in which our assumption is not correct:

• People who are actively looking for a job can apply to several jobs at same time even if

they do not match their profiles.

• People who are changing careers can apply to jobs that do not match their profiles.

(a) Application dataset. (b) Review dataset.

(c) Validation dataset. (d) ALL dataset.

Figure 5.2 – Distribution of job pages in our job recommendation datasets.

Figure 5.2 shows the number of entries in a given dataset linked to a given job page. Since a

job page is generally linked to an organization which is generally linked to an industry/job

category, this Figure allows us to know how varied (in terms of job industries/categories) are

our datasets. We note that some datasets contain huge job pages, for instance, we can see that

ALL dataset contains a job page linked to more 20,000 entries: some datasets are not varied

enough in terms of job industries/categories.
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Figure 5.3 – Distribution of jobs per user in our job recommendation datasets.

On Figure 5.3, one can note that a very majority of users (more than 90%) are linked to at most

5 jobs, as a result, the user-job matrices for different datasets are very sparse. Using Table 5.1,

we obtain the following sparsity rates: 99.98% for ALL dataset, 99.85% for Validation dataset

and 99.91% for Review dataset.

Figures 5.4, 5.5, 5.6 respectively show the distribution of the distinct number of terms in the

profiles of Facebook users, LinkedIn users and jobs after vectorizing and removing stop words,

they allow to make the following key observations:

• Our Facebook users do not completely fill the fields that are interesting for job recom-

mendation. For instance, more than 65% of our Facebook users have no information in

the Education field. More than 80% of our Facebook users have no entry in the Quotes

field.

• Our LinkedIn users provide more information about their educations and positions

(than Facebook users). These data are useful when recommending jobs to them.

• The title and description fields of jobs are well filled but responsibilities field is empty for

many jobs, this is due to the fact that responsibilities field data are sometimes merged

with description field data.
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(a) Facebook Bio field. (b) Facebook Quotes field.

(c) Facebook Interests field. (d) Facebook Education field.

(e) Facebook Work field.

Figure 5.4 – Distribution of terms in Facebook fields in our job recommendation datasets.
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(a) LinkedIn Positions field. (b) LinkedIn Educations field.

(c) LinkedIn Headline field.

Figure 5.5 – Distribution of terms in LinkedIn fields in our job recommendation datasets.

71



Chapter 5. Job recommendation to social network users

(a) Job Description field. (b) Job Responsibilities field.

(c) Job Title field.

Figure 5.6 – Distribution of terms in Job fields in our job recommendation datasets.
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5.3 Experimental protocols

All our scripts are written in Python and are mainly based on scikit-learn1 [Pedregosa et al.,

2011] implementation of different machine learning algorithms and performance metrics, the

implementation of SVM is based on LIBSVM [Chang and Lin, 2011]. The different experiments

have been run on Intel Xeon 2.00GHz (with 12 cores). For all proposed methods, we learn

a model (if needed) on a training set and tests are done on the corresponding test set for

different datasets using 10-fold cross-validation (see section 4.3.4). The hyper-parameters of

different algorithms (we use) have been optimized using Grid search (see section 4.3.4).

We use AUC-ROC (see section 3.7) as performance metric for all our job recommender systems.

Using cross-validation allows us to compute the confidence intervals for our proposed job

recommender systems.

In our industrial context, the ideal procedure of splitting our datasets into training sets and

test sets could be: split a dataset into two subsets mutually exclusive in terms of job pages as

shown by Figure 5.7a. This procedure of splitting leads to learn a model from labeled data

linked to a set job pages and to apply the learnt model to make recommendations on new

job pages (new clients/customers for instance); this involves many varied job pages in the

used training sets but unfortunately we have several huge job pages (job pages linked to many

entries) in our datasets (as presented in the section 5.2) that makes difficult the use of this

procedure. Since we have several huge job pages in our datasets, splitting a dataset into a

training and test sets using the above procedure leads to 2 scenarios:

1. The training set contains exclusively huge job pages: we learn a model on few pages that

cannot yield good results on new pages.

2. The training set contains exclusively pages with few linked examples: the learnt model

cannot also yield good on specific huge pages.

Finally, we use an alternative method (see Figure 5.7b) based on the 10-fold cross-validation:

we randomly split the active dataset into 10 subsets mutually exclusive making sure that each

subset contains approximately 10% of instances linked to each job page. For each fold, we use

1 subset as test set and the 9 other subsets as training set. This procedure of splitting datasets

into training and test sets could bias the results since jobs from the same page are similar but

has two applications at Work4:

1. Learn a global model (what we do in this thesis) using all our datasets that we will use for

new clients to make first recommendations. We can notice that this global model could

yield bad results for some clients with specific job pages (job categories), for instance it

will probably make bad recommendations for clients whose categories of jobs were not

in the datasets used to learn the model.

1http://scikit-learn.org

73



Chapter 5. Job recommendation to social network users

2. Learn a local model for each client that has enough feedback (labeled data from the

client’s teams or from Work4’s teams) to learn a model. This local model will neatly fit

the client data and will make better recommendations than the global model for the

client.

(a) Ideal procedure (for Work4) of splitting

datasets into training and test sets.

(b) Procedure of splitting datasets into training

and test sets we used in this thesis.

Figure 5.7 – Procedures of splitting datasets into training and test sets.

5.4 Bag-of-words model-based job recommendation

This section presents the first job recommender systems we develop which are based on

bag-of-word models (see section 4.2.2) to recommend jobs to social network users. First of

all, we consider each social user as a document and his fields as sub-documents, we do the

same for jobs. It is worth noting that fields of our documents only contain textual information

and we do not directly consider the temporal aspect of job recommendation (we assume that

users’ preferences for jobs remain stable over time).

For each document (user or job), we extract a vector for each of its fields (which contain

textual information) using the “bag-of-words” model and different weighting functions (see

section 4.2.2). We also filter out stop words using lists of stop words defined by Work4. The

vector of a document is computed as a weighted sum of the vectors of its different fields where

each weight is the importance of the associated field. Figure 5.8 shows how the aggregation is

done for Facebook users, LinkedIn users and Jobs.

The rest of this section presents and analyzes the different job recommender systems we

proposed.
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Figure 5.8 – Aggregation of vectors from different fields for Facebook users, LinkedIn users

and Jobs.

5.4.1 Toward Engine-1: study of weighing functions, similarity heuristics and pre-

processing techniques

In order to develop our first job recommender called Engine-1, we need to study and compare

different preprocessing techniques (see section 4.2.1), weighting functions (see section 4.2.2)

and similarity heuristics (see section 4.2.5) to find the right combination (which yields the

highest AUC).

First of all, we do not know the importance of different fields of users and jobs in the task

of job recommendation, so we set all the importance to 1 (α0
w = α0

e = α0
b
= α0

q = α0
i
= 1 and

α1
h
= α1

e = α1
p = 1 and βt = βd = βr = 1, see Figure 5.8). Using theses settings, Figure 5.9

compares different weighting functions using various similarity heuristics and preprocessing

techniques on our datasets. We note that the TF-IDF weighting function outperforms the

other weighting functions. Using TF-IDF, we obtained similar performances for different

preprocessing techniques, as a result, we choose to use lemmatization as preprocessing

technique for all our job recommender systems based on bag-of-words model since it allows
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a dimensionality reduction (see section 5.2). Figure 5.9 also reveals that cosine similarity

generally yields better results than Pearson correlation coefficient.

After studying different weighting functions, similarity measures and preprocessing tech-

niques, let us define our first job recommender system also known as Engine-1. In this

system, vectors of users and jobs are computed (following the method described above and in

Section 5.4) by using TF-IDF as weighting function with lemmatization as preprocessing tech-

nique and assuming that all the fields have the same importance (α0
w =α0

e =α0
b
=α0

q =α0
i
= 1

and α1
h
= α1

e = α1
p = 1 and βt = βd = βr = 1) on recommendation scores. We measure the

interest of a user for a given job by computing the cosine similarity (4.15) of the user’s vector

and the vector of the job.

Figure 5.10 shows the results of Engine-1 on different datasets for all users, Facebook users

and for LinkedIn users. We also notice that results are bad for all users in ALL dataset, these

bad results are possibly due to the fact that user term space is different from job term space. If

we consider the AUC-ROC scores for Facebook users and LinkedIn users separately, we notice

that we have better results for LinkedIn users (see Figure 5.10): LinkedIn user term space

seems closer to job term space than Facebook one.

One can note that if the user term space is quite different from the job term space, Engine-1

will fail to make proper recommendations, this is the first weakness of this system. Another

weakness of Engine-1 is that the assumption that all the fields have the same importance on

recommendation scores is probably false. To address this weakness, we propose in the next

section a method to estimate the importance of fields of users and jobs in the task of job

recommendation.
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(a) Review dataset: Cosine similarity. (b) Review dataset: Pearson correlation

coefficient.

(c) Validation dataset: Cosine similarity. (d) Validation dataset: Pearson correlation

coefficient.

(e) All dataset: Cosine similarity. (f) All dataset: Pearson correlation coefficient.

Figure 5.9 – Comparison between weighting functions, similarity functions and preprocessing

techniques on our job recommendation datasets.
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Figure 5.10 – Performance (AUC-ROC) of Engine-1 for Facebook users, LinkedIn users and all

the users.

5.4.2 Engine-2: incorporating the importance of different fields of users and jobs

into Engine-1

The vector u(α) of a user u using the importance vector α of user fields is defined as the

weighted sum of his fields’ vectors, formally it is defined as follows:

u(α) =
f 0

u∑

f =1

α0
f u0

f +

f 1
u∑

f =1

α1
f u1

f (5.1)

where α= (α0,α1), α0 = (α0
1, . . . ,α0

f 0
u

) and α1 = (α1
1, . . . ,α1

f 1
u

) are respectively the importance of

Facebook and LinkedIn users fields, f 0
u and f 1

u are respectively the numbers of Facebook and

LinkedIn users fields in the training set, u0
f

and u1
f

are respectively the vectors of the Facebook

and LinkedIn field f for the user u and finally α0
f

and α1
f

are the importance of the Facebook

and LinkedIn field f .

Similarly, we define the vector v(β) of a job v using the importance vector β of job fields as the

weighted sum of its fields’ vectors, formally it is defined as follows:

v(β) =

f j∑

f =1

β f v f (5.2)
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where β= (β1, . . . ,β f j
), f j is the number of jobs fields in the training set, v f is the vector of the

field f for the job v and β f is the importance of the field f .

The dot product of ui and v j is defined by:

u(α) · v(β) =
nk∑

k=1

uk (α) · vk (β) (5.3)

where nk is the number of distinct terms/features.

The squared norm of u(α) and v(β) are respectively defined by:

‖u(α)‖2
=

nk∑

k=1

uk (α)2 (5.4)

‖v(β)‖2
=

nk∑

k=1

vk (β)2 (5.5)

Using equations (5.3), (5.4), (5.5), cosine similarity between user u and job v is defined by:

ŷuv (α,β) =







0 if ‖u(α)‖‖v(β)‖ = 0
u(α) · v(β)

‖u(α)‖‖v(β)‖
otherwise

(5.6)

The predicted similarity ŷuv (α,β) between a user u and a job v using the importance of fields

α and β is computed as the cos(u(α), v(β)) (see eq. (4.15)).

To learn the optimal α and β on a dataset Γ, we optimize the Weighted Mean Squared Error

EΓ(α,β,c0,c1) defined as follows:

EΓ(α,β,c0,c1) =
1

|Γ|

∑

(u,v,y)∈Γ

cy · (y − ŷuv (α,β))2 (5.7)

Each entry of Γ is a 3-tuple (u, v , y) where u, v and y ∈ {0,1} represent a user, a job and their

label respectively, c0 and c1 are the costs of the class 0 and the class 1 respectively.

For λ1 > 0 and λ2 > 0, we can notice that ŷuv (λ1α,λ2β) = ŷuv (α,β), which means that if

the optimization problem has a solution, it is not unique. Therefore we solve a constrained

optimization problem to reduce the number of solutions: the constraints are: ‖α0‖ = 1,
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‖α1‖ = 1 and ‖β‖ = 1. Formally, the optimization problem is defined as follows:

α⋆,β⋆
= argmin

α∈R fu , β∈R
f j

EΓ(α,β,c0,c1)

subject to ‖α0
‖−1 = 0,

‖α1
‖−1 = 0,

‖β‖ −1 = 0.

(5.8)

where EΓ is defined by the equation (5.7), α= (α0,α1), fu = f 0
u + f 1

u , f 0
u and f 1

u are respectively

the numbers of Facebook and LinkedIn users fields, f j is the number of jobs fields, c0 and c1

are the costs of the class 0 and the class 1 respectively to be set.

To compute the importance of users and jobs fields on the recommendation scores, we

solve the constrained optimization problem previously stated using the function minimize

(from Scipy.optimize module) with the method SLSQP (Sequential Least Squares Program-

ming) [Boggs and Tolle, 1995; Kraft, 1994]. We set the costs c0 and c1 as in [Anand et al., 2010]:

c0 =
1

n0
and c1 =

1

n1
where n0 and n1 are the number of entries with label 0 and label 1 in the

training sample respectively.

Figure 5.11 shows the importance of Facebook users’, LinkedIn users’ and jobs’ fields with

their confidence intervals respectively. It suggests that the important fields in the task of job

recommendation are:

• Work field for Facebook users.

• Headline/positions fields for LinkedIn users.

• Title field for jobs.

These results seems to make sense since the field work contains useful information to deter-

mine the interests of Facebook users for jobs. The field Headline sums up LinkedIn users’

careers while Positions field contains their work history. The field title contains needed

information about a given job to globally determine if it is relevant or not for a user.

Now let us address the weakness of Engine-1 (see section 5.4.1) related to the assumption that

all the fields have the same importance on recommendation scores by using the optimal im-

portance (α0∗, α1∗, β∗) of users’ and jobs’ fields (see Figure 5.11) when computing the vectors

of documents as weighted sum of vectors of their fields (following the method described in

Section 5.4): this leads to the Engine-2. The interest of a user for a given job is then measured

by computing the cosine similarity (4.15) of the user’s vector and the vector the job.

Figures 5.23a, 5.23b, 5.23c show that the application of the optimal weights of fields of users

and jobs improve the quality of job recommendation. However, since Engine-1 and Engine-2

are using the same similarity function, Engine-2 suffers from the first mentioned weakness of
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(b) Validation dataset.
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Figure 5.11 – Importance α0 ∈ [−1,+1]5, α1 ∈ [−1,+1]3 β ∈ [−1,+1]3 of Facebook users,

LinkedIn users and jobs fields respectively; the higher the importance is, the most important

the associated field is in the task job recommendation.

81



Chapter 5. Job recommendation to social network users

Engine-1, namely the problem of mismatching user term space and job term space. To mitigate

this problem, we investigate in the next section the use of machine learning techniques to

learn models from our data that neatly fit our job recommendation tasks.

5.4.3 Engine-3: SVM-based recommender systems using TF-IDF vectors

In this section, we explore the use of trained statistical models to improve the quality of our job

recommendation to social network users: there are many algorithms to learn statistical models

from data but we choose SVMs (Support Vector Machines) [Cortes and Vapnik, 1995] since

they are very popular and known to yield good performance in text categorization [Joachims,

1998]. Using LIBSVM [Chang and Lin, 2011], we therefore apply this supervised learning

procedure to our job recommendation problem, this leads to our third recommender system

Engine-3.

The input vectors ISVM of the SVM are stated as follows:

ISVM(u, v) = (w(u1, v1), . . . , w(uT , vT )) (5.9)

where T is the total number of terms in the dataset (or the total number of selected terms if

one selects the most important terms), u and v are respectively the TF-IDF vectors of a user

and job obtained by using the importance (α0∗, α1∗, β∗) of different fields computed in the

section 5.11 and w(•,•) is a monotonic function.

We can use several w functions like the product (w(x, y) = x ∗ y), the sum (w(x, y) = x + y) but

we want a bijective function (to be able to associate 2 unique points to each value of w), this

naturally leads us to use the Cantor pairing function defined by:

cantor (x, y) =
1

2
(x + y)(x + y +1)+ y (5.10)

where x and y are integers.

One can note that the values returned by this function can be very high, to mitigate this

problem, we use the logarithm of the values returned by Cantor pairing function. Finally, we

define our w as follows:

w(x, y) = log(1+ cantor (⌊x⌉,⌊y⌉)) (5.11)

where ⌊•⌉ is the nearest integer to • and cantor is the Cantor pairing function defined by the

equation (5.10).

The Cover’s theorem [Cover, 1965] states that data are more likely to be linearly separable

in high dimension. We have a very high-dimensional problem (see section 5.2), so we start

our experiments by using a linear kernel (eq. (4.24a)): it is generally simpler, quicker and can

mitigate the over-fitting problem in general. We then investigate the use of RBF (eq. (4.24c))
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5.4. Bag-of-words model-based job recommendation

and Polynomial (eq. (4.24b)) kernels to improve the results obtained with the linear SVM.

In order to efficiently handle unbalanced datasets, we use different costs (as done in the

section 5.4.2) for the two classes: c0 and c1 for the class 0 (label = 0) and the class 1 (label = 1)

respectively. We use Grid search (see section 4.3.4) to find the optimal parameters for different

kernels of SVM. Figures 5.12, 5.13, 5.14 depict the importance of parameters of kernels for

Engine-3 we obtained. One can note that for our job recommendation tasks, the optimal

values of hyper-parameters of SVM depend on the used dataset.
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(c) Review dataset

Figure 5.12 – Optimization of hyper-parameters of Linear SVMs using TF-IDF vectors. Note

Coef0 which corresponds to r in eq (4.24a) and C to the regularization parameter in eq (4.22).

One can note the impact of Coef0 on the performance of our recommender systems is really

very small compared to that of the regularization parameter C .

Comparing the results of Engine-3 for different kernels (see Figure 5.15), we note a clear

outperformance of RBF kernel for the task of job recommendation to social network users.

Figure 5.23 reveals that the best SVM-based job recommender system (using RBF kernel)

outperforms both Engine-1 and Engine-2: it mitigates the problem of difference between user

term space and job term space. However Engine-3 suffers from the problem of missing data:

it cannot make accurate job recommendation to users whose profiles are not well filled. To

mitigate this problem, we investigate in the next section how to use social recommendation

techniques (see section 3.6) to recommend jobs to Facebook and LinkedIn users.
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(b) Validation dataset
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Figure 5.13 – Optimization of hyper-parameters of Poly SVMs using TF-IDF vectors. Note

Coef0 which corresponds to r in eq (4.24b) is set to 1, degree corresponds to d in eq (4.24b)

and C to the regularization parameter in eq (4.22).
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(b) Validation dataset
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(c) ALL dataset

Figure 5.14 – Optimization of hyper-parameters of RBF SVMs using TF-IDF vectors. Note

gamma corresponds to γ in eq (4.24c) and C to the regularization parameter in eq (4.22).
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Figure 5.15 – Engine-3: comparison between different kernels of SVMs: one can note a clear

out-performance of the RBF kernel.
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5.4.4 Engine-4: social recommender systems

Since our Facebook users do not completely fill the fields that are interesting in job recommen-

dation tasks (see Table 5.2), we experiment the use of data of friends of Facebook and LinkedIn

users to partially recover missing information in order to improve our recommendations. The

use of both users’ and their friends’ data to make recommendations is known in the literature

as social recommendation [Aranda et al., 2007; Kantor, 2009; Ma et al., 2011].

Firstly, we propose a generic pseudo algorithm for social recommendation (see the pseudo

algorithm 3).

Pseudo algorithm 3: Generic pseudo algorithm for social recommendations on social net-

works.
Data: uData: Users data,

fData: Friends data,

jData: Jobs data,

α: importance of users data,

θclassmates: threshold for classmates,

θex-colleagues: threshold for (ex-)colleagues

Result: Social recommendations

1 foreach User ∈ uData do

2 Find the clusters of his friends densely connected using community detection and/or clustering

methods on fData;

3 foreach Cluster of friends do

4 Extract statistics about colleges/universities and companies using the sub-fields of Facebook

and LinkedIn users’ profiles;

5 end

6 Using these statistics, select the relevant clusters (communities of (ex-)colleagues and

(ex-)classmates) using the thresholds θex-colleagues and θclassmates;

7 foreach Job ∈ jData do

8 Compute the interest of User for Job using both his data (with the weight α) and the data from

relevant communities of friends (with the weight (1−α));

9 end

10 end

Unfortunately, due to privacy concerns, the data about users’ social relationships are often

not accessible to third parties, making difficult the application of the pseudo algorithm 3: our

statistics show that a large majority of users (more than 80%) have less than 10 friends whose

profiles data are available (users are not willing to share information about their friends). As a

result we finally use a simplified version of the pseudo algorithm 3 which uses for each user

his data and all the data of his friends: the global interest of a user u for a job v is computed

as a linear combination of the interest of u for v and the average interests of his friends for

v . This leads to define 3 basic social recommendation methods: Engine-4a, Engine-4b and

Engine-4c. The enriched score of a user u for a job v is computed in Engine-4a following the

equation (5.12), in Engine-4b following the equation (5.13) and in Engine-4c following the
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equation (5.14).

social score(u, v) = cos(αu + (1−α)uF , v) (5.12)

social score(u, v) =αcos(u, v)+ (1−α)cos(uF , v) (5.13)

social score(u, v) =αcos(u, v)+
(1−α)

|F |

∑

f ∈F

cos(u f , v) (5.14)

where u is the original vector of the user, uF is the average vector of the user’s friends, v is a

vector of a job, F is the set of friends of the active user, u f is the vector of the friend f and

α ∈ [0,1] is the importance of user’s data.

In Engine-4a, Engine-4b and Engine-4c, the TF-IDF vectors of users and jobs are obtained by

assuming that all the fields have same importance (as in Engine-1, see section 5.4.1).

We compare the 3 basic social recommender systems to Engine-1, Figures 5.16, 5.17, 5.18 show

that all the proposed social recommender systems fail to give better results than Engine-1 for

any value of α for LinkedIn users. For Facebook users we do not find any improvement for

Review and Validation datasets but for ALL dataset, we find some values of α that improve the

quality of job recommendation: on Facebook, the use of the data of users’ friends can improve

the quality of job recommendation in some special cases.
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Figure 5.16 – Performance of Engine-4a on our different datasets. For a reminder, α represents

the importance of the active user’s data (and 1−α that of his friends’ data); note that α= 1

corresponds to Engine-1.
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Figure 5.17 – Performance of Engine-4b on our different datasets. For a reminder, α represents

the importance of the active user’s data (and 1−α that of his friends’ data); note that α= 1

corresponds to Engine-1.
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Figure 5.18 – Performance of Engine-4c on our different datasets. For a reminder, α represents

the importance of the active user’s data (and 1−α that of his friends’ data); note that α= 1

corresponds to Engine-1.
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5.4.5 Engine-5: relevance feedback applied to Engine-1

In the previous section, our attempt to use social recommendation techniques to mitigate

the problem of missing data when recommending jobs to social network users has led to

disappointing results. Based on this observation, we explore another technique from the

literature of information retrieval to enrich the profiles of users with those of jobs they liked

or disliked in the past. This technique is known as relevance feedback [Rocchio, 1971] in the

literature.

Since the profiles of our users and jobs only contain terms with positive weights, we use a

slightly modified version of the famous Rocchio’s formula [Rocchio, 1971] to make sure to

obtain only positive weights associated to terms in the profiles of users enriched with those of

the jobs linked to them.

Mathematically, the modified version of Rocchio’s formula used in this study is defined as

follows:

u
′

= max(0,(a.u +bu+
J
− cu−

J
)) (5.15)

where u
′

is the enriched vector of the active user, u is the original vector of the user, u+
J

is the

average vector of jobs that match the profile of the user, u−
J

is the average vector of jobs that

do not match the profile of the user and a, b, c are the parameters of the algorithm.

Note that in the equation (5.15), the parameters a, b, c respectively represent the importance

of users’ original profiles, that of jobs matching users’ profiles and that of jobs mismatching

users’ profiles.

Enriching users’ profiles with those of jobs related to them leads to our Engine-5 in which the

original TF-IDF vectors of users and jobs are obtained by assuming that all of fields have the

same importance (as in Engine-1, see section 5.4.1).

To enrich the profiles of users, we split our datasets into training and test sets using 10-fold

cross-validation as described in the section 5.3. Each training set is used as a feedback set: the

profiles of users in the feedback set are enriched with those of jobs linked to them by setting

a = b = c = 1 (assuming that original profiles of users are as important as those of the profiles

of jobs that users liked or disliked in the past) in the equation (5.15).

Our experiments reveals that the use relevance feedback drastically improves the quality of

our job recommendation (see Figure 5.19). Here the confidence intervals are larger than those

of Engine-3 with RBF kernel (see Figure 5.15): this is probably due to the fact that some users

are only linked to few number of jobs (not enough to sufficiently improve their profiles for all

folds of cross-validation).

The results obtained with Engine-5 show that enriching the profiles of users with those of

jobs they liked or disliked in the past can allows to mitigate the problem of missing data in
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users’ profiles and then leading to an improvement in the quality of job recommendation.

However, we noticed that social network users did not generally give feedback about job

recommendation that our recommender systems made to them; this makes the application

of Engine-5 a bit difficult (in our job recommendation tasks) and leads us to investigate

additional techniques to deal with missing information.
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Figure 5.19 – Performance (AUC-ROC) of Engine-5 for Facebook users, LinkedIn users and all

the users.

5.4.6 Comparison between the proposed recommender systems (based on bag-

of-words models) and two state-of-the-art systems

In this section, we compare Engine-1, Engine-2, Engine-3 and Engine-5 to two methods of the

literature, the first method is a simple Collaborative Filtering based on matrix factorization

(MF, see section 3.2.2) and the second method is the Collaborative Topic Regression (CTR)

proposed by [Wang and Blei, 2011] which is a hybrid recommender system combining content-

based (see section 3.2) and collaborative recommendations (see section 3.2). We use the code

provided by [Wang and Blei, 2011] to compare our methods to MF and CTR.

Figures 5.20 and 5.21 show the results of the optimization of MF and CTR hyper-parameters. A

comparison between MF and CTR reveals that CTR outperforms MF (see Figure 5.22), which

was expected and confirms the results obtained in [Wang and Blei, 2011].

The comparison between Engine-1 to Engine-2 shows that the application of the importance

of fields (see Figure 5.11) significantly improves the quality of job recommendation on all
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(b) Validation dataset.
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(c) ALL dataset

Figure 5.20 – Optimization of Matrix Factorization (MF) hyper-parameters.
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(b) Validation dataset
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(c) ALL dataset

Figure 5.21 – Optimization of Collaborative Topic Regression (CTR) hyper-parameters.

(a) Review dataset. (b) Validation dataset. (c) ALL dataset.

Figure 5.22 – Comparison between a Simple Matrix Factorization (MF) and the Collaborative

Topic Regression (CTR).
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our datasets (see Figure 5.23): we can conclude that it is important to take into account the

importance of fields of users and jobs when recommending jobs to social network users.

Figure 5.23 reveals that Engine-3 and Engine-5 outperform CTR which yields better results

than MF. However one can note that MF outperforms Engine-2 on ALL dataset. MF and CTR

suffer from cold start recommendation problem since in our datasets users have not enough

related jobs. The comparison between Engine-3 and Engine-5 (based on relevance feedback)

reveals that Engine-5 slightly outperforms Engine-3.

Globally, our experiments about using the bag-of-words model to recommend jobs to social

network users reveal that:

• Using heuristic similarity functions leads to systems whose performance can be poor

since the vocabulary used by social network users can be different from that of job

descriptions and the profiles of users on some social networks like Facebook are incom-

plete (missing data) most of the time.

• Using machine learning or relevance feedback allows to mitigate the problems related to

the mismatching of vocabulary between users and jobs and that of incomplete profiles.

Using machine learning or relevance feedback is interesting but requires to collect feedback

data about jobs matching/mismatching social network users’ profiles, these data are difficult

to collect sometimes since social network users did not generally give feedback about jobs

matching/mismatching their profiles. To address this problem, we investigate the use of

knowledge databases to deal with missing data in the next section.
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Figure 5.23 – Comparison between Engine-1, Engine-2, Engine-3, Engine-5, MF and CTR. Note

that Engine-3 is using the RBF kernel since this kernel outperforms the others (see Figure 5.15).
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5.5 Taxonomy-based job recommendation

In this section, we explore how to use knowledge databases (taxonomies) to deal with missing

data and to mitigate the limitations of the bag-of-words models when recommending jobs to

social network users.

Recall that our Facebook users have authorized the Work4 applications to access data in 5

fields: Work, Education, Quote, Bio, and Interests. LinkedIn users only have authorized 3

fields: Headline, Educations, Positions. LinkedIn Educations and Positions fields are almost

equivalent to Facebook Education and Work fields respectively. The description of Work4 jobs

has 3 fields: Title, Description, Responsibilities.

In our previous developed recommender systems (see section 5.4), the vectors of users and

jobs are extracted using the bag-of-words models, the main limitation of which is the fact

that they assume that the relative order of terms is not important. The order of terms could

be important in a task of job recommendation: as example, let us consider 2 sentences “a

senior nurse” and “a nurse for senior”, in bag-of-word model, the two sentences have the

same vector but they represent two different types of jobs. Based on this observation, we

decide to investigate the use of a taxonomy-based vector model. Our previous studies showed

that the most important fields in the task of job recommendation (see Figure 5.11) are: Work

for Facebook users, Headline and positions for LinkedIn users and Title for jobs, as a result,

we use the information contained in Work, Headline/positions and Title fields to extract a

new type of vector for social network users and jobs that we called O*NET vector using the

O*NET-SOC taxonomy2[National Center for O*NET Development, 2013; Peterson et al., 2001]

(a taxonomy that defines the set of occupations across the world of work) as described in the

pseudo algorithm 4. O*NET database (see the description in the appendix B) only supports

English, reason why we test our proposed methods on only users and jobs whose language is

English.

We indexed O*NET databases using Elasticsearch3 and we thus use this library to query the

different O*NET occupations (with their relative relevance scores) related to a document (Work

field data for Facebook users, Headline/Positions’ data for LinkedIn users and Title data for

jobs). Elasticsearch uses a kind of TF-IDF matching between O*NET occupations’ data (in

O*NET-SOC taxonomy databases) and documents (users or jobs) to compute the relevance

scores but we did not try to optimize the used formula. Each document is then represented

by its distribution scores over all the occupations in O*NET databases. O*NET taxonomy

currently contains 1,040 distinct occupations, as a result, our O*NET vectors are encoded

by 1,040 dimensions. Figure 5.24 shows the scheme of our taxonomy-based recommender

systems.

The following example in which we consider a user who only filled his last position sub-

field with “software engineer”, shows the difference between our proposed O*NET vector

2http://www.onetcenter.org/taxonomy.html
3http://www.elasticsearch.org
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5.5. Taxonomy-based job recommendation

Pseudo algorithm 4: Extraction of a document O*NET vector

Input:

doc: a document (a Facebook user or LinkedIn user a job)

Output:

d_vector: the document O*NET vector (a list of couples (job family, relevance score))

1 if doc.type = ’Job’ then

2 Extracting text from the Title field;

3 text ← extract_from_field(doc, sub-field=’Title’);

4 else if doc.type = ’LinkedIn’ then

5 Extracting text from the last position and Headline fields;

6 h_text ← extract_from_field(doc, sub-field=’Headline’);

7 lp_text ← extract_from_field(doc, sub-field=’Last position’);

8 text ← concatenate (h_text, lp_text)

9 else if doc.type = ’Facebook’ then

10 Extracting text from the Last position field;

11 text ← extract_from_field(doc, sub-field=’Last position’);

12 else

13 Unknown type of document;

14 text ← ""

15 end

16 Cleaning the text;

17 text ← remove_stopwords(text);

18 if (doc.main_language 6= ’English’) then

19 Translating the text into english;

20 text ← translate(text, to=’English’);

21 end

22 Quering O*NET database: the result (onet_vector) is a list of couples (job

family, relevance score);

23 onet_vector ← query_O*NET_dbs(text);

24 m_relevance ← max_relevance(onet_vector);

25 d_vector = [];

26 foreach (family, relevance) in onet_vector do

27 d_vector ← append(d_vector, (family, Relevance
m_r elevance ));

28 end

29 Return d_vector

Figure 5.24 – Scheme of our taxonomy-based job recommender systems.
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model and the traditional TF-IDF vector model [Salton et al., 1975]: the user’s TF-IDF vector

could be [(“software”, 5.8), (“engineer”, 3.2)]] while his O*NET vector will look like [(“Software

Developers”, 1), (“Aerospace Engineers”, 0.97), (“Electrical Engineers”, 0.97), ..., (“Software

Quality Assurance Engineers and Testers”, 0.85), ..., (“Web Developers”, 0.52), ..., (“Database

Architects”, 0.24), ..., (“Avionics Technicians”, 0.01)].

5.5.1 Engine-6: cosine-based recommender systems using O*NET vectors

After extracting the O*NET vectors of our social network users and jobs, we define a set of

heuristic-based job recommender systems (Engine-6) that use the proposed taxonomy-based

vector model.

Engine-6a is the first proposed job recommender system that uses our O*NET vector model

(see section 5.4) together with cosine similarity (see equation (4.15)). The second proposed

job recommender system called Engine-6b uses the proposed O*NET vector model together

with Pearson Correlation Coefficient (PCC) (see equation (4.16)).

The third and fourth job recommender systems are based on fuzzy logic which has been

introduced by [Zadeh, 1965] in 1965. We defined two similarity functions adapted to our

vector models for job recommendation to social network users, these similarity functions are

based on some AND and OR fuzzy logic’s operators:

fuzzy-sim(u, v) = fuzzy-ORK
k=1(Fuzzy-AND(uk , vk )) (5.16)

where K is the total number of O*NET occupations, u and v are the vectors of a user and a job

respectively. There are several AND and OR fuzzy logic’s operators [Castro, 1995], we use: max

as OR operator, min and product as AND operators [Castro, 1995], this leads to two similarity

measures:

fuzzy-sim-1(u, v) =
K

max
k=1

(uk .vk ) (5.17)

fuzzy-sim-2(u, v) =
K

max
k=1

min(uk , vk ) (5.18)

Engine-6c and Engine-6d respectively use fuzzy-sim-1 and fuzzy-sim-2 as similarity functions

together with the proposed O*NET vector model.

In the first series of experiments, we compare Engine-6a, Engine-6b, Engine-6c and Engine-

6d, the results (see Figure 5.25) show that Engine-6a (which is based on cosine similarity)

outperforms the others on our 3 datasets. The comparison between Engine-6a and Engine-
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5.5. Taxonomy-based job recommendation

2 reveals that using O*NET vectors allows to drastically decrease the difference of quality

between job recommendation made to Facabook users and those made to LinkedIn users (see

Figure 5.35c). However, the results of Engine-6a on ALL dataset is low and can be probably

improved using models learnt from our data, we therefore investigate how the use of SVM

models can improve the quality of recommendations in the next section.
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Figure 5.25 – Comparison between Engine-6a, Engine-6b, Engine-6c and Engine-6d. For a

reminder, Engine-6a, 6b, 6c and 6d are respectively using cosine similarity, Pearson correaltion

coefficient, fuzzy-sim-1 (see eq. (5.17)) and fuzzy-sim-2 (see eq. (5.18)).

5.5.2 Engine-7: SVM-based recommender systems using O*NET vectors

After showing in the previous section that the use of our proposed O*NET vector together with

similarity functions can improve the quality of job recommendation made to social network

users, we investigate in this section the use of trained statistical models based on SVMs (see

section 4.3.1). Using SVM models together with the proposed O*NET vector model leads to

our seventh job recommender system called Engine-7.
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The input vectors ISVM of the SVM are stated (similarly to eq. (5.9)) as follows:

ISVM(u, v) = (w(u1, v1), . . . , w(uK , vK )) (5.19)

where K is the total number of O*NET occupations, u and v are respectively the O*NET vectors

of a user and job and w(•,•) is a monotonic function defined by eq. (5.11)).

We test three kernels for our SVM models: Linear (eq. (4.24a)), Polynomial (eq. (4.24b)) and

RBF (eq. (4.24c)). In order to efficiently handle unbalanced datasets, we use different costs (as

done in the section 5.4.2) for the two classes: c0 and c1 for the class 0 (label = 0) and the class 1

(label = 1) respectively.

We optimize the hyper-parameters of different kernels of SVMs as shown by Figures 5.26, 5.27

and 5.28 using Grid search technique (see section 4.3.4).
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(b) Validation dataset
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(c) ALL dataset

Figure 5.26 – Optimization of hyper-parameters of Linear SVMs using O*NET vectors. Note

Coef0 which corresponds to r in eq (4.24a) and C to the regularization parameter in eq (4.22).

One can note the impact of Coef0 on the performance of our recommender systems is really

very small compared to that of the regularization parameter C .

The comparison of the results of Engine-7 for different kernels (see Figure 5.29) reveals a clear

out-performance of RBF kernel for the task of job recommendation to social network users,

this result is similar to the results of Engine-3 (see section 5.4.3). The results of Polynomial

kernel are disappointing compared to those of the linear kernel.

The comparison between Engine-6 and Engine-7 (see Figure 5.35) shows that using SVMs

increases the quality of job recommendation compared to the use of similarity functions.

However, Figure 5.36 reveals that Engine-3 yields better results than Engine-7: this is probably

due to the fact that reducing the dimensionality of our problem using O*NET leads to a loss of

information for SVM, and therefore decreases its performance.
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(b) Validation dataset
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(c) ALL dataset

Figure 5.27 – Optimization of hyper-parameters of Poly SVMs using O*NET vectors. Note

Coef0 which corresponds to r in eq (4.24b) is set to 1, degree corresponds to d in eq (4.24b)

and C to the regularization parameter in eq (4.22).
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(b) Validation dataset
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(c) ALL dataset

Figure 5.28 – Optimization of hyper-parameters of RBF SVMs using O*NET vectors. Note

gamma corresponds to γ in eq (4.24c) and C to the regularization parameter in eq (4.22).
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Figure 5.29 – Engine-7: comparison between different kernels of SVMs: one can note a clear

out-performance of the RBF kernel.

As stated in the section 1.1, recommending relevant jobs to users is a multidimensional

problem (matching skills, educations, abilities, countries, languages, etc. of users with those

required by jobs): we study in the next section this problem to complete our study about job

recommendation to social network users.

5.5.3 Engine-8: SVM-based recommender systems using multilayer vectors

Matching a user to a job is a multidimensional problem by nature (as presented in the sec-

tion 1.1): users have to have for instance, the skills, experiences and abilities required by the

corresponding positions; the language(s) and countries of the users should also match those of

jobs. Based on this observation, we develop in this section a multilayer vector model for social

network users and job descriptions suited for the presented multidimensional user-job match-

ing problem. We call multilayer vector in our job recommendation context, a vector containing

several layers where each layer contains information about a specific aspect of matching jobs
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to users. Example: using O*NET databases, we can extract the following multilayer vector for a

user:

• Layer 1 (occupations): { R&D Engineer, Data scientist, Research scientist}.

• Layer 2 (educations): { PhD in statistics, Master of science}.

• Layer 3 (abilities): { Great oral expression }.

The description of jobs generally contains information about the required abilities, skills, level

of education and experience but these information are difficult to automatically extract, as

a result, we decide to use O*NET-SOC taxonomy [National Center for O*NET Development,

2013; Peterson et al., 2001] (see section 4.2.3 and appendix B) to extract information like

abilities, skills, etc. about users and jobs instead of a direct extraction from the description

of jobs/profiles of users. Our multilayer vector model therefore combines the classic TF-IDF

vector model with a vector model based on the O*NET-SOC taxonomy.

As presented previously, O*NET-SOC taxonomy (see the description in the appendix B) con-

tains several models about worker requirements, experience and occupational requirements,

worker characteristics, occupation-specific requirements and occupation characteristics. After

analyzing the O*NET taxonomy models, we decide to use the following databases/knowledge

bases: Skills, Abilities, Interests, Job-zones, Knowledge, Work values, Work activities, Work

context, Work styles, Task categories and Education-training-and-experience.

The language and country vectors of a document are respectively defined as the list of the

languages and countries related to this document (a social network user or a job description).

After defining the language and country vectors of a document, we extract its TF-IDF vector

(as for Engine-1, see section 5.4.1) by concatenating the data in its fields, removing stop words,

using lemmatisation to reduce each term into its lemma (see section 4.2.1) and using the

TF-IDF weighting function defined by eq. (4.6). The O*NET vectors of documents are extracted

following the pseudo algorithm described in the section 5.5.

After extracting the TF-IDF vector and O*NET vector of a document, we can extract its other

O*NET related vectors (Skills, Abilities, Interests, Job-zones, Knowledge, Work values, Work

activities, Work context, Work styles, Task categories and Education-training-experience)

using the pseudo algorithm 5. Figure 5.30 depicts the hierarchical model used to extract our

proposed multilayer vector for users and jobs.

To compute the similarity between the language vectors or country vectors, we use an

intersection-based heuristic function defined as follows:

intersection_sim(u, v) =







0.5 if u or v is empty

0 if u ∩ v is empty

1 otherwise

(5.20)
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Pseudo algorithm 5: Generic pseudo algorithm to extract the vectors related to an O*NET

vector like abilities and skills.
Data: oVector: O*NET vector;

tOutput: type of the output vector;

/* oVector is a list of couples (O*NET occupation, relevance score) */

/* tOutput ∈ {skills, abilities, interests, job zones, Knowledge, Work values,

Work activities, Work context, Work styles, Task categories,

Education-Training-Experience} */

Result: tOutput vector related to the oVector

1 list_features ← all features (in the O*NET tOutput database) related to O*NET occupations i n oVector;

/* output_vector is a dictionary */

2 output_vector ← {} ;

/* initialization */

3 foreach f ∈ list_features do

4 output_vector[ f ] ← 0;

5 end

/* vectorization */

6 foreach (occ, oScore) ∈ oVector do

7 occ_features ← all features (in the O*NET tOutput database) with their scores, related to

occupation ;

8 foreach (f, fScore) ∈ occ_features do

9 output_vector[ f ] ← max (output_vector[f], oScore×fScore);

10 end

11 end

12 return output_vector

Figure 5.30 – Multilayer vector model for social network users and job descriptions: the

information in the different fields of the users and jobs are used to extract the TF-IDF, O*NET,

language and country vectors. We then use the O*NET vector to construct the other O*NET

related vectors like abilities, skills and interests vectors.
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where the 0.5 means that we do not know if u and v are matching since at least one of them is

empty.

The similarity between the other vectors is computed using the cosine similarity (that measures

the cosine of the angle between two vectors) defined by eq. (4.15).

After extracting the multilayer vectors for users and jobs, we need to encode each couple (user,

job) in order to be able to use SVMs algorithms, we finally decided to represent the profile of a

couple (user, job) using the following 15 attributes:

1. cos(user_tfidf_vector, job_tfidf_vector): TF-IDF Matching score (also the similarity obtained by

Engine-1).

2. cos(user_onet_vector, job_onet_vector): O*NET Matching score (also the similarity obtained by

Engine-6a).

3. intersection_sim(user_lang_vector, job_lang_vector): Language Matching score.

4. intersection_sim(user_country_vector, job_country_vector): Country Matching score.

5. cos(user_skills_vector, job_skills_vector): Skills Matching score.

6. cos(user_abilities_vector, job_abilities_vector): Abilities Matching score.

7. cos(user_interests_vector, job_interests_vector): Interests Matching score.

8. cos(user_job_zone_vector, job_job_zone_vector): Job-Zone Matching score.

9. cos(user_knowledge_vector, job_knowledge_vector): Knowledge Matching score.

10. cos(user_work_values_vector, job_work_values_vector): Work-values Matching score.

11. cos(user_work_activities_vector, job_work_activities_vector): Work activities Matching score.

12. cos(user_work_context_vector, job_work_context_vector): Work context Matching score.

13. cos(user_work_styles_vector, job_work_styles_vector): Work style Matching score.

14. cos(user_task_categories_vector, job_task_categories_vector): Task categories Matching score.

15. cos(user_education_training_experience_vector, job_education_training_experience_vector):

Education and experience Matching score.

One can easily add additional attributes to this proposed vector model. We note that one can

use each of the attribute scores in the profile a couple (user, job) as the similarity score between

the user and the job, in other word, each attribute can be used to make job recommendation as

shown by the Table 5.3: it reveals that matching the O*NET vectors (of users and jobs) generally

yields better results than matching TF-IDF vectors and outperforms matching the other O*NET

related vectors like abilities, skills and interests vectors. Note that methods based on matching

user-job languages, countries, job-zones are not enough accurate in job recommendation to
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Heuristic Job Recommendation Methods

Social
Networks

User-Job
TF-IDF

Matching

(Engine-1)

User-Job
O*NET

Occupations

Matching

(Engine-6a)

User-Job
Skills

Matching

User-Job
Abilities

Matching

User-Job
Interests
Matching

User-Job
Job zones
Matching

User-Job
Knowledge

Matching

User-Job
Work

Activities
Matching

User-Job
Work

Context
Matching

User-Job
Work
Styles

Matching

User-Job
Education
Experience

Matching

R
e

v
ie

w Any 0.72±0.02 0.76±0.01 0.66±0.02 0.66±0.02 0.67±0.02 0.64±0.01 0.68±0.01 0.66±0.02 0.67±0.02 0.64±0.02 0.62±0.02

Facebook 0.70±0.02 0.75±0.02 0.66±0.02 0.67±0.02 0.66±0.04 0.65±0.03 0.68±0.03 0.66±0.04 0.67±0.03 0.64±0.03 0.62±0.03

LinkedIn 0.74±0.03 0.77±0.02 0.66±0.02 0.65±0.01 0.67±0.02 0.64±0.01 0.69±0.02 0.67±0.02 0.66±0.02 0.65±0.02 0.62±0.02

V
a

li
d

a
ti

o
n Any 0.78±0.01 0.82±0.01 0.71±0.01 0.68±0.02 0.69±0.02 0.65±0.01 0.73±0.01 0.69±0.02 0.70±0.02 0.67±0.01 0.63±0.01

Facebook 0.77±0.02 0.80±0.02 0.70±0.02 0.70±0.04 0.69±0.03 0.67±0.02 0.72±0.03 0.70±0.02 0.71±0.03 0.68±0.03 0.63±0.04

LinkedIn 0.80±0.02 0.83±0.02 0.71±0.01 0.68±0.02 0.69±0.02 0.65±0.01 0.74±0.02 0.69±0.01 0.70±0.02 0.67±0.02 0.64±0.01

A
L

L

Any 0.40±0.01 0.55±0.01 0.45±0.01 0.44±0.01 0.44±0.01 0.42±0.01 0.46±0.01 0.45±0.01 0.44±0.01 0.44±0.01 0.43±0.01

Facebook 0.34±0.01 0.53±0.01 0.44±0.01 0.44±0.01 0.44±0.01 0.43±0.01 0.45±0.01 0.44±0.01 0.44±0.01 0.44±0.01 0.42±0.01

LinkedIn 0.74±0.01 0.76±0.01 0.66±0.01 0.64±0.01 0.65±0.01 0.62±0.01 0.69±0.01 0.66±0.01 0.65±0.02 0.64±0.01 0.61±0.01

Table 5.3 – Comparison (on Review, Validation and ALL datasets) between heuristic-based

methods using the different proposed vector models. Results for Work values, Language and

Country matching are lower than those of the other vector models.

social network users, as a result, Table 5.3 only contains the most interesting results (to make

it more readable).

To improve the job recommendation made by each attribute, we use the SVM algorithm to de-

velop models that aggregate the scores of the 15 attributes to make job recommendation: this

is similar to the idea used in [Malherbe et al., 2014]. We call these SVM-based recommender

systems Engine-8. Once again, we use three kernels for SVMs (see eq. (4.24)): Linear-kernel,

Poly-kernel and RBF-kernel. We optimize the hyper-parameters of SVMs using 10-fold Cross-

validation and Grid search (see section 4.3.4) to ensure that our different models are correctly

fit (see Figure 5.31, 5.32 and 5.33).

Figures 5.34c, 5.34b, 5.34a show that the use SVMs improves the quality of our job recommen-

dation to social network users compared the heuristic-based methods (Engine-6a for instance).

Note that non-linear SVMs slightly outperforms the linear models on our 3 datasets. The

results of these experiments show that it is possible to successfully aggregate using machine

learning techniques the matching scores of the different layers (abilities, skills, educations,

experience, etc.) of user and job profiles to improve the quality of job recommendation made

to social network users.
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5.5. Taxonomy-based job recommendation
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(a) Review dataset.
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(c) ALL dataset.

Figure 5.34 – Engine-8: comparison between different kernels of SVMs and Engine-6a (which

yields the highest performance, see Table 5.3). One can note a slight out-performance of the

RBF kernel over the other kernels.
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Chapter 5. Job recommendation to social network users

5.5.4 Comparison between the proposed recommender systems (based on O*NET

taxonomy) and two state-of-the-art systems

We proposed several job recommender systems using O*NET taxonomy (Engine-6, Engine-7

and Engine-8) to address the problem of missing data and that of mismatching between users’

and jobs’ vocabulary. In this section, we analyze the performance of the proposed systems

and compare them to other recommender systems from the literature.

Our experiments revealed that the use of a taxonomy-based vector model (Engine-6) im-

proves the quality of job recommendation to social network users compared to Engine-2 (see

Figure 5.35): we observe a slight improvement on Review and Validation datasets and huge

improvement on ALL dataset. This graph also shows that the quality of job recommendation

using LinkedIn data is higher than using Facebook but the use of our O*NET vector model

drastically reduces the difference of quality of data between the two social networks in the

task of job recommendation on our datasets (mainly on ALL dataset): we can conclude that

the use of taxonomy-based vector model clearly improves our results.

We can observe on Figure 5.35 that the use of learnt statistical models from data using our

taxonomy-based vector model (Engine-7) improves the quality of job recommendation com-

pared to heuristic-based recommendation (Engine-2 and Engine-6). However the use of SVM

to aggregate the different matching criteria scores (Engine-8) yields results slightly lower than

those of Engine-7.

The comparison of Engine-2, Engine-6, Engine-7 and Engine-8 to Matrix Factorization (MF)

and collaborative Topic Regression (CTR) (see Figure 5.35) showed that Engine-2 and Engine-6

outperform MF and CTR on the Review and Validation datasets but they are outperformed

by MF and CTR on ALL dataset; this is due to the fact that Engine-2 and Engine-6 have some

difficulties to correctly find the right labels in Candidate dataset. As for Engine-7 and Engine-8,

they clearly outperform MF and CTR on the 3 datasets: the use SVM allows a significant

improvement of the quality of job recommendation using a taxonomy-based vector model.
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(b) Validation dataset.
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Figure 5.35 – Comparison between Engine-2, Engine-6, Engine-7, Engine-8, MF and CTR.

Engine-2 (see section 5.4.2) Note that Engine-6 is using cosine similarity and Engine-7 and

Engine-8 are using the RBF kernel since this kernel outperforms the others (see Figures 5.29

and 5.34).
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5.6 Conclusion

We studied the literature about recommender systems, data mining and machine learning to

propose several job recommender systems on social networks.

Our first job recommender systems are based on the bag-of-word model. The first series

of experiments concluded that TF-IDF weighting function together with cosine similarity

outperforms the other combinations of weighting and similarity functions (see Figure 5.9):

we chose TF-IDF as weighting function and cosine as heuristic similarity. Lemmatization has

been chosen as preprocessing technique to reduce the dimensionality of our problems. We

showed that some fields of social network users and jobs are more important than others

in the task of job recommendation (see Figure 5.11), taking this into account significantly

improves the results (compared to Engine-1) but the quality of recommendations were still

poor (see sections 5.4.2 and 5.4.6).

Our experiments on SVM revealed that the use of models based on machine learning to-

gether with TF-IDF vectors (Engine-3) drastically improves the quality of recommendations

compared to heuristic-based recommender systems (Engine-1 and Engine-2). Engine-3

also outperforms two state-of-the-art recommendation techniques CTR and MF proposed

by [Wang and Blei, 2011] (see Figure 5.23).

Our attempt to use of basic methods of social recommendation (Engine-4) failed to improve

our results (compared to Engine-1), we could not use complex methods of social recommen-

dation due to the nature of our data (privacy preservation). However, we showed that the

use of relevance feedback (Engine-5) mitigates the problem of missing data, and therefore,

drastically improves the quality of recommendations; this is very interesting and shows that

we can improve the performance of heuristic-based job recommender systems by enriching

users’ profiles using their feedback (see section 5.4.4 and Figure 5.23).

User term space could be not completely equal to the job term space, to address this problem,

we use the O*NET taxonomy (see appendix B) to develop a new taxonomy-based vector

model for social network users and job descriptions suited to the task of job recommendation.

Our experiments (see Figure 5.25) concluded that the cosine similarity yields results slightly

better than the proposed fuzzy logic-based similarity functions using our proposed O*NET

vector model; they revealed that the use of our taxonomy-based vector model improves

the performance of our job recommender systems compared to the TF-IDF and drastically

reduces the difference of quality between our Facebook and LinkedIn data in the task of job

recommendation (see Figure 5.35). We showed that using models based on machine learning

(SVM) leads to job recommender systems (Engine-7) that outperforms our heuristic-based

systems and two methods of the literature (CTR and MF) (see section 5.5.4).

We also proposed a multilayer vector model combining heterogeneous data from Facebook

users, LinkedIn users and Job descriptions, based on the taxonomy O*NET to tackle the

multiple criteria aspect of job recommendation. Our experiments revealed that the direct
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5.6. Conclusion

matching between users and job country, language, TF-IDF, O*NET, O*NET related vectors

gives results that can be improved by combining them into a model learnt using Support Vector

Machines algorithms (Engine-8). They also showed that the use of non-linear kernels for SVMs

gives a slight improvement compared to the models based on linear SVM (see section 5.5.3).

Globally, the quality of job recommendation to social network users using Facebook data is

lower than using LinkedIn data, this can be explained by the fact that contrary to Facebook,

LinkedIn users use this platform for a professional purpose, as a result, they publish correct

and detailed information about their work and education histories. We present a global

conclusion about job recommendation to social network users in the section 7.1.
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(c) ALL dataset.

Figure 5.36 – Comparison between Engine-1, Engine-2, Engine-3, Engine-5, Engine-6, Engine-

7, Engine-8, MF and CTR. Engine-3, Engine-7 and Engine-8 are using the RBF kernels (since

we obtained highest performance for this kernel).
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6 Prediction of the Audience of Job

Advertisements on Social Networks

“Big data is mostly about taking numbers and using those numbers to make predictions about the future.

The bigger the data set you have, the more accurate the predictions about the future will be."

- Anthony Goldbloom, Founder and CEO of Kaggle
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6.1 Introduction

In the chapter 5, we developed and studied systems to make direct job recommendation to

social network users. These systems require to have data about target users but social network

users are more and more reluctant to let third party applications having access their profile

data. Based on this observation, Work4 has developed applications (see chapter 2) that allow
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Chapter 6. Prediction of the Audience of Job Advertisements on Social Networks

organizations to post their job advertisements on social networks like Facebook [Facebook,

2015], LinkedIn [LinkedIn, 2015] and Twitter [Twitter, 2015], any social network user can then

click on, explore and apply to posted ads. It worth noting that we cannot access the data of

users who explore, click on or apply to jobs posted on social networks using these applications.

Posting their ads on social networks is offering to organizations a great opportunity to reach

thousands or even millions of users at the same time, reason why social networks are capturing

a growing part of the advertisement market. Advertising their job opportunities may allow

organizations to reduce their recruitment costs by speeding up their hiring process.

We need to find out what make a given job advertisement (posted on a social network) popular

in order to optimize the process of posting job ads on social networks. In this context, we

propose a set of decision support systems called Work4Oracle that predict an estimation of

the number of clicks a given advertisement should obtain, we applied them to predict the

audience of job advertisements posted on social networks. Our system has been designed

by combining heterogeneous data from different sources about jobs to be advertised, their

organizations (age, income, revenue, industry, ...) and countries (unemployment rate). The

descriptions of jobs (stored in the databases of Work4) generally contain information about

the related positions, organizations’ and countries’ names, language of jobs, type of contracts

(full time for instance) and requirements for the positions. We show how external sources

of information, like Wikipedia or specialized websites can be used to enrich the profiles of

ads. In our application, adding information (from external sources) about organizations

and countries proved to be effective for the audience prediction. The main objective of our

proposed system is to help recruiters optimizing the process of advertising their job offers to

social network users by finding the right moments to post, the right persons to post a job, the

right jobs to post for a specific poster, etc.

In this chapter, we focus on modeling job ads, learning models to predict their audience using

machine learning and collaborative filtering techniques and quantifying the factors impacting

the popularity of job ads on social networks. We fit predictive models using machine learning

techniques together with the data of more than 150,000 job ads posted on social networks

by Work41 on behalf of its customers between January 2013 and June 2014, and compare the

findings to those of studies done in the literature of Human Resource Management.

6.2 Problem Statement

We call audience of a job advertisement, the number of clicks of social network users on this

post. As stated earlier, we aim at developing a decision support system called Work4Oracle,

able to predict a good estimation of the audience of job ads on social networks. Using Work4’s

applications, job ads can be posted on 3 social networks namely Facebook, LinkedIn and

Twitter but for Facebook, posters can post their job advertisements either on their own

1http://www.work4labs.com
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Facebook walls (Facebook-profile) or on Facebook page (Facebook-page) of their organi-

zations; this leads us to define our set of networks as N = {F acebook −pag e,F acebook −

pr o f i l e,Li nked In,T wi t ter }. The problem we tackle in this thesis can be formally stated as

follows:

∀n ∈ N , Γn : P × J ×D →N (6.1)

where Γn is an audience function for the network n, P , J are respectively the set of posters

(users) and jobs, D is the set of dates and N is the set of all natural numbers. Γn(p, j ,d)

represents the audience of the job j posted on the social network n by the poster p at the date

d .

After finding the optimal Γn for each network n, we can then apply them to the following

problems:

1. For a given a network n, a poster p, a job j and a date d , find an estimation of the

number of clicks the post should obtain:

number of clicks = Γn(p, j ,d) (6.2)

2. For a given poster p, find the right network to post a job j at a date d :

n⋆
= argmax

n∈N

Γn(p, j ,d) (6.3)

3. For a given job j , a network n and a date d , find the right poster:

p⋆
= argmax

p∈P
′

Γn(p, j ,d) (6.4)

4. For a given poster p, a network n and a date d , find the right job to post:

j⋆ = argmax
j∈J

′

Γn(p, j ,d) (6.5)

5. For a given poster p and a network n, find the right moment to post a job j :

d⋆
= argmax

d∈D
′

Γn(p, j ,d) (6.6)

where P
′

is the set of potential posters, J
′

is the set of available jobs and D
′

is the set of desired

dates.
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6.3 Attractiveness of organizations for applicants

Many studies have been dedicated to the identification of the factors impacting the attrac-

tiveness of organizations for people seeking jobs (which may impact the popularity of their

job advertisements), most of them are from the human resource management literature and

are generally based on subjective analysis which makes difficult their generalization. One of

the goals of our study is to adapt the previous work in the special case of social media-based

recruitments (recruitments on new social media like Linkedin, Facebook and Twitter) using

machine learning methods on real-world data collected by the company Work4.

Reference [Séguela, 2012] investigated factors impacting the performance of ads campaigns in

recruitment context and highlighted some interesting factors: job message, target of job ads

(locally-targeted recruitment ads generally perform better than global ads according to [Rafaeli

et al., 2005]), type of jobs (location, salary, industry, category, type of contract, etc.), reputation,

size and image as employer of the organizations that propose the jobs and organizations’

recruitment websites.

Roberson et al. studied the impact of recruitment messages on applicant attraction to orga-

nizations: they found that specific recruitment messages would lead to higher perceptions

of their organizations’ attractiveness. Williamson et al. conclude that web sites’ orientation

influences organizational attractiveness perceptions which supports the findings of [Cober

et al., 2000] who argued that the information displayed to potential applicants on recruitment

web sites influence their attractiveness. Stone posited that organizations’ web sites would

be an efficient tool for recruitment. Note that organizations’ web sites target active candi-

dates (people who are seeking jobs). To better target passive candidates, organizations are

increasingly using web-based recruitment services mainly social media like Facebook and

LinkedIn.

References [Chapman et al., 2005; Ehrhart and Ziegert, 2005] posited that the image and size of

an organization impacts its attractiveness while [Turban et al., 1998] studied the influence of

organizations’ reputation on applicants’ attraction to firms and showed that the perception of

jobs and organizational attributes influences applicants’ attraction as well as the organization

reputation. They also showed that applicants’ attraction could be impacted by the behaviors

of recruiters. We can assume that the image of an organization and its reputation can impact

the audience of its jobs posted on Internet and especially on social networks. [Lievens and

Highhouse, 2003; Mathews and Redman, 1998] showed that the location, the salary and the

description of jobs can impact their attraction for future applicants.

Recently, [Bernstein et al., 2013] studied the correlation between different parameters and

the audience of any posts on social networks, they found that social media users generally

underestimate their audience size. Their study also indicates that only friend counts of social

network users are not very accurate in estimating the audience of their posts. In the particular

case of posting of jobs on social networks, we can also assume that the friend count of the

posters and the interests of their friends for the posted jobs can impact the audience of posts.
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Reference [Wang et al., 2013] studied how to detect the moment of a career switch for a

specific user in order to recommend relevant jobs to him at that moment using hierarchical

proportional hazards model [Fine and Gray, 1999; Lin and Wei, 1989; Therneau, 2000] together

with data collected by LinkedIn.

6.4 Study of the dataset about job advertisements

We evaluate the performance of our proposed systems on a dataset collected by Work4 between

January 2013 and June 2014, this dataset is fully anonymized and is a subset of the company’s

collected data. Each entry in the dataset is a 5-tuple (u, j , n, d , y) where u and v are a

social network user (poster) and job respectively and n ∈ {F acebook − pag e,F acebook −

pr o f i l e,Li nked In,T wi t ter } is the network on which the job has been posted, d is the date

of the post and y is the number of clicks on the post. We clean up our dataset by removing

posts from Work4’s developers and testers, finally we obtain a dataset with 152,382 job ads.

Table 6.1 reports the summary statistics of our dataset.

LinkedIn Facebook-Page Facebook-Profile Twitter Total

Number of users 3,205 512 3,376 1,856 5,729

Number of jobs 34,423 14,691 9,030 29,256 71,545

Number of job pages 1,002 490 1,084 948 1,824

Number of posts in

2013
37,683 7,810 4,418 19,031 68,942

Number of posts in

2014
39,150 12,583 8,555 23,152 83,440

Total number of posts 76,833 20,393 12,973 42,183 152,382

1st quintile 1 1 1 1 N
u

m
b

e
r

o
f

c
lic

k
s

2nd quintile 2 2 1 1

3rd quintile 3 4 1 2

4th quintile 5 9 2 3

Table 6.1 – Statistics extracted from our dataset; the numbers of posts, posters and jobs for

different social networks and for 2013 and 2014. We computed the quintiles of the number of

clicks obtained by our job advertisements.

As presented in the section 6.5, each job ad is associated to a social network account that

has a specific reach (number of persons who can see the posts of this account). Figure 6.1

shows the distribution of reach of jobs posted on Facebook, LinkedIn and Twitter. We note that

jobs posted on organizations’ Facebook pages (Facebook-page) obtain the highest reach on

average (mean=7,277) and the highest variability of the reach (std=22,707), they are followed

by job ads posted on LinkedIn, Twitter and on Facebook personal walls (Facebook-profile).

Observing Figure 6.2, we note that our jobs are mainly posted in the day between 9am and

9pm, this is a specificity of the Work4’s job posting algorithm.

We call half-life of job ads, the number of hours (after posting it on a social network) required

119
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(a) Facebook profile (b) Facebook page

(c) LinkedIn (d) Twitter

Figure 6.1 – Distribution of the reach (number of persons who can see a given job advertise-

ment) in our dataset.
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(a) Facebook profile (b) Facebook page

(c) LinkedIn (d) Twitter

Figure 6.2 – Distribution of posts (job ads) in our dataset from January 2013 to June 2014.

to get the half of the total number of clicks it obtained. Figure 6.3 compares the half-life of job

advertisements posted on Facebook users’ walls to those of job ads posted on LinkedIn, Twitter

and organizations’ Facebook pages. It reveals that the half-life of job posts on Facebook users’

walls is very short (about 4 hours) compared to the half-life of those posted on organizations’

Facebook pages (more than 96 hours), half-lives of job ads posted on LinkedIn and Twitter

are similar (about 36 hours). The fact that the half-life of posts on Facebook users’ walls is so

short is probably due to the fact that posts on Facebook users’ walls are rapidly “buried” by

the posts of users’ friends.
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Number of hours after posting job ads
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(a) Job ads posted on walls of Facebook users.
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(b) Job ads posted on organizations’ Facebook

pages.
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(c) Job ads posted on linkedIn.
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(d) Job ads posted on Twitter.

Figure 6.3 – Evolution of percentage of total number of clicks on job ads posted on Facebook.

By defining the half-life of job ads as the number of hours required to get the half of the

total number of clicks it obtained, we note that the half-life of job ads posted on the walls of

Facebook users is by far shorter than the half-life of those posted on LinkedIn and Twitter

which are shorter than those of job ads posted on organizations’ Facebook pages.

6.5 Modeling of job advertisements

Each job advertisement is a 5-tuple (poster, job, network, date_of_post, number_of_clicks),

our goal is to learn a model to predict the variable number_of_clicks for each social network.

For each job post defined by (poster, job, network, date, number_of_clicks), we extract a profile

(mainly based on binary weighting function (see section 4.2.2)) using the information about

the poster, job, network on which the job ad has been posted and the date of the post, this

step is known as vectorization. The extracted profile will characterize the job post and will be

used to predict its audience. Formally, we define the profile of a job ad as a set of:

1. The profile of its poster (with 1,046 dimensions).
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6.5. Modeling of job advertisements

2. The profile of its job (with 1,744 dimensions for information in the databases of Work4

and 157 dimensions for information retrieved from Internet).

3. The profile of the date at which it has been or will be posted (with 45 dimensions).

4. The matching vector between the poster’s and job’s O*NET vectors (with 1,040 dimen-

sions).

Now let us see how the profiles of posters, jobs and dates are extracted in our proposed

systems.

Profiles of posters

Each social network user is related to some occupations and has an associated social network

account. We call reach of an account the number of persons who can see the posts of this

account, it corresponds to:

1. The friend count of a Facebook user, if the post is done on his Facebook wall.

2. The number of persons who liked the organization’s Facebook page on which the job

post has been done.

3. The number of followers on Twitter.

4. The number of relations on LinkedIn.

Due to privacy concerns, we cannot generally access the data of the users connected to a

specific social network user, that’s why we only use the reach of accounts in this study. We

could not profile more finely the users to whom the jobs are advertised but based on the

principle of homophily in social networks (“Birds of a feather flock together”) [McPherson

et al., 2001], the profile a poster (user) can give a clue on the profiles of his social connections

(generally friends).

We define the profile of a user/poster (see Figure 6.4) as the set of:

• His O*NET vector (see section 5.5).

• The vector of the reach of his associated account.

Note that the O*NET vector of posters are only interesting for ads posted on LinkedIn and

Facebook users’ walls since the Facebook accounts (data of which are used to extract O*NET

vectors) allowing to post ads on Twitter and organizations’ Facebook pages are generally that of

recruiters.

123



Chapter 6. Prediction of the Audience of Job Advertisements on Social Networks

We propose the following encoding for the reach of job posts:

∀i ∈ {0, ...,d −1} vi (r,d) =

{

1 if r > 0 and i = ⌊log10(r )⌋

0 otherwise
(6.7)

where v(r,d) = (v0(r,d), ..., vd−1(r,d)) is the vector associated to the reach r (≥ 0) for a number

of dimensions d . After analyzing the distribution of reaches in our dataset, we noticed that

the reach values are ranging from 100 to 106 (exclusive), so we set the number of dimensions d

of the vectors of reach to 6. To understand how this encoding works, let us see the following

examples: 9 is encoded as [1,0,0,0,0,0], 10 as [0,1,0,0,0,0] and 999,999 as [0,0,0,0,0,1].

Figure 6.4 – Representation of the profile of posters (with 1,046 dimensions) using the O*NET

Taxonomy and the vector space model with binary weighting function. We have 1,040 dimen-

sions for O*NET vectors and 6 for the reach of the associated social network account. It is

important to note that the value of each component is between 0 and 1.

Profiles of jobs

Related work (see section 6.3) showed that the attractiveness of a job generally depends on

some factors like its organization’s name and reputation, the salary, title and industry of the

job. We extract the profile a job based on two types of data:

1. Information about the job and its organization stored in the databases of Work4.

2. Additional information about the organizations and countries available on Internet.

Modeling of data about jobs in the databases of Work4: for information about jobs and their

organizations stored in the databases of Work4, we define 4 sub-vectors for a specific job (see

Figure 6.5): the O*NET vector (see section 5.5) linked to its title, contract type, country and

company name.
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Our 4 types of contracts (Full Time, Temporary, Internship and Part Time) are encoded on 4

dimensions using binary vector model. Example: vector(“Full Time”) = {(“Full Time”,1)}. Sim-

ilarly, our 500 distinct organizations’ names and 200 targeted country names are respectively

encoded on 500 and 200 dimensions using binary weighing function.

Figure 6.5 – Representation of the profile of a job based on the information provided by Work4

(with 1,744 dimensions) using the O*NET taxonomy and the vector space model with binary

weighting function. We have 1,040 dimensions for O*NET vectors, 4 for the contract type, 200

for the country names, 500 for the company names. The value of each component is between

0 and 1.

Modeling of data about jobs retrieved from Internet: we retrieve additional information

about organizations and countries available on Internet from some websites (mainly on

Wikipedia.org 2 and on the Organization for Economic Co-operation and Development web

site (OECD) 3) and encode them in a vector with 157 dimensions.

The job country unemployment rate4 at the period (year-month) of a job post: this represents

1 dimension and we normalize its values by dividing by the max unemployment rate in our

dataset, this ensures us to have values between 0 and 1.

The age of a job organization (based on the organization creation date on Wikipedia.org)

is encoded by 5 dimensions (quintiles) using binary weighting function. On organizations’

Wikipedia pages, we can find their area-served, types and industries. Our 20 distinct area-

served, 20 types and 80 industries are respectively encoded on 20, 20 and 80 dimensions

using binary weighting function. Wikipedia also generally gives the number of employees

of an organization and its financial information (revenue, income, operating income, asset

and equity). We encode the number of employees as the reach of posts on 6 dimensions (see

2http://en.wikipedia.org
3http://www.oecd.org
4The unemployment rates used in this thesis have been retrieved from the OECD web site (only concerning

OECD countries but almost all our job ads have been done for OECD countries).
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section 6.5), each of the financial information is encoded by 5 dimensions (quintiles) using

binary weighting function.

Profiles of dates of job ads

The date of job posts have 6 components: year, month, day, hour, minute, second. In our

study, we ignored the minute and second components of posts since they might not impact

the audience of job posts (see Figure 6.6). One notes that we have at most 31 days in a month

Figure 6.6 – Representation of the profile of a date (with 45 dimensions) using the binary

weighting function. We have 2 dimensions for years of posts, 12 for months, 7 for days and 24

for hours. It is important to note that the value of each component is between 0 and 1.

but we decided to use the name of days instead since we are interested in finding the impact

the day in a week on audience of job ads. We then encode a given date as a set of the vectors of

its year, month, day and hour using binary vector model. We have 2 years (2013 and 2014),

12 months in a year, 7 days in a week and 24 hours in a day, so dates are encoded using 45

dimensions. Example: knowing that 2014-07-21 corresponds to Monday and 11pm to 23 hours,

vector(2014-07-21:11pm) = {(2014,1), (07,1), (Monday,1), (23,1)}.

Matching vector between a poster’s and job’s O*NET vectors

To efficiently measure the impact of the matching between a poster’s and job’s profiles on the

performance of the posted job advertisement, we encode the matching vector v as follows:

∀i ∈ {0, ...,d −1} vi (vu , v j ) = min(vu
i , v

j

i
) (6.8)

where v(vu , v j ) = (v0(vu , v j ), ..., vd−1(vu , v j )) is the matching vector between vu and v j , d =

1,040 is the number of distinct O*NET occupations (described in the section 5.5) and vu and

v j are respectively the O*NET vectors of a user u and job j .
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Note that the matching vectors between posters and jobs are only interesting for ads posted on

LinkedIn and Facebook users’ walls (for the same reasons presented in the section 6.5).

6.6 Work4Oracle

We propose 4 methods to estimate the audience of job advertisements on social networks:

CF-Work4Oracle, sPoly-Work4oracle, sRBF-Work4oracle and Lasso-Work4Oracle (described in

the next sections).

After modeling job ads and extracting their vectors, we proposed a method inspired from

collaborative filtering techniques (described in section 3.2) called CF-Work4Oracle. Recall that

in collaborative filtering systems, the utility of an item for a user is computed using the utility

of similar users for this item. After analyzing our dataset, we notice the date of posts impact

their audience, so in CF-Work4Oracle, the audience of a job advertisement is computed as a

weighted sum of the audience of similar jobs posted at the same year, month and hour and

on the same network as the active job ad. Formally the audience of job ads are computed as

follows:

Γn(ρ) =







0 if N n
ρ is empty

∑

ρ
′
∈N n

ρ
cos(ρ,ρ

′

)×Γn(ρ
′

)
∑

ρ
′
∈N n

ρ
cos(ρ,ρ

′
)

otherwise
(6.9)

where ρ and ρ
′

are vectors of job posts, Γn(•) is the audience of •, N n
ρ is a set of all job posts

similar (similarity > 0) to ρ posted on the network n at the same year, month and hour and cos

is the cosine similarity defined by Eq. (4.15). We note that the computed Γn(ρ) is positive since

all values of components of job ads’ vectors are positive. CF-Work4Oracle could suffer from

the limitations of collaborative filtering mainly the scalability issue, we use it as our baseline

method.

After defining the baseline method, we design and study 3 systems based on regression

algorithms: ǫ-SVM-Regression (Polynomial and Radial Basis Function kernels) and Lasso

regression (see section 4.3):

1. sPoly-Work4Oracle is based on models learnt from our data using ǫ-SVR (see Eq.4.23)

with Polynomial kernel (see Eq.4.24b).

2. sRBF-Work4Oracle: this job ads’ audience estimator is based on models learnt from our

data using ǫ-SVR (see Eq.4.23) with RBF kernel (see Eq.4.24c).

3. Lasso-Work4Oracle model uses the Lasso regression (see Eq.4.34) to learn models to

predict the audience of jobs on social networks.

The numbers of clicks on job ads in our dataset are ranging from 0 to 2086. Our preliminary

experiments have showed that it is to difficult to fit a model to accurately predict target values
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between 0 and 2086. We decide to use the log-scaled number of clicks (log(1+number of clicks)

where log is the natural logarithm) to fit our models, in that case target values are ranging from

0 to 7.64. Since we use log-scaled number of clicks to fit our models, the predictions (integer)

are obtained as follows:

ŷ(x) = max(0,⌊−1+expmodel(x)
⌉) (6.10)

where ⌊•⌉ is the nearest integer to • and model is a model learnt from our data using log-scaled

number of clicks. In the particular case of a linear model (Lasso regression), the predictions

are made as follows:

ŷ(x) = max(0,⌊−1+expα
d∏

i=1

expwi xi ⌉) (6.11)

where α and w are the parameters of the learnt linear model, x is the vector for a job ad and d

is the number of dimensions of the vectors of job ads. We can note that even though the learnt

model is linear, the predictions are not.

Recall that a linear learnt model (see Eq. 6.11) is defined by:

(

α, (w
f

i
)1≤ f ≤n f

1≤i≤k f

)

(6.12)

where α is the bias, w
f

i
is the learnt weight for the component i of the feature f , n f is the

number of different features in the model and k f is the number of dimensions associated to

the feature f . We note the target output for a vector x in a linear model defined by Eq. (6.12) is

calculated as:

α+

n f∑

f =1

k f∑

i=1

w
f

i
x

f

i
(6.13)

For each feature, we are interested in its contribution to the audience of job advertisements,

we want to answer the following question: how does it contribute to the audience of job ads?

Based on the equation (6.13), we calculate the contribution c f of a feature f as follows:

c f =







∑k f

i=1
|w

f

i
|

∑k f

i=1
1

w
f

i
6=0

if (
∑k f

i=1
1

w
f

i
6=0

) 6= 0

0 otherwise

(6.14)

where 1condition =

{

1 if condition is true

0 otherwise
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Finally, the percentage pc f of the contribution c f of a feature f is obtained by:

pc f =







100
c f

∑n f

j=1
c j

if (
∑n f

j=1
c j ) 6= 0

0 otherwise

(6.15)

where c j is the contribution of the feature j .

6.6.1 Calibration of algorithms and parameter settings

Our scripts are written in Python and are mainly based on scikit-learn5 [Pedregosa et al., 2011]

implementation of different regression algorithms and performance metrics (the implemen-

tation in the class Lasso uses coordinate descent as the algorithm to fit models while the

implementation of SVR is based on LIBSVM [Chang and Lin, 2011]). The different experiments

have been run on Intel Xeon 2.00GHz (with 12 cores). For all proposed methods based on

machine learning algorithms (sPoly-Work4oracle, sRBF-Work4oracle and Lasso-Work4Oracle),

we optimize the hyper-parameters of used algorithms using Accuracy (Acc.) as performance

metric, Cross-validation (see section 4.3.4) and Grid search (see section 4.3.4), as shown by

Figures 6.7, 6.8, 6.9. For CF-Work4Oracle, we precompute the similarities between job ads in

order to speed up our experimentations. We then learn models and test them for different

social networks separately using 5-fold cross-validation.
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Figure 6.7 – Optimization of hyper-parameters of Elastic-Net using our job advertisements

dataset. Note L1-ratio and alpha respectively corresponds to ρ and α in eq (4.35).

5http://scikit-learn.org
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Figure 6.8 – Optimization of hyper-parameters of Poly SVMs using our job advertisements

dataset. Note Coef0 which corresponds to r in eq (4.24b) is set to 1, degree corresponds to d

in eq (4.24b) and C to the regularization parameter in eq (4.22).
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Figure 6.9 – Optimization of hyper-parameters of RBF SVMs using our job advertisements

dataset. Note gamma corresponds to γ in eq (4.24c) and C to the regularization parameter in

eq (4.22).
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6.6.2 Factors impacting the audience of job advertisements on Facebook users’

walls

Tables 6.2 and 6.3 depict the training times, RMSE, MAE, Accuracy, Precisions, Recalls and

F1s of our proposed methods for job ads posted on Facebook users’ walls. The models

based on Lasso take more time fit models than SVM-based methods. We can note that sPoly-

Work4Oracle obtains the lowest RMSE and MAE and the highest accuracy. A fine analysis of

the table 6.3 shows that sPoly-Work4Oracle has a higher value of F1 for job ads with at most 1

click (third quintile of the number of clicks) but a very low F1 on job ads with at least 2 clicks.

Lasso-Work4Oracle makes a better trade-off between precision and recall. CF-Work4Oracle is

globally outperformed by the variants of Work4Oracle based on machine learning.

Methods Training time (seconds) RMSE MAE Accuracy

CF-Work4Oracle - 2.47±0.12 1.14±0.01 0.49±0.01

sPoly-Work4Oracle 31.65±0.29 2.33±0.18 0.81±0.03 0.66±0.01

sRBF-Work4Oracle 31.94±0.52 2.36±0.16 1.15±0.03 0.53±0.01

Lasso-Work4Oracle 1988.54± 7.92 2.41±0.40 0.93±0.04 0.59±0.01

Table 6.2 – Training times, RMSE, MAE and Accuracy of Work4Oracle for different regression

methods for job advertisements on Facebook users’ walls using 5-fold cross-validation.

Number of clicks
≤ 1

(1: 3rd quintile)
≥ 2

P
re

c
is

io
n CF-Work4Oracle 0.69±0.01 0.33±0.01

sPoly-Work4Oracle 0.70±0.01 0.45±0.03

sRBF-Work4Oracle 0.71±0.01 0.35±0.01

Lasso-Work4Oracle 0.73±0.01 0.39±0.02

R
e

c
a

ll

CF-Work4Oracle 0.45±0.01 0.57±0.01

sPoly-Work4Oracle 0.90±0.01 0.18±0.02

sRBF-Work4Oracle 0.51±0.02 0.57±0.02

Lasso-Work4Oracle 0.62±0.02 0.52±0.02

F
1

CF-Work4Oracle 0.54±0.01 0.42±0.01

sPoly-Work4Oracle 0.78±0.01 0.25±0.02

sRBF-Work4Oracle 0.59±0.02 0.44±0.01

Lasso-Work4Oracle 0.67±0.01 0.45±0.02

Table 6.3 – Precision, Recall and F1 of Work4Oracle for different regression methods for job

advertisements on Facebook users’ walls.

Figure 6.10 shows a comparison between the real number of clicks on job advertisements

posted on Facebook users’ walls and the predicted number of clicks (using Lasso-Work4Oracle).

After ensuring that our different models are correctly fit, let us analyze the contributions of
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different factors. First of all, we obtain a better trade-off between precision and recall with

Lasso-Work4oracle, we then compute the contributions of different factors (see Figure 6.11)

using the equation (6.15). The analysis of the different contributions of factors reveals that the

audience of job advertisements posted on Facebook users’ walls depends on different factors,

the most important of which are:

• The profiles of posters/matching between the profiles of posters and jobs: from our

results, it seems that the performance of a job posted on Facebook users’ walls depends

on who posted it. Due to privacy concerns we have no information about the connec-

tions or relations of the posters but the profiles of posters can give some clues about the

profiles of their social connections since users generally make friendships with those

who are similar to them.

• The profiles of advertised jobs (type and industry).

• The name of companies of the jobs, this could be extends to the reputation of companies

since the two concepts are somehow linked.

• The countries (and their unemployment rates) for which the job ads have been done.

• The hours at which ads have been posted.

• The type of contract of the job ads.

Other interesting factors are the number of persons who can see the advertisements and the

age of companies. We also can notice the hour at which a job ad has been posted on Facebook

users’ walls impacts more than the day and month of the post.

6.6.3 Factors impacting the audience of job advertisements on organizations’ Face-

book pages

We measure the training times, RMSE, MAE, Accuracy, Precisions, Recalls and F1s of our

proposed methods for job ads posted on organizations’ Facebook pages (see Tables 6.4 and 6.5).

We obtain lowest RMSE and MAE and highest accuracy for sRBF-Work4Oracle and Lasso-

Work4Oracle; in terms of F1, the two methods obtain the same results. We can note that we

have higher F1 scores for job ads posted on organizations’ Facebook pages than for those

posted on Facebook users’ walls (see section 6.6.2).

Figure 6.12 compares the real number of clicks on job advertisements posted on organizations’

Facebook pages to the predicted number of clicks using sRBF-Work4Oracle, this allows us to

make sure that the models have been properly fit. Using the lasso learnt models we estimate

the contributions of different factors to the audience of job ads (see Figure 6.13), we find out

that the most important factors are:
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Methods Training time (second) RMSE MAE Accuracy

CF-Work4Oracle - 50.85±7.09 15.50±0.85 0.49± 0.01

sPoly-Work4Oracle 63.39±1.32 39.71±6.96 8.76±0.42 0.72±0.02

sRBF-Work4Oracle 94.70±1.46 38.91±8.55 7.84±0.66 0.78±0.01

Lasso-Work4Oracle 2,696.29±13.52 37.48±7.54 7.87±0.55 0.78±0.01

Table 6.4 – Training times, RMSE, MAE and Accuracy of Work4Oracle for different regres-

sion methods for job advertisements on organizations’ Facebook pages using 5-fold cross-

validation.

Number of clicks
≤ 4

(4: 3rd quintile)
≥ 5

P
re

c
is

io
n CF-Work4Oracle 0.73±0.01 0.40±0.00

sPoly-Work4Oracle 0.78±0.02 0.62±0.03

sRBF-Work4Oracle 0.81±0.01 0.72±0.02

Lasso-Work4Oracle 0.82±0.01 0.70±0.01

R
e

c
a

ll

CF-Work4Oracle 0.33±0.01 0.79±0.00

sPoly-Work4Oracle 0.79±0.03 0.60±0.02

sRBF-Work4Oracle 0.86±0.01 0.65±0.01

Lasso-Work4Oracle 0.84±0.01 0.68±0.01

F
1

CF-Work4Oracle 0.45±0.01 0.53±0.00

sPoly-Work4Oracle 0.78±0.02 0.61±0.02

sRBF-Work4Oracle 0.84±0.01 0.68±0.01

Lasso-Work4Oracle 0.83±0.00 0.69±0.02

Table 6.5 – Precision and Recall of Work4Oracle for different regression methods for job

advertisements on organizations’ Facebook pages.
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Chapter 6. Prediction of the Audience of Job Advertisements on Social Networks

• The number of persons who can see the job advertisements (reach of posts): the reach

of job ads is the most important factors that impact the audience of job ads on organiza-

tions’ Facebook pages. Only persons who liked an organization’s Facebook page can see

its job ads, so we can conclude that the popularity of organizations on Facebook affects

the audience of its job ads.

• The name/reputation of organizations of the jobs.

• The countries (and their unemployment rates) for which the jobs have been advertised.

• The profiles of advertised jobs.

Other impacting factors are the age of companies, the size of companies (number of employ-

ees), the months, hours and days of posts and the contract types of jobs. We can see that the

hours of job posts impact more its audience than the days at which it has been posted.

6.6.4 Factors impacting the audience of job advertisements on LinkedIn

The analysis of the training times shows that the learning times of SVM-based models are much

more shorter than those of Lasso-based models (see Table 6.6). This table also shows the RMSE,

MAE and Accuracy scores for our proposed methods: Lasso-Work4Oracle outperforms the

others for these 3 metrics as well as for the Precisions, Recalls and F1s metrics (see Table 6.7).

Methods Training time (second) RMSE MAE Accuracy

CF-Work4Oracle - 6.54±1.12 3.29±0.05 0.44±0.00

sPoly-Work4Oracle 941.28±40.45 6.68±1.09 3.28±0.09 0.58±0.02

sRBF-Work4Oracle 1,089.50±29.22 6.13±1.18 2.74±0.06 0.61±0.01

Lasso-Work4Oracle 11,646.07± 45.33 5.97±1.21 2.48±0.04 0.67± 0.01

Table 6.6 – Training times, RMSE, MAE and Accuracy of Work4Oracle for different regression

methods for job advertisements on LinkedIn using 5-fold cross-validation.

Figure 6.14 compares the real number of clicks on job advertisements posted on LinkedIn to

the predicted number of clicks using Lasso-Work4Oracle. The analysis of this Figure ensures

us that the different models are well fit, we then calculate the contributions of different factors

(see Figure 6.15). We find out the following important factors:

• The profiles of posters/matching between the profiles of posters and jobs.

• The name/reputation of organizations of the jobs.

• The number of persons who can see the job advertisements (reach of posts).
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Number of clicks
≤ 2

(2: 2nd quintile)
≥ 3

P
re

c
is

io
n CF-Work4Oracle 0.68±0.01 0.43±0.00

sPoly-Work4Oracle 0.66±0.01 0.50±0.02

sRBF-Work4Oracle 0.67± 0.00 0.54 ± 0.02

Lasso-Work4Oracle 0.73 ±0.00 0.59 ±0.01

R
e

c
a

ll
CF-Work4Oracle 0.08±0.00 0.95±0.00

sPoly-Work4Oracle 0.59±0.04 0.58±0.02

sRBF-Work4Oracle 0.65± 0.03 0.55± 0.02

Lasso-Work4Oracle 0.66±0.01 0.67±0.00

F
1

CF-Work4Oracle 0.14±0.01 0.59±0.00

sPoly-Work4Oracle 0.62±0.03 0.54±0.01

sRBF-Work4Oracle 0.66±0.01 0.55±0.01

Lasso-Work4Oracle 0.70±0.01 0.63±0.01

Table 6.7 – Precision and Recall of Work4Oracle for different regression methods for job

advertisements on LinkedIn.

(a) Real intensity of clicks on job ads. (b) Predicted intensity of clicks on job ads.

Figure 6.14 – Comparison between real and predicted intensity of clicks on job ads posted on

LinkedIn using Lasso-Work4Oracle.
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Figure 6.15 – Contributions of different factors (obtained using Lasso-Work4Oracle) to the

performance of job ads posted on LinkedIn. “Comp.”, “unemp.”, “op.”are respectively the

abbreviations of company, unemployment and operating.

• The countries (and their unemployment rates) for which the jobs have been advertised.

• The profile of advertised jobs.

Other important factors are the months, hours and days of posts, the age of companies, the

contract type of jobs and the size of organizations (number of employees).

6.6.5 Factors impacting the audience of job advertisements on Twitter

Fitting models to predict the audience of job ads posted on Twitter using Lasso-Work4Oracle

took much more time than SVM-based systems (see Table 6.8): we have the same observations

for job ads on Facebook and LinkedIn (see sections 6.6.2, 6.6.3, 6.6.4). We note an out-

performance of Lasso-Work4Oracle and sRBF-Work4Oracle on Twitter in terms of RMSE, MAE,

Accuracy and F1s (see Tables 6.8 and 6.9).

Figure 6.16 compares the real number of clicks on job advertisements posted on Twitter to the

predicted number of clicks using Lasso-Work4Oracle while Figure 6.17 shows the different

factors impacting the audience of job advertisements posted to Twitter. Among the most

important factors, we find out:

• The name/reputation of organizations of jobs.
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6.6. Work4Oracle

Methods Training time (second) RMSE MAE Accuracy

CF-Work4Oracle - 8.52±0.93 2.93±0.11 0.49±0.01

sPoly-Work4Oracle 305.79±6.68 7.59±0.90 2.40±0.14 0.56±0.01

sRBF-Work4Oracle 446.93±2.32 7.77±0.93 2.00±0.11 0.60±0.01

Lasso-Work4Oracle 6,214.61±33.26 7.54 ±0.95 2.02±0.10 0.59±0.00

Table 6.8 – Training times, RMSE, MAE and Accuracy of Work4Oracle for different regression

methods for job advertisements on Twitter using 5-fold cross-validation.

Number of clicks
≤ 1

(1: 2nd quintile)
≥ 2

P
re

c
is

io
n CF-Work4Oracle 0.67±0.01 0.47±0.01

sPoly-Work4Oracle 0.62±0.02 0.52±0.01

sRBF-Work4Oracle 0.67±0.02 0.55±0.00

Lasso-Work4Oracle 0.70±0.01 0.54±0.01

R
e

c
a

ll

CF-Work4Oracle 0.09±0.00 0.95±0.00

sPoly-Work4Oracle 0.44±0.02 0.69±0.01

sRBF-Work4Oracle 0.49±0.01 0.73±0.01

Lasso-Work4Oracle 0.40±0.01 0.80± 0.01

F
1

CF-Work4Oracle 0.16±0.00 0.63±0.01

sPoly-Work4Oracle 0.51±0.02 0.59±0.01

sRBF-Work4Oracle 0.57±0.01 0.63±0.01

Lasso-Work4Oracle 0.51±0.00 0.65±0.00

Table 6.9 – Precision and Recall of Work4Oracle for different regression methods for job

advertisements on Twitter.

(a) Real intensity of clicks on job ads (b) Predicted intensity of clicks ads

Figure 6.16 – Comparison between real and predicted intensity of clicks on job ads posted on

Twitter using Lasso-Work4Oracle.
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Figure 6.17 – Contributions of different factors (obtained using Lasso-Work4Oracle) to the

performance of job ads posted on Twitter. “Comp.”, “unemp.”, “op.”are respectively the

abbreviations of company, unemployment and operating.

• The number of persons who can see the job advertisements.

• The countries for which the jobs have been advertised.

• The profiles of jobs posted on Twitter.

• The months of posts.

• The contract type of jobs.

6.7 Conclusion

In this chapter, we applied data mining, recommender systems and machine learning tech-

niques to a significant large datasets from real-world data collected by the Work4 to find out

and quantify the factors impacting the audience of job advertisements on Facebook, LinkedIn

and Twitter. We combined heterogeneous data from Work4, Wikipedia and OECD websites

and defined a list of features that could be important in the task estimating the attractiveness

of organizations for applicants and use them to propose a vector model for job ads based on

the taxonomy O*NET (see appendix B) and the vector space model with the binary weighting

function and making sure that the values of all components are ranging from 0 to 1. Our

proposed models for job ads can be easily enrich with additional information like meta-data

about organizations, social networks, friends of posters and countries.
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6.7. Conclusion

We used linear and non-linear regression algorithms to learn models that estimate the log of

audience: real predictions are the exponential of the predictions made by the models (this

allows us to always make non-linear predictions). The use of linear methods on our models

for job ads allows us to quantify the factors impacting the audience of job advertisements on

Facebook, Linkedin and Twitter. We can use the obtained results to select interesting features

and then speed up our future computations and optimize the performance of job ads on social

networks.

Our results show that the performance of job advertisements posted on social networks

depend on some hidden factors, the most important are the profiles of posters, the number

of persons who can see the ads, the name of the companies of jobs (which give a clue about

their reputations), the size of job companies, the countries (and their unemployment rates)

for which the job ads have been posted, the profiles of jobs (their functions, industries and

categories) and the months, hours and days at which job ads have been posted. We find out

that the months of posts generally impact more than the performance of job ads than the

hours of posts which have a higher impact than the days at which job ads have been posted.

These results confirm the findings of [Chapman et al., 2005; Ehrhart and Ziegert, 2005; Lievens

and Highhouse, 2003; Mathews and Redman, 1998; Turban et al., 1998] who support that

location, salary and description of jobs, the reputation, size and image as employer of the

organizations may impact their attractiveness for applicants: our results extend these previous

work to the social media-based recruitments.

The number of persons who can see the job ads (reach of posts) is the most important factor

that impacts the audience of job ads on organizations’ Facebook pages. Only persons who

liked an organization page can see its job ads, so we can conclude that the popularity of an

organization on Facebook affects the audience of its job ads. The notion of popularity of an

organization may be closely linked to its reputation: an organization with a good reputation

can be popular for future applicants. Our experiments show that the hour of posts impact

more for job ads posted on the walls of Facebook users than for jobs posted on organizations’

Facebook pages. This could be explained by the fact that the half-life of job posts on the walls

of Facebook users is very short (see Figure 6.3). We find out that the months of posts generally

impact more the performance of job ads than the hours of posts which have a higher impact

than the days at which job ads have been posted. We noticed that the most important factors

impacting the audience of job ads are almost the same for the three studied social networks,

the only difference being the contributions of factors which vary over social networks.

Our results reveals that it is much more easier to accurately predict the performance of job

advertisements posted on organizations’ Facebook pages and LinkedIn (see Tables 6.5 and 6.7)

than those posted on Facebook users’ walls (see Tables 6.3 and Twitter 6.9). The results of this

study allow us to explain why some job advertisements posted by our customers perform better

than others. We used a simplified version of Work4Oracle based on Decision Trees [Quinlan,

1986] to extracted insights for the product team of the company Work4.
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7 Conclusion and Future Directions

“The stairs of science are like Jacob’s ladder, they only end at the feet of God."

- Albert Einstein, Nobel Prize in Physics (1921)

Contents

7.1 Job recommendation to Facebook and LinkedIn users . . . . . . . . . . . . . 144

7.2 Prediction of the audience of job ads posted on social networks . . . . . . . 146

7.3 Future Directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

When I started this thesis three years ago, I was looking for something, an adventure during

which I hoped to learn more, understand how to analyze social networks, to develop systems

to automatically recommend jobs to social network users, to develop predictive systems based

on machine learning and artificial intelligence and to learn about startups. Today, concluding

this thesis, I would say it has been a long and difficult journey but I have learnt a lot.

For a reminder, this thesis has been done in an industrial context (a collaboration between

the laboratory L2TI and the company Work4) which defines the methodologies used during

this thesis: most of the studied topics in this document have been proposed by Work4 and

validated on its collected data. During the 3 years of this thesis, we developed several systems

and explored many topics and algorithms to adapt our studies to the changes in the company

business model.

The next two sections summarize the global conclusions we have drawn from our experi-

ments on recommending jobs to social network users and predicting the audience of job

advertisements posted on social networks.
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Chapter 7. Conclusion and Future Directions

7.1 Job recommendation to Facebook and LinkedIn users

Recommender systems have emerged as an independent research area in the mid-1990s

and for the last two decades, a great research effort has been made to improve the quality

of recommended items. In this thesis, we developed job recommender systems for social

network users. Our studies have been done in an industrial context, as a result, the proposed

systems have been tested and validated on real-world data collected by the company Work4.

To design our systems, we needed to study the literature of recommender systems to under-

stand how they work and to identify the strengths and weaknesses of different categories

of recommendation techniques. We constantly surveyed the literature to keep up-to-date

to the latest algorithms of recommender systems, data mining and social network analysis

throughout the period of this thesis.

The analysis of the datasets about job recommendation provided by Work4 has revealed that

to make efficient job recommendation to social network users, one needs to deal with missing

and noisy data:

• Social network users can publish fake information about them and they do use informal

vocabulary like abbreviations and teen text terms.

• Social network users do not completely fill their profiles and are more and more reluctant

to let third party applications having access their profile data.

• Social networks like Facebook are increasingly restricting the access to the profiles of

their users by constantly changing their privacy settings.

• The vocabulary of job descriptions is formal but varies a lot from a company to another,

making the task of mining job descriptions very difficult.

• Some job descriptions are poorly written and difficult to understand, even for a human.

• Some job descriptions contain a section describing the related companies (their prod-

ucts and their customers), this section is interesting for applicants and candidates but it

generally brings noise when automatically mining job descriptions.

In this thesis, we proposed 2 families of methods to recommend jobs to social network users:

algorithms based on the bag-of-words model and those based on O*NET taxonomy.

For the recommendation algorithms based on the bag-of-words model, we showed by compar-

ing different weighting functions with different similarity measures that a TF-IDF weighting

function combined with cosine similarity yields better results than the others in the task of job

recommendation. However the results with TF-IDF were disappointing when recommend-

ing jobs to Facebook users. The use of lemmatisation as preprocessing did not significantly

improve the performance of our systems but has reduced the dimensionality of the problem.
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7.1. Job recommendation to Facebook and LinkedIn users

The profiles of social network users and the description of jobs are composed of different fields,

we estimated the importance of these fields in the task of job recommendation. This allows

us to figure out the difference between the vocabulary (set of terms) of Facebook/LinkedIn

users and the vocabulary of job descriptions (in our datasets). LinkedIn users’ vocabulary

seems closer to the vocabulary of jobs than that of Facebook users. Not surprisingly, our

study has revealed that the most relevant fields for users are “Work history” (Facebook) and

“Headline and positions” (LinkedIn), the “Title” brings the most important information for

jobs. These results make sense since if one tries to tell whether a given Facebook or LinkedIn

user matches with a job, he will probably first compare the user’s work history (Facebook) or

headline/positions (LinkedIn) field information to the title of the job description.

We showed that the use of machine learning algorithms (especially SVMs) to learn models

to recommend jobs to social network users significantly improves the quality of recommen-

dations. However, it involves the collection of a dataset containing a significant number of

positive instances (users matching jobs) and negative instances (users who do not match jobs)

for different families and categories of jobs.

Statistics from our datasets (see Table 5.2) also showed that a vast majority of Facebook

users fields are almost empty. This has raised a big problem: we cannot accurately make

recommendations to users whose profiles are almost empty using the proposed recommender

systems. This has led us to enrich the profiles of users with data from their friends: this is

known as social recommendation. Due to privacy concern, we only have access to partial

data of friends, as a result, we have only used basic methods of social recommendation.

Unfortunately the use of these basic methods of social recommendation failed to improve

our results. However we showed that the use of relevance feedback drastically improves the

quality of job recommendation, this is very interesting and shows that we can improve the

performance of heuristic-based job recommender systems by enriching social network users’

profiles using their feedback.

Social network users generally do not give feedback about the quality of job recommendation

(made to them), this leads us to use knowledge databases like O*NET taxonomy to deal with

missing data in the task of job recommendation.

For the recommendation algorithms based on O*NET taxonomy, we showed the cosine similar-

ity yields results slightly better than both our proposed fuzzy logic-based similarity functions

and Pearson Correlation Coefficient. The use of our taxonomy-based vector model has dramat-

ically reduced the difference of quality between our Facebook and LinkedIn data in the task

of job recommendation. Our study has also revealed that the use machine learning (SVMs)

improves the quality of job recommendation compared to the heuristic-based recommender

systems.

Since we know that matching a user with a job is a multidimensional problem (see section 1.1),

we proposed a multilayer vector model combining heterogeneous data from Facebook users,

LinkedIn users and job descriptions, based on the taxonomy O*NET, the related experiments
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Chapter 7. Conclusion and Future Directions

revealed that the direct matching between users’ and jobs’ country, language, TF-IDF, O*NET

and O*NET related vectors gives results that can be improved by combining them into a model

learnt using SVMs.

During this thesis, we proposed, designed and tested various job recommender systems using

complex, semi-structured data from Facebook/LinkedIn users and the description of jobs

posted by the customers of the company Work4. Several of our proposed recommender

systems outperforms two state-of-the-art methods of recommender systems (CTR and MF)

(see section 5.6). We showed that the quality of job recommendation to social network users

using Facebook data is lower than using LinkedIn data. This can be explained by the fact that

contrary to Facebook, LinkedIn users use this platform for a professional purpose (as a result,

they publish correct and detailed information about their work and education histories).

After studying the literature of recommender systems, developing several job recommender

systems for social network users and analyzing their results, we draw the following key conclu-

sions:

• Recommender systems using the bag-of-words model combined with similarity func-

tions have poor performance when recommending jobs to Facebook users but yield a fair

performance for LinkedIn users. The performance for Facebook users can be improved

using knowledge databases such as taxonomies (O*NET taxonomy for instance).

• Recommender systems using either the bag-of-words model or a taxonomy-based vector

model combined with machine learning-based models have high performance when

recommending jobs to both Facebook and LinkedIn users.

• Recommender systems using the bag-of-words model combined with similarity func-

tions and the relevance feedback mechanism have high performance when recommend-

ing jobs to both Facebook and LinkedIn users.

• The use of data of users’ social connections can mitigate the problem of missing data

(an issue on social networks like Facebook) and therefore improve the performance of

job recommender systems but the data of social connections are not accessible most of

the time due to the privacy preservation.

7.2 Prediction of the audience of job ads posted on social networks

During the second part of this thesis, we tackled the problem of estimating the audience of job

advertisements posted on social networks. To develop our different systems, we first studied

the literature of recommender systems, data mining, machine learning and human resource

management. Previous work in the human resource management found out some important

factors impacting the attractiveness of organizations for applicants but these studies were

based on small sets of data and their conclusions are generally based on subjective analysis

which makes it difficult to generalize.
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7.3. Future Directions

We applied data mining, recommender systems and machine learning techniques to a sig-

nificant large dataset from real-world data collected by the company Work4 to find out and

quantify the factors impacting the audience of job advertisements on 3 popular social net-

works (Facebook, LinkedIn and Twitter). Our studies revealed that it is possible to learn from

our data models that are able to accurately predict the audience of job ads posted on social

networks (see sections 6.6.2, 6.6.3, 6.6.4, 6.6.5). However, they showed that it is considerably

easier to accurately predict the performance of job advertisements posted on organizations’

Facebook pages and LinkedIn than those posted on Facebook users’ walls and Twitter. Note

that additional studies can be done to improve the prediction quality of job advertisements

posted on Facebook users’ walls and Twitter.

We showed that the performance of job advertisements posted on social networks depend

on some hidden factors, particularly the profiles of posters, the number of persons who can

the ads1, the name of the companies of jobs (which give a clue about their reputations), the

size of job companies, the countries (and their unemployment rates) for which the job ads

have been posted, the profiles of jobs (their functions, industries and categories) and the

months, hours and days when job ads have been posted. We find out that the months of posts

generally contribute more to the performance of job ads than the hours of the posts. These

results confirm the findings of [Chapman et al., 2005; Ehrhart and Ziegert, 2005; Lievens and

Highhouse, 2003; Mathews and Redman, 1998; Turban et al., 1998] who claim that location,

salary and description of jobs, the reputation, size and image as employer of the organizations

contribute to the attractiveness of their job offers: our results extend these previous work to

the social media-based recruitments. We noticed that the most important factors contributing

to the audience of job ads are almost the same for the three social networks (though, the

contributions of factors may vary over social networks).

The systems we developed in this thesis to estimate the number of clicks on job advertisements

posted on social networks can be easily extended to predict the popularity of any type of

advertisements on social networks. The proposed solutions can be used in on-line systems

since their models can be fit off-line and the prediction step is very fast (once the models are

available).

7.3 Future Directions

We have explored various topics and we hope to have improved the knowledge about the

process of recommending and advertising jobs to social network users but many challenges

remain unexplored.

First of all, we did not consider the temporal aspect of job recommendation in this study

because we did not have the related data. We assumed static preferences of users for jobs, in

other words, if a job matches a user today, the same job will match the same user in the future

1On Facebook page, this represents the number of persons who liked the Facebook page of the company that

posts the job ad, so in that case, this is gives a clue to the popularity of the company (at least on Facebook).
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(in ten years for instance). This assumption is not entirely justified but we have to make it

due to the nature of our data: we only have data about static preferences of users for jobs. It

would be interesting to extend our methods to take into account the temporal aspect of job

recommendation/advertising to social network users.

We focused our studies on content-based recommendation techniques since we had not

enough jobs linked to social network users: it has been very tedious for us to obtain the

information about social network users’ interests for jobs. Almost all our datasets have been

collected based manual annotations. Companies like LinkedIn can automatically know the

interests of users for jobs (jobs they explore, click on or apply to): using those data, our work

can be extended to collaborative filtering systems and hybrid recommendation which could

lead to much more efficient job recommender systems.

Due to privacy concerns, we only worked with partial views of social network users’ profiles

(Facebook, LinkedIn and Twitter) by accessing information in only some of the fields of their

profiles. Companies like Facebook, LinkedIn and Twitter can access the full profiles of users,

it would very interesting and exciting to work with full profiles to make much more accurate

job recommendations/advertisings to users. Privacy concerns have also limited us in the

use of data of users’ friends/social connections on social networks to enrich their profiles

in order to retrieve missing information in users’ profiles to make much more accurate job

recommendation. Additional studies can extend our work by using the data of Facebook,

LinkedIn and Twitter full profiles to make job recommendation.

Some social network users publish fake information in their profiles, and this makes it difficult

to recommend jobs to them. Thus, detecting fake information in social network users’ profiles

could be very interesting to improve the performance of the recommender systems.

We presented in this section a list of some future directions of our work, this list is not exhaus-

tive, there are many additional studies that can be performed to extend our work.
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B Description of O*NET Databases

After exploring the bag-of-words models to recommend jobs to social network users, we

needed to study how ontology-based models for users and jobs can be interesting in the task

of job recommendation to social network users. Since the company (Work4) was focused on

the US market, we used O*NET-SOC (Occupational information NETwork-Standard Occu-

pational Classification) taxonomy [National Center for O*NET Development, 2010; O*NET,

2015; Peterson et al., 2001]. O*NET-SOC is a taxonomy that defines the set of occupations

across the world of work, it is being developed under the sponsorship of the US Department of

Labor/Employment and Training Administration (USDOL/ETA) through a grant to the North

Carolina Department of Commerce1.

O*NET-SOC taxonomy has been initially released in 1998 (O*NET 98) [O*NET, 2015]. We used

for our experiments the version 18.0 of O*NET-SOC taxonomy (released in July 2013) [National

Center for O*NET Development, 2013], which contains 1,110 occupational titles, 974 of which

represent O*NET data-level occupations (those data have been collected from job incumbents,

occupation experts and occupational analysts); we focused on 1,040 occupations for our

studies. Figure B.1 shows the structure of the current version of O*NET-SOC taxonomy.

O*NET-SOC taxonomy is based on SOC (Standard Occupational Classification)2 in which we

have four levels of aggregation [National Center for O*NET Development, 2010; O*NET, 2015]:

• 23 major groups.

• 97 minor groups.

• 461 broad occupations.

• and 840 detailed occupations.

SOC occupations are encoded with 6 digits: d1d2-d3d4d5d6 where d1d2, d3, d4d5 and d6

1http://www.onetcenter.org/about.html
2http://www.bls.gov/soc/
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Figure B.1 – Structure of O*NET-SOC taxonomy extracted from [O*NET, 2015].

respectively represent the major group, minor group, broad occupation and detailed occupa-

tion [National Center for O*NET Development, 2010]. The latest version of SOC (released in

2010) contains 23 major groups:

1. 11-0000: Management Occupations.

2. 13-0000: Business and Financial Operations Occupations.

3. 15-0000: Computer and Mathematical Occupations.

4. 17-0000: Architecture and Engineering Occupations.

5. 19-0000: Life, Physical, and Social Science Occupations.

6. 21-0000: Community and Social Services Occupations.

7. 23-0000: Legal Occupations.

8. 25-0000: Education, Training, and Library Occupations.

9. 27-0000: Arts, Design, Entertainment, Sports, and Media Occupations.

10. 29-0000: Healthcare Practitioners and Technical Occupations.

11. 31-0000: Healthcare Support Occupations.

12. 33-0000: Protective Service Occupations.

13. 35-0000: Food Preparation and Serving Related Occupations.

14. 37-0000: Building and Grounds Cleaning and Maintenance Occupations.
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15. 39-0000: Personal Care and Service Occupations.

16. 41-0000: Sales and Related Occupations.

17. 43-0000: Office and Administrative Support Occupations.

18. 45-0000: Farming, Fishing, and Forestry Occupations.

19. 47-0000: Construction and Extraction Occupations.

20. 49-0000: Installation, Maintenance, and Repair Occupations.

21. 51-0000: Production Occupations.

22. 53-0000: Transportation and Material Moving Occupations.

23. 55-0000: Military Specific Occupations.

Since O*NET-SOC taxonomy is based on Standard Occupational Classification (SOC), its

occupations are encoded as SOC occupations but they have a 2 digit extension .e1e2 (d1d2-

d3d4d5d6.e1e2). The extension represents the different variants of SOC detailed occupation

used in O*NET. Example: the O*NET occupations 19-4051.01 and 19-4051.02 are 2 variants

of the SOC occupation 19-4051 (Nuclear technicians). O*NET contains the same 23 major

groups as SOC. O*NET occupations (version 18.0 of O*NET databases) are stored in the

table/collection Occupation Data (which contains 3 fields: title, O*NET-SOC code and the

description associated to the occupation). The table/collection Occupation Level Metadata

allows a better understanding of Occupation Data.

The version 18.0 of O*NET-SOC taxonomy contains other tables/collections, the most interest-

ing of which are:

• Abilities contains the abilities required for different O*NET occupations. Examples:

“Oral comprehension”, “Written comprehension”and “Oral expression”.

• Education, Training, and Experience Categories and Education, Training, and Expe-

rience contain the education level, training and experience required for occupations.

• Interests: contains the Interest data associated with each O*NET-SOC occupation;

“Realistic”, “Artistic”, “Enterprising” are some examples of interest data.

• Job Zone Reference and Job Zones: contains information about the “zone”of occupa-

tions; we have 5 job zones: from 1 (usually require a high school diploma) to 5 (require

graduate school: Master, Ph.D, etc.).

• Knowledge: provides a mapping of O*NET-SOC occupations to Knowledge ratings.

“Law and Government”, “Telecommunications”, “Communications and Media” are some

examples of Knowledge.
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• Skills: contains the skills required for an O*NET occupation. Examples: “Active Listen-

ing”, “Speaking”, “Writing”.

• Task Categories, Task Ratings and Task Statements provide a description of Task cate-

gories and task statements.

• Work Activities: contains the Work Activity data associated with each O*NET-SOC

occupation. Examples: “Getting Information”, “Monitor Processes, Materials, or Sur-

roundings”, “Judging the Qualities of Things, Services, or People”.

• Work Context: contains the Work Context data associated with each O*NET-SOC oc-

cupation. Work Context Categories: contains the categories associated with the Work

Context content area.

• Work Styles and Work Values respectively contain the Work Styles data and Work Values

data associated with each O*NET-SOC occupation. “Persistence”, “Initiative”, “Lead-

ership” are some of examples of Work Styles while Work Values can be “Achievement”,

“Relationships”, “Independence”.

It is important to note that O*NET-SOC taxonomy is continuously being improved by adapting

it to the changes in the world of Work [National Center for O*NET Development, 2010; O*NET,

2015].

As conclusion, this section briefly presented the O*NET-SOC taxonomy, for further explana-

tions and details, please refer to [National Center for O*NET Development, 2010, 2013; O*NET,

2015; Peterson et al., 2001].
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C Additional Explorations

As this thesis has been done in an industrial context, we did many other explorations, the

topics of which have been given up by the company Work4 (because of a change in the its

global strategy/business model) before obtaining interesting results or conclusions. Among

them, we present the job categorization and job summarization problems in this section.

C.1 Job categorization

The goal of this exploration was to be able to better categorize jobs that our clients post

using our platform. The description of our jobs contain textual information and are divided

into 3 fields as presented in the section 1: Title, Description and Responsibilities fields. We

collected a small data set (called job categorization dataset) containing 940 entries, each of

them is defined by a couple (job, label), we have 23 distinct labels (manually assigned to

jobs) corresponding to the 23 O*NET families (see appendix B). Table C.1 shows the summary

statistics of our collected dataset and reveals that we have not enough entries for some

categories like Healthcare support, Physical security and legal.

Our jobs have been modeled using the bag-of-words models together with weighting functions

(see section 4.2.2) and preprocessing techniques (see section 4.2.1). Then we use SVMs to

fit models to categorize jobs using 5-fold cross-validation and optimizing hyper-parameters

of different kernels. We find that the results for Linear SVMs are slightly better than those

for RBF and Poly SVMs. Using Linear SVM together with TF-IDF (as weighting function) and

lemmatization (as preprocessing), we obtain 67% of global accuracy. An analysis of the impact

of thresholds reveals that we can achieve 75% of global accuracy by adjusting used thresholds

(which slightly lowers the recall of the system).

We then investigate the use of WordNet [Miller et al., 1993; Vossen, 1997] to enrich TF-IDF

vectors of jobs with semantic relations (hypernyms and synonyms) of terms:

Enriched-weightv (t ′) = max
(t ,w)∈v

(semantic-similarity(t , t ′)∗w) (C.1)
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Categories (O*NET labels) Number of instances

Sales (41) 187

Tech (15) 186

Business & Finance (13) 147

Food Preparation (35) 105

Administrative (43) 88

Engineering (17) 39

Transportation (53) 28

Education (25) 23

Healthcare (29) 22

Management (11) 20

Production (51) 19

Personal Service (39) 19

Creative (27) 14

Maintenance (49) 14

Science (19) 9

Cleaning and Gardening (37) 7

Construction (47) 5

Legal (23) 3

Physical Security (33) 3

Healthcare Support (31) 2

TOTAL 940

Table C.1 – Summary statistics extracted from our job categorization dataset.

where t ′ and t are terms, v is a TF-IDF vector of a job, w is the weight of the term t in v and

semantic-similarity is the semantic similarity between 2 terms calculated using a semantic

database like WordNet. Using enriched vectors of jobs together with SVM to categorize jobs

leads to results (56% of global accuracy) lower than those previously obtained with TF-IDF

vectors.

The use of dimensionality reduction methods (LDA and LSA described in the Section 4.2.4)

fails to improve the results obtained with SVM + TF-IDF + Lemmatization.

Finally, we used SVMs to combine the predictions of different methods of categorization

(including the SVM + TF-IDF + Lemmatization described above) developed by the members

of my research team and I, to improve the accuracy of our job categorization system in

production: this system has achieved 80% of global accuracy on our job categorization dataset.

C.2 Job summarization

The exploration of this topic has been motivated by the need to be able to automatically

extract keywords from job descriptions that sum up them the best. We use the same dataset

as for the problem of job categorization (job categorization dataset). Here, jobs have been
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C.2. Job summarization

modeled (as in section C.1) using bag-of-words models together with weighting functions (see

section 4.2.2) and lemmatization (to filter out typos, abbreviations, etc.). The following basic

summarizers have been proposed:

1. TF-IDF based job summarizer: returns the top-N terms with the highest TF-IDF (see

Eq (4.6)) scores.

2. Log-Entropy based job summarizer: returns the top-N terms with the highest Log-

Entropy (see Eq (4.7)) scores.

3. SVM-based job summarizer:

• Fit linear SVM models to categorize jobs: learnt models contain the relevant terms

for each job category.

• For each job to summary, categorize it using learnt SVM models and return the

top-N keywords (with highest scores) associated to its category in SVM models,

only considering terms appearing in the job vector.

The extracted keywords have been used to categorize jobs which allows to measure the quality

of extracted keywords: the results showed that TF-IDF job summarizer and SVM-based job

summarizer sightly outperform the Log-Entropy based job summarizer. However, SVM-based

job summarizer needs many training points to be efficient. Our results also reveal that using

the top-20 extracted keywords generally yields results as good as using all the terms, this leads

to lower the computation costs.

We did not do any further investigations about this topic since Work4 has changed its global

strategy/business model and summarizing jobs was not a priority anymore.
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