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Abstract
Supermassive black holes (SMBHs) are known to reside in the centres of most large galaxies.
The masses of these SMBHs are known to correlate with large-scale properties of the host
galaxy suggesting that the growth of the BHs and large-scale structures are tightly linked.
A natural explanation for the observed correlation is to invoke a self-regulated mechanism
involving feedback from Active Galactic Nuclei (AGN).
The focus of this thesis is on the interactions between AGN outflows and the ISM and

how the feedback impacts the host galaxy. In particular, it focuses on the two possible
mechanism of outflows, namely, outflows related to AGN jets and outflows produced by
AGN radiation.
High resolution, galaxy scale hydrodynamical simulations of jet-driven feedback have

shown that AGN activity can over-pressurise dense star-formation regions of galaxies and
thus enhance star formation, leading to a positive feedback effect. I propose, that such
AGN-induced pressure-regulated star formation may also be a possible explanation of the
high star formation rates recently found in the high-redshift Universe.
In order to study in more detail the effects of over-pressurisation of the galaxy, I have

performed a large set of isolated disc simulations with varying gas-richness in the galaxy.
I found that even moderate levels of over-pressurisation of the galaxy boosts the global
star formation rate by an order of magnitude. Additionally, stable discs turn unstable
which leads to significant fragmentation of the gas content of the galaxy, similar to what
is observed in high-redshift galaxies. The observed increase in the star formation rate of
the galaxy is in line with theoretical predictions.
I have also studied in detail how radiation emitted from a thin accretion disc surrounding

the BH effectively couples to the surrounding ISM and drives a large scale wind. Quasar
activity is typically triggered by extreme episodes of gas accretion onto the SMBH, in
particular in high-redshift galaxies. The photons emitted by a quasar eventually couple to
the gas and drive large scale winds. In most hydrodynamical simulations, quasar feedback is
approximated as a local thermal energy deposit within a few resolution elements, where the
efficiency of the coupling between radiation of the gas is represented by a single parameter
tuned to match global observations.
In reality, this parameter conceals various physical processes that are not yet fully un-

derstood as they rely on a number of assumptions about, for instance, the absorption of
photons, mean free paths, optical depths, and shielding. To study the coupling between the
photons and the gas I simulated the photon propagation using radiation-hydrodynamical
equations (RHD), which describe the emission, absorption and propagation of photons with
the gas and dust. Such an approach is critical for a better understanding of the coupling
between the radiation and gas and how hydrodynamical sub-grid models can be improved
in light of these results.
The simulations show that high luminosity quasars are indeed capable of driving large-

scale high-velocity winds. Infrared radiation is necessary to efficiently transfer momentum
to the gas via multi-scattering on dust in dense clouds. The typical number of multi-
scatterings is only about a quarter of the mean optical depth around the BH and declines
quickly as the central gas cloud expands and breaks up, allowing the radiation to escape
through low density channels.

Keywords: galaxies: formation — galaxies: evolution – galaxies: high-redshift —
galaxies: ISM — galaxies: active — methods: numerical

iii





Résumé
L’objectif de ma thèse porte sur les interactions entre les noyaux actifs de galaxies et le
milieu interstellaire des galaxies. En particulier, je mets l’accent sur les deux mécanismes
possibles responsables de la production des vents par les trous noirs : les jets et les vents
produits par le rayonnement de ces trous noirs.
Les simulations hydrodynamiques de haute résolution des galaxies comprenant la rétroac-

tion d’un jet ont montré que l’activité des noyaux actifs peut conduire à une pression exces-
sive sur les régions denses de formation stellaire dans les galaxies, et donc à augmenter la
formation d’étoiles, conduisant à un effet positif de rétroaction. Je montre que ces noyaux
actifs induits par pression régulée et formation d’étoiles peuvent aussi être une explica-
tion possible des taux de formation stellaire élevés observés dans l’Univers à haut décalage
spectral.
De plus, j’ai également étudié en détails comment le rayonnement émis à partir d’un

disque d’accrétion autour du trou noir agit efficacement avec le milieu interstellaire et
entraîne un fort vent galactique, en simulant la propagation des photons à partir des
équations hydrodynamiques du rayonnement.
Les simulations montrent que la grande luminosité d’un quasar est en effet capable de

conduire des vents à grande échelle et à grande vitesse. Le rayonnement infrarouge est
nécessaire pour transérer efficacement le gaz par multi-diffusion sur la poussière dans les
nuages denses. Le nombre typique de multi-diffusion diminue rapidement quand le nuage
central de gaz central se dilate et se rompt, ce qui permet au rayonnement de s’échapper
à travers les canaux à faible densité.

Mots clés: galaxies: formation— galaxies: évolution— galaxies: haut décalage spectral
— galaxies: milieu interstellaire — galaxies: actives — méthodes: numériques
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1Introduction
Our Earth is a very small dot within the great cosmos, a lonely planet orbiting an aver-
age star situated on the outskirts of a spiral galaxy that contains about 400 billion other
stars. The Galaxy does not stand alone in the Universe but is one of about 100 billion
other observable galaxies. These galaxies are organised within galaxy groups and clus-
ters altogether creating a web-like structure called the cosmic-web. The cosmic-web spans
enormeous ranges extending up to about 30 Gpc in diameter within the ‘observable uni-
verse’. The filaments are itself surrounded by vast empty spaces, that contain almost no
galaxies called voids. Typical voids have a diameter of about 10 to 100 Mpc1. But even
the galaxies themselves are surrounded by large empty space. For instance, our closest,
largest galactic neighbour, the Andromeda galaxy, is about 1 Mpc away. The theory of
galaxy formation is set within the evolution of these larger scales.
This picture of our Universe has not been known for a long time. The scientific recog-

nition that even our own Galaxy is just one amongst many others only dates back to the
beginning of the 20th century. The first observation of the Andromeda galaxy was first
described in 964 as a small cloud, then referred to as nebulae. The first to relate the struc-
ture of our own galaxy with the observed nebulae was the German philosopher Immanuel
Kant who suggested in 1755 that the observed nebulae were not individual stellar objects
but huge unresolved congeries of stars of the same type and structure as our galaxy: island
worlds floating in an immense sea of empty space.
Much of our theoretical understanding of the Universe began with the theory of general

relativity (Einstein, 1916) that relates the geometry of space to the energy density of space.
The theory of general relativity has met with great success. Not only, could it explain the
necessary corrections to the precession of Mercury’s orbit, but it was also tested in its
predictive power first by Sir Arthur Eddington and his team (Eddington, 1919; Dyson
et al., 1920) that measured ‘precisely’ the predicted amount of deflection of light around
the Sun.
At the time, the equations of general relativity presented a problem because they allowed

for the Universe to expand or contract. It was thought that the Universe was finite and
unchanging, and so a new term Λ was added to the field equations that exactly cancelled
out the expansion.
In 1922, Alexander Friedmann (Friedmann, 1922) (and later Georges Lemaître (Lemaître,

1927)) found an exact solution to Einstein’s field equations that describes the evolution
of the Universe and that naturally includes an expansion factor. The solution stands
on the assumption of the cosmological principle, which states that on scales larger than
100 h−1 Mpc the Universe is homogeneous and isotropic, meaning that there is no preferred
location or direction in the Universe.
Two years later, in 1929, Edwin Hubble (Hubble, 1929) showed that distant galaxies are

in fact moving away from us with their velocity directly proportional to their distance.
With the assumption of the cosmological principle, this implies that the Universe is indeed
expanding isotropically everywhere.
Together with the metric of a flat, homogeneous, and isotropic Universe, proven by

Howard Robertson and Arthur Walker (Robertson, 1935, 1936a,b; Walker, 1935) to be one
out of three possibilities consistent with the cosmological principle, one can derive from

1 Galactic distances are usually measured in parsecs (pc): pc ∼ 3 × 1016 km.
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the Einstein equations the following pair of equations

ρ̇ = −3
ȧ

a

(
ρ+

p

c2

)
,

ä

a
= −4πG

3

(
ρ+

3p

c2

)
+

Λc2

3
, (1.1)

with ρ being the density, a the expansion, p the pressure of the Universe, c the speed
of light, G the gravitational constant, and Λ the cosmological constant. While little is
understood about Λ, it is attributed to the presence of a dark energy with an equation of
state leading to a negative pressure of the Universe.
These equations form the base of our understanding of the Universe and successfully

describes the average expansion of the Universe on large scales. The first equation is a
version of the law of energy conservation, assuming that the expansion of the Universe is an
adiabatic process on large scales, which is a consequence of the cosmological principle. The
second equation, on the other hand, states that both the energy density and the pressure
cause the expansion rate of the Universe ȧ to decrease as a consequence of the gravitational
force. The cosmological constant causes an acceleration in the expansion of the Universe.
In addition, the Friedmann (Eq. 1.1) equations can be written in terms of various density

parameters, Ω, for different species. Scaled to the present-day density of the Universe, the
various density parameters add up to unity by construction. Further, the Hubble parameter
can be defined as H ≡ ȧ/a, where H0 is referred to as the present day expansion rate.
Assuming a minimal 6-parameter model, also referred to as the ΛCDM model (Riess

et al., 1998), which assumes the existence of a cosmological constant Λ, cold dark matter
(CDM), and zero curvature of the Universe, the Friedmann equations can be simplified to

H(a) = H0

√
Ωma−3 + Ωrada−4 + ΩΛ , (1.2)

where Ωm is the matter density parameter, Ωrad the radiation density parameter, and ΩΛ

the density parameter associated with the dark energy (ΩΛ = 1− Ωm − Ωrad).
Relatively recent observation programs have placed different constraints on the density

composition of our Universe as well the additional free parameters of this model. Par-
ticularly strong constraints come from observations of the cosmic microwave background
(CMB). When the Universe was very young, shortly after the Big Bang, the density was
too high to allow photons to freely stream. The CMB was created at the point where the
density dropped low enough due to the expansion that photons stopped interacting with
electrons and the opaque Universe became transparent to radiation, also called the time of
recombination. This event is imprinted in the Universe on the last scattering surface, and
is the closest we can get to an image of the Universe after its formation about 13.7 Gyr
years ago. Hence, the CMB is the afterglow radiation left over from the hot Big Bang and
this glow is strongest today in the microwave region of the radio spectrum.
Space missions observing the CMB such as NASA’s WMAP (e.g., Komatsu et al., 2011)

and ESA’s Planck (e.g., Planck Collaboration et al., 2014, 2015a) have enabled the de-
termination of the parameters that led to the emergence of a ΛCDM cosmology with a
minimum of 6 parameters. It is successful in describing the evolution of the Universe from a
hot, dense initial state dominated by radiation to the cool, low density state dominated by
non-relativistic matter and the cosmological constant at the present day. The parameters
are listed in Table 1.1.
The origin and behaviour of the dark energy have yet to be fully understood but obser-

vations have shown that the mass and energy content of the Universe is composed by more
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Table 1.1: The six ΛCDM cosmological parameters as recently measured by Planck (Planck
Collaboration et al., 2015a). The errors correspond to 68% confidence limits.

H0 67.740 ± 0.46 km s−1Mpc−1 Hubble parameter
t0 13.799 ± 0.021 Gyr Age of the Universe
ΩΛ,0 0.6911 ± 0.0061 Dark energy density parameter
Ωm,0 0.3089 ± 0.0062 Total matter density parameter
Ωb,0 0.0486 ± 0.0003 Baryon density parameter
Ωcdm,0 0.2590.± 0.002 Cold dark matter density parameter

than two thirds of this dark energy, one quarter of CDM, and only about 5% of ordinary
luminous matter (Planck Collaboration et al., 2015a). The luminous matter is generally
referred to as baryonic matter (as leptons provide a negligible contribution to the total
mass). It is thought that only the baryons participate in electro-magnetic interactions,
and are, thus, the only matter we are able to see.
Since the assumption of homogeneity is incorrect on small scales, due to the presence

of stars and galaxies in our Universe, there must be small inhomogeneities present at a
certain time in history of our Universe. Observations of the CMB greatly support this idea.
The photons which were released during recombination could travel relatively undisturbed
through space to us at the present time and cooled down through the expansion of the
Universe to give a homogeneous blackbody radiation field with a mean temperature of
TCMB = 2.75 K. However, Planck andWMAP revealed small temperature deviations of the
order of 10−5 K in the temperature field. These fluctuations, that possibly have quantum
mechanical origins, are coupled via the Boltzmann equation ρ ≈ T 4 to perturbations in
the matter field.
While ΛCDM has been successful in describing observations on large scales, it is not the

end of the story. Some questions are still left un-answered, most importantly regarding the
nature of both dark energy and DM, as well as the origin of the primordial fluctuations
that are thought to seed structure formation (for an overview see Liddle & Lyth, 2000;
Liddle, 2002).
Since DM comprises about 84% of the matter content of the Universe, it is gravitationally

dominant on large scales, and is, therefore, crucial to understanding structure formation.
To describe and understand the evolution of the DM density field at early times, a per-
turbative approach is usually used. This approach takes the assumption that DM can be
described as a collisionless, self-gravitating matter, often modeled as a pressureless fluid,
that strongly affects the gravitational evolution of the Universe. The primordial fluctua-
tions grow under their own gravity. At some point the non-linearity of the density evolution
becomes evident, making a fully analytical description of structure formation much more
difficult.
In general, numerical simulations are necessary to model the non-linear phase of struc-

ture growth as, in the regime of non-linearity the different perturbations, or modes in
Fourier space, do not grow independently. So called mode-mode coupling modifies both
the shape and amplitude of the power spectrum of the density perturbations over the range
of wavenumbers that have become non-linear.
Empirical models (e.g., White & Rees, 1978; Blumenthal et al., 1984; Fall & Efstathiou,

1980) together with pure DM simulations (e.g., Springel et al., 2005b; Diemand et al.,
2008; Klypin et al., 2011, also see Section 3.1) have shown that in the CDM scenario, the

3



Chapter 1. Introduction

perturbations expand to larger scales by rapid expansion of the Universe and later collapse
under their own gravity to form sheets (pancakes) and filaments that, in turn feed the
formation and growth of bound, collapsed, and virialised objects, the DM halos, forming
together the cosmic web. The DM halos evolve hierarchically within the cosmic web, where
small halos merge to form larger halos, which later merge with more massive halos to form
even more massive ones, and so on.
Since visible matter and DM are coupled via gravity, the luminous matter composed of

baryons (i.e., gas and stars) follows the DM into the halos, where they form gaseous halos.
Collisions between the gas particles allows them to radiate energy away and cool, forming
cold, dense gas disks at the centre of these halos. Hence, the entire luminous content of
galaxies results from the cooling and fragmentation of residual gas within the potential well
provided by the DM. Further cooling and fragmentation leads to the formation of dense
molecular clouds, the birthplace of stars.
Assuming, now, that each DM halo hosts a galaxy of proportional mass, one finds,

by comparing the mass function of DM halos provided by theoretical models, and the
luminosity function of galaxies given by observations, insufficient galaxy luminosity at both
the low and high mass end of the luminosity function. Some mechanism that regulates the
way baryons collapse, cool, and form stars within these halos is required. This mechanism
is likely to be “feedback”, operating either within the halos (i.e., stellar feedback and black
hole feedback) themselves or in their surrounding gas (i.e., UV heating). For the faint end
galaxies, Supernova (SN) feedback and stellar winds are traditionally assumed to be the
main driver of these low mass galaxies (Dekel & Silk, 1986). At the high-mass end, an
effective interaction is provided by active galactic nuclei (AGN) feedback from supermassive
black holes (SMBH) which are thought to be ubiquitous at the center of local galaxies (e.g.,
Magorrian et al., 1998; Hu, 2008; Kormendy et al., 2011). Rapid gas accretion onto black
holes leads to energy release capable of driving outflows that regulate star formation and
the baryonic content of galaxies (Silk & Rees, 1998) and, thus, their own growth (via
self-regulation) and that of the surrounding galaxy (Kormendy & Ho, 2013).
AGN can exert either negative or positive feedback on their surroundings. The former

describes cases where the AGN inhibits star formation by heating and dispersing the gas
in the galaxy, while the latter describes the possibility that an AGN may trigger star
formation. AGN feedback can operate in quasar-mode from radiation at high accretion
rates, or radio-mode from AGN jets at predominantly low accretion rates (Churazov et al.,
2005; Russell et al., 2013a). It is still unclear how efficiently AGN feedback delivers energy
(through heating, e.g., Silk & Rees, 1998) and momentum (through physical pushing, King,
2003) to the galaxy’s gas and what mode of feedback dominates.
Both semi-analytical models (e.g., Croton et al., 2006; Bower et al., 2006) and hydrody-

namical cosmological simulations (e.g., Di Matteo et al., 2005, 2008; Sijacki et al., 2007;
Booth & Schaye, 2009; Dubois et al., 2010a) argue that negative feedback from AGN is
an important ingredient in the formation and evolution of massive galaxies and is, in par-
ticular, capable of suppressing star formation in order to reproduce the observed high-end
tail of the galaxy luminosity function, and the low SFRs in massive galaxies. Moreover,
observations show that cooling flows in the hot circumgalactic and intracluster media can
be suppressed by the energy transferred by AGN jets (Bîrzan et al., 2004; Dunn et al.,
2005), again negatively impacting star formation. Exactly how the outflows couple to the
galaxy’s gas is, however, still not fully understood and conceals complex physics that may
influence the evolution of galaxies.
This negative AGN feedback is mitigated by evidence of the positive impact of AGN on

star formation. It has been argued that a jet that propagates through an inhomogeneous
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interstellar medium (ISM) may also trigger or enhance star formation in a galaxy (i.e.,
positive feedback). Begelman & Cioffi (1989) and Rees (1989) proposed that the radio jet
activity triggers star formation and might serve as an explanation for the alignment of radio
and optical structures in high-redshift radio galaxies. Radio jet-induced star formation has
also been considered as a source powering luminous starbursts (Silk, 2005, 2013; Bieri
et al., 2015, 2016b). Ishibashi & Fabian (2012) provide a theoretical framework linking
AGN feedback triggering of star formation in the host galaxy to the oversized evolution
of massive galaxies over cosmic time. Negative and positive feedback are not necessarily
contradictory as AGN activity may both quench and induce star formation in different
parts of the host galaxy and on different timescales (Silk, 2013; Zubovas et al., 2013a; Zinn
et al., 2013; Cresci et al., 2015b).
Even though it is understood that photons emitted from the thin gaseous accretion disc

surrounding the black hole (BH) (Shakura & Sunyaev, 1973) effectively couple to the en-
compassing ISM and eventually drive a large scale wind, exactly how efficient radiation
couples to the gas via the dust is not yet fully understood. Detailed radiation hydrody-
namics simulations are needed to improve the general understanding in how the quasar
radiation couples to the gas, in particular via the infrared coupling with the dust, and how
they eventually drive powerful quasar winds (Bieri et al., 2016a). Such an approach relies
on fewer assumptions and is physically correct and will, eventually, provide more accurate
sub-grid models for large-scale cosmological simulations.

The research of this thesis focuses on, precisely, the interactions between AGN outflows
and the ISM and how the feedback impacts the host galaxy. In particular it focuses on the
two possible mechanism of outflows (i) related to AGN jets and (ii) related to outflows
produced by the radiation of AGN. I investigated

1. Under which conditions AGN jet feedback induces or suppresses star formation and
whether jet-induced star-formation is a possible explanation for the starburst galax-
ies found at high-redshift

2. How radiation emitted from a thin accretion disc surrounding the BH effectively
couples to the surrounding ISM and drives a large-scale wind.

Chapter 2 will explain in more detail the relevant theories that lead to the comparison
between the halo mass function and the galaxy luminosity function, which motivates the
need for feedback processes as a regulator for the mass content in galaxies. It focusses
on AGN feedback and review observational evidence and predictions from simulations for
both negative and positive feedback from AGN.
Chapter 3 describes the numerical techniques used for the simulations presented in this
thesis. It will mostly focus on the techniques emplyed in the adaptive mesh refinement
code ramses and the radiative hydrodynamics (RHD) extension ramses-rtused for the
results presented later on.
Chapter 4 will then focus on the investigation of AGN-induced, pressure triggered, star
formation and examine under which conditions it induces star formation. It mainly focuses
on the two papers from (Bieri et al., 2015) and (Bieri et al., 2016b).
Chapter 5 describes the detailed investigation of how the radiation emitted from the thin
accretion disc surrounding the SMBH effectively couples to the ISM by means of radiation-
hydrodynamics. This Chapter is extracted from Bieri et al. (2016a).
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2The Formation of Galaxies
Galaxy formation and evolution is a highly non-linear process and poses significant chal-
lenges to our current understanding of the Universe. The current paradigm of galaxy
formation in a cosmological context is that galaxies form inside DM halos in a cold DM
(CDM) Universe (White & Rees, 1978; Blumenthal et al., 1984) with a cosmological con-
stant leading to a ΛCDM model (Riess et al., 1998). DM comprises about 84% of the
matter content of the Universe, is gravitationally dominant on large scales, and is, there-
fore, crucial to the understanding of structure formation. The realisation that we live in
a DM dominated Universe led to the development of the first comprehensive theory of
galaxy formation (e.g., White & Rees, 1978; Fall & Efstathiou, 1980). These analytical
models embedded simple gas physics within the hierarchical growth of structure forma-
tion, whereby the DM halos evolve within the cosmic web and merged over time forming
successively more massive halos (White & Rees, 1978).
Within these models the luminous matter composed of baryons (i.e., gas and stars)

follows the DM into the halos, where they form gaseous halos and eventually cool to
form cold, dense gas discs at their centre. Further cooling and fragmentation leads to the
formation of dense molecular clouds and stars within.
The understanding of structure formation is, therefore, tightly connected with the for-

mation and evolution of DM halos. Relevant for the theory of galaxy formation within
a hierarchical cosmological growth are (i) the halo mass function of DM halos at a given
time and (ii) the formation history of DM halos.
There are two ways to generate information about the abundance and evolution of DM

halos: through Monte Carlo trees making use of the Press-Schechter (1974) theory and its
extension to give progenitor distributions (Bond et al., 1991; White & Frenk, 1991; Lacey
et al., 1993; Cole et al., 2000a; Parkinson et al., 2008) or through N -body simulations
(Springel et al., 2005b; Diemand et al., 2008). The later has the advantage to track the
non-linear collapse of structures. It has been shown that even with the simple underlying
assumptions made in the Press-Schechter approach, their predictions agree remarkably well
with N -body simulations (see Section 2.1.2 for more detail).
Despite the successes of the N -body simulations in understanding the scale of observed

galaxy masses, it was soon realised that there were a number of problems. One particular
issue is between the mass function of DM halos, provided by the N -body simulations, and
the luminosity function of galaxies given by observations. By assuming that stellar mass
follows halo mass we are left with a theoretical prediction that leads to too many small
galaxies, too many big galaxies in the nearby Universe, and too many baryons within the
galaxy halos.
To alleviate the problem of the excess baryons to form stars within galaxies, efficient

outflows and feedback were introduced. Feedback both heats the gas in the halo, preventing
it from cooling, and ejects gas from the galaxy and the halo, lowering the total gas content
available to form stars.
While in low-mass galaxies, supernovae (SNe) and stellar winds can deplete cold-gas

reservoirs and regulate star formation (e.g., Dekel & Silk, 1986), they are ineffective in
the deeper gravitational potential well of massive galaxies. A more effective interaction
for the high-mass galaxies may be provided by active galactic nuclei (AGN) feedback from
supermassive black holes (SMBH) which are thought to be ubiquitous at the center of
local galaxies (e.g., Magorrian et al., 1998; Hu, 2008; Kormendy et al., 2011). Rapid gas
accretion onto BHs lead to energy release capable of driving high-velocity outflows (see
e.g., Blandford & Payne, 1982; Begelman, 1985; Silk, 2005; Tortora et al., 2009), that are
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thought to have a high impact on the host galaxy by expelling and/or heating gas, and
with this regulating the baryonic content and star formation of the galaxies (Silk & Rees,
1998).

Probably the strongest evidence supporting the existence of AGN feedback is provided
by observations of X-ray lobes and radio cavities in galaxy groups and clusters (e.g., Mc-
Namara & Nulsen, 2007, 2012). These have been interpreted as buoyantly rising bubbles
of higher entropy material injected by an AGN. The inclusion of AGN feedback in numer-
ical hydrodynamical simulations, but also semi-analytical models, lead, furthermore, to a
better reproduction of the high-end tail of the galaxy mass function (e.g., Di Matteo et al.,
2005; Croton et al., 2006; Bower et al., 2006; Sijacki et al., 2007; Di Matteo et al., 2008;
Booth & Schaye, 2009; Dubois et al., 2010a), that additionally motivated the inclusion of
AGN feedback in the galaxy formation theory.

However, we do not yet fully understand the physical mechanisms of the coupling between
the AGN and the interstellar medium (ISM) of the host galaxy. The lack of understanding
about the communication of the AGN feedback and the galaxy is partly due to the inability
to capture the extremely wide dynamical range of the AGN cycle: from sub-pc scales where
accretion discs form to galactic-size lobes of radio galaxies. Another complication arises
because, to date, most of these studies have treated the ISM with relatively simple ‘sub-
grid’ prescriptions that ignore the additional complications introduced by the multi-phase
small-scale structure.

Interestingly, galaxy scale simulations show that properties of the ISM even determine
whether AGN feedback is capable of driving out a large amount of gas out of the galaxy
or whether it may actually foster star formation (e.g., Gaibler et al., 2012; Wagner &
Bicknell, 2011; Wagner et al., 2012). The findings that AGN feedback may not only result
in suppressed star formation but also may trigger the formation of stars (positive feedback)
is also supported by recent observations (Cresci et al., 2015b,a; Salomé et al., 2015; Zinn
et al., 2013).

This all motivates a deeper investigation of the precise interactions between AGN out-
flows and the ISM, how feedback impacts the host galaxy, and the communication mech-
anism of the AGN with the galaxy’s gas.

This Chapter will explain in more detail the relevant theories that lead to the comparison
between the halo mass function and the galaxy luminosity function, which motivates the
need for feedback processes as a regulator for the mass content in low and high mass
galaxies. It will focus on AGN feedback and review observational evidence and numerical
predictions for both negative and positive feedback from AGN.
Section 2.1 describes how the abundance of DM halos can be calculated using Press-
Schechter theory. Section 2.2 explains the findings of N -body simulations. Section 2.3
discusses the inclusion of baryonic physics in the models, with Section 2.3.1 focusing on
the physics of cooling and star formation within the ISM and Section 2.3.2 explaining
the effect of feedback on the baryonic content of the galaxies. Section 2.3.3 discusses
comparisons of hydrodynamical simulations with observations, mainly focusing on the
stellar mass function. Finally, Section 2.4 focuses in more detail on AGN feedback and
whether it only negatively or positively impacts the SFR within the galaxy.
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2.1. Dark Matter Statistics

2.1 Dark Matter Statistics

The abundance of DM halos is an important factor for theories of structure formation.
To first order, the abundance of a halo of mass M is a function of mass only. The Press-
Schechter theory (Press & Schechter, 1974), which uses the spherical top-hat collapse model
and linear growth theory, gives an intuitive and useful analytic description of this mass
function. This section will briefly review the spherical top-hat collapse model and ex-
plain the halo mass function that later will become important when comparing theoretical
predictions with observations. It will summarise how the Press-Schechter theory can be
extended to get some information about the evolution of the DM halos.

2.1.1 Spherical Top-Hat Collapse Model

The spherical top-hat collapse model is a simple way to develop an understanding of the
formation of structures from the evolution of non-linear perturbations within the density
field. It assumes a spherical symmetric region with radius R with a uniform overdensity δ
at initial time t in an Einstein de Sitter Universe with Λ = 0 (see Chapter 1). It does not
make any assumption on the dynamics of the system.
Spherical gravitational systems have the great advantage that they are easily described

by the gravitational force inside a sphere and, hence, only depends on the matter inside, also
known as Birkhoff’s theorem. Assuming that the overdensities are spherically symmetric,
they can be treated as a separate system where their radius is a function of time evolving
with Friedman’s equation (Equation 1.1 from the Introduction), that has a parametric
solution as a function of θ ∈ [0, 2π) with θ = H0η(Ωm − 1)1/2, and the conformal time η1

r(θ) = A (1− cos θ) , (2.1)
t(θ) = B (θ − sin θ) . (2.2)

Here, H0 is the Hubble constant at present time (H0 = 100hkm s−1 Mpc−1, h ∼ 0.7),
Ωm is the matter (DM plus baryonic matter) density today (Ωm = 0.3156 ± 0.0091
see Planck Collaboration et al., 2015b). Further, A = r0Ωm/ (2(Ωm − 1)) and B =
H−1

0 Ωm/
(
2(Ωm − 1)3/2

)
, where r0 is the size of the Universe at the current time.

For early times, when θ is small, one can expand the function to first order and obtain
a linear theory for the development of the overdense region

rlin(t) =
A

2

(
6t

B

)2/3
[

1− 1

20

(
6t

B

)2/3
]

. (2.3)

The first term on the right hand side corresponds to the background expansion of the
critical density of the Universe and scales as r ∝ a ∝ t2/3, whereas the second term stands
for the expansion of the perturbations. The density ρm becomes

ρm =
M

4/3πr3
, (2.4)

=
1

6πt2G

[
1 +

3

20

(
6t

B

)2/3
]

, (2.5)

1The conformal time at a certain time t is given by η =
∫ t

0
dt′/a(t′), with a(t) the scale factor of the

FLRW metric, and t = 0 is at the Big Bang.
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and for the density perturbation δ

δ ≡ ρm − ρm
ρm

, (2.6)

≈ 3

20

(
6t

B

)2/3

. (2.7)

Substituting the scale factor dependence for t = 2
3H0Ω1/2a

3/2 and A and B into equation 2.7
yields the equation

a =

(
3

4

)2/3(3

5

ainit

δinit

)
(θ − sin θ)2/3 . (2.8)

Using the equations above, especially equation 2.8, a few key events in the history of the
density perturbations can be quantified. At the beginning, overdense regions grow with
the Hubble expansion. At a specific time, this expansion stops under its own self-gravity,
reaching a maximum expansion at θ = π. Substituting this solution into equation 2.8
reveals that this turnaround occurs when the linear density contrast is δturnaround ≈ 1.06.
Hence, shortly after a perturbation’s overdensity exceeds unity, it turns around and begins
to contract. The final collapse occurs when θ = 2π. The overdensity at this point is
δcollapse ≈ 1.69.
It is at the turnaround point where the linear spherical collapse model starts to be-

come invalid. Clearly, the assumption of a perfectly spherically symmetric, pressureless
overdensity is ideal and the collapse is not expected to continue to a singularity. In fact,
the overdense regions virialise rather than collapse to a point. Because of the collisionless
nature of dark matter, it cannot dissipate its energy and the collapse of the DM halts.
The DM particles obtain virial equilibrium through dynamical friction which results in a
pressure-supported virialised collapsed structure, the dark matter halo.
The average density within the virialised object is usually estimated by assuming a

virialised radius of half of the turnaround radius. The density of the spherical region will,
therefore, increase by a factor of eight until virilisation whereas the density of the non
virialised region increases only by a factor of four. This occurs when the density reaches

δvir = 18π2 ≈ 178 . (2.9)

This number is important for defining a bound object in N -body simulations. Typically
an overdensity of δvir = 200 is assumed.

2.1.2 The Halo Mass Function

The so-called Press-Schechter (Press & Schechter, 1974) theory provides an analytic for-
malism for the process of structure formation once the overdensities have collapsed into a
halo. It relies entirely on the linear theory and provides insight into the evolution of the
halo mass function, discussed below, and succeeds in describing the hierarchical clustering
seen in N -body simulations discussed in Section 3.1.
The idea of the Press-Schechter theory is that a halo forms at peaks of matter density

fluctuations in the early Universe. Those fluctuations are described by spheres of mass
M and the initial density distribution is assumed to be Gaussian. It therefore makes
the assumption that the probability distribution function of relative overdensity σ can be
described by a Gaussian function with zero mean

p(δ) =
1√

2σ(M)
exp

(
− δ2

2σ2 (M)

)
, (2.10)
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where δ is defined as in equation 2.6 and is the overdensity associated with M . Finally,
σ(M) is the standard deviation.
Further, it assumes that σ within a sphere of radius R is monotonically decreasing as

a function of mass. Large scales, therefore, correspond to a smaller standard deviation
and hence are smaller in amplitude than those on small scales. This results in a bottom
up picture of structure formation as small structures are believed to form before large
structures.
The Press-Schechter theory assumes the linear theory of the spherical collapse model

(described above in Section 2.1.1) to be valid until the density reaches the threshold of δc
and collapses immediately afterwards, where δc is derived above

δcollapse ≡ δc ≈ 1.69 . (2.11)

It is assumed that at any given time, all regions that have a density over δc collapse and
form halos. This approximation can somehow be justified by the fact that gravitational
instability operates very quickly.
The fraction of a sphere of radius R that exceeds a threshold at a given time t is given

by

f(δ > δc) =
1

2
erfc

(
δc√

2σ(R)

)
, (2.12)

with erfc(x) being the complementary error function that describes the probability that
the error of a measurement drawn from a standard Gaussian distribution lies outside the
region −δc and δc. It is defined as the integral of the Gaussian function

erfc(x) =
2√
π

∫ ∞
x

exp
(
−x2

)
dx . (2.13)

By, mistakenly, assuming that this fraction can be identified with the fraction of parti-
cles which are part of collapsed lumps with masses greater than M we run into a problem.
For small masses M , the mean square function goes to infinity and, therefore, the fraction
of points, f , converges to 1/2. Hence, the formula above predicts that only half of the
particles are part of lumps of any mass. In other words, the negative part of the Gaus-
sian distribution has been left out as it corresponds to underdense regions. The so-called
‘swindle’ in the Press-Schechter approach is to multiply the mass fraction by an arbitrary
factor of 2.
Generally, the fraction of mass that is in halos between massM andM +dM is given by

then differentiating the function (Eq. 2.12) with respect to M . To get the number density
of collapsed objects, the fraction of mass in halos in the range M →M +dM is multiplied
by the number density of all halos ρm/M assuming that all of the mass is composed of
such halos. The number density then becomes

dn(M, t)

d lnM
=

ρm

M

∂f

∂R

dR

d lnM
, (2.14)

=

√
2

π

ρm

M

∂σ

∂R

dR

d lnM
· δc(t)
σ2

exp

(
−δ

2
c (t)

2σ2

)
,

where δc(t) = δc/D(t) is the critical overdensity linearly extrapolated to the present time.
Note that, here, equation 2.12 is here multiplied by a factor of 2 as discussed above.
The normal procedure to find the number density is by calculating σ and its derivative

from the linear theory matter power spectrum.
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Despite the simple underlying assumptions made above, the Press-Schechter formula
for dn/d lnM agrees remarkably well with N -body simulations. The formula is known to
deviate in detail at both high and low mass ends as it tends to systematically under-predict
large-mass halos and overestimates the abundance of small-mass halos in comparison with
simulations (see Hu & Kravtsov, 2003 for a study of the relative contributions of each
source of error as a function of halo mass).
Refinements to this theory have since been made. In particular, a better fit to the mass

function in N -body simulations has been proposed by assuming that the halos are elliptical
instead of spherical (e.g., Lee & Shandarin, 1998; Sheth et al., 2001). Sheth et al. (2001)
were able to show that this replacement plausibly leads to a mass function almost identical
to that which Sheth & Tormen (1999) had earlier fitted to a subset of numerical data.
Similar results have been found by Jenkins et al. (2001).

The Press-Schechter theory can be extended to allow predictions for merger histories and
merger rates of DM halos (e.g., Bower, 1991). Bond et al. (1991) proposed an alternative
to the Press-Schechter theory based on excursion sets to statistically estimate how many
small halos would be subsumed into larger ones. This approach reduced the number of low-
mass halos compared to the Press-Schechter theory and increased the number of large-mass
halos and is therefore in better agreement with simulations.

2.2 N-body Simulations

The evolution of cosmic structures beyond the linear regime can only be addressed in
limiting cases, notably the large-scale limit, with a simple extension of the linear theory
to higher order and under a prohibitive amount of simplifying assumptions.
To better understand the non-linear evolution of the DM density field on a long timescale,

as well as to get an understanding of the distribution of the DM halos within the Universe,
the help of numerical simulations is needed. Numerical simulations are extremely important
in the study of structure formation in a cosmological context as they provide accurate
numerical predictions to be tested against theories and observations.
Gravity is the dominant force that drives structure formation. Unless an accurate de-

scription of the very early Universe, or the behaviour of objects near a massive black hole is
needed, gravity can be well described by the Newtonian theory. DM is thought to be made
of collisionless particles that interact only through gravity and can be well represented by
a set of point particles, N -bodies (see Section 3.1 for a more detailed discussion).
N -body simulations follow the evolution of the DM component from the very early stages,

where small density fluctuations perturb an otherwise homogeneous distribution, to the
current time with its highly non-linear structures. Hence, the features introduced by the
specific cosmological model are imprinted on the initial conditions of the simulation, i.e. on
the primordial perturbation field. Usually, the initial conditions are derived analytically
and start a certain time after the Big Bang (e.g., Zaldarriaga & Seljak, 2000; Lewis &
Bridle, 2002; Lewis, 2013). This can be done because about the first ∼ 100 million years
(Myr) of the evolution of the Universe after the Big Bang are still within the quasi-linear
regime and, hence, can be derived analytically.
Including a statistical distribution of initial positions and velocities of the particles, the

system is evolved forward in time according to the gravitational forces acting on the DM
density field within an expanding Universe. At the end of the simulation, after approxi-
mately 13.7 Gyr, the simulation provides a prediction for the large-scale distribution of the
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(a) Density distribution at redshift z = 18.3 (b) Density distribution at redshift z = 5.7

(c) Density distribution at redshift z = 1.4 (d) Density distribution at redshift z = 0

Figure 2.1: Slices through the density field that are all 15 Mpc/h thick and a size of
375 Mpc/h wide, for four different redshifts (times). As the simulation proceeds the DM
distribution evolves from a homogeneous state to a more pronounced structured distribu-
tion consisting of large walls, filaments, and haloes (densest structures). At the end of the
simulation the Universe is filled in large portions by underdense structures, so called voids,
that are surrounded by the cosmic web. Credit: Springel et al. (2005b).
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Figure 2.2: Map of the galaxy distribution in the nearby universe observed by the Sloan
Digital Sky Survey (left) and predicted by the Bolshoi Simulation (right). Comparison
between the luminous web structure of the galaxy distribution within the Universe with
the DM structure of the simulations shows close agreement. This indicates that the DM
simulations manage to well represent the large scale structure of the Universe. Credit: Nina
McCurdy and Joel Primack/University of California, Santa Cruz; Ralf Kaehler and Risa Wechsler/Stanford
University; Sloan Digital Sky Survey; Michael Busha/University of Zurich.

matter within the assumed cosmological model. Since the simulation represents a random
region of the Universe, comparisons with observations must be statistical.

Such N -body simulations of large-scale structures have met great success. There are
various simulations (e.g., Springel et al., 2005b; Diemand et al., 2008; Klypin et al., 2011)
that successfully simulated the evolution of the DM content of the Universe and reproduce
the observed luminous cosmic web (de Lapparent et al., 1986). They all reveal a picture
where over the course of time the DM collapses into large walls, filaments, and haloes
building up the cosmic web structure that is surrounded by immense voids, with densities
as low as one tenth of the cosmological mean.

A visual representation of an evolution of such a cosmological simulation (here the Mil-
lenium simulation performed by Springel et al., 2005b) is shown in Figure 2.1, where it
visualises that as the simulation proceeds, the matter distribution evolves from a state of
homogeneity to a more and more pronounced filamentary structure. A comparison of the
N -body simulations with the observations such as the Sloan Digital Sky Survey (SDSS)
reveals that the general structure of the cosmic web matches the cosmic structure revealed
by deep galaxy studies, shown in Figure 2.2, where the galaxy distribution predicted by
the N -body (Bolshoi) simulation of Klypin et al. (2011) is shown in comparison of the
galaxy structure observed by SDSS.

Such a close match between the predictions of the N -body simulations and the observa-
tions, provides evidence that the underlying theoretical assumptions of structure formation,
coming from the standard ΛCDM model, provide, at least on large scales, a fairly accu-
rate picture of how the Universe actually evolved. However, while the simulations appear
to agree broadly with observations, the details in the highly non-linear regime exhibit
important differences.
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2.2.1 Comparing N-body Simulations with Observations

First of all, in order to compare the statistical properties of the N -body simulations with
observations, the number of galaxies have to be counted within the simulation. By as-
suming that each DM halo hosts a galaxy of proportional mass, the problem is reduced
to finding the number of halos within the N -body simulations. The essence of finding the
halos is to convert a discrete representation of a continuous density field into a countable
set of ’objects’, the halos. In general, this conversion is affected both by the degree of
discreteness in the realisation (i.e., the particle mass within the simulation) as well as by
the detailed characteristics of the object definition algorithm. Additionally, high resolution
simulations, such as e.g., Springel et al., 2005b; Diemand et al., 2008; Klypin et al., 2011,
reveal that within the virialised region of a large halo there can also be various smaller,
bound ‘sub-halos’. The distinction between the larger halo and its substructures compli-
cates comparisons between theory, simulation, and observation. It is beyond the subject of
this thesis to go into detail of the different ways halos can be defined and the reader may
be referred to Hoffmann et al., 2014; Lee et al., 2014; Behroozi et al., 2015 for a detailed
discussion.
Having found the number of DM halos, and by assuming a constant DM mass-to-light

ratio, the theoretical predictions can be compared with observations. Such comparisons
are however not without complications. For instance, attempts to reproduce the observed
number of Milky-Way satellites using N -body simulations, and by assuming that each
simulated DM satellite halo contains a galaxy, overproduced the number of low mass
satellites by several orders of magnitude (Moore et al., 1999). Additionally, Moore et al.
(1999) found that simulations with cold DM fails to reproduce the rotation curves of DM
dominated galaxies, one of the key problems that it was designed to resolve. While it
is almost certain that the existing sample of Milky-Way satellite galaxies is incomplete
(Koposov et al., 2008; Tollerud et al., 2008) and new satellite galaxies are still discovered
(e.g., Belokurov et al., 2009, 2010), it appears unlikely that new observations will uncover
as many galaxies as DM simulations predict to exist around the Milky-Way.
For another comparison, one can compare the mass function of DM halos with the

luminosity function of galaxies obtained from wide redshift surveys. The galaxy luminosity
function is then fitted by a Schechter (1976) function

φ(L)dL =
φ∗

L∗

(
L

L∗

)α
exp(−L/L∗)dL , (2.15)

where L is the luminosity, L∗ a characteristic galaxy luminosity where the power-law
form of the function cuts off, the parameter φ∗ has units of number density and provides
the normalization, and α is the curvature of the function. Yang et al. (2003) use L∗ =
9.64× 109 h−1L�, α = −1.21 and φ∗ = 1.61× 10−2 h3Mpc−3.
To compare the theoretical prediction with the galaxy luminosity function from observa-

tions, one firstly assumes that each DM halo hosts exactly one galaxy, and that each galaxy
has exactly the same DM-mass-to-light ratio M/L. This makes it possible to convert the
halo mass function to a theoretical prediction of the galaxy luminosity function. The DM-
mass-to-light ratio is chosen, such that the theoretical prediction overlaps at one point
with the observations. Figure 5.1, taken from Yang et al. (2003), shows a comparison of
the halo mass function (using M/L = 100hM�/L�) and the galaxy luminosity function of
the 2dFGRS galaxy survey (Norberg et al., 2002). Compared to the theoretical prediction,
the pure DM model over-predicts the galaxy luminosity function at both the low and high
mass end. This suggests that the DM-mass-to-light ratio decreases (increases) in reality
with the mass at the low (high) mass end and is thus not constant.
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Figure 2.3: A comparison of the galaxy luminosity function with the halo mass function.
Open circles with error bars correspond to the 2dFGRS (Norberg et al., 2002) luminosity
function. Solid (dashed) lines correspond to the luminosity function that one would obtain
from the Seth & Tormen (Press-Schechter) halo mass function under the assumption that
each halo hosts exactly one galaxy with a mass-to-light ratio of M/L = 100hM/L�. Note
that the DM only prediction expects both too many faint and bright galaxies. This suggests
that in reality the mass-to-light ratio decreases (increases) with mass at the low (high) mass
end.

As a result of these various problems, different authors have attempted to explain these
discrepancies by invoking physical mechanisms that produce or prevent star formation in
the majority of the smaller and bigger halos, which, in turn, makes the DM substructures
fainter or completely dark in the process. It has also been suggested that there is a
problem with the ΛCDM model and that, some alternative cosmologies, such as warm
dark matter, prevent the formation of the smallest haloes (e.g., Sommer-Larsen & Dolgov,
2001; Anderhalden et al., 2013).
The following Section will solely focus on the additional baryonic processes and the

effects that they can have on the galaxies.

2.3 Including the Baryons into the Picture

DM is thought to only interact gravitationally with luminous matter (or at most very
weakly electromagnetically). Therefore, it does on its own not provide a complete de-
scription of the Universe, especially at galaxy scales. The luminous matter is referred to
as baryonic matter since leptons provide a negligible contribution to the total mass. As
discussed in the Introduction a combination of experimental measures merge a picture in

16



2.3. Including the Baryons into the Picture

which the matter content of the Universe is shared between DM (∼ 84%) and the baryonic
matter (∼ 16%).
Including baryons into the theory of galaxy formation is very challenging because of the

collisional nature of the baryonic matter as well as the complexity of the physics involved
in the processes, that includes gas cooling and heating, star formation, feedback from stars
and from the black hole, radiation, cosmic rays, to name a few (see Section 2.3.2 for more
detail).

Numerical simulations have shown that the growth of a galaxy is coupled to the develop-
ment of large scale structure, where the baryons are dragged along by the gravitationally
dominant DM and eventually concentrate towards the deep potential wells of the DM halos
forming a hot gaseous halo. While the collapse of DM halts as it reaches virial equilibrium
in haloes, baryons can radiate away their binding energy, which allows them to collapse
further and fragment into smaller structures, such as galaxies and stars. These galaxies
then grow through mergers and gas accretion.
Gas falling towards a galaxy gains kinetic energy until it reaches the hydrostatic halo.

If the infall velocity is supersonic, an accretion shock forms near the virial radius of the
galaxy2 and the incoming gas is heated up to the virial temperature of the halo. According
to the simplest picture of spherical collapse onto the galaxy, all the gas in the DM halo is
heated to the virial temperature of that halo and reaches a quasi-static equilibrium that
is supported by the pressure of the hot gas before it is able to radiatively cool down and
settle into a rotationally supported disc, where it can form stars (e.g., Rees & Ostriker,
1977; Fall & Efstathiou, 1980; Birnboim et al., 2007) This form of gas accretion onto the
galaxy is also called hot accretion (Katz et al., 2003; Kereš et al., 2005).
Within some radius, the so called cooling radius, the cooling time of the gas is, however,

shorter than the age of the Universe (see Section 3.4.1 for more detail).
Whether or not hot accretion is the dominant mode depends on the so-called cooling

radius, where it lies with respect to the halo, and hence depends on the mass and redshift
of the halo. For high mass halos, for instance, the cooling radius lies well inside the halo,
which allows a quasi-static equilibrium to form and accretion on to the galaxy is regulated
by the cooling function. For lower mass halos, on the other hand, the cooling radius is
larger than the virial radius because of which no hot halo will form and the gas will not
go through an accretion shock at the virial radius. Because gas accreted in this manner
is never heated to high virial temperature, this mode is also referred to as cold accretion
(Rees & Ostriker, 1977; Katz et al., 2003; Kereš et al., 2005). The accretion rate onto the
central galaxy depends in this case on the infall rate, but not on the cooling rate (White
& Frenk, 1991; Katz & Gunn, 1991).
Numerical simulations reveal a more complicated picture than just spherical accretion

often assumed by analytic and semi-analytic studies of galaxy formation (e.g., Binney,
1977; White & Frenk, 1991; Birnboim & Dekel, 2003). As already discussed above, the DM
collapses to form the cosmic web, a network of sheets and filaments, where the galaxies form
within the densest regions, the haloes. These filamentary structurs can have an important
effect on gas accretion where galaxies can be fed by gas coming along the filaments. Because
the average density of the accreting gas is higher in the filaments the cooling time will also
be smaller and it will thus be easier to radiate away the gravitational binding energy.
Filaments therefore feed galaxies preferentially through cold accretion. Both modes can
however coexist. It has been shown, that especially at high redshift cold streams penetrate

2The virial radius is defined as the radius within which virial equilibrium holds, i.e., within which the
potential energy of the system is equal to twice its kinetic energy in absolute value.
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the hot virialised haloes of massive galaxies (Kereš et al., 2005; Dekel & Birnboim, 2006;
Ocvirk et al., 2008; Kereš et al., 2009; Dekel et al., 2009).
Simulations have shown that cold mode accretion can be very efficient (e.g., Dekel &

Birnboim, 2006; Behroozi et al., 2013) that in turn leads to galaxies with unrealistic high
baryon fractions. However, accretion flows can be moderated or stopped by introducing
very efficient outflows and feedback recipes (e.g., Dubois et al., 2010b; van de Voort et al.,
2011; Dubois et al., 2013; Nelson et al., 2015; Hopkins et al., 2016). Also, some of the
studies of cold streams are affected by numerical problems (see (e.g., Nelson et al., 2013)).

Section 2.3.1 will further explain how gas can radiatively cool and eventually form stars.
Section 2.3.2 explains different feedback mechanisms as a possible solution to alleviate
the problem of the exess baryons in the galaxies. And Section 2.3.3 will then compare
hydrodynamical simulations employing such feedback recipes with observations. Finally,
Section 2.4 will further focus on the feedback from SMBHs, the focus during this PhD
thesis.

2.3.1 Physics of the Interstellar Medium

The entire luminous content of galaxies results from the cooling and fragmentation of
gas within the potential wells of the DM haloes. Additionally, both observations and
simulations of galaxies show that galaxy evolution is highly affected by how stars form,
evolve, and die within the galaxy. The latter likely being the most important. In order
to form stars, gas has to first lose its pressure support and collapse into dense molecular
clouds where stars are formed.
Hence, the process of gas cooling (and heating) is a necessary and fundamental ingredient

for stars to form and for the evolution of galaxies.
This Section will first revise how gas can cool (Section 2.3.1.1) before explaining how

stars can be formed within the galaxy (Section 2.3.1.2).

2.3.1.1 Radiative Cooling and Heating

The baryons are coupled to the evolution of the large scale structure and finally concentrate
towards the deep potential wells of the DM halos forming a hot gaseous halo. Unlike DM,
baryons can radiate away their binding energy, allowing them to collapse further and
fragment into smaller structures, such as galaxies and molecular clouds.
After virialisation, the gas can be in one of three regimes summarised below, with τnetcool

being the characteristic cooling time (fully defined in Section 3.4.1), τHubble ≡ 14 Gyr the
Hubble time-scale, and τdyn the dynamical time of the system (the rotation time for a disc
galaxy or free-fall time for a giant molecular cloud):

1. τnetcool > τHubble

The gas cannot cool, even on cosmological timescales and therefore not collapse. This
regime is a good approximation to conditions inside massive haloes.

2. τHubble > τnetcool > τdyn

With the cooling time being bigger than the dynamical time of the system the under-
lying gas distribution changes faster than the temperature of the gas. The gas cools
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quasi-adiabatically meaning that at each time, the gas can return to a dynamic equi-
librium and will maintain a constant Jeans length λJ or Jeans mass MJ

3, thus, the
gas pressure forces and gravitational forces are in balance. WithMJ ∝ ρλ3

J ∝ csρ−1/2

(see Binney & Tremaine, 2008), where cs is the sound speed of the gas and propor-
tional to the temperature T we obtain ρ ∝ T 3.

3. τHubble > τdyn > τnetcool

Cooling occurs on a faster timescale than the system dynamically changes, and,
hence, the temperature will change faster than the density, and the system can
become unstable. For τdyn � τnetcool, the cloud has no time to collapse and its mass
eventually exceeds the Jeans mass. The system will fragment until the mass of the
fragments is of the same order of the Jeans mass, where it is able to return to the
previous, quasi-adiabatic state. This regime is important because the fragmentation
of the gas is a necessary process to form stars.

There are different processes that cause astrophysical particles to radiate energy and with
this the gas to cool. The main process that causes radiative cooling involves a combination
of collisions between either electrons and ions, or electrons and photons. In the former
case, the cooling rate is proportional to the density squared, since it describes the collision
between two particles. In the latter case, the cooling rate is proportional to the gas
density, since the number of particles that a photon may interact with increases linearly
with density. In detail the different cooling processes are:

• Collisional ionisation cooling: Radiative losses from collisions between electrons and
ions/atoms causing ionisation. Involved species are H, He, HeII, He (23 S).

• Recombination cooling: Radiative losses from collisions between electrons and ions
recombining to form neutral/less ionised particles. Involved species are HII, HeII,
and HeIII.

• Dielectronic recombination (DR) cooling (He): Electrons are captured by ions (atom),
and this capture is accompanied by excitation of an initially bound electron. Involved
specie is HeII.

• Collisional excitation cooling: Radiative losses caused by electrons in atoms/ions
radiating energy from excitation by collisions. Involved species are H (all n), HeII
(n = 2), HeI (n = 2, 3, 4 triplets).

• Bremsstrahlung cooling of all ions: Radiation emitted by an electron being deceler-
ated via electromagnetic interaction as it passes an ion. Involved species HII, HeII,
and HeIII.

• Compton cooling: Low-energy cosmic microwave background photons remove energy
from electrons via Compton-scattering.

On the other hand heating processes are:

• Photoionisation: External photons exciting and removing electrons from atoms/ions

3The Jeans mass is defined as the mass for which the internal gas pressure is not strong enough to
prevent gravitational collapse of a region filled with matter. Structures above this mass are expected to
collapse.
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• Compton heating: Heating from background radiation if the gas temperature is lower
than the CMB temperature (i.e., inverse Compton scattering for cooling process).

Both lists are adapted from Cen (1992), that also gives a detailed description of the con-
struction of such a cooling model, in which the change in thermal energy and number
density of electrons, helium, hydrogen, as well as ions due to various cooling processes is
considered.

2.3.1.2 Star Formation

Star formation occurs in dense molecular clouds in regions where the density is about
hundred particles per cubic centimetre and whose temperatures is around 10 K (Blitz,
1993; Williams et al., 2000). Hence, the overall star formation rate (SFR) of a galaxy is
closely related to its ability to form such dense molecular clouds in the ISM. Observations
show that the gas distribution is highly clumpy, where most of the gas is distributed over
giant molecular clouds (GMCs), which have masses between 105 − 107 M� and sizes over
a few tens of parsecs. The GMCs have an approximated lifetime of around 107 yr (e.g.,
Leisawitz et al., 1989; Fukui et al., 1999). Compared to the lifetime of a galaxy such a time-
scale is short and therefore if GMCs were only supported against gravitational collapse by
thermal pressure, they would collapse and form stars in a free fall time

tff ∝
1√
Gρ
' 3.6× 106yr

( nH

100 cm−3

)
(2.16)

where ρ is their mean density and nH is their number density.
The Jeans mass for a self-gravitating, homogeneous, isothermal sphere of gas is defined

as

MJ = c3
s

√
π3

G3ρ
' 40M�

( cs

0.2km s−1

)3 ( nH

100 cm−3

)
(2.17)

with cs being the sound speed, and indicates that structures with masses above this mass
are not pressure supported against gravitational collapse, and hence should collapse in a
free-fall time. General GMCs have number densities of above 100 cm−3, that is several
orders of magnitude bigger than their Jeans mass and are thus expected to collapse faster
than the inferred lifetimes of GMCs.
Since turbulence and magnetic fields provide additional pressure support, they help sta-

bilising the GMCs against gravitational collapse and, thus, are expected to play a significant
role in star formation.
Therefore, star formation is deeply connected with the underlying density structure and

the ability to form dense molecular clouds in the ISM. From observations we know that
it is possible to relate the amount of newly formed stars to the amount of local gas, also
known as Kennicutt relation (Kennicutt, 1998a)

Σ∗ = 2.5× 10−4
Σ1.4

g

1M�pc−2
M� kpc−2yr−1 , (2.18)

where Σ∗ is the surface density of star formation and Σg the gas surface density. The
Kennicutt (1998) star formation relation is generically fit by

Σ∗ = ε
Σg

tdyn
, (2.19)
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for theoretical and observational reasons (Elmegreen, 1997; Silk, 1997; Genzel et al., 2010b).
In equation (2.19), ε is a dimensionless normalisation constant, and tdyn is the dynamical
time (the rotation time for a disc galaxy or free-fall time for a giant molecular cloud). This
simple relation fits surprisingly well observations over several orders of magnitude in both
quantities (Krumholz et al., 2012, and references therein), and with the same normalisation
for global galaxies (including high redshift ones, Genzel et al., 2010b) to molecular clouds
(Heiderman et al., 2010; Lada et al., 2010) as well as in the nearby M51 galaxy (Kennicutt
et al., 2007).
The normalisation ε is a measure of the star formation efficiency, often defined as the

fraction of gas turned into stars per dynamical time and is usually of order a few percent
(ε ∼ 0.01− 0.02; Krumholz & Tan, 2007).

2.3.2 Feedback Processes

With the assumption that light traces mass, the galaxy luminosity function obtained from
observations can be compared with the theoretical prediction of the halo mass function.
The comparison shows that theory over-predicts both the low and high mass end of the
luminosity function. Therefore, the models predict too many small and big galaxies in
the nearby Universe. Additionally, they predict too few massive galaxies at high redshift,
and too many baryons within the galaxy halos. Furthermore, there are also structural
problems, where for example the cuspiness of DM is found to be excessive in dwarf and
barred galaxies (e.g., Moore, 1994; Navarro et al., 1997) or galaxies have too massive
bulges, and/or are not extended enough. The latter has to do with the fact that stars are
forming too efficiently early in the process of galaxy formation (Brook et al., 2011). The
early formation of stars, especially near the centres of the host halos, ensures that a large
amount of mass is locked up in low angular momentum material that in turn prevents the
formation of an extended thin, Milky-Way like galaxy. The same can be said for elliptical
galaxies where observations of distant galaxies revealed that these massive galaxies were
more compact in the past (e.g., Daddi et al., 2005; Trujillo et al., 2006). Here, late dry
minor mergers are thought to be the important mechanism for growing the galaxy sizes as
fast as found in the observations (e.g., Naab et al., 2009; Dubois et al., 2013, 2016; Oser
et al., 2010, 2012).
A solution to all these difficulties likely lies in feedback, that slows down the collapse

of gas into galaxies, dense substructures, and eventually stars. There is a vast range of
different feedback mechanisms from various physical processes such as reionisation at very
high redshift, supernova (SN) explosions from massive stars, radiation from young stars,
tidal and ram pressure stripping, cosmic rays, and the effect of the energy release from
the accretion discs of supermassive black holes, also called active galactic nuclei (AGN)
feedback:

• The UV background, which reionised the Universe at z > 6, heats the intergalactic
gas and is argued to be effective at halting or preventing star formation, mostly in
low mass galaxies, using analytical arguments, observations, N -body simulations,
and semi-analytic models (e.g., Benson et al., 2002; Somerville, 2002; Benson et al.,
2003; Kravtsov et al., 2004; Moore et al., 2006; Madau et al., 2008; Muñoz et al.,
2009; Macciò et al., 2010; Busha et al., 2010). The gas in these halos is photo-
evaporated after reionisation. The effect of the UV background on the evolution of
galaxies and whether or not reionisation is effective in suppressing star formation in
low-mass halos is still subject to debate (e.g., Scannapieco et al., 2011; Wadepuhl &
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Springel, 2011; and references therein). To further complicate the picture, the extent
of the epoch of reionisation itself is also poorly constrained, with only a lower limit of
(z > 6) on its completion provided by observations (e.g., Cen et al., 2009; Mesinger
& Furlanetto, 2009).

• Stellar feedback from massive stars are found to significantly affect the ISM by reg-
ulating star formation (Mac Low & Klessen, 2004; McKee & Ostriker, 2007; and
references therein), driving turbulence (Kim et al., 2001; de Avillez & Breitschw-
erdt, 2004; Joung & Mac Low, 2006; Agertz et al., 2009; Tamburro et al., 2009),
and generating galactic outflows (Martin, 1999; Oppenheimer & Davé, 2006). The
galactic winds driven by stellar feedback have been proposed by Dekel & Silk (1986)
to be responsible for the suppression of star formation by removing the gas from
the galaxies and hence reducing the amount of baryons available to form stars (see
also Efstathiou, 2000). Over the last few years there has been an intense effort in
incorporating and model these processes in cosmological simulations (e.g., Dubois &
Teyssier, 2008b; Scannapieco et al., 2008; Agertz et al., 2009; Joung et al., 2009; Gov-
ernato et al., 2010; Teyssier et al., 2013; Kimm et al., 2015). However, SN feedback
has not only proven to be challenging to model but the results are generally mixed.
The contradictions between the different studies find their origin in the different nu-
merical recipes, spatial and/or mass resolution adopted in the models, along with the
variety of galaxy masses and merger histories (see Scannapieco et al., 2011 for more
detail). It is, therefore, still unclear to what extent SNe impact the star formation
in low-mass (but also high mass) galaxies.

Additionally, Cosmic Rays (CRs) are thought to originate from SNe, that are thought
to strongly interact with the magnetic field and exchange energy until equilibrium
is reached. In the galactic disc there is rough equipartition of the magnetic and
CR energy density (e.g., Beck & Krause, 2005). This indicates that CRs plays a
role in the dynamics of the ISM. Although the energy injection rate of CRs is small
compared to other sources of energy as for instance from stars, the rate at which
they inject momentum is not. Theoretical models of dynamical halos in which CRs
diffuse and are advected out in a galactic wind predict steady, supersonic galaxy-scale
outflows driven by a combination of CRs and thermal pressure (e.g., Breitschwerdt
et al., 1991; Everett et al., 2008). Socrates et al. (2008) show that the luminosity of
a star-forming galaxy can be significantly reduced by the production and subsequent
expulsion of cosmic rays from its ISM. On similar lines Booth et al. (2013); Salem
et al. (2014); Girichidis et al. (2014); Salem et al. (2016) additionally show that CRs
are able to drive winds and that by including CR feedback they are able to better
reproduce observations.

• Along with SN feedback, radiation from young massive stars is also found to have an
impact on the evolution of star-forming regions, both in low and high mass galaxies
(see Roškar et al., 2014; Hopkins et al., 2011, 2015). There are mainly three radiative
feedback processes from stars: (i) photoionisation heating of gas, (ii) direct pressure
from ionising photons, and (iii) indirect pressure from reprocessed, multi-scattering,
infrared (IR) photons. Generally, the winds generated by radiation from stars are
thought to have an impact on the evolution of the star-forming regions. Because
the massive stars only live for a few Myrs, they travel less far from their birthplace,
hence emit the radiation closest to where they were formed, and thus directly af-
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fect the ability of these regions to form more stars. Murray et al. (2010) argued
that the UV radiation, converted into far infrared radiation by scattering on dust,
can provide enough momentum to the surrounding gas to dissolve giant molecular
clouds (GMCs) on even significant shorter timescales than required by SN feedback
alone. Further, they argued that the radiation pressure can form cold gas outflows
at the escape velocity of the host halo (Murray et al., 2011). Roškar et al. (2014)
found, that while radiative feedback appears as a viable mechanism to regulate the
stellar mass fraction in massive galaxies, it also prevents the formation of discs with
reasonable morphologies (thin discs). However, simulations by Rosdahl et al. (2015)
using radiative hydrodynamics suggest that radiation feedback is more gentle and
less effective than assumed in subgrid prescriptions. As the other descriptions above,
the exact effect of radiation from young stars on the evolution of galaxies is still part
of active research.

• Ram-pressure stripping happens as a satellite passes through the hot halo gas. While
doing so the incident gas pressure becomes stronger than the gravitational force of the
satellite, and gas is removed in the process. Tidal stripping occurs when a satellite
halo hosting a galaxy orbits close to a larger host galaxy and the tidal forces become
sufficiently strong to remove material. Unlike other feedback mechanisms, this is the
only one that can also remove DM and stars, besides gas from the subhalo. Cooper
et al. (2010) argue that in order to match the observed surface brightness and velocity
dispersion profiles the satellite galaxy suffered from substantial tidal stripping and
Klimentowski et al. (2010) found that tidal stripping determines a subhaloe baryon
content and final morphology. Fattahi et al. (2016) argue along similar lines. Mayer
et al. (2006) pointed out the importance of a simultaneous interplay between ram
pressure and tidal stripping. In their simulations, tidal forces excite star formation
and thus stellar feedback, as well as reshaped the gas distribution so that it can be
more easily stripped due to ram pressure. They argued that, together with stellar
feedback, ram pressure stripping is needed to entirely remove the gas component
within the satellite halo. A similar conclusion was found by Nickerson et al. (2011).

• While the above explained feedback mechanism are most efficient in low-mass, dwarf
galaxies, active galactic nuclei (AGN) feedback from supermassive black holes (SMBHs)
is advocated to provide an effective feedback mechanism for high-mass galaxies.
SMBHs are thought to be ubiquitous at the center of local galaxies (e.g., Magor-
rian et al., 1998; Hu, 2008; Kormendy & Ho, 2013) and rapid gas accretion onto the
black holes (BHs) lead to energy release capable of driving outflows that regulate
star formation and the baryonic content of galaxies (Silk & Rees, 1998) and thus
their own growth and that of the surrounding galaxy (Kormendy & Ho, 2013). AGN
feedback can operate in quasar-mode from radiation at high accretion rates, or radio-
mode from AGN jets at predominantly low accretion rates (Churazov et al., 2005;
Russell et al., 2013a). The photons emitted by a quasar eventually couple to the gas
and drive large-scale winds.

Both semi-analytical models (e.g., Croton et al., 2006; Bower, 1991) and hydrody-
namical simulations (e.g., Di Matteo et al., 2005, 2008; Sijacki et al., 2007; Dubois
et al., 2012a) argued that AGN feedback is an important ingredient in the formation
and evolution of massive galaxies and is, in particular, capable of suppressing star
formation in order to reproduce the observed high-end tail of the galaxy luminosity
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function. Although the general picture of BHs exerting strong feedback on their host
galaxies is very attractive, the details remain vague, primarily because the coupling
mechanism between the AGN and the ISM of the host galaxy is unknown.

Over the last three years, my research focused on the interactions between the AGN
outflows and the ISM, how the feedback impacts the host galaxy, and the communication
mechanism of the AGN with the galaxy’s gas. Because of this, Section 2.4 will focus in
more detail on AGN feedback.

2.3.3 Comparing Hydrodynamical Simulations with Observations

As discussed above, one particular issue of a galaxy formation theory employing only
DM is that they overproduce the stellar content of the low and high mass galaxies (see
Section 2.2.1). This has motivated the community to advocate feedback processes, such as
those from SNe and AGN.
Indeed, simulations have shown that feedback from both SNe and BHs, acting as a

general heating mechanism, can prevent the formation of too many stars and regulates the
assembly of a galaxy. Such feedback mechanisms have, thus, emerged as a crucial ingredient
of any successful galaxy formation simulation (e.g., Di Matteo et al., 2003, 2005; Springel
et al., 2005a; Governato et al., 2007; Scannapieco et al., 2008; Jubelgas et al., 2008; Dubois
& Teyssier, 2008b; Scannapieco et al., 2009; Ceverino & Klypin, 2009; Joung et al., 2009;
Booth & Schaye, 2009; Colín et al., 2010; Sales et al., 2010; Stinson et al., 2010; Fabjan
et al., 2010; Wadepuhl & Springel, 2011; Dubois et al., 2012a).
Despite this progress, there are still some remaining difficulties. For example, simulations

including subgrid feedback models have still too many stars forming in the galaxies (e.g.,
Guo et al., 2010), or the produced mass function had the wrong shape and normalisation,
and the galaxies were too massive and too compact. In addition, stars form too early and
the stellar disc is often too concentrated, with steeply declining rotation curves that did
not agree with observations (e.g., Abadi et al., 2003a,b; Stinson et al., 2010). Furthermore,
the models were not able to simultaneously reproduce the stellar masses and the thermo-
dynamical properties of the gas in groups and clusters (e.g. Scannapieco et al., 2012 and
references therein for a detailed discussion).
Such difficulties have led to little consensus on what determines the morphology of a

galaxy, what the main feedback mechanisms are, and what their roles on different mass
scales and at different times are. An ongoing debate is whether the difficulties in repro-
ducing realistic discs are predominantly a consequence of insufficient numerical resolution
(see Governato et al., 2004), or inappropriate modelling of the relevant physics (e.g., Mayer
et al., 2008; Piontek & Steinmetz, 2011), or actually a failure of the cosmological model
(e.g., Sommer-Larsen & Dolgov, 2001).
Because of this, semi-analytical models (e.g., White & Rees, 1978; White & Frenk, 1991;

Kauffmann et al., 1993; Hatton et al., 2003; Baugh, 2006; Benson, 2012) have for a long time
become the method of choice to compare observations and theory (see Cooray & Sheth,
2002; Baugh, 2006 for reviews). They have been successful in reproducing many properties
of galaxies over some fraction of the age of the Universe. Thanks to the inclusion of more
detailed numerical simulations, and empirical calibrations from data, the semi-analytical
approach offers a flexible and relatively computationally inexpensive way to probe the
phenomenology of galaxy formation as well as the theoretical analysis and interpretation
of large surveys (e.g., Cole et al., 2000b; Hatton et al., 2003; Bower et al., 2006; Somerville
et al., 2012).
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However, hydrodynamical simulations have a number of important advantages over the
semi-analytical approaches. While they are computationally more demanding than the
semi-analytical approach, these simulations evolve DM and baryons self-consistently, and
hence include automatically the back-reaction of the baryons on the collisionless matter,
both inside and outside of haloes. Furthermore, the higher resolution description of the
baryonic component in hydrodynamical simulations allow for predictions of the baryonic
distribution within galaxies and a more detailed discussion and comparison with observa-
tions.
Because of these advantages, new large-scale hydrodynamical simulations have attempted

to employ strong feedback subgrid models and better resolution than previous studies. The
idea is that, with a better reproduction of the observations, the simulations can be used as
a self-consistent study of galaxy formation and evolution, as well as making predictions for
the next generation of galaxy surveys. The use of large-scale cosmological hydrodynamical
simulations is to model not only the galaxies but also their surroundings, the intergalactic
medium (IGM), at the same time. This is important, because the inclusion of the envi-
ronment of a galaxy might be critical for a better understanding of the different feedback
cycles. Additionally, the box sizes of the current generation of cosmological simulations
(∼ 100 Mpc) offers detailed survey-scale predictions that can be compared to galaxy sur-
veys across a large fraction of cosmic time. These recent state-of-the-art hydrodynamical
simulations include Horizon-AGN (Dubois et al., 2014), Illustris (Vogelsberger et al., 2014),
MassiveBlack-II (Khandai et al., 2015a), and Eagle (Schaye et al., 2015), and all employ
stellar and AGN feedback, where the exact implementation varies.
The different simulations were compared to galaxy properties in order to establish

whether they provide a reliable framework for interpreting current and future observational
datasets. Most notably, the stellar mass functions have been compared with observations
at both high and low redshift. Figure 2.4 shows a comparison of the predicted stellar
mass function of the Horizon-AGN simulation (Dubois et al., 2014) to observational data
in the redshift range 0 < z < 6 (Kaviraj et al., 2016). Across the redshift range shown,
the Horizon-AGN produces good agreement with the observations, indicating that model
galaxies within the simulation broadly reproduces the cosmic star formation history in the
real Universe. Note that, in this simulation only the BH feedback parameters were tuned
to reproduce the local MBH-σ relation. Apart from this, none of the other feedback param-
eters were calibrated. However, there remains two points of tension worth noting. First,
the model tends to overproduce low mass galaxies at all epochs, which may be because the
stellar feedback prescriptions used do not succeed in a quenching of star formation in the
small halos. And secondly, at high redshift the simulation predicts too low galaxy stellar
masses, across the mass range shown.
Left panel of Figure 2.5 shows a comparison of stellar mass function of the EAGLE

reference simulation (Schaye et al., 2015) with observations from the Galaxy And Mass
Assembly (GAMA) survey (Baldry et al., 2012; open circles) and from SDSS (Li & White,
2009; filled circles). Since the observables of the galaxy luminosity function were used for
the callibration of the subgrid models for the feedback in the EAGLE simulation, their
simulation data manages to fit, by design, the observed stellar mass functions.
The right panel shows a comparison of the stellar mass function from the Illustris simula-

tion (Vogelsberger et al., 2014) with current observations (Moustakas et al., 2013; Bernardi
et al., 2013) based on data from SDSS, and the PRism MUlti-object Survey (PRIMUS)
(Coil et al., 2011; Cool et al., 2013). Similar to the Horizon-AGH simulation, only the BH
feedback parameters were tuned to reproduce the local MBH-σ relation and apart from
this, none of the other feedback parameters were calibrated.
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Figure 2.4: Comparison of the predicted stellar mass function from the Horizon-AGN
simulation (grey shaded region; Dubois et al., 2014) to observational data (indicated in the
legend) in the redshift range 0 < z < 6. The pink dashed lines indicate predictions from
the Horizon-noAGN simulation, a simulation with the same initial condition but without
BHs. The observational uncertainities due to cosmic variance is indicated with vertical
error bars. The horizontal error bar (0.3 dex) indicates typical observational uncertainties
in stellar masses derived from SED fitting. Across the redshift range shown, the Horizon-
AGN simulation produces good agreement with observations, indicating that the model
galaxies within the simulation broadly reproduce the cosmic star formation history in the
real Universe. The picture is taken from Kaviraj et al. (2016).
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Figure 2.5: Left: Comparison of the predicted stellar mass function from the EAGLE
simulation (dark blue line; Schaye et al., 2015) to observational data of the GAMA survey
(open circles; z < 0.06; Baldry et al., 2012) and SDSS (filled circles; z ∼ 0.07; Li &
White, 2009) at redshift z = 0.1 and semi-analytic models (indicated in the Legend). The
agreement with data is relatively good for both EAGLE and the semi-analytic models.
The picture is taken from Schaye et al. (2015). Note, however, that the feedback recipes
in the EAGLE simulation are also tuned to match exactly the galaxy luminosity function.
Right: Comparison of the galaxy stellar mass function from the Illustris simulation (solid
black and red line; Vogelsberger et al., 2014) compared to observationally derived values
(Moustakas et al., 2013; Bernardi et al., 2013). The stellar mass function is shown using
two measurements of stellar mass: total stellar mass excluding satellite contributions (red
line) and the central stellar mass (black line) to compare with observations which are
uncertain to the massive end. The Illustris simulation manages to well reproduce the
galaxy luminosity function for the mid to high mass range galaxies. There are still some
discrepancies in the low mass region related to the stellar content of the low mass galaxies
and some slight discrepancies for the massive galaxies. However, similar to the Horizon-
AGN simulation, ‘only’ the efficiency parameter of the BH feedback is tuned to match
global observations.

It is apparent that the three large-scale cosmological simulations all succeed in reproduc-
ing the shape and normalisation of the observed stellar mass functions. For the Illustris
simulations there are still some discrepancies related to the stellar content of the low mass
galaxies and some slight discrepancies for the massive galaxies, that requires further inves-
tigation.
Finally, the left panel of Figure 2.6 shows a comparison of the different stellar mass func-

tions from different large cosmological hydrodynamical simulations EAGLE (Schaye et al.,
2015), Oppenheimer et al. (2010), Puchwein & Springel (2013), the Illustris simulation
(Vogelsberger et al., 2014, data taken from Genel et al., 2014), and the MassiveBlack-II
simulation (Khandai et al., 2015b with the GAMA and SDSS observations (picture taken
from Schaye et al., 2015). The differences between the models stem from the implementa-
tions of the feedback recipes, number of tuned parameters, choices of what the parameters
were tuned to, slightly different resolutions, as well as numerical techniques to model the
hydrodynamics. A detailed discussion is however beyond the scope of this thesis.
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Figure 2.6: Comparison of the predicted stellar mass function of different large scale hy-
drodynamical simulations noted in the legend. In the left panel they are also shown in
comparison with observations. Except for Oppenheimer et al. (2010), all simulations in-
clude AGN feedback. Apart from MassiveBlack-II, all models were calibrated to the data,
albeit the number of tuned parameters differs between different models (see text for more
detail). The comparison shows that differences arises due to different implementations
of feedback recipes, different number of tuned parameters, as well as different numerical
techniques to model the hydrodynamics.

Because these state-of-the-art large-scale hydrodynamical simulations have now pro-
gressed to a state where they approximately reproduce the observed stellar mass functions
from high to low redshifts along with a number of other key observations such as, star
formation histories and star formation main sequence, they, now, allow for a self-consistent
study of galaxy evolution over cosmic time. In addition, they also allow predictions for
the next generation of galaxy surveys. With this motivation, various observations have
been compared with the large-scale cosmological simulations mentioned above. Such as,
the morphologies of the galaxies (e.g., Snyder et al., 2015; Dubois et al., 2016) or the stel-
lar mass assembly (e.g., Rodriguez-Gomez et al., 2016; Kaviraj et al., 2016; Lagos et al.,
2016). Additionally, the simulations now allow to better understand observations and their
limitations. For example, the contamination to weak gravitational lensing from intrinsic
alignments (e.g., Chisari et al., 2015; Tenneti et al., 2015b,a; Velliscig et al., 2015; Chisari
et al., 2016; Hilbert et al., 2016), or the effect of baryons on redshift space distortions and
cosmic density (e.g., Hellwing et al., 2016). Furthermore, they also provide the necessary
accuracy to revisit theoretical models of, for example, reionisation (e.g., Bauer et al., 2015;
Sharma et al., 2016b,a), and the evolution of black holes over the cosmic time (e.g., Sijacki
et al., 2015; Volonteri et al., 2016; Rosas-Guevara et al., 2016). However, a detailed dis-
cussion is beyond the topic of this thesis and the reader is referred to the corresponding
publications.
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Figure 2.7: Stellar-halo mass relation at different redshifts. The green line is the expected
relation between the total (gas + stars + DM) halo mass and the stellar mass, obtained
by abundance matching techniques by Moster et al., (2010), with the scatter (grey shaded
area) derived for the relation. The black points are simulated galaxies from a cosmological
volume simulation by Kannan et al., 2014. The red lines trace the mean of the distribution
and the red dotted lines indicate the 10 and 90 percentile limits of the distribution. The
simulated galaxies, using a subgrid recipe for SN feedback, match the relation belowMh <
1012M�, but star formation is too efficient in the high-mass haloes because of the lack of
AGN feedback.

2.4 Active Galactic Nuclei

Feedback processes, such as UV heating, SN feedback, and radiation from young stars,
discussed above, have only a small impact on the formation of massive galaxies, mostly
because of the deeper potential wells of the massive galaxies that do not let the gas escape.
For instance, feedback from SN explosions fails to stop the flowing of cold gas towards the
centre of the galaxies (Powell et al., 2011). The gas that is pushed away due to the SNe
tends to only modestly interact with the cold infalling gas, hence, SN feedback is unable to
prevent the formation of too many stars within the massive galaxies. This is exemplified in
Figure 2.7 comparing the relation between the stellar mass (from galaxy luminosity) and
total halo mass (Mh). The simulated galaxy data by Kannan et al., 2014, obtained with a
cosmological hydrodynamical simulation including a subgrid recipe for SN feedback but no
BH feedback, is compared with the expected relation derived by Moster et al. (2010). The
expected relation is obtained by abundance matching techniques, i.e., by ranking BH halo
masses, from cosmological simulations, and luminosities, from observations, and pairing
them in the same order. It shows that for high mass galaxies (e.g., galaxies with a DM
halo mass above 1012M�) SN feedback is unable to prevent the formation of stars and star
formation is too efficient.
A clue towards a solution to these problems comes from supermassive black holes (SMBHs)

that are found at the centres of most, if not all, massive galaxies (e.g., Magorrian et al.,
1998; Hu, 2008; Kormendy et al., 2011). Scaling relations over several orders of magnitude
have been identified between the BH masses and the large-scale properties of the host
galaxy, such as the relation of the SMBH mass to bulge mass, luminosity, and velocity dis-
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Figure 2.8: BH mass as a function of spheroid velocity dispersion (luminosity-weighted
within one effective radius). The small scatter in this correlation, over several orders of
magnitude, point towards a co-evolution between the BHs and their host galaxies. Figure
taken from McConnell et al. (2011).

persion (Magorrian et al., 1998; Ferrarese & Merritt, 2000; Gebhardt et al., 2000; Aller &
Richstone, 2007; Hopkins et al., 2007; Feoli & Mancini, 2009; Kormendy et al., 2011; for a
review see Kormendy & Ho, 2013). An illustration of the BH mass and velocity dispersion
is shown in Figure 2.8. The small scatter in these correlations (relative to other galaxy
properties; Hopkins et al., 2009; Kormendy & Ho, 2013) point towards a co-evolution be-
tween the BHs and their host galaxies (see Heckman & Kauffmann, 2011 for a review) and
suggest that the growth of BHs and large-scale structures are tightly linked.
Active Galactic Nuclei (AGN), that are powered by accreting BHs and release a fraction

of the rest-mass accreted energy back into the galactic gas are thought to play the role of
regulating the BH growth itself, but also the baryonic mass content of the massive galaxies
(Silk & Rees, 1998, and Silk, 2011 for a review). It has been suggested (Binney & Tabor,
1995) that the energy release from the BH regulates accretion from the ambient gas onto
the BH, leading to an oscillation-type feedback cycle (Novak et al., 2012a): Rapid gas
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accretion onto the BH, triggered by some process, fuels BH growth and leads to the release
of part of its binding energy into the surrounding gas. Due to a variety of physical processes
including, radiation pressure on dust and lines, magnetic processes, and Compton heating
(see e.g., Blandford & Znajek, 1977; Blandford & Payne, 1982; Begelman, 1985; Chang
et al., 1987; Murray & Chiang, 1995; Murray et al., 2005; Silk, 2005; Tortora et al., 2009;
McKinney et al., 2012), a high velocity outflow driven from the gaseous accretion disc
develops. Having pushed out a fraction of its fuel supply, the energy fades and allows the
BH to again accrete more gas.
Both semi-analytical models and numerical simulations (e.g., Croton et al., 2006; Bower

et al., 2006; Di Matteo et al., 2005, 2008; Dubois et al., 2010b) have shown that nega-
tive AGN feedback is an important ingredient in the formation and evolution of massive
galaxies, in particular in shaping the observed high-end tail of the galaxy mass function,
and the low SFRs in massive galaxies. Moreover, observations show that cooling flows in
the hot circumgalactic and intracluster media can be suppressed by the energy transferred
by AGN jets (Bîrzan et al., 2004; Dunn et al., 2005), again negatively impacting star for-
mation. Other potential roles of AGN feedback include the morphological transformation
between spirals and ellipticals (e.g., Dubois et al., 2013, 2016; Welker et al., 2015), where
AGN feedback leads to regulation of the thermodynamical properties of the intercluster
medium (e.g., Sijacki et al., 2007; Puchwein et al., 2008; McCarthy et al., 2010; Gaspari
et al., 2011; Teyssier et al., 2011; Martizzi et al., 2012; Planelles et al., 2014).
Because of the close connection between the massive galaxy and the BH, reconstructing

the growth of the BH through the history of accretion onto the BH, as well as establishing
the effect of AGN feedback onto the gas distribution within the galaxy, is of key importance
to massive galaxy evolution. However, both processes are still not fully understood. For
instance, it is still unclear how exactly the photons couple to the gas and drive a large
scale wind. Mainly because this coupling conceals complex physics about optical depth of
the gas, amount of dust, and self-shielding.
Section 2.4.1 discusses the observational features and nature of AGN and Section 2.4.5

will discuss in which situations AGN feedback is expected to exert negative or positive
feedback on their surroundings. The former describes cases where AGN inhibits star for-
mation by heating and dispersing the gas in the galaxy, while the latter describes the
possibility that AGN may trigger star formation. Chapter 4 discusses how this positive
feedback effect, triggered by AGN outflows (e.g., Silk, 2005; Zubovas et al., 2013a), has
been proposed as a possible explanation of the remarkably high star formation rates in the
high-redshift Universe (e.g., Drouart et al., 2014; Piconcelli et al., 2015; Rodighiero et al.,
2015).

2.4.1 Classification of AGN

In AGN the central black hole accretes matter, giving rise to a number of phenomena
which historically resulted in different AGN classes that will be revised in this Section.
The two largest groups of active galaxies are Seyfert galaxies and quasars. Seyfert

galaxies show a bright point-like nucleus in the optical with a luminosity comparable with
the host galaxy. Their even more luminous counterparts are the quasars, where the active
nucleus outshines the galaxy making them appear star-like at large distances (hence the
name quasar from quasi star). Both show an unusually blue continuum with a strong broad
and narrow line emission, referred to as ‘type i’, or only a narrow emission lines, referred
to as ‘type ii’. Another class was added when Baade & Minkowski (1954) identified the
bright radio source Cygnus A that shows one of the strongest radio sources in the sky,
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Figure 2.9: The AGN paradigm according to the unified model. The central BH is sur-
rounded by a thick accretion torus (ADAF) and a thin standard accretion disc. A dusty
torus emitting at infrared wavelengths is located further out. The emitting clouds of the
narrow-line region (NLR) are visible at all inclination angles, whereas the broad-line re-
gion (BLR) is obscured by the dusty torus for larger inclinations. The lower half describes
radio-quiet AGN, whereas the upper half corresponds to radio-loud AGNs. Note that if a
jet is present, it would extend in both directions. The Figure is not drawn to scale. Figure
is adapted from PhD Thesis of Volker Gaibler.

hence, also referred to as radio galaxies. The strong radio emission in these galaxies, can
be separated into two strong radio-emitting regions around the galaxy as well as a compact
core in the centre of the galaxy in high resolution data.
However, the detection of broad emission lines in the polarised light of type ii Seyfert

galaxies (Antonucci & Miller, 1985) indicated that the two types are not distinct classes but
may rather result from different viewing angles on the exact same objects, if the polarised
light is interpreted as scattered light. This ultimately led to the development of the unified
model (Barthel, 1989; Antonucci, 1993; Urry & Padovani, 1995), which explains most of
the different AGN classes due to different viewing angles. Additionally, they include radio-
loud and radio-quiet objects, depending on whether a prominent (radio-emitting) jet is
present. Figure 2.9 shows a sketch of the basic constituents of an AGN according to the
unified scheme.
At the center of the galaxy resides the BH with a Schwarzschild radius

rS ≈ 10−4pc

(
MBH

109M�

)
. (2.20)

Surrounding the BH is a rotating disc of gas called the accretion disc. Rapid accretion of
this gas onto the BH leads to an optically thick but geometrically thin standard accretion
disc (Shakura & Sunyaev, 1973), which extends out to ∼ 100 rS. For low accretion rates
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Figure 2.10: Quasar Luminsity Function (QLF) at z ∼ 1 (black lines), with the resulting
observed QLF in several bands: optical, soft X-ray, hard X-ray, and infrared (IR). The
Figure demonstrates the range and probability of different quasar luminosities. The obser-
vations at each band are consistently produced from a single bolometric QLF and together
provide strong constraints on the QLF shape. The Figure is taken from Hopkins et al.,
2007.

this evolves into an optically thin and geometrically thick advection dominated accretion
flow (ADAF, originally mentioned by Narayan & Yi, 1995) and a truncated accretion disc
(see below for a more detailed discussion). The accretion disc produces a strong optical/UV
continuum due to its high temperatures (multicolor black body), while the ADAF and a
hot corona enclosing the accretion disc, produce hard X-ray radiation by inverse-Compton
scattering. A thick dusty torus is surrounding the accretion disc, that expands to scales of
several pc and contains molecular gas and dust. The torus is heated by the intense radiation
from the central components where the radiation is absorbed by the dust and re-emitted
in the infrared (IR). The inner part of the AGN additionally contains a broad-line region
(BLR), consisting of dense and fast-moving clouds that are ionised by the intense disc
radiation and shocks. The inner BLR is responsible for the broad permitted emission lines
(with full width at half maximum of around 1 000−10 000 km s−1)4. Even further outwards
lies the narrow-line region (NLR) that can extend beyond the dusty torus and consists of
lower density ionised clouds that move at lower velocities and show both forbidden5 and

4For any possible transition between two atomic states of an atomic nuclei, atom, or molecules there
exist a number of rules (see Bunker & Jensen, 1998). If these rules are respected the transition is called
permitted. They are emitted by atoms undergoing radiative transitions. Recaptures occur to excited levels,
and the excited atoms then decay to lower and lower levels by radiative transitions and eventually end in
the ground level.

5Forbidden spectral lines are associated with absorption or emission of light by an atomic nuclei, atom,
or molecules, that undergoes a transition that is not allowed by a particular set of rules (see Bunker &
Jensen, 1998) but is allowed if the approximation associated with this particular rule is not made. They
can be though of collisionally excited lines, which arise from levels close to the ground level and which
therefore can be excited by collisions with thermal electrons. Usually forbidden spectral lines are associated

33



Chapter 2. The Formation of Galaxies

permitted emission lines of several 100 km s−1 wide.
While, historically, quasars have been discovered as radio sources with star-like counter-

parts at optical wavelengths, most of them (∼90%) are actually radio-quiet. The lower half
of Figure 2.9 corresponds to the radio-quiet sources such as radio-loud quasars and Seyfert
galaxies. The upper half, on the other hand, corresponds to radio-loud sources such as
radio-loud quasars and radio galaxies, which form two highly directed plasma streams, so
called jets, that are usually directed opposite to each other along the angular momentum
axis of the accretion disc. The class of blazars is generally defined by having one of the
two jets pointing directly to the observer, where relativistic effects such as Doppler effect
and beaming6 result in a high variability of luminosity on short time scales as well as a
flat spectra.
With a small inclination angle between the observer and the disc/torus axis both the

BLR and NLR are visible and the AGN is observed as type i with broad emission lines.
On the other hand, for larger inclination angles, only the NLR is visible since the BLR is
obscured by the dusty torus. In this case, the AGN appears as type ii with only narrow
emission lines. This is not only valid for Seyfert galaxies and quasars, but also for radio
galaxies. Different studies (e.g., Osterbrock & Shaw, 1988; Barthel, 1989; Mullin et al.,
2008) find that obscuration by the torus generally corresponds to inclinations of more than
∼ 45◦.

2.4.2 Correlating the AGN power to the Accretion Rate and AGN
mode

The radiation power associated with AGN are amongst the greatest in the Universe. The
luminosity of typical Seyfert i galaxies is ∼1044 erg s−1, and for quasars they can even
exceed 1046 erg s−1. Figure 2.10 shows the bolometric quasar luminosity function at
redshift z ∼ 1 to demonstrate the range and probability of different quasar luminosities7.
It is assumed that a significant fraction of the accreted rest-mass energy is radiated away

close to the event horizon of the BH, leading to an accretion bolometric luminosity given
by

L = ηṀBHc
2 , (2.21)

where ṀBH is the BH accretion rate, c the speed of light in vacuum, and η is the radiative
efficiency of the BH. If the accreted matter emits all of its potential energy beyond the
innermost stable circular orbit of the BH, then η = 0.06 for a non-rotating Schwarzschild
BH, and η ≈ 0.42 for a maximally rotating Kerr BH8. Studies comparing observed AGN
luminosities and the inferred BH mass density suggest that, on average, η = 0.1 − 0.2
(Soltan, 1982; Fabian & Iwasawa, 1999; Tremaine et al., 2002), a value consistent with
moderately spinning black holes.

with low density gas.
6Relativistic beaming is the process by which relativistic effects modify the apparent luminosity of

emitting matter, where the matter is moving at speeds close to the speed of light.
7 For a comparison, the luminosity of our Sun is ∼ 3.8 × 1033 erg s−1 and of the giant elliptical galaxy

M87 it is 2× 1044 erg s−1. Gamma-Ray Bursts, that are believed to be caused due to violent merging of
a binary neutron star, have the highest peak luminosity of a few 1051 erg s−1, but they are powered by
extremely short-lived explosive events that take a mere of a second. The lifetime of a typical quasar, on
the other hand, is of order 107 yrs and hence AGNs manage to emit the most energy throughout their
lifespan of all the known astrophysical sources.

8The efficiency of energy extraction for a rotating BH is higher than for a non-rotating Schwarzschild
BH because the last stable orbit is at a smaller radius.
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The power of an AGN, measured with their bolometric luminosity Lbol is generally
compared with the Eddington luminosity given by

LEdd =
4πGMBHc

κ
= 1.26× 1047 erg s−1

(
MBH

109M�

)
, (2.22)

where κ represents the opacity, MBH the mass of the accreting BH, and G the gravita-
tional constant. The Eddington luminosity gives the limiting luminosity of a spherically
symmetric object, assuming that the radiation pressure on accreting matter, acting out-
ward, equals the gravitational force, acting inward. Is the luminosity higher, the accretion
onto the central BH cannot be sustained anymore. Because of the assumption of spherical
symmetry the Eddington luminosity gives only a soft limit (see slim discs, e.g., Abramow-
icz et al., 1988 for more information), but gives an idea of the maximum power radiated
away by a quasar. The ratio between the bolometric luminosity and Eddington luminosity
λ ≡ Lbol/LEdd is referred to as Eddington ratio.
With ṀEdd = LEdd/(ηc

2) the maximum accretion rate is given by

ṀEdd =
4πGMBH

κηc
= 22M�yr−1

(
MBH

109M�

)(
0.1

η

)
, (2.23)

For AGN there are at least three spectral states (Merloni & Heinz, 2008):

1. low/hard state: Emission is dominated by a hard X-ray power law with an exponential
cut-off. Radio emission is always detected in this state (see Fender 2006 for more
detail) and usually with flat or inverted spectrum. This is commonly interpreted as
due to a compact, persistent, and self-absorbed jet of low intrinsic power.

2. high/soft state: Emission is dominated by a thermal component that likely originated
from a standard accretion disc (Shakura & Sunyaev, 1973). The model assumes that
the disc is in local thermal equilibrium, and can radiate its heat very efficiently.

3. intermediate (or very high) state: Associated with transitions between hard and soft
states, and are often occurring at a source’s highest flux level where both the thermal
and steep power-law component substantially contributes to the spectrum.

With these different spectral states come also a number of interesting observations (see
also Figure 2.11 taken from Russell et al., 2013b):

• Detailed multi-wavelength observations of nearby galaxies have shown a clear trend
for the low/hard state to be low-luminosity AGNs. Additionally, the lower luminosity
AGN have shown a tendency to be more radio loud as the Eddington-scaled accretion
rate decreases (see Ho, 2002 and references therein; Nagar et al., 2005) and hence
have a low radiative efficiency. This state is sometimes also referred to as low kinetic
(LK) mode and is associated with a radio jet.
→ Low accretion rates are associated with radio jets.

• The most luminous sources are most likely accreting at a high rate close to the Ed-
dington limit (McLure & Dunlop, 2004; Kollmeier et al., 2006). They are usually
referred to as the high radiative (HR) mode (or the quasar mode used mostly in
cosmology). They also can be accompanied with bright radio loud quasars, charac-
terised by both radiatively efficient accretion flows and powerful jets, referred to as
high kinetic (HK) mode.
→ Fast accretion rates are associated with quasars (sometimes accompanied by jets)
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Figure 2.11: The mean accretion rate scaled by the Eddington rate, plotted against the
cavity power (blue circles) and the radiative power (red triangles), scaled by the Eddington
luminosity. For each point there are two points. Solid symbols denote detected nuclear X-
ray point sources, whereas the upper limits are shown by the open symbols. The different
quasar sources are labelled. To guide the eye, the radiation and outflow model lines
are overplotted. They show a transition from outflow domination (kinetic mode) at low
accretion rates to radiative domination at high accretion rates. Figure is taken from Russell
et al. (2013b).

Thus, BHs accreting above a critical accretion rate (∼ 0.03 Eddington) fall into two dif-
ferent states, one with (HK) and one without jets (HR). The reason for this dichotomoy
has been subject of debate (see for example Sikora et al., 2007; Blundell, 2008; Kaiser &
Best, 2008 for some discussion), but BH spin and change in accretion mode are the most
popular explanations.
Figure 2.12 shows a schematic view of the various modes discussed above as a function

of accretion rate onto the BH. It also shows the three different regims: below the critical
Eddington ratio, where only the LK mode is dominating, whereas above the line two
different modes are possible; one where the kinetic and radiative power are comparable
and high (HK), and one where kinetic power is quenched (HR).
Note that the radiative efficiency depends on both the accretion efficiency, representing

the maximal amount of potential energy that can be extracted per unit rest mass energy
from matter accreting onto the BH, and on the nature of the accretion flow itself that
determines the luminosity of the source.

Accretion Discs

In the process of accreting matter gravitational energy is converted into thermal and/or
kinetic energy. However, for accretion to be possible, the rotating matter around the BH
has to lose its angular momentum, believed to be happening due to turbulent viscosity in
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Figure 2.12: Schematic view of the relationship between accretion rate and released power,
both in units of the Eddington luminosity. The blue solid lines show the radiated power,
whereas the red dashed lines the released kinetic power. The black horizontal dotted like
marks the critical Eddington ratio where a change of accretion mode is assumed to occur.
Below this rate, the LK mode is dominating, where most of the power emerges in kinetic
form, whereas above the line, two different modes are possible: one where kinetic and
radiative power are comparable and high (HK), and one where kinetic power is quenched
(HR). The lower panel shows the corresponding ratios between kinetic and radiative power
as a function of accretion rate. Figure taken from Merloni & Heinz, 2008.

the accretion disc that transports the angular momentum and mass inwards. Balbus &
Hawley (1991) identified that the magneto-rotational instability (MRI), which is effective
in weakly magnetised, differentially rotating discs, is the driving force for the viscosity.
The magnetic stresses provide the needed angular momentum transport on the dynamical
timescale of the disc that causes the turbulence responsible for the turbulent viscosity.
As mentioned above, the standard accretion disc (Shakura & Sunyaev, 1973) is formed

when the accretion onto the BH is close to the Eddington rate (although below/sub Ed-
dington) and the opacity of the disc is very high. The model assumes that the disc is in
local thermal equilibrium, and can radiate its heat very efficiently, giving rise to a quasar.
The launching of jets, on the other hand, is found for AGN with lower accretion rates of

the percent level of the Eddington accretion rate. Observations of micro-quasars (accreting
stellar mass black holes) indicates that the launching of a radio jet is linked with a trun-
cation of the accretion disc and the formation of an inner hot flow (ADAF in Figure 2.9;
Narayan & Yi, 1995; Fender et al., 2004; Done et al., 2007). ADAFs are considered radia-
tively inefficient, geometrically extended, similar in shape to a corona rather than a disc,
and very hot. Because of their low efficiency, ADAFs are assumed to be much less luminous
than the standard accretion discs. For actual jet formation, there are mainly two models
considered. In the first model, the acceleration and collimation of matter from the ADAF
is launched due to the magnetic fields of the rotating disc (Blandford & Payne, 1982) and
the energy originates from the accretion power. In the second scenario, a jet is launched
by magnetic field lines that are dragged with the BH rotation in the ergosphere (Blandford
& Znajek, 1977). The energy for the second model is extracted from a conversion of the
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Figure 2.13: Number density of quasars with magnitude below -27 as a function of redshift.
Symbols show the best-fit values to data in each redshift, dotted lines the best-fit model,
and solid lines the best-fit full model (shaded range showing the 1 σ uncertainty). This
Figure demonstrates that quasars are much more common at redshift z ∼ 2− 3 and then
declines again for higher redshift. The Figure is taken from Hopkins et al., 2007.

rotational energy of a spinning BH in the magnetic field, anchored in the accretion disc,
into electromagnetic energy. A feature of powering jets by the BH spin is that a huge reser-
voir of energy can be tapped, also in episodes of low accretion that are typical for strong
jet formation and, additionally, it could even be ‘refilled’ by a subsequent stronger accre-
tion phase. Variations of ADAFs include convection-dominated accretion flows (CDAFs;
see e.g., Di Matteo et al., 2000; Quataert & Gruzinov, 2000, for more details), advection-
dominated inflow-outflow solutions (ADIOSs; Narayan & Yi, 1995; Blandford & Begelman,
1999; Begelman, 2012 for more information), magnetically arrested disc (MAD; Narayan
et al., 2003), and magnetically choked accretion flows (MCAF; McKinney et al., 2012).
In summary, the luminosity of the BH, as well as mode of AGN, depends on the accretion

onto the BH and the subsequent flow properties of the accretion disc, as well as the spin
and mass of the BH. A full model embedded within the unified model of AGN including
the evolutionary effects of the accretion disc around the BH has to be made in the future.
Additionally, AGN luminosities vary considerably with cosmic evolution. Observations
indicate that quasars were brighter and much more common at redshifts of around z ∼ 2−3
(e.g., Croom et al., 2004; Richards et al., 2006), and decline again for higher redshift (see
Figure 2.13 for an illustration). The fraction of radio-loud AGN, on the other hand,
increases with galaxy mass, reaching > 30% for the most massive galaxies (Best et al.,
2005). Thus, galactic evolution, the matter reservoir available for accretion, BH growth
due to accretion, as well as feedback of the AGN onto the environment all influence the
evolution and properties of these objects.

2.4.3 Radio Galaxies and Jets

Jet activity is accompanied by synchrotron emission from relativistic electrons in the mag-
netised plasma, that is most prominently observable at radio frequencies and, thus, is the
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reason why AGN associated with jet activity are usually called radio galaxies or radio-loud
quasars.
Radio interferometers allowed for the observation and study of these objects in more

detail. The subsequent physical model for the double radio sources (Blandford & Rees,
1974; Scheuer, 1974) interpreted the sources as being powered by an AGN via collimated
powerful beams (jets).

Morphology Following Fanaroff & Riley (1974) double radio sources are divided into
two distinct classed: FR 1 are brightest in the center, i.e. when the separation between the
brightest regions on opposite sides of the central galaxy is less than half the total extent
of the source. They typically show a bright jet in the center which then decollimates and
forms plumes at larger distances. The second class, the FR 2 sources, are brightest at the
outer edges, i.e. the separation between the brightest regions is larger than half the total
extent. They show dim jets but extended lobes with a bright hotspot at the outer edges.
These morphological properties are correlated with the radio power of the sources, with

the FR 1 sources being lower power (≤ 1025 W Hz−1 at 1.4 GHz; Bridle & Perley, 1984)
and the FR 2 showing high radio power (≥ 1025 W Hz−1). The FR 2 are believed to be
able to transfer their power with beams to large distances without dramatic energy losses,
while this is not the case for the FR 1 class.
The origin of the dichotomy is still unclear. Possible explanations could depend on the

central source, how the jet is formed, or the environment where the jet propagates through.
Both jet classes are believed to have relativistic jets in the inner regions. While the FR 2
class are thought to remain also relativistic on large scales, the FR 1 class seems to entrain
a significant amount of ambient matter, that slows down the jet on scales larger than a
few kpc and cause decollimation.
Figure 2.14 shows a schematic representation of an FR 2 source. The bipolar jet is

formed in the accretion disc of the active nucleus, that is in radio images visible as a core.
While the jet propagates, internal shocks are excited in the beam and the jet plasma passes
through regions of rarefaction and compression. Interactions with the ambient gas leads
to the formation of a terminal shock and a post-shock hotspot. The shocked plasma leaves
the region of very high pressure sideways and forms a backflow that inflates the cocoon.
Generated vortices are advected with the flow and inflate the cocoon. Since the ambient
gas is much denser than the jet plasma, the jet head propagates much slower than the
beam speed which leads to a fast corresponding backflow. The cocoon is over-pressured
with respect to the environment and drives a bow shock into the ambient medium, leading
to the formation of a thick shell of shocked ambient gas. Because the cocoon pressure is
generally higher in the region around the jet head, the axial propagation is faster than
the lateral propegation, leading to the bow shock to be elongated. The strong shearing
at the contact discontinuity between the jet plasma and the ambient gas causes Kelvin-
Helmholz and Rayleigh-Taylor instabilities. These instabilities grow and form fingers that
are entrained with the backflow and lead towards the disc and eventually mix with the
cocoon gas. Lobes are visible in the radio frequencies in the outer regions of the cocoon,
where the synchrotron-emitting electrons are still very energetic.

Jet parameters Jet speed, density, and power are the three most important jet
parameters governing its behaviour, and the discussion will be especially relevant in Chap-
ter 4.

• Jet speed: It is generally assumed that jets move at relativistic speeds on the pc up
to kpc scale. Evidence for this can be found in several observations (e.g., Zensus,
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Figure 2.14: Schematic representation of an FR 2 jet. The beam (dark blue) emerges from
the accretion disc around the BH and the plasma passes through regions of rarefaction
(R) and compression (C) at internal shocks until it is decelerated at the terminal shock
(T). Once shocked, the plasma streams out of the high-pressure region of the hotspot
(yellow) and forms a backflow. Vortices that are generated are advected with the flow
and inflate the cocoon (inner white region and light blue region). Lobes are visible at the
outer parts of the cocoon, where the radio-emitting electrons did not yet cool down. The
over-pressured cocoon drives a bow shock outwards into the ambient medium that forms
a thick shell of shocked ambient gas. The strong shearing between the backflow and the
shocked ambient gas causes Kelvin-Helmholtz instabilities to form that lead to fingers of
ambient gas reaching into the cocoon. Figure taken from Bieri et al. (2016b).

1997; Wardle & Aaron, 1997; Hardcastle et al., 1999). These observations suggest
that jets are moving at relativistic speeds between 0.5 c and 0.7 c.

• Jet power: Observations of X-ray cavities reveal jet powers between 1.5×1044 erg s−1

(for Perseus A; Rafferty et al., 2006) as a relatively low-power system, to 1.6 ×
1046 erg s−1 (for Hercules A; Nulsen et al., 2005), and up to 1.7 × 1046 erg s−1 for
MS0735.6+7421 system (McNamara et al., 2005).

• Jet density: Density is the hardest to constrain, since the non-thermal synchrotron
emission carries no information about this, and since the observed radio-emitting
particles are an unknown fraction of the total jet matter. There are, however, four
ways to indirectly estimate the jet density:

– The kinetic jet power Lj of a bipolar jet can be related with the jet speed v,
the density ρ, and the jet beam radius rJ by Lj = πr2jρv

3. Assuming a typical
beam radius of rj = 1kpc, the particle density is less than 10−4 cm−3 for a
powerful jet with 1046 erg s−1 and even less for weaker ones. In comparison,
the ambient intergalactic gas generally has densities of two to three orders of
magnitude higher.

– Considering, for an upper limit, that a BH accretes at 10% of its Eddington limit
and transfers all matter to the jet, then, 0.1ṀEdd = 2πr2jρv. For a powerful
source with a 109M� BH, this corresponds to a density of, again, 10−4 particles
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per cm3. Note, that this is an upper limit and for more realistic scenarios, the
mass flux in the jet will be much smaller than this.

– A third way to estimate the jet density is by using a simple one-dimensional
model for the jet head propagation. The jet head moves with a speed vh through
the ambient gas with density ρa that is assumed to be at rest. Momentum
balance in the jet head frame, and assuming the jet crossing as a working surface,
gives

ρav
2
h = ρj(vj − va)2 (2.24)

where the subscript a denotes the ambient gas, h the jet head, and j with the
jet. Note, that this is only a simple estimate and any change in the working
surface will yield somewhat different results. Scheuer (1995) found that the
head advances with a speed of ≤ 0.1 c, and Alexander et al. (1984) found a head
advance speed of ≤ 0.05 c for Cygnus A. This supports the above estimate that
the jet densities are < 10−3 particles per cm3.

In conclusion, extragalactic jets have densities that are smaller than a factor of 10−2

with respect to the ambient density, but largely unconstrained otherwise.

2.4.4 Quasars

Extreme episodes of gas accretion onto BHs, in particular in high-redshift galaxies, are
followed by quasar activity. Quasars are the most energetic and distant members of AGNs.
The first quasar was located as a strong radio source by Maarten Schmidt (Schmidt, 1963).
Because of its star-like appearance it was identified as a star. However, the very strong
and broad emission lines detected (something only seen for the hottest stars), featuring the
elements of Hydrogen, Helium, Carbon, and Magnesium, implied very large velocity width
for the line emitting gas of several thousand km s−1. Additionally, a very blue optical
continuum was found that definitively distinguished the object from a star. Because of
the similarity to the appearance of stars, these objects are also referred to as quasars
(from quasi-stellar radio source) and QSO (quasi-stellar object). Although first observed
in the radio, (Sandage, 1965) already found that several other celestial objects had similar
characteristics to these quasars but without the radio emission.
Within a few years of their initial discovery in 1963, quasars with values of redshifts

as high as z ∼ 2 were being identified (e.g., Schmidt, 1965; Arp et al., 1967). The first
quasar at z > 5.5 was discovered by Fan et al. (2000), Since then, considerable effort
has been made to find more, because quasars trace the underlying BH population and,
thus, can yield information on the BH growth and formation (e.g., Merloni, 2004; Marconi
et al., 2004; Shankar et al., 2004; Hopkins et al., 2006; Merloni & Heinz, 2008; Draper &
Ballantyne, 2012). The discovery and characterisation of a statistically significant sample
of quasars at the high redshift range is also important to, for instance, better understand
the formation and growth of the SMBHs, that is still unclear and debated (e.g., Volonteri,
2012; Dubois et al., 2012a; DeGraf et al., 2012; Volonteri & Bellovary, 2012; Becerra et al.,
2015; Glover, 2015; Di Matteo et al., 2016).
Numerous studies, established a sample of more than 100 quasars in the high-redshift

(z > 5.5) Universe9. Figure 2.15 shows the distribution of the high redshift quasars color-
coded by their discovery surveys. The findings suggest that there are fundamental changes

9 Such surveys include Pan-STARRS1 (Panaramic Survey Telescope & Rapid Response System 1;
Morganson et al., 2012), UKIDSS (UK Infrared Telescope; Venemans et al., 2007; Mortlock et al., 2009,
2011, FIRST/radio (Faint Images of the Radio Sky at Twenty cm; McGreer et al., 2006; Cool & Schaefer,
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Figure 2.15: Redshift distribution of the z ≥ 5.7 quasars published by Bañados et al.,
2014. The surveys include: Pan-STARRS1, UKIDSS, FIRST/radio, SDSS Main, SDSS
Deep, CFHQS, VIKING. The findings suggest that fundamental changes are happening in
the inter galactic medium in the redshift range 6 ≤ z ≤ 7, weakly constraining the epoch
of reionisation.

happening in the inter galactic medium in the redshift range 6 < z < 7, suggesting that
the end of reionisation process occurs at redshift near z ∼ 6. This again gives an idea of
the formation time as well as growth of the first BHs (see e.g., Haiman et al., 2005 for more
information). Figure 2.13 shows the number density of quasars as a function of redshift,
which demonstrates that quasars are most common around redshift z ∼ 2 − 3 compared
to today and higher redshifts.

The main results of the study of the high-redshift quasars include (i) BHs are part of
the evolution of cosmic structures, (ii) massive BHs (> 108 M�) have formed less than
a Gyr after the Big Bang (e.g., Willott et al., 2007; Kurk et al., 2009; Jiang et al., 2008;
Mortlock et al., 2011); (iii) quasar host galaxies are massive and form stars intensively (up
to 1000 M� yr−1; see e.g, Walter et al., 2009); and (iv) the neutral fraction of Hydrogen in
the intergalactic medium increases rapidly above z > 6 which provides strong constraints
on the end of reionisation (e.g., Fan et al., 2006).

Additionally to providing information about the underlying BH population, quasars are
also thought to dramatically alter both the immediate environment of the BH, from which
accretion is occurring, and the more distant ISM of the galaxy within which the BH
resides. Photons, emitted by a quasar, couple to the gas and drive a large-scale wind.
The aim of Chapter 5 investigates the detailed coupling between the gas and the radiation
using radiation-hydrodynamical equations, that describe the emission, absorption, and
propagation of photons with the gas and dust.

2002; Cool & Moellenbrock, 2003; Cool et al., 2005a,b, 2006, SDSS Deep (Sloan Digital Sky Survey;
Mahabal et al., 2005; Goto, 2006; Jiang et al., 2008, 2009; De Rosa et al., 2011; Wang et al., 2013, CFHQS
(Canada-France High-z Quasar Survery; Willott et al., 2007, 2009, 2010b,a, and VIKING (VISTA Kilo-
degree Infrared Galaxy survey; Venemans et al., 2003).
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2.4.5 Positive or Negative Feedback

As discussed above, AGN feedback is advocated to suppress star formation in massive
galaxies in order to reproduce the observed high-end tail of the galaxy mass function.
And, indeed, recent large-scale cosmological simulations (e.g., Dubois et al., 2014; Vogels-
berger et al., 2014; Khandai et al., 2015a; Schaye et al., 2015), employing strong AGN
and stellar feedback, produced good agreement with the observations. However, despite
negative feedback from AGN being an important ingredient in the formation and evolution
of massive galaxies, the details remain vague, primarily because the coupling mechanism
between the AGN and the ISM of the host galaxy is still unknown.
From an observational point of view the impact of AGN feedback on star formation

is still not fully understood, mostly because of the difficult nature of their observations,
particularly at higher redshift. While there are several detailed observations available
showing the interaction of the AGN with interstellar gas, both for jets and winds, it is still
unclear what their actual importance on the evolution of the host galaxy is and how they
affect the star formation within the galaxy.
Both recent observations (Zinn et al., 2013; Cresci et al., 2015b,a; Salomé et al., 2015)

and simulations (Gaibler et al., 2012; Wagner et al., 2012) suggest that local interactions
between jets and cold gas may not only result in suppressed star-formation but may also
trigger star formation (positive feedback). Both modes can coexist in a single galaxy during
different or overlapping phases.
This paints a more complicated picture that will be discussed in this Section along with

observational evidence and theoretical models for both positive and negative feedback.

2.4.5.1 Observations

This Section will discuss the wealth of different, sometimes conflicting, observations that
exemplifies the complex picture of the effect of AGN feedback on galactic scales.
There are many observations supporting the conclusion that AGN quench star formation

in the host galaxy. For example, energetic outflows have been detected using emission and
absorption line features from distant radio galaxies (e.g., Nesvadba et al., 2006; Morganti
et al., 2005, 2007, 2013; Lehnert et al., 2011), quasars (e.g., de Kool et al., 2001; Chartas
et al., 2007; Rupke & Veilleux, 2011; Dasyra et al., 2014; Cicone et al., 2014; Tadhunter
et al., 2014; García-Burillo et al., 2015), and starburst galaxies (e.g., Heckman et al., 1990;
Heckman & Lehnert, 2000; Martin, 2005; Alexander et al., 2010). These winds have been
suggested to be responsible for sweeping galaxies of their gas and, thus, to negatively
impact the star formation within the galaxy. McNamara & Nulsen (2007, 2012) discuss
observations of X-ray lobes and radio cavities in galaxy groups and clusters that give strong
evidence for metal-enriched outflows that leave the galaxy with little cold gas to form stars.
Fabian (2012) describes how both radio-loud and radio-quiet quasars drive winds and

bubbles that expel gas that might otherwise form stars, and how they prevent accretion
of new gas. They argue that evidence of AGN feedback can be seen when galactic out-
flows with high velocity (e.g. > 500km s−1) components and an outflow power exceeding
that predicted by a central starburst is observed. However, the details are not easy to
disentangle, since there is no clear dividing line between star- and AGN-driven outflows.
Nevertheless, the several observations listed by Fabian (2012) show evidence of AGN feed-
back with simultaneously high velocity outflows and outflow powers of around one percent
of the bolometic luminosity of the AGN.
Bîrzan et al. (2004) and Dunn et al. (2005) show that cooling flows in the hot circum-

galactic and intracluster medium can be suppressed by the energy transferred by AGN jets
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and thus quenches star formation. Schwamb et al. (2016) argue that the sudden decline in
molecular gas observed in their galaxy sample implies that the gas reservoirs are depleted
on timescales much shorter than mere exhaustion by star formation. They argue that this
drop in molecular gas is due to very efficient AGN feedback that negatively impacts star
formation in the host galaxy through the expulsion of residual molecular gas.
It is expected that any gas dispersed, heated, or blown away through the interaction of the

AGN with the galaxy is likely to suppress star formation (Morganti et al., 2005; Nesvadba
et al., 2008). Morganti et al. (2015) (and references therein) argue that the presence of
cold molecular gas with the outflows is a powerful way to quantify the characteristics and
impact of AGN feedback on the cold gas. They show that a relativistic jet can drive a
large amount of molecular gas, although not always fast enough to actually fully expel the
gas from the galaxy.
On the other hand, recent observations, often using more resolved observations, indicate

that the situation is more complicated and that AGNs may not always be able to quench
star formation in the host galaxy. For instance, Karouzos et al. (2016) find evidence
against the negative impact of AGN outflows even at small redshifts (z < 0.1) and for
low luminosities (L < 1042 erg s−1). Using Gemini Multi-Object Spectrograph data on six
low redshift, type ii AGN, they find that while velocities up to 600 km s−1 are large, the
small size (< 2.1 kpc) of the outflows are too small to quench an entire galaxy. Similar
conclusions were reached by Labiano et al. (2016) that examine two low-redshift radio-loud
AGNs with outflows in different stages of the process. Their calculated kinematics, star
formation efficiency, and star formation rates indicate that AGN feedback is not necessarily
responsible for the low SFR in evolved AGN systems, but, instead, that perhaps the
calculated SFRs are too low or that the estimated molecular gas content of these galaxies
is too high.
Moreover, evidence in the high-redshift Universe for jet-induced star formation is also

discussed, for instance, in Bicknell et al. (2000). Similarly, Dey et al. (1997) show ob-
servational evidence of a high-redshift galaxy where star formation may be triggered by
the expansion of the radio source into the ambient medium. Rocca-Volmerange et al.
(2013) find high levels of star formation in powerful radio galaxies and argue that either
gas-rich mergers and/or jet-cloud interactions are the favoured triggering mechanism for
the intense star formation necessary to explain the properties of the spectral energy dis-
tributions. Furthermore, more jet-induced star formation has also been invoked to explain
recent star formation and the alignment of emission line regions in many young galaxies
(Privon et al., 2008; Tadhunter et al., 2011).
There are other, more indirect, connections between AGN feedback and star formation,

which suggest possible positive feedback from AGN. Klamer et al. (2004) discuss that CO
emission observed in high-redshift galaxies is correlated with star formation triggered by
relativistic jets. Other indirect links have been discussed by McCarthy et al. (1991) and
McCarthy (1993), arguing that the jet lobe distance ratios are strongly correlated with
the presence of thermal line-emitting gas (indicating star formation) and, the closer the
lobe, the higher brightness of the line emission (and, hence, the higher the star formation).
Along similar lines, Podigachoski et al. (2015) discuss that the star-forming properties of
the AGN hosts are similar to those of the general population of equally massive non-AGN
galaxies at comparable redshifts. They conclude that there is weak evidence of universal
quenching of star formation within their observed sample.
Some observers also find evidence for AGN-triggered star formation on Giant Molecular

Cloud (GMC) or smaller cloud scales. Tremblay (2016) present observations from ALMA
showing that AGN the jet-driven bubbles are capable of blowing giant molecular clouds
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away before gravity pulls them back again. Additionally, these observations suggest, that
in the outer regions of the molecular clouds star formation is triggered by the expanding
jet bubble.
Moreover, Croft et al. (2006); Inskip et al. (2008); Salomé et al. (2015); Mirabel et al.

(2015) discuss different local observations that indicate that AGN jets are capable of locally
inducing star formation, even if the ambient medium is only moderately dense. This
suggests that jet-induced star formation may have been quite common in the early Universe
where gas densities were much higher than today, and when AGN activity was much more
prevalent.
Jet feedback is not the only AGN mode associated with triggers star formation. For

instance, Rauch et al. (2013) discuss a possible high-redshift candidate where quasar feed-
back is thought to trigger external star formation. Cresci et al. (2015b) use the Measuring
Active Galactic Nuclei Under MUSE Microscope (MAGNUM) survey and present evi-
dence of a possible example of mixed feedback in a Seyfert-like, radio-quiet galaxy. They
observe double-sided ionisation cones of high-velocity gas, interpreted as outflowing gas,
surrounded by star forming knots in clumps exposed to the resulting outflow. They pro-
posed that compression by the nuclear outflow is triggering the star formation in these
clumps. In such cases, it is the relative efficiency of negative and positive feedback, and
the timescale on which they operate, that determines the net effect on the star formation.
A similarly complicated interplay between quasar winds and star formation in the host

galaxy has been investigated by Carniani et al. (2016) that studied two quasars with fast
outflows and find an anti-correlation with star-formation in the host galaxy. They conclude
that the most likely possibility is the simultaneous positive and negative feedback in the
galaxy, in which the outflows remove gas that could form stars along the direction of
its propagation, while compressing gas around the edges of the outflow, triggering star
formation. They also postulate that several cycles of feedback could be necessary to totally
quench star formation. Similarly, Cano-Díaz et al. (2012) presented evidence that star
formation is suppressed in the region affected by fast outflows whereas in the other regions
the galaxy is forming stars.
An explanation for the high star formation rate due to quasar feedback can be found in

Cresci et al. (2015a) who propose that the triggering of star formation is through enhanced
gas pressure in the ISM induced by AGN feedback. A similar explanation of enhanced star
formation within molecular clouds due to high external hydrostatic pressure has been used
by Swinbank et al. (2015).
Concerning the different modes of AGN feedback, observations indicate that radio-

loud quasars are more likely to trigger star formation than their radio-quiet counterparts.
Analysing almost 20,000 quasars from the SDSS, Kalfountzou et al. (2012) uses [OII] emis-
sion line to estimate SFRs in quasars with and without jets. After finding higher SFRs in
the radio-loud AGN, they conclude that the jets trigger star formation. Zinn et al. (2013)
combine far-infrared and radio data on several hundred AGN from the Chandra Deep Field
South to examine differences in star formation because of AGN jets. Using the far-infrared
data as a tracer for star formation, they find a correlation between enhanced SFRs and
radio-loud quasars, even when compared to radio quiet quasars with similar luminosities.
Their results indicate positive feedback from the mechanical energy of jets and negative
feedback from the from the photo-dissociation and heating of molecular gas. They ar-
gue that both modes of AGN feedback can coexist in single galaxies during different or
overlapping phases.

In summary, several observations point out a more complicated picture of the interaction
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of AGNs and the ISM. It seems that the picture of AGN exerting negative feedback on
the host galaxy is, while very attractive, also possibly too simplistic. Whether AGN
feedback is positive or negative may likely depend on the detailed properties of the ISM.
Additionally, different observations have shown that the two modes can also be found at
the same time within a galaxy. Detailed models are needed in order to better understand
the inner workings and the efficiency of AGN feedback. The next Section will discuss some
attempts.

2.4.5.2 Theoretical Work

Early investigations into the interaction of quasar-driven outflows and the ISM focused on
explaining the emission lines and kinematics of broad and narrow line regions (Blumenthal
& Mathews, 1979; Weymann et al., 1982; Schiano, 1986). Most of the work focused on
quasar winds and assumed that they are driven by radiation pressure (Mushotzky et al.,
1972; Williams, 1972).
The possible importance of quasar winds in the evolution of galaxies comes from theories

aiming to explain the tight correlations between BHs and their host galaxies (Silk & Rees,
1998; Umemura, 2001).
At this point, the role of radio jets in galaxy evolution was still unclear, although some

observations (explained in more detail above) have shown cases in which outflows are driven
by jets (Morganti et al., 1998). However, theoretical models mostly focused on explaining
the existence of alignment effects, where observations have shown that star formation
occurs along the jet axis. De Young (1981) proposed a model where the existence of
young stars in two radio galaxies is explained by the entrainment of interstellar matter
by the outflowing gas powered by the radio source. Later work by the same author (De
Young, 1989) using numerical simulations of high-energy radio jets passing through a dense
protogalactic gas confirmed the earlier model and showed that, due to the high-energy jet,
stars are formed along the axis of the radio source, hence, exerting positive feedback on
the gas.
A simple model by Begelman & Cioffi (1989) shows that the jet cocoons of shocked gas,

which surround powerful double radio sources, can have significantly higher pressures than
the surrounding IGM. Their model suggests that overpressured cocoons in high-redshift
galaxies engulf and compress circumgalactic clouds, drive them over the Jeans limit, and
trigger star formation.
Rees (1989) and Chambers et al. (1990) argued along similar lines, showing that, be-

cause of the AGN jet, clouds within the galaxies are squeezed by the higher pressure. They
showed that this compression pushes many clouds over the threshold for gravitational insta-
bility, thereby, triggering a burst of star formation. Daly (1990) argued that the tunnelling
of the jet through the ambient gas leads to two coupled shock systems. The driven shock
wave propagates along the jet axis and the blast wave propagating perpendicular to the
jet axis. The blast wave not only shock heats the ambient gas, but can also trigger star
formation. Additionally, van Breugel & Dey (1993) and Bicknell et al. (2000) constructed
a jet-cloud model to explain spectroscopic features indicated elevated star formation along
the jet axis.
While early work on jet models mostly focused on jet-triggered star formation, the

strongest link between radio jets and galaxy evolution came from the need to overcome
catastrophic cooling in galaxy cluster halos that resulted in unrealistic entropy profiles
(Babul et al., 2002; Mathews et al., 2003). Additionally, jet feedback was suggested to
keep massive, early-type galaxies passively star-forming (Benson & Madau, 2003).
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While the model that quasar feedback exerts strong negative feedback on the galaxy
environment already existed, the idea that radio jets may affect the galaxy evolution in a
similar manner is more recent. It has notably been motivated by observations indicating
strong interactions between jet and ISM on kpc scales in compact radio sources (Holt et al.,
2008; Morganti et al., 2005).
In more recent years, jet feedback, together with feedback from quasars, has been rou-

tinely employed in both semi-analytical models and numerical simulations (e.g., Croton
et al., 2006; Bower et al., 2006; Di Matteo et al., 2005, 2008; Dubois et al., 2010b). These
studies have shown that AGN feedback is an attractive mechanism to not only explain
the observed co-evolution of BHs and their host galaxy, but also to shape the observed
high-mass tail of the galaxy mass function and to resolve tensions between the hierarchical
standard model of galaxy formation and observational constraints.
Using the same AGN feedback implementation as for cosmological simulations (Dubois

et al., 2010b), Gabor & Bournaud (2014) performed high-resolution simulations of idealised
z ∼ 2 isolated disc galaxies. They found that, despite powerful bursts and high outflow
rates, AGN feedback has little effect on the dense gas in the galaxy disc. They conclude
that AGN-driven outflows do not cause rapid quenching of star formation, although they
may remove significant amount of gas over long timescales. Such a long-term AGN-driven
quenching of the in situ star formation in the host galaxy was found by Dubois et al.
(2013).
The role of AGN feedback on galactic scales is, therefore, still not fully understood. The

lack of understanding about AGN feedback and its effect on the interstellar gas is partly due
to different complications in the numerical modelling of AGN feedback. One complication
comes from the inability to capture the extremely wide dynamical range of the AGN cycle,
from sub-pc scales of the accretion discs to galactic-size lobes of radio galaxies. Another
complication comes from the inadequate treatment of the ISM, i.e. whether the ISM forms
a continuous gas distribution or whether individual small-scale clouds are resolved, and
interact with the propagating jet or radiation driven wind. In principle, the ISM must be
treated as a multiphase inhomogeneous turbulent medium, that requires high-resolution
three-dimensional simulations. These two reason, the wide range of physical scales and
the treatment of an inhomogeneous ISM, explain why a pc-to-kpc scale theory of AGN
feedback has not yet been incorporated in larger scale simulations.
High resolution, galaxy scale hydrodynamical simulations of jet-driven feedback (e.g.,

Wagner et al., 2012; Gaibler et al., 2012), but also radiative feedback using radiation
hydrodynamics including a clumpy ISM (e.g., Ciotti & Ostriker, 2007, 2012; Novak et al.,
2012b; Bieri et al., 2016a) have only recently become feasible. These studies include an
adequate treatment of the ISM necessary to investigate the dependence of AGN feedback
on jet/radiation power and the properties of the ISM. Such galaxy scale simulations show
that the ISM properties determine whether AGN feedback is negative or positive.
Wagner et al. (2012) perform three-dimensional relativistic hydrodynamic simulations

and investigated the dependence of AGN feedback on the jet power and properties of the
ISM. They found that for a given total mass and volume filling factor of dense clouds,
negative feedback is more efficient the smaller the cloud sizes. Pressure-triggered star for-
mation, on the other hand, is more important if clouds are sufficiently large for them to
not be completely destroyed through ablation before having a chance to collapse gravita-
tionally. Similar conclusions for strong negative feedback in spherical cloud distributions
and positive feedback in disc galaxies were found for energy-driven AGN disc winds (Wag-
ner et al., 2013). Additionally, Sutherland & Bicknell (2007) found, by performing similar
simulations, that if an AGN jet propagates perpendicular to the gas-rich galactic disc and
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its interaction depth is short (or order the disc height) negative feedback is comparatively
weak.
These simulations suggest that conditions for positive AGN feedback from jets, and also

for energy-driven10 AGN winds, may be optimal in galaxies with larger clouds, e.g. high-
redshift and gas-rich galaxies. Gaibler et al. (2012) performed three-dimensional hydro-
dynamic simulations of jets propagating perpendicular to a thick disc. Their simulations
showed, that after a brief phase in which the jet was confined while drilling through the
disc, the jets emerged at different times into the halo, showing that the interaction of jets
with a dense ISM can lead to asymmetries in the jet morphology. Once the jet propagates
outside the disc, a ring of compressed gas, associated with enhanced star-formation, prop-
agated cylindrically outward from the jet axis into the disc. The jets inflated cocoons and
bubble eventually engulfed and pressurised the entire disc that led to galaxy-wide enhanced
star formation. By the end of the simulation, the SFR was enhanced by a factor of three
since jet injection and was still rising.
Wagner et al. (2016) reviews theoretical work on both positive and negative feedback

from radio-loud and radio-quiet AGN. They conclude that it depends on the geometry and
density of the ISM, whether the outflow from an AGN exerts negative or positive feedback
(along the lines of Wagner et al., 2012). While spherically distributed clouds with lower
densities cause negative feedback, disc configurations and higher density clouds are more
conducive to positive feedback.
Ishibashi & Fabian (2012) also provide a theoretical framework for triggered star for-

mation due to an AGN outflow and link it to the oversized evolution of massive galaxies
over cosmic time. They argue that stars are formed at increasingly large distance from
the center of the galaxy and, hence, predict an ‘inside out’ growth of star formation. This
process has also be seen by Dugan et al. (2014), analysing the simulation of a radio-loud
jet by Gaibler et al. (2012). Further, Zubovas & King (2012) argued that cooling in galaxy
wide outflows leads to two-phase gas and subsequent star formation.
Moreover, jet-induced star formation has also been considered as a source for powering

luminous starbursts (e.g. Drouart et al., 2014; Piconcelli et al., 2015; Rodighiero et al.,
2015) that are increasingly found in the high-redshift Universe (Silk, 2005; Bieri et al.,
2015, 2016b; see Chapter 4 for a detailed discussion).
Futhermore, there have also been studies of AGN feedback focusing on smaller scales,

such as shocks from jets or winds striking clouds. Zubovas et al. (2014) find that over-
pressured shocks striking gas clouds causes fragmentation and star formation and Dugan
et al. (2016) defines a threshold ram pressure below which over-pressured, high-velocity
shocks cause gas clouds to collapse and form stars, whereas above this pressure the gas
cloud is completely destroyed.
However, it is not a priori clear whether the findings of idealised galaxy scale simula-

tions will hold in a more realistic and violent cosmological environment where filamentary
accretion affects the evolution of these galaxies, possibly in a way that is not predicted
by isolated disc simulations. Further simulations, embedded in a realistic cosmological
environment will help to better understand the conditions under which AGN induce star
formation or exert negative feedback onto the galaxy.

10Strictly speaking, energy-driven (or energy-conserving) is when energy is conserved, therefore the
momentum should just increase with time as more gas is swept up. Energy-conserving outflows lead to
ṗ� L/c, with p being the momentum of the outflow, L the bolometric luminosity of the AGN, and c the
speed of light, because of the work done by shock-heated gas.
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The formation and evolution of galaxies within the large-scale structure of the cosmic
web is a highly non-linear and complex problem that cannot be entirely described by
analytical techniques. An important requirement for any model is the ability to compare
with observations to test whether it is able to reproduce observed properties of galaxies,
such as spatial distribution, stellar properties and histories, and galaxy morphologies.
Importantly, another motivation for numerical methods, is that everything in the Uni-

verse happens on a very long timescale. Even when dynamical times are short (in astro-
physical terms), like at the very centre of our galaxy, one can usually only hope to see stars
move enough to measure their transverse velocity across the sky. Hence, the Universe, is
in general, viewed as a (almost) static snapshot. With simulations we are able to directly
access the evolution of a system, say a galaxy, for times longer than the human race has
existed. Hence, with simulations we are able to find out more about the past of the system
and where it will end up in the future.
Unlike other fields of physics, it is difficult to perform experiments that test astrophysical

theories, mostly because of the enormeous distances and timescales involved in astrophyics.
While it is very important and necessary to compare our theoretical predictions with
observations, numerical simulations allow us also to perform experiments in order to better
understand the different physical processes which govern galaxy formation. While we
might know through observations that we have to go from a starting point to an end
point, numerical simulations allow us to test different scenarios and the interesting physical
processes between the start and the end point provided by the observations.

There are two major numerical approaches that have been developed in order to un-
derstand the processes that govern galaxy formation. Hydrodynamical (HD) simulations
attempt to directly solve the full non-linear equations involved in galaxy formation whereas
semi-analytic models (SAMs) treat the physical processes associated with galaxy forma-
tion using approximate, analytical techniques. As with HD simulations, the degree of
approximation varies with the complexity of the physics considered, ranging from precision-
calibrated estimates using the evolution and merger rates of dark matter halos, to empiri-
cally motivated scaling relations with a larger parameter uncertainty.
It is important for the two approaches to work together as they both provide a control for

the other. The two fields tend to intersect, especially, when processes below the resolution
of the simulations are included and so the treatment of the physics is often at the ‘sub-grid’
level, and a semi-analytic approach is used to describe the underlying non-resolved physics.
However, unlike in SAMs, using sub-grid models in HD simulations allows one to study
the direct effect of the underlying model on the gas distribution and subsequent evolution
of the system. Approaches to combine the advantages of HD simulations with SAMs have
also been shown (Moster et al., 2011, 2012), where SAMs are used to define the initial
conditions of a series of HD simulations, that are intended to mimic the galaxy evolution
from a given redshift to the present day.
From the numerical point of view, large-scale structures and the study of halo formation

are largely determined by the dynamics of cold dark matter which can be approximated by
a set of point particles. Already the calculation of the gravitational forces of such N -body
systems and subsequent motion of the bodies interacting is computationally challenging,
but the Universe we observe is baryonic and hence dark matter alone is insufficient to
fully describe galaxy formation. Baryonic processes must be included in the simulations in
order to be able to compare the models with observations. This makes the problem much
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more difficult since, at the very least, the movement of the baryonic fluid must be followed.
In addition, a wide range of baryonic processes can be added to the simulation, such as
cooling, and sub-grid physics.
Within recent years a considerable effort has been invested in developing ever more

refined techniques and methods to solve the wide range of physical processes for galaxy
formation such as hydrodynamical phenomena, magnetic fields, stellar and black hole feed-
back mechanisms, photons, and cosmic rays, to name a few. Hence, when the collisional
component is included in the simulations the complexity of the problem increases as does
the computational cost.
The principal components are concerned with in this thesis are dark matter, star, gas,

and the black hole in the center of the galaxy. The first two can be thought of as collisionless
fluids whose calculation we will discuss in Section 3.1. However, in order to create stars, we
must simulate the gas surrounding them, i.e. interstellar gas, which experiences pressure
and viscosity via inter-particle collisions, even at the densities (0.2 - 20 atoms cm−3)
typically found in the inter-galacitc medium (IGM). The calculation of such a collisional
system is described in Section 3.2.
The descriptions of this Chapter will mostly focus on the techniques employed in the

adaptive mesh refinement code ramses and the radiative hydrodynamics (RHD) exten-
sion ramses-rt, used for the results presented later on. Section 3.3 will summarise how
the dark matter, stars, and gas is simulated within ramses. Section 3.4 describes the
physics associated with the baryons such as the cooling and heating mechanism, feedback
mechanisms, as well as unresolved turbulence within the interstellar medium. Further,
Section 3.5 explains how radiation couples to the hydrodynamics and how the interaction
of the photons with the gas can be modelled self-consistently. Finally, Section 3.6 describes
ramses-rt and how the RHD equations are implemented within ramses, which is later
used to study the coupling of the photons with the interstellar gas.

3.1 Collisionless N-body systems

Cold dark matter (CDM) comprises about 80% of the matter content of the Universe and
is therefore important to the understanding of structure formation. CDM is thought to be
collisionless particles that interact only through gravity. Stars, on the other hand are not
collisionless, but their interaction cross-sections are small enough to rarely collide head-on.
Hence, both dark matter and stars can be described as a fluid using the differentiable
distribution function f(x, ẋ, t), which obeys the collisionless Boltzmann equation:

df

dt
=
∂f

∂t
+ ẋ

∂f

∂x
−∇φ∂f

∂v
= 0 , (3.1)

where v is the velocity at the position x of the distribution at time t and φ is the graviational
potential.
An approximate solution for the collisionless Botlzmann equation can be found by sam-

pling the smooth distribution function f by a discrete set of N points that move according
to the Hamiltonian equations of motion

dxi
dt

= vi , (3.2)

mi
dvi
dt

= Fi , (3.3)

under their mutual gravitational attraction

ẍ = −∇φ , (3.4)
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where the gravitational potential φ is the solution to the Poisson equation

∇2
xφ = 4πGρ . (3.5)

The force on the ith N -body particle (i.e., the force at a given point in the gravitational
field sampled by N massive particles) is given by

Fi (xi) =
N∑

j=1;j 6=i

Gmimj (xi − xj)

|xi − xj |3
, (3.6)

where G is the gravitational constant, mi is the mass of the ith particle, and xi is its
position. Solving this equation requires the initial knowledge of the positions (xi) and
velocities (vi).
The simplest way to solve for the force is with a brute force direct summation over all the

particles. The direct summation method is computationally expensive as it scales as N2

and usually not appropriate for large simulations. It has only been achieved for up to 2×106

number of (stellar) particles for a small number of simulations using special hardware chips
operated in parallel (e.g., Harfst et al., 2007). Situations where it is beneficial to use the
direct summation approach is where an accurate force computation is called for, such as
close encounters or stellar clusters.
Because the direct summation method is too slow for most large simulations, it is wise to

approximate the force calculation provided the force errors are random and small enough.
Since the force field is often noisy, because it is made of discrete particles, small random
errors will not significantly affect the system. Numerical techniques such as the Particle-
Mesh, Tree-Method, and some Hybrid methods have been developed to solve the N -body
problem with acceptable accuracy and reduce the N2 problem to a more manageable form
that scales as ∼ N logN , or N in the case of the fast multipole method (Ambrosiano et al.,
1988).
In this Section we will only focus on the Particle-Mesh method as it is employed in

ramses used for the simulations presented later on.

3.1.1 Particle-Mesh Method

The Particle-Mesh (PM) method typically consists of the following five main steps:

1. Map the mass density ρ on a regular mesh.

2. Solve the Poisson equation to find φ (Eq. 3.5).

3. Compute the particle acceleration at each grid point using the computed value of φ.

4. Update the particle velocity using the particle acceleration (Eq. (3.3).

5. Update the particle positions using the particle velocity (Eq. (3.2).

The simplicity of this method is one of the big advantages but using a fixed grid can
bring problems regarding the force accuracy of the simulation, as the spacial resolution is
limited by the grid size. Because of this problem adaptive meshes, with varying resolution
where it is needed, are often employed rather than a fixed grid. The adaptive mesh method
brings more subtleties and makes the implementation more complicated as cells of different
sizes have to be evolved with different time-step lengths, and the grid structure cannot be
represented by ordinary arrays as in the case of homogeneous grids.
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Figure 3.1: ‘Cloud-in-Cell’ method used to distribute the mass density of the particle situ-
ated at the red cross and with mass mi between neighbouring grid cells (1,2,3,4) according
to how much of the cube overlaps with each cell. The method is used in order to be able
to calculate the gravitational potential.

The mapping of the particles onto the grid cells can be performed using a bi-linear
interpolation, also called ‘cloud-in-cell’ (CIC) technique (Hockney & Eastwood, 1981).
Higher order mapping techniques can be found in Peng et al. (2007). With the CIC
technique, each particle is considered to be a cubic ‘cloud’ with the same physical size of
its grid cell centered on the particle. The particle mass is then distributed between the
neighbouring grid cells according to how much of the cube overlaps with each cell (see
Figure 3.1 for an illustration).
Once the density is mapped onto the grid, the Poisson equation must be solved at every

point. This can, for instance, be done with a conjugate gradient method that iteratively
solves for the gravitational potential. Another possibility to solve for the potential would
have been to use a fast Fourier transform (see Binney & Tremaine (2008) for a detailed
description).
Having determined the gravitational potential, the acceleration of each particle feeling

the force of the gravitational field can be calculated. To calculate the acceleration on the
mesh a 7-point (in 3D, 2n+1 points for n dimension) finite difference approximation of the
gradient can be used. In two-dimensions the 5-point stencil is made up of the point itself
and its four neighbours. With this approximation the first derivative of a two-dimensional
function φ(x, y) is given by

∇φ(x, y) =
∂φ

∂x
+
∂φ

∂y
(3.7)

≈ φi+1,j − φi−1,j

2∆x
+
φi+1,j − φi−1,j

2∆y
(3.8)

with ∆x and ∆y being the width of the cell.
Using the calculated acceleration at the center of each grid cell we can determine with the

inverse CIC method the acceleration of each individual particle where the total acceleration
of each particle is the sum of the acceleration of each cell the ‘cloud’ of the particle overlaps.
Finally, the new velocity and position of each particle is calculated using a second-order

integration technique. The leapfrog integrator solves exactly an approximated Hamiltonian
and thus preserves certain conserved quantities exactly, such as angular momentum and
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the phase-space volume. With this method the particle is first given a half kick, then the
position of the particle is updated with the drift step, and finally another half kick is given
to the particle:

ẋ′ = ẋ0 +
1

2
a0∆t (3.9)

x1 = x0 + ẋ′∆t (3.10)

ẋ1 = ẋ′ +
1

2
a1∆t (3.11)

where a0 = −∇φ(x0) and a1 = −∇φ(x1), while the intermediate velocity ẋ′ serves only as
an auxiliary quantity. For more information on the leap-frog method and other methods
see Dehnen & Read (2011).

3.2 Collisional Systems

Although gravity is an important force in the Universe it is crucial to introduce the baryons
for studying galaxy formation and evolution processes. The baryons introduce important
properties such as feedback mechanisms, cooling, and heating, which are thought to influ-
ence the distribution of the baryons in galaxies. This Section reviews how baryons can be
simulated and Section 3.4 describes how the physics associated with the baryons such as
cooling and heating mechanisms and feedback mechanisms can be modelled.

3.2.1 Deriving the Fluid Equations

In contrast to dark matter, baryons are a highly collisional fluid. Here, the baryons are
treated as an astrophysical inviscid fluid whose distribution function is the solution f to
the collisional Boltzmann equation

df

dt
=
∂f

∂t
+ ẋ

∂f

∂x
−∇φ∂f

∂v
=

[
∂f

∂t

]
coll

. (3.12)

The left-hand side of the equation is exactly the same as already written in equation (3.1),
where the right-hand side of the equation accounts for changes to f by collisions. The
collisional term is zero for the collisionless particles such as dark matter and stars.
Observables are extracted from f by taking moments of the Boltzmann equation. The

density ρ, bulk velocity v, and specific internal energy of the fluid e at a position x and
time t are given by

ρ (x, t) ≡
∫
mf (x,u, t) du ,

v (x, t) ≡ 1

ρ

∫
umf (x,u, t) du ,

e (x, t) ≡ 1

ρ

∫
mũ2f (x,u, t) du , (3.13)

where ũ is the velocity of a given particle with respect to the bulk velocity of the fluid and
m is the mass of the particles sampling the distribution function.
Assuming the collisions to be elastic and the contributions from collisions involving more

than two particles is negligible, the distribution is well represented by the Maxwellian
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distribution

f (x,u, t) du = n (x, t)

[
m

2πkBT (x, t)

]3/2

exp

[
−m (u− v)2

2kBT (x, t)

]
du , (3.14)

and we get the usual formula for the specific energy of a monoatomic gas e = 3
2
kB
m T , at

temperature T and where kB is the Boltzmann constant1.
With some mathematical juggling we can recover from the moment equations (Eq. 3.13)

the continuity equations, which can be written in their conservative Lagrangian form as

∂ρ

∂t
+∇ · (ρu) = s1 , (3.15)

∂

∂t
(ρu) +∇ · (ρu⊗ u) +∇P = s2 , (3.16)

∂E

∂t
+∇ · (Eu + Pu) = s3 , (3.17)

where ρ, u, P , and E are the mass density, velocity, pressure, total energy per unit volume
of the flow, and ⊗ is the outer product, respectively. The total energy E is given by the
sum of the kinetic and internal energy of the fluid

E =
1

2
ρu · u + e . (3.18)

Each of the equations express different conservations laws, with the mass conservation in
equation (Eq. 3.15), momentum conservation in equation (Eq. 3.16), and energy conser-
vation (Eq. 3.17). Together this system forms the basic equations of fluid mechanics. The
terms on the right-hand side are the sink and source terms reflecting the loss or gain of
mass, momentum, and energy. In the absence of any sinks or sources, i.e. the source terms
are zero, the system of the three equations build a hyperbolic system of conservations laws
called the Euler equations.
This system is closed by the ideal gas equation of state which relates the pressure and

energy:
P = (γ − 1) ρe , (3.19)

where γ is the adiabatic index.
The Euler equations (i.e., no source or sinks) can be rewritten in their conservative form

as
∂U

dt
+∇ · F (U) = 0 , (3.20)

where U consists of the conserved quantities

U ≡ (ρ, ρu, E) (3.21)

and
F (U) ≡ (ρu, ρu⊗ u + P,Eu + Pu) . (3.22)

This parametrisation will become useful later on in Section 3.2.3 when discussing numerical
solutions of the Euler equations.
To couple the baryons with the dark matter and stars, the gravitational potential is

included in the momentum equation (Eq. 3.16) as a source term to build

∂

∂t
(ρu) +∇ · (ρu⊗ u) +∇P = −ρ∇φ = ρg , (3.23)

1kB = 1.38064852 × 10−23 m2 kg s−2 K−1.
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where g is the local gravitational acceleration.
Other terms accounting for additional physics can also be added to the Euler equations:

viscosity (building the Navier-Stokes equations), radiative transfer, magnetic fields, and
more. Additionally, new continuity equations can be derived to describe the flow of, for
instance, chemicals or photon packets. Section 3.5 will later focus on the addition of
photons to the fluid equations, used to study the coupling of photons with the interstellar
medium.

3.2.2 Different Approaches to solve the Fluid Equations

There is a huge range of different numerical methods for HD simulations used within
astrophysics. They can mostly be divided into three fundamental methods:

• Grid-based (or Eulerian) Method : The Euler equations (Eq. 3.20) are numerically
evolved on a discrete spacial mesh, where the differential operator is calculated using
a second-order finite difference approximation. The fluid quantities are then updated
at each point of the grid. To capture the large density ranges often found in galaxy
formation simulations or around shocks, an adaptive method is used which recur-
sively refines high density cells (See Section 3.3 for more information). The main
(cosmological) AMR codes today are Art (Kravtsov et al., 1997), Orion (Klein,
1999), Flash (Fryxell et al., 2000), ramses (Teyssier, 2002), and Enzo (O’Shea
et al., 2004).

• Smoothed Particle Hydrodynamics (SPH) (or Lagrangian) Method : Traces the fluid
elements, such as density and pressure, with particles. It is a Lagrangian scheme
as the geometry of the flow is closely followed by the particles. An average of a
particular quantity such as mass, energy, pressure, or density is calculated considering
the local neighbourhood within a smoothing length of each particle. Mathematically
this is done by a kernel function (see Dehnen (2001) for more information). The
most widely used examples of SPH codes are Gasoline (Wadsley et al., 2004) and
Gadget (Springel, 2005).

• Moving-Mesh Method : Replaces the smoothing kernel used in SPH codes with a grid
computed via Voronoi tesselation. The method tries to retain the high accuracy of
mesh-based HD methods for shocks while at the same time using the advantages of
Galilean-invariance and geometric flexibility of the SPH codes. Hence the principal
idea for achieving such a convergence is by allowing the mesh itself to move and
deform (see (Springel, 2010) for further detail). This has been implemented into
Arepo (Springel, 2011).

In theory all methods will give the same answer, provided they both solve the same
underlying equations. In practice, since most treatments of numerical fluid dynamics are
approximations that have different numerical error, each method has its own advantages
and disadvantages.
There are many reasons why the SPH approach is attractive. One reason is that it

closely related to N -body codes since both are particle based. The particles in an SPH
code naturally trace the flow of mass in high density regions and no adaptive refinement
is needed. In addition, the computational time is significantly reduced in low density
regions which allows more computational time available for high density regions. Also
by modelling gas flow with particles, one may track their evolution without specifically
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adding tracer particles to follow the gas flow as one would have to do with a grid based
code (and is implemented into ramses). Furthermore, grid based techniques experience
numerical diffusion caused by numerical errors in tracing the motion of structures across
the grid in bulk flows. AMR codes can also suffer from problems due to their inherent
non-Galilean-invariance, which can be reduced at the cost of extra resolution.
A number of comparison tests between SPH and grid based codes have been performed

in the last few years (e.g., Agertz et al., 2007; Khokhlov, 1998; Scannapieco, 2013). They
demonstrated that the main problem of SPH is that it is poor at capturing instabilities.
Agertz et al. (2007) demonstrate that for the situation where a dense flow moves past low-
density flows the low-density flow tends to be under-sampled as a result of the smoothing
kernel. This results in the inability to produce Kelvin-Helmholtz instabilities in such
situations. On a similar note, a dense sphere moving through a low-density wind does not
experience shredding from turbulence and survives much longer than expected from the
Kelvin-Helmholtz timescale. While these were idealised test cases this is still worrying for
various types of simulations such as for the study of accretion flows, outflows, ram pressure
stripping and so on. Furthermore, Mitchell et al. (2009) demonstrate that SPH particles
retain their entropy which causes artificial cusps to form in simulations of two gas clouds
colliding (as in the merger of galaxy clusters).
It is important to note that since Agertz et al. (2007), improvements in the SPH methods

have been made to address the problems pointed out in this paper (e.g., Price, 2008; Heß
& Springel, 2010; Junk et al., 2010; Abel, 2011; Murante et al., 2011; Read & Hayfield,
2012), although issues with numerical convergence remain (Zhu et al., 2015).
If subgrid physics such as feedback mechanisms are involved, even more discrepancy

can appear (Scannapieco et al., 2012). Subgrid physics, however, is an important topic
itself where a lot of discussions and improvements still have to be made. Current effort
is focused on implementing more realistic subgrid models (e.g., Agertz et al., 2013; Kimm
et al., 2015; Hopkins et al., 2011). Additionally, future computing power will also help in
resolving important physics used to calibrate and test the various subgrid models.
For the purpose of this thesis we will concentrate on Eulerian, grid-based techniques.

The subgrid models used for the simulations will be discussed in 3.4.

3.2.3 Discretising the Fluid to solve it on a Grid

In order to be able to solve the fluid equation (Eq. 3.20) numerically we discretise the
equations and with this the underlying fluid into individual chunks (grid cells) and compute
the continuity equations at each grid point by computing the partial differential equations
only with respect to the neighbouring grid cells. With U in equation (3.20) consisting
of conserved quantities such a problem is also called the Riemann Problem and naturally
arises due to the discreteness of the grid where for each grid cell an individual Riemann
Problem has to be solved.
More precisely, the Riemann problem for equation (3.20) is an initial value problem with

left and right initial data at the discontinuity. The solution to this Riemann problem is
made of three waves: rarefaction waves propagating towards the denser medium, a rapid
shock wave propagating towards the less dense medium, and a slow contact wave to the
least dense medium.
One can rewrite equation (3.20) into quasi-linear form as

∂U

∂t
+ J∇ ·U = 0 (3.24)
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Figure 3.2: Control volume of dimensions ∆x by ∆t is computational cell i marked in
green. New value Un+1

1 is given in terms of old value Un
i and intercell fluxes Fi−1/2 and

Fi+1/2.

where J is the Jacobian matrix J ≡ ∂F/∂U and the three eigenvalues are the characteristic
speed of each of the waves propagating within the system.
To solve equation (3.20) in the discretised form it is evaluated in the computational

cell i (marked in green in Figure 3.2 and at position xi) of dimension ∆x by ∆t. In
one-dimension this discretisation can be written as

Un+1
i = Un

i +
∆t

∆x

(
F
n+1/2
i+1/2 − F

n+1/2
i−1/2

)
(3.25)

where n corresponds to time index (n = t and n+1 = t+∆t). The notation Un
i means the

discrete value of U in the center of cell i (at position xi) at time tn. F
n+1/2
i+1/2 and F

n+1/2
i−1/2

are intercell fluxes evaluated at the cell interfaces.
Equation (3.25) is an explicit2 conservative formula that gives a time-centered marching

scheme in terms of the data Un
i , and the grid dimensions ∆x, ∆t, and the intercell fluxes

Fi+1/2 and Fi−1/2.

The procedure to find Un+1
i is as follows

1. First the most accurate left and right initial values (Un
i , U

n
i+1) have to be found

such that no spurious diffusion terms, or strongly oscillating solutions around the
discontinuity is introduced.

2. Once the good left and right initial values (Un
i , U

n
i+1) are found one is left with

finding a solution for the flux across the cell. This can be done in a way such that
the solution of the flux across the cell is completely defined by the fluxes at the
interface i− 1/2 (on position xi−1/2) and i+ 1/2 (on position xi+1/2).

3. Once the flux has been determined, all that is left to do is to put the solutions into
equation (3.25) to determine Un+1

i .

These three steps will now be briefly explained.
2 Note that in equation (3.25) the state of a system at later time is calculated from the state of the

system at the current time. Such a method is also called explicit method. There also exists another
approach to find a solution to the Riemann problem by solving an equation involving the current state
of the system at time t and the later one at time t + ∆t. Such an approach is called implicit method.
Implicit methods require an extra computation and can be much harder to implement. On the other hand
they do not diverge from an analytical solution regardless of the size of ∆t (although a smaller value will
give faster convergence), whereas explicit methods require ∆t to be small enough to be stable (hence are
conditionally stable.)
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Figure 3.3: Reconstruction (green) of the initial function (black) with a first (left), second
(middle), and third (right) order scheme.

(1) Finding good left and right values of U at the discontinuity

Several methods exist to determine the most accurate left and right initial values.
The first order Godunov method (Godunov 1956) takes the most intuitive approach and

uses only the left and right data (Un
i , U

n
i+1), from which the intercell flux is determined.

Because the Godunov method takes only the central value of the flux across the discon-
tinuity it is also called piecewise constant method (PCM). Although stable, the Godunov
method introduces a spurious diffusion term that prevents the method from producing
discontinuities.
Higher order solutions rely on a better representation of the left and right values rather

than only taking the central discretised values of U within each cell (see Figure 3.3 for a
representation). There are various ways to reconstruct the initial function from which the
left and right values are reconstructed, but generally the second order solution approxi-
mates the initial function with a linear function, hence called the piecewise linear method,
whereas the third order solutions approximates the initial function with a parabolic func-
tion (usually found via Spline-Interpolation), also called the piecewise parabolic method
(PPM); see Figure 3.3 for an illustration.
One problem of the PLM method is that it is non-monotoneous (i.e., a maximum can

become a minimum and vice versa) and this introduces solutions that oscillate around sharp
discontinuities. A solution to this problem has been introduced by Harten et al. 1983 which
is to limit the slope used for the interpolation between the left and right points in order
to preserve the monotonicity of the solution, also called the Total Variation Diminishing
(TVD) scheme. To do so, one defines

TV n =
∑
i

∣∣Un
i+1 −Un

i

∣∣ , (3.26)

and ensures that the condition
TV n+1 ≤ TV n (3.27)

is always verified. With ∆Ui = min (∆UL,∆UR), the MinMod, used for the results pre-
sented later, in one-dimension is

Uni+1/2,L = Uni +
∆Ui

2
, (3.28)

Uni−1/2,R = Uni −
∆Ui

2
(3.29)

and hence ensures that Uni+1/2,L ≤ Uni+1/2,R. An illustration of the two slope limiters is
shown in Figure 3.4.
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Figure 3.4: Illustration of the Total Variation Dimishing (TVD) method: left MinMod and
right MonCen. The reconstruction is shown in green and the piecwise constant function is
shown in black.

(2) Finding a solution for the flux across the cell

Having established the left and right initial values (Un
i , U

n
i+1) at the discontinuity one

is left with finding the flux F
n+1/2
i+1/2 = F(RP[Un

L,U
n
L]). Where UL and UR are the cell

centred values in the left and right cell, respectively.
A simple type of approximation to find the flux for the Riemann problem was proposed by

Harten et al. (1983), which makes a local linearisation of the Euler equation and calculates
the flux using the possible wave patterns in the exact solution that are represented by a
single wave pattern.
One such approximation is the Harten-Lax-von Leer (HLL) approximation that only

takes the two (out of four) fastest waves into account. Another flux approximation function
is the Global Lax-Friedrich (GLF) solver takes only the two fastest waves propagating in
two opposite directions, and finally the HLLC (HLL Contact) solver (Toro et al., 1993),
used for the results presented later on, that takes the same two waves as the HLL solver
but also incorporate the contact discontinuity into the wave pattern:

(FHLL)
n+1/2
i+1/2 =

λ+F (UL)− λ−F (UR) + λ+λ− (UR −UL)

λ+ − λ−
(3.30)

where UL and UR are the cell centred values in the left and right cell, respectively. Ad-
ditionally, λ+ = max

(
0, λmax

i , λmax
i+1

)
and λ− = min

(
0, λmin

i , λmin
i+1

)
are the maximum and

minimum eigenvalues of the Jacobian ∂F/∂U that, as already mentioned above, corre-
sponds to the wave speeds of the waves propagating within the system.
The resulting HLLC solver is as accurate and robust as an exact Riemann solver, but it

is simpler and computationally much more efficient than the latter.

(3) Determine Un+1
i

Once the flux has finally been determined all that is left to do is to put the solutions into
equation (3.25) to determine Un+1

i . And the calculation is finished.

All the equations above have been presented in their one-dimensional form. The three-
dimensional setup can, however, be reduced to three one-dimensional problems with the
unsplit method.
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3.3 ramses: A numerical N-body and HD code using
adaptive mesh refinement (AMR)

ramses (Raffinement Adaptatif de Maille Sans Effort Surhumain) is an N -body and HD
code written by Teyssier (2002) and used for all the simulations presented in this thesis.
It is written in Fortran 90, can be run in parallel across different computers using the
Message-Passing Interface (MPI), and has been tested on various different super-computer
architectures.
The code is able to simultaneously follow particles that are gravitationally coupled with

an inviscid fluid, where they are coupled by considering the total density field when solving
the Poisson equation to compute the gravitational potential and the force field. The code
is an Eulerian code and, hence, uses a grid to calculate the hydrodynamics whereas the N -
body solver is based on the PM-technique (see Section 3.1.1 and Section 3.2.3). In ramses,
the Euler equations are solved in their conservative forms which has the advantage that
energy is perfectly conserved and therefore the flow is not altered by some energy sinks.
The HD solver is a second-order unsplit Godunov scheme made for perfect gases. It used
the PLM method to reconstruct the initial function via linear interpolation between the
left and right points whereas either the MinMod or MonCen TVD scheme can be chosen.
Additionally, to find the intercell flux there exists the HLL, GLF, and HLLC solver (see
Section 3.2.3 for more detail). For the results presented in this Thesis the HLLC solver
and the MinMod scheme is used.
To have additional refinement at places with higher mass (or other criteria), the grid is

recursively refined adaptively where the data structure is based on a tree. Additionally, an
adaptive time-stepping scheme is implemented (see Section 3.3.2).
The ramses code has been tested for various physical problems (e.g., Booth et al., 2013;

Roškar et al., 2014; Dubois et al., 2014; Agertz & Kravtsov, 2015; Rosdahl et al., 2015;
Dubois et al., 2015a; Volonteri et al., 2016; Habouzit et al., 2016; Dubois et al., 2016). It has
proven to be extremely suitable for studying problems related to galaxy formation and their
dynamics as both dark matter, stars, and gas must be taken into account. Additionally,
many other physical processes such as heating and cooling (Section 3.4.1), star forma-
tion (Section 3.4.3), stellar feedback mechanisms (Section 3.4.4), magneto-hydrodynamics
((Fromang et al., 2006; Teyssier et al., 2006)), black hole physics (Section 3.4.5), as well
as radiative hydrodynamics (Section 3.6) have been implemented in the code.
From the wide range of stellar feedback mechanisms implemented into ramses over the

last few years (e.g., Dubois & Teyssier, 2008b; Agertz et al., 2013; Teyssier et al., 2013) the
one used for the simulations presented in this thesis will be summarised in Section 3.4.4.

3.3.1 Adaptive Mesh Refinement structure

The easiest way to solve the fluid equations on a grid is to use a uniform Eulerian grid.
Having a uniform grid everywhere however results in poor resolution for regions of high
density or is computationally too expensive because of high resolution everywhere. For
example, in galaxy scale simulations, the density variation between giant molecular clouds
(∼ 100 pc) and the interstellar medium (∼ 10 kpc) is several orders of magnitude. Hence,
it is preferable to have a constant mass resolution to place better resolution in denser
regions. As another example, simulations of supernovae, jets, or heat bubbles from black
holes propagating through the ISM may wish to resolve the shock boundary more highly
relative to the more uniform and un-shocked medium. Refining only in places of interest
leads to adaptive mesh refinement (AMR).
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Figure 3.5: 2D representation of the oct-tree structure of ramses. Each oct (here on Level
2) points to it’s mother cell (red arrow) and the neighbouring mother cells (blue arrows),
and to it’s children octs (green arrows).

The basic grid element in ramses is an oct, which is a grid composed of eight cells
(in three dimensions, four cells in 2D, and two in 1D). Each cell stores the gas properties
of density, momentum, internal energy and metallicity (plus any other passive scalar one
may wish), and is also used for calculating and storing the gravitational force. The whole
simulation box is one oct at Level 1 (l = 1), which is then homogeneously refined to a
minimum refinement level lmin. This uniform grid is called the coarse level and has a
resolution given by 2−lmin × boxlen, with boxlen being the length of the entire simulation
box. The grid is then allowed to refine by subdividing itself by a power-of-two where, at a
given level l, the cell has a spatial resolution of 2−l × boxlen. Eventually, the grid either
exceeds the resolution that is required by the refinement criterion, or reaches a maximum
refinement level lmax, giving the box a maximum effective resolution of 2lmax cells widths
per box width. If, on the other hand, a grid cell does not meet this refinement criterion
then it will be destroyed and the next coarser level is considered.
In ramses, the octs are stored in a tree-like structure, which allows the calculation of

the forces and the grid refinements level by level (see Figure 3.5 for a 2D representation
of the data structure). Each oct points to it’s mother cell (red arrow in Figure 3.5) of one
level lower, the neighbouring mother cells on each face of the oct (6 cells in 3D, and 2 cells
in 2D; blue arrows in Figure 3.5), and, if refinement is done, to the daughter octs (up to 8
octs in 3D, 4 octs in 2D, and 2 octs in 1D). The calculation of the HD equations is only
done on the leaf cells, which are the cells without daughters.
An important rule concerning the refinement is that ramses allows neighbouring cells

to only differ by one level across cell boundaries, i.e., l − 1 ≤ l′ ≤ l + 1, with l′ being the
level of the cell in question.

61



Chapter 3. Numerical Modeling of Galaxies

The criteria used to determine whether a particular grid cell should be refined depends
on the different applications. As already alluded in this Section, simulations of strong
shocks benefit from refinement based on pressure or density gradients, whereas for galaxy
simulations, or cosmological simulations, a refinement on mass is perfectly suitable. It is
also possible to refine on a passive scalar that traces certain flows of interest, for example
a jet emerging from a black hole at the center of a galaxy.
A widely used technique in computationally expensive simulations, notably astrophysical

numerical simulations, is to split a computational task across multiple processors, often
with independent system memory. This is done using the Message Passing Interface (MPI)
that splits the simulation volume into multiple domains, which is a volume of adjacent
grid cells and particles, as well as ghost regions surrounding the domain. After each
time-step, the code communicates changes in adjacent domains between processors. After
a number of user-specified time-steps, the domain decomposition is reshuffled for better
load-balancing. In ramses the location of these domains is determined using the Peano-
Hilbert curve (Peano, 1890; Hilbert 1891). The curve is specifically designed to link cells
such that each cell is adjacent to the next cell on the curve. The domains are split along
this curve such that each processor is given an equal number of grid cells. This process
is also known as load-balancing, whereas the ability of a code to optimally use multiple
processors is known as scaling. Processes that require significant communication between
CPU’s typically reduce the quality of the scaling. ramses scales reasonably well for galaxy
simulations, where there are multiple regions that only interact via gravity, whereas for
problems with a single point source, for example a jet, or a supernovae event, the initial
scaling can be poor.

3.3.2 Time-stepping Scheme

ramses uses the Courant condition to determine the mimimum time-step within the simu-
lation, which states that in a single time-step no information should move further than the
length of one cell. Since the information speed is the sound crossing time, this translates
to the constraint

∆t ≤ ∆x

cs
(3.31)

where ∆x is the cell width at a given level and cs is the sound speed.
To determine the time-step for an adaptive mesh, where on each level the Courant

conditions are satisfied, ramses proceeds as follows. First, a coarse time-step length
∆tlmin

is estimated via (the minimum of) Courant conditions in all lmin cells. Before the
coarse step is executed, the timestep of the higher levels are determined recursively: The
next finer level is told to execute the same time-step in two sub-steps and additionally
has to satisfy the Courant conditions for all the cells. It then asks its next finer level to
execute two timesteps with additionally satisfying the Courant condition. This continues
until the highest available level lmax, which contains no daughter octs. On this level, the
two substeps are finally executed, with step lengths ∆tlmax ≤ ∆tlmin

/2lmax−lmin . Once the
two sub-steps are executed, the lmax− 1 time-step is re-evaluated to be no longer than the
sum of the two sub-steps just executed at lmax, and then one lmax−1 step is executed. Then
it goes back to lmax to execute two steps, and so on. The sub-stepping continues further
in this fashion across the level hierarchy and ends with one time-step for the coarsest level
cells.
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Figure 3.6: Cooling rates as a function of temperature. Left: Contribution of the different
species in the primordial gas (Katz et al., 1996). At high temperatures the cooling process
is dominated by Bremsstrahlung. Different collisional processes contribute towards the net
cooling effect at intermediate temperatures. Below 104 K the gas can still cool with the
help of metal line and molecular cooling. Right: Effect of metal-line cooling on the cooling
function (Sutherland & Dopita, 1993). The metals can increase the cooling efficiency. At
certain temperatures a metallicity of only 10% increases the cooling efficiency by an order
of magnitude.

3.4 Sub-grid physics to study galaxy formation and
evolution

3.4.1 Radiative Cooling and Heating

The process of gas cooling and heating is a necessary and fundamental ingredient in galaxy
formation. As discussed above, gas falls into the potential wells of the dark matter halos
forming a hot gaseous halo. In order to form stars inside galaxies, the gas is required
to cool and to collapse into molecular clouds where the gas loses its pressure support via
radiative cooling.
With cooling and heating, the energy equation (Eq. 3.17) can be written as

∂E

∂t
+∇ · (Eu + Pu) =

ρ

mP
Γ︸ ︷︷ ︸

heating rate

−
(

ρ

mP

)2

Λ (ρ, T )︸ ︷︷ ︸
cooling rate

(3.32)

with the first term of the right hand side being the heating rate and the second term being
the cooling rate both in energy emitted per unit volume per unit time. Both terms depend
only on the gas density, temperature, and ionisation state. However, collisional ionisation
equilibrium (CIE) is usually assumed, which allows the ionisation state to be calculated as
functions of temperature and density only, and thus the ionisation state does not need to
be tracked in the code.
The left side (taken from Katz et al., 1996) of Figure 3.6 shows Λ (T ) for a gas consisting

only of hydrogen and helium and in absence of the UV radiation. It shows that at high
temperatures (T > 106 K), typically the temperature of a hot gas halo, the cooling process
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Figure 3.7: Heating/cooling rate colored by the net-cooling time used in ramses assuming
zero metallicity. Values below the solid correspond to cooling, whereas above the black
line, the gas is cooled.

is dominated by Bremsstrahlung (written free-free in Figure 3.6). At intermediate temper-
atures (T = 104− 106 K), different collisional processes contribute towards the net cooling
effect down to the temperature of T = 104 K. Below 104 K the gas can still cool with
help of metal line and molecular cooling that takes place in very dense molecular clouds,
and are, thus, very important for the formation of stars. Since metals and molecules have
more emission lines than hydrogen and helium, metal-enriched gas as well as molecular
gas provides a more efficient cooling than gas with a low metallicity. Dalgarno & McCray
(1972), Rosen & Bregman (1995) as well as Sutherland & Dopita (1993), also discuss the
effect of metal-line cooling on the cooling function. The right side of Figure 3.6 (taken
from Sutherland & Dopita, 1993), shows how the metals can increase the cooling efficiency
and that at certain temperatures a metallicity of only 10% increases the cooling efficiency
by an order of magnitude.
Assuming that the number density of each ion is roughly in equilibrium at each value of

total gas density ρ, temperature T , and metallicity Z, tabulated values of Λ (ρ, T, Z) can
be constructed where for a given (ρ, T, Z) the value of the cooling function can be found
by interpolating across the table. Such an approach is taken by ramses since it does not
require memory-intensive tracking of the chemistry of the gas. Various cooling models are
implemented into ramses but the one used in the simulations presented in this thesis use
the standard H and He cooling from Katz et al. (1996), with an additional contribution
from metals based on the Sutherland & Dopita (1993) model above 104 K. Below 104 K
ramses uses the rates of Rosen & Bregman (1995). The functions implemented cover a
wide grid of temperatures and metallicities using published atomic data and processes.
The UV background is included as a separate parameter in Λ where ramses employs the
model provided by Haardt & Madau (1996). Figure 3.7 shows such a cooling function
employed in ramses, where zero metallicity is assumed, and where the solid black line is
the pressure of the equilibrium gas, i.e., when

ρ

mP
Γ−

(
ρ

mP

)2

Λ (Teq)
!
= 0 . (3.33)

Hence, below the solid black line, the gas is heated, whereas, above the black line, the gas
is cooled.
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For a better understanding about the time it takes the gas to cool, one defines the ‘net
cooling time’ τnetcool

τnetcool ≡
ε

ε̇
=

ε

Λ (ρ, T )
∝ ρT

Λ (ρ, T )
, (3.34)

where the temperature of the gas is given by

T = ε
(γ − 1)mH

ρkB
µ , (3.35)

with γ the ratio of specific heat (γ = 5/3, for a monatomic gas), mH the proton mass, kB
the Boltzmann constant, and µ the mean molecular weight.
Assuming, to first order, that cooling is predominantly a process caused by collisions, we

find that Λ ∝ ρ2 which leads to τnetcool ∝ 1/ρ showing that, in general, high density gas
cools faster than low density gas.
Figure 3.7 shows the net cooling time for different densities, ρ, and pressures, P , employ-

ing the cooling functions Λ (ρ, T ) given by Sutherland & Dopita (1993) for temperatures
above 104 K and the cooling functions by Inutsuka & Koyama (2002) for temperatures
below 104 K. It shows that the first order assumption is valid for low pressures whereas for
higher pressures it is a bit more complicated.
The net cooling time is important for a better understanding of the three regimes of gas

cooling discussed in Section 3.4.1.

3.4.2 Polytropic Equation of State

The region of star formation and the impact of stellar feedback, as well as AGN depends
strongly on the distribution of the gas within the interstellar medium (ISM). In particular,
the multi-phase structure of the ISM represents an important ingredient that should not be
neglected in numerical studies of galaxy formation. However, cosmological simulations (but
partly also galaxy scale simulations) are unable to fully resolve the true spatial structure
of the ISM and, and are missing various phenomena, such as thermal instabilities, and
turbulence that give rise to the formation of the complex multi-phase structure of the
ISM. Since an exhaustive numerical description of the ISM is not feasible in a galaxy
context, there have been several attempts to include some of the relevant physics as a
sub-grid model that mimics detailed ISM simulations and observations.
The idea for this sub-grid multi-phase ISM model is that thermal energy injected by ran-

domly exploding supernovae acts as an ‘effective’ pressure, approximated by a polytropic
equation of state:

T = T0

(
ρ

ρ0

)κ−1

, (3.36)

where ρ0 is the star formation threshold density, T0 is the thermal equilibrium temperature
threshold, and κ is the polytropic index. Note that this index is not the same as the
adiabatic index γ of the underlying perfect gas (usually chosen to be equal to 5/3). The
effect of the effective pressure provided in the multiphase model is to stabilise the ISM
against gravitational collapse. Springel & Hernquist (2003) note that for κ > 4/3 the
effective pressure provides enough vertical thickening to stabilise gaseous discs against
rapid break up into clumps as a result of dynamical instabilities. In cases where the local
polytropic index would fall below 4/3 the gas would be unstable. This can be seen when
looking at the effect of the polytropic equation of state on the Jeans length and mass,
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that describe the equilibrium where the hydrostatic pressure sufficiently counteracts the
collapse under its own weight:

λJ = cs

√
π

Gρ
∝ cS√

ρ
∝
√
ρ

T
∝ ρκ/2−1 , (3.37)

MJ = ρλ3
J = c3

s

√
π3

G3ρ
∝ c3

s√
ρ
∝

√
T 3

ρ
∝ ρ3κ/2−2 , (3.38)

with

cs =

√
γ
kBT

µmH
. (3.39)

For κ = 4/3 the Jeans mass becomes independent of the gas density meaning that the
gas is unstable and collapses (constant Jeans mass). For κ = 2 the Jeans length becomes
independent of the density (constant Jeans length). Hence, κ is usually chosen between
4/3 and 2, where in the simulations presented later on a value of κ = 5/3 is chosen.

3.4.3 Star Formation

Galaxies contain stars and, hence, the creation and destruction of stars are a critical
ingredient if we want to understand the Universe around us. Stars form in the very dense
environment of molecular clouds in regions where the temperature is favourable for the
dense structures to be gravitationally bound. Generally, simulations of galaxies are unable
to capture the spatial, and density scales required to simulate star formation (SF) directly.
Instread sub-grid models for SF must be adopted that are constructed with the help of
observational constraints. It requires an analytic expression that converts a certain portion
of the gas in a grid cell into stars when certain criteria are met.
Indeed, such an expression is given by the Kennicutt relation (Eq. 2.18) that connects

the amount of newly formed stars to the amount of local gas. To find a local SF relation,
the surface densities in the Kennicutt relation are divided by its volume to get a Schmidt-
relation, where stars form at a rate proportional to some power of the density scaled by
an efficiency:

ρ̇∗ =

{
ερg/tff if ρ > ρ0

0 otherwise ,
(3.40)

with ε being a meassure of the SF efficiency and usually of order of a few percent (ε ∼
0.01− 0.02; Krumholz & Tan, 2007). Additionally, tff ∝ 1/

√
Gρ is the local free-fall time

and, hence, ρ̇ ∝ ρ/tff ∝ ρ1.5.
The density threshold ρ0 is, thus, used to constrain the places in which stars are able

to form. Applying such a criteria is absolutely necessary. SF is observed to be highly
clustered under essentially all conditions (Lada & Lada, 2003, and references therein)
and without a criteria such as the density threshold (for others see below), this is not
captured in simulations. Not only would the stars without a proper criteria form in the
wrong places, but it has also been shown that this would suppress the effects of stellar
feedback (Governato et al., 2010). Generally stars form in massive star clusters that allow
for overlapping SNe ‘bubbles’ that expand more efficiently than individual SNe remnants
(e.g., Keller et al., 2015). Additionally, the formation of stars within the massive stellar
clusters also concentrates feedback to act preferentially in the dense, star-forming gas, and,
hence, where it is needed to regulate SF.
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For simulations, the density threshold is typically set to be the Jeans mass MJ at the
highest level of refinement (with spatial resolution ∆x):

λJ = cs

√
π

Gρ0
, (3.41)

MJ = ρ0λ
3
J = c3

s

√
π3

G3ρ0
, (3.42)

where λJ is the Jeans length, G is the gravitational constant, ρ0 is the star formation
threshold, and cs is the sound speed given by

cs =

√
γ
kBT

µmH
. (3.43)

To choose an appropriate star formation threshold given by equation (3.41) the Jeans
length has to be determined. Truelove et al. (1997a) showed that because of the dis-
cretisation to solve the HD equations the gas can artificially fragment due to numerical
uncertainties. They showed that this artificial fragmentation can be avoided by ensuring
that ∆x ≤ λJ/4 and hence

λJ = Ncell∆x , (3.44)

with Ncell ≥ 4. Secondly, the temperature in equation (3.41) is usually chosen to be the
temperature floor in equation (3.36).
With a resolution of ∆x = 40 pc, Ncell = 4, and a temperature floor of T = 600 K, the

appropriate star formation threshold is ρ0 ∼ 10 H cm−3.
To reproduce the Schmidt-law in the simulation, the probability to form a star with

a stellar mass of m∗ = ρ0∆x3 with the average density of stars formed per unit time is
related to by equation (3.40) (see Rasera & Teyssier, 2006 for more detail). Once the star
is formed, it is decoupled from the gas as a star particle, which behaves as an N -body
particle tracing a continuous mass distribution of stars with a given initial mass function.
In Section 3.4.4 stellar feedback will be considered, and how supernovae events return mass,
momentum, and/or energy to the gas, and hence introduce complex feedback cycles in the
SF rate.
For completeness, note that the simple density threshold, although most often used, is

not the only possibility for a threshold to form stars. Other common requirements include
restricting star formation to gas that is below some temperature, or is Jeans unstable, or is
in convergent flows, or which has a short cooling time. Other studies have also considered
a molecular criterium, where they used some combination of density and metallicity to
estimate a sub-grid molecular gas fraction and restricted star formation to the ‘molecular’
gas (Robertson & Kravtsov, 2008; Kuhlen et al., 2012). And finally, Hopkins et al. (2013)
include a self-gravity criterion based on the local virial parameter, and the assumption
that self-gravitating gas collapses to high density in a single free-fall time.
In practice, the physical interpretation of these criteria depend both on the resolved

dynamical range of the simulation and on the mean properties of the galaxies being sim-
ulated. A deeper discussion of the different SF criteria is however not the topic of this
thesis.

3.4.4 Supernova Feedback

Both observations and simulations of galaxies show that galaxy evolution is highly affected
by how stars form, evolve, and die within the galaxy. The latter likely being the most
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important in this cycle, as an exploding supernova (SN) can have a significant influence on
the gas distribution within the galaxy and, thus, on how and where further star formation
occurs. Hence, SNe can influence the global properties of galaxies. The impact of SNe
(and other processes like AGN, see below) on galaxies is called feedback, and is believed
to be a very important driver of low-mass, dwarf galaxies (Dekel & Silk, 1986).
While the topic of this thesis did not focus on the impact of SN feedback, this Section

still gives a short summary about how SN feedback is implemented in simulations and
explains how it is modeled in ramses. This Section will mostly focus on the method used
for the results presented later on.
In order to create any model of SN feedback it is first necessary to understand the

population of SNe that exist in the Universe as well as the progenitor stars of these events.
Minkowski (1940) created the label ‘Type i’ and ‘Type ii’ to refer to SN without and
with hydrogen Balmer-lines in their light curves. Since then these classifications have been
further refined to create a different classes of SNe with different spectral features in their
light curves. For example, Wheeler & Harkness (1990) note that SN without hydrogen
lines but with strong silicon features are fairly common, and hence defined another class
(‘Type ia’), that are believed to be the result of thermonuclear explosions of white dwarf
stars. ‘Type ii’, on the other hand, are largely thought to be the result of core-collapse,
an event where the core of a massive star collapses into a neutron star or black hole
releasing a large quantity of gravitational energy into the rest of the star resulting in a
SN explosion (Woosley & Janka, 2005). While the internal mechanisms governing the
conversion of gravitational potential energy from a core collapse event in a massive star to
a SN blastwave is still subject to research it is clear that a massive star undergoing core
collapse will eject part of their envelope as stellar winds and is able to alter the shape of
the ISM. This is in contrast to Type ia SNe, whose progenitors are typically low-mass stars
that do not produce strong winds. The SN feedback recipes presented in this Section will
primarily focus on the modeling of Type ii SNe and is based on the assumption that a star
particle contains on average one Type ii SN with a lifetime of ∼ 10 Myr.
Once the supernova has escaped the stellar envelope, it evolves into a strong shock

that can be modelled simply as a Taylor-Sedov blastwave (Sedov, 1946, Taylor, 1950).
One method implemented in ramses, also referred to as kinetic feedback, deposits mass,
momentum, and energy of a pre-evolved Sedov-Taylor blast wave, onto the grid over 2-3
grid cells (Dubois & Teyssier, 2008b). The reason for such an approach is that, due to
limited resolution, the initial blast-wave-phase is poorly resolved. Hence, by pre-computing
the Sedov blast-wave in the given density field and placing it onto the grid around the star,
one succesfully attains an accurate picture of the early SN evolution. It has, however, been
shown, that this SN feedback implementation is not able to destroy large molecular clouds,
and is not efficient at regulating the remaining cold gas reservoirs (see Dubois et al., 2015b
for more detail).
An alternative method of SN feedback implemented in ramses, also called delayed-

cooling, is described in Teyssier et al. (2013) and corresponds to a maximally efficient
model for which 1051erg per 10 M� massive star is injected into non-thermal energy. To
prevent the supernova-heated gas from catastrophically cooling, and losing most of its
energy before it can expand into the ISM, cooling is locally turned off. They proposed
a simple formalism that is thought to capture the various non-thermal processes (i.e.,
radiative pressure, X-ray heating, turbulent and magnetic heating, cosmic ray heating
etc.). These non-thermal processes dissipate on a much longer time scale than that of the
thermal component, hence, energy is stored longer before being radiated away. To mimic
this process, the energy from the SN is released both into the thermal energy component,
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as well as into a passive scalar (p∆v = 0), that is passively advected with the flow. This
non-thermal energy decays on a timescale of tdiss, typically of order of ∼ 1 Myr depending
on the resolution (see below), and the gas cooling is locally turned off until the velocity
dispersion associated with the non-thermal energy component is larger than σNT, typically
∼ 50 km s−1 but also dependent on the resolution (see below). This approach is along
similar lines to Gerritsen & Icke (1997) as well as Stinson et al. (2006); Governato et al.
(2010); Agertz et al. (2011).

In the following, the choice of tdiss and σNT depending on resolution (following Appendix
A of Dubois et al., 2015b) is now discussed in more detail.
The time evolution of the non-thermal energy (eNT) is modelled using

ρ
DeNT

Dt
= Ėinj − ρ

eNT

tdiss
, (3.45)

where the first term on the right-hand side is the energy injection rate by SN explosions
given by

Ėinj = ρ̇∗ηSN1051erg/10M� , (3.46)

where massive stars release 1051 erg/10 M� in typeii SNe, and where the mass fraction of
massive stars is ηSN. The value for a Salpeter IMF is ηSN ≈ 0.1.
The second term on the right hand side of equation (3.45) is the decay rate due to the

dissipation of the energy by processes not captured within the simulation (due to resolution
or physics not included) such as turbulence, radiative pressure, cosmic rays, to name a few.
At equilibrium and, by imposing a Schmidt law (i.e., Eq. 3.40), one gets

eNT

ρ
= ηSNε∗

1051erg

10M�
· tdiss

tff
, (3.47)

and with the corresponding non-thermal velocity dispersion defined as eNT = 1/2ρσ2
NT we

finally arrive at

σ2
NT = 2ηNTε∗

1051erg

10M�
· tdiss

tff
. (3.48)

Note that the above is a sub-grid model, and, hence, this model mimics the transfer of in-
jected energy from unresolved small scales, with high gas densities, to resolved large-scales,
with lower densities. If the non-thermal energy injection were explicitly resolved, it would
dissipate on its own timescale, that depends on the underlying dissipation mechanism, such
as radiative losses for cosmic rays (Enßlin et al., 2007) or turbulent dissipation.
Assuming, now, a model for unresolved turbulence, the dissipation timescale is the tur-

bulent crossing-time over a few resolution elements:

tdiss ≈ λJ/σNT (3.49)

where the length of the blast wave that can travel without any radiative losses is the Jeans
length λJ = Ncell∆x with Ncell ≥ 4 (see also Section 3.4.3). Equation (3.48) becomes

σNT =

(
2ηNTε∗

1051erg

10M�
· λJ

tff

)1/3

. (3.50)
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Imposing that the gas free-fall time is that at the threshold of star formation (i.e.,
tff =

√
3π/32Gρ0) one finds

σNT =

(
2ηNTε∗

1051erg

10M�
Ncell∆x

)1/3(
32Gρ0

3π

)1/6

, (3.51)

≈ 48
(ηNT

0.1

)1/3
×
( ε∗

0.01

)1/3
×
(
Ncell∆x

4× 10 pc

)1/3

(3.52)

×
( n0

200 cm−3

)1/6
km s−1 , (3.53)

with n0 being the number density threshold for SF (ρ0 = n0mH , and n0 = nH,0/XH , with
mH = 1.6733× 10−24 g and XH = 0.76).
The dissipation time-scale is also fully determined by the choice of ηSN, ε∗, ∆x, and n0:

tdiss ≈ 0.82
(ηNT

0.1

)−1/3
×
( ε∗

0.01

)−1/3
×
(
Ncell∆x

4× 10 pc

)2/3

(3.54)( n0

200 cm−3

)−1/6
Myr . (3.55)

Therefore, depending on the resolution of the simulation and the chosen parameters ηSN,
ε∗, ∆x, and n0, one ensures that the energy deposited by the SN propagates without any
radiative loss up to a chosen number of cells (Ncell∆x) since the cooling is turned off up
to that distance.

These SN feedback models are, however, still very crude. Various improvements with
more physically motivated assumptions have been made over the past few years. For
instance, Agertz et al. (2013) and Kimm et al. (2015) propose an approach that imparts
the correct amount of momentum by the explosions. Hopkins et al. (2011) additionally
include the steady input of energy from stellar winds and radiation from bright stars and
find that their simulated global star formation efficiencies are consistent with the observed
Kennicutt-Schmidt relation. Note that, it is still unclear which feedback process dominates
the evolution of galaxies, and how they interact with the gas content and influence star
formation.

3.4.5 Black Hole Feedback

None of the simulations presented in this thesis have been performed using a sub-grid
model for black-hole (BH) feedback. Since a motivation for the studies in this thesis is
to improve our understanding of how quasar-driven winds are powered by the complex
coupling of photons with the gas in order to improve current sub-grid models for large-
scale (cosmological) simulations it is of benefit to know in more detail what exactly one
wants to improve. Therefore, I will revise in this Section how BH feedback is implemented
in ramses and briefly compare it to other implementations in order to better understand
the weakness’ of the models. More detailed discussion can be found in Dubois et al. (2012a,
2015b)
Once the BH formation site is identified the BH is placed close to the center of the galaxy

with an initial seed mass of ∼ 104-105 M�.
The BH in the center of the galaxy then evolves with the galaxy and accretes mass at a

rate estimated with a modified Bondi formula (Hoyle & Lyttleton, 1939; Bondi & Hoyle,
1944; Bondi, 1952), which takes into account the self-gravity of the gas, and limited by
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the Eddington accretion rate. The motion of the BH is calculated with a direct N -body
solver.
In ramses, AGN feedback can be modelled as a combination of two different modes, the

so-called radio mode operating at low accretion rate (i.e., when χ ≡ ṀBH/ṀEdd < 0.01)
and the quasar mode operating otherwise at high accretion rate (i.e, when χ > 0.01); see
Section 2.4 for a theoretical motivation.
The quasar mode is modeled with an isotropic injection of thermal energy into the gas

within a sphere of radius ∆x, and an energy deposition rate of

ĖAGN = εcεrṀaccc
2 , (3.56)

where εr ∼ 0.1 is the mass-to-radiation conversion efficiency, εc is a free parameter ac-
counting for the HD coupling efficiency with a value between 0.05 (e.g., Springel et al.,
2005b; Wurster & Thacker, 2013) and 0.15 (e.g., Booth & Schaye, 2009; Teyssier et al.,
2011; Dubois et al., 2012a), and Ṁacc is the mass accreted since the last feedback event,
and c is the speed of light. Typically the free parameter εc is tuned by hand to reproduce
global observations, for instance the BH-mass to Bulge-mass relation, BH mass to galaxy
velocity dispersion relation, and BH density in our local Universe (see Dubois et al., 2012a
for a detailed discussion).
At low accretion rates onto the BH the radio mode is modelled to deposit the AGN

feedback energy given in equation (3.56) into a bipolar outflow with a jet velocity of around
104 km s−1 into a cylinder with a cross-section of radius ∆x and height 2∆x following the
implementation by Omma et al. (2004).

As already alluded at the beginning of this Section the implementation does not come
without caveats that I attempted to understand better during my thesis.
Firstly, with the radio mode implementation above the jet has the same density as the

ambient gas within the disc and is over-dense with respect to the gaseous halo gas (thus is
also called a heavy jet). Such a jet generally propagates ballistically because of momentum
balance, and creates almost no cocoon, hence misses backflows, and thermalises only a
small part of its kinetic power. A light jet (under-dense with respect to the ambient
gas), in contrast propagates much more slowly according to the momentum balance at the
jet head and generates a prominent backflow with a wide and low-density cocoon (e.g.,
Sutherland & Bicknell, 2007). Most of the radio sources observed at a redshift z ∼ 1
correspond to light-jets (see Section 2.4 for detailed discussion) that the implementation
discussed above most likely fails to reproduce. The biggest difference between the heavy
and light jet models is on the interaction between the jet and the galaxy that cosmological
simulations are not able to resolve anyways. A more detailed discussion of a possible effect
of such an interaction is given in Chapter 4.
Secondly, the free parameter used to tune global observations and used to model the

quasar mode feedback hides in reality complex physics about how radiation emitted from
a thin accretion disc surrounding the BH effectively couples to the surrounding ISM and
eventually drives a large-scale wind. The efficiency of the coupling on the other hand
depends on various physical properties e.g., optical depth around the black hole, porosity
of the multiphase gas, luminosity of the black hole to name a few. A deeper investigation
about the coupling between the radiation and the gas using radiation-hydrodynamical
(RHD) simulations will be presented in Chapter 5. In such RHD simulations, the emission,
absorption, as well as propagation of photons and their interaction with the gas is self-
consistently followed. Such detailed RHD simulations in turn should help to improve our
understanding of how the quasar radiation effectively couples to the gas, in particular via
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the coupling of infrared (IR) radiation to dust, how powerful quasar winds are eventually
driven, and how the subgrid model presented above can be improved.
Furthermore, the implementations discussed are not only implemented into ramses but

also in other codes, albeit the implementations vary slightly between the different codes.
They have been tested in cosmological simulations (e.g., Di Matteo et al., 2005; Sijacki
et al., 2007; Di Matteo et al., 2008; Booth & Schaye, 2009) as well as on smaller galaxy
scales (e.g., Proga et al., 2000; Nayakshin & Zubovas, 2012; Novak et al., 2012b; Wagner
et al., 2012; Gabor & Bournaud, 2014). These simulations showed the importance of a
strong feedback suppressing star formation in order to match the observed high-mass tail
of the galaxy mass function (see Section 2.3.3 for a detailed discussion).
However, while the use of a strong feedback model is very attractive, it still has to be

investigated whether the efficiencies used as well as implementations are really a good
representation of what is happening in the Universe.
In order to investigate the coupling of photon energy to the gas, radiation has to be

modelled with the radiation-hydrodynamical (RHD) equations (described in Section 3.5).
The emission of photons from the AGN is modelled using a spectrum of radiation from the
central SMBH where for each photon band modelled the corresponding photon energies
are injected into the grid cells.
Knowing the frequency distribution of energy J(ν) for the radiative black hole the average

photon energies within each band are evaluated by

εi =

∫ νi1
νi0

J(ν)dν∫ νi1
νi0

J(ν)/hνdν
(3.57)

where h is the Planck constant, and (νi0, νi1) the frequency interval for the photon band
i.
The frequency distribution of an average quasar in the Universe is given by Sazonov

et al. (2004), calculated using published AGN composite spectra in the optical, and X-
rays, while also considering the cosmic X-ray background and the contribution of AGN to
infrared wavelengths, and the estimated local mass density of SMBHs. Figure 3.8 shows
the broad-band spectrum of the average quasar adopted by Sazonov et al. (2004) for an
obscured quasar. Once the emission from the quasar is known the propagation of photons
and their interaction with the gas via the dust is self-consistently modelled with the RHD
equations. How the propagation of photons can be simulated is described in the next
Section.

3.5 Radiation-Hydrodynamics (RHD)

To simulate how radiation couples to the gas, in particular how the IR radiation couples
with the dust, radiative hydrodynamical (RHD) simulations are used where the emis-
sion, absorption, and propagation of photons and their interaction with the gas is self-
consistently followed (see Chapter 5). The following Section will revise how the propa-
gation of photons can be simulated while the methods used for the simulations presented
later on. The Chapter will summarise the methods explained in detail in Rosdahl et al.
(2013); Rosdahl & Teyssier (2015a).

3.5.1 The Radiation-Hydrodynamics equations

With the specific intensity of the radiation, Iν (x,n, t), at the location x and time t one
can write the energy of photons with frequency over the range dν around ν propagating
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Figure 3.8: Energy spectrum of an average quasar adopted by Sazonov et al. (2004) for an
obscured quasar used to calculate the effect of quasar feedback on their surrounding.

through the area dA in a solid angle dΩ around the direction n as∫
Iν dν dΩ dAdt . (3.58)

The equation of radiative transfer (RT) that describes the change in Iν as a function of
propagation, absorption, and emission can then be written as

1

c

∂Iν
∂t

+ n · ∇Iν = −κνIν + ην , (3.59)

(e.g., Mihalas & Weibel Mihalas, 1984), where c is the speed of light, κν is the gas absorp-
tion, and ην is the source function.
There are two main challenges involved in implementing radiative transfer and coupling

it to hydrodynamics. The first is the number of dimensions: Three spatial, two angular,
frequency, and time. In comparison, the Euler equations of hydrodynamics involve ‘only’
four dimensions, space and time. The second challenge is the time-stepping scale which
is, because of the Courant condition, inversly proportional to the speed of propagation,
that is typically a thousand times shorter for RT than for HD. Because of these challenges
approximations have to be made.
The different approaches to solve the RT (and also RHD) equations can be placed in two

general categories, ray-based schemes and moment methods:

• Ray-based schemes: Make the assumption that the radiation field is dominated
by sources. This leads to the local intensity of radiation Iν to only be a function of
the optical depth τ along rays from each source. Hence, once the radiation intensity
at each point is known, the rates of photoionisation, heating, and cooling can be
calculated and then the transport of photons through the gas can be determined.

Typically, ray-based schemes assume infinite light speed meaning that the rays are
cast from the source and arrive at their destination instantaneously although some
codes (e.g., Pawlik & Schaye, 2008; Petkova & Springel, 2011; Wise & Abel, 2011)
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also allow for finite light speed, that adds to the complexity, memory requirement,
and computational load. The problem with the infinite light speed is that it might
overestimate the ionisation fronts speed in under-dense regions (see Rosdahl et al.,
2013 first for more detail).

Another disadvantage of ray-traced methods is that they suffer from an increased
computational load with the number of sources. Additionally, they also fail to model
correctly the multi-scattering of IR photons, something that was of particular interest
when looking at how efficiently radiation couples to the gas (see Chapter 5).

• Moment-based methods: The basic idea is to reduce the angular dimensions by
taking angular moments of the RT equation (Eq. 3.59). This can be thought of as
changing from a beam description to that of a field or a fluid, where the individual
beams are now replaced at a given volume in space with a collective ‘bulk’ direction
that represents an average of all the photons crossing this space. The simplifications
of this approach is that the angular dimensions are now eliminated from the problem,
and the equations take a form of conservation laws, like the Euler equations of HD.
Because of this the radiative transfer equations can be naturally coupled to the
HD equations and can be solved with the same numerical methods as described in
Section 3.2.3.

However, the simplification of reducing the angular dimensions also leads to the main
drawback of the approach, which is that the directionality of the propagation of the
photons is largely lost and the radiation becomes diffusive. This is generally a good
description of the optically thick limit, where the radiation scatters a lot anyways,
but not in the optically thin regime where the radiation is free-streaming.

Futhermore, the difference between the characteristic timescale of HD and the pho-
tons pose another challenge. As described in Section 3.3.2 moments methods based
on an time-centred marching scheme have to follow a Courant stability condition that
basically limits the radiation (or gas) from crossing more than one volume element in
one time-step. But whereas the sound speed of the gas is of order ∼ 10-1000 km s−1,
the speed-of-light is larger by at least two orders of magnitude. This either requires
performing many sub-timesteps to simulate a light crossing time, or, as discusses
later, artificially reducing the speed of light.

Additionally to reducing the angular dimensions, the frequency range is also reduced.
With the multigroup approximation, the frequency range is split into a handful of
bins (i.e., five photon groups) and the moment equations of radiative transfer are
then solved separately for each group.

3.5.2 Moments of the RT equation

The zeroth and first angular moment of the RT equation (Eq. 3.59) are

1

c

∂

∂t

∮
IνdΩ +∇

∮
nIνdΩ = −κν

∮
IνdΩ + ην

∮
dΩ , (3.60)

1

c

∂

∂t

∮
nIνdΩ +∇

∮
n⊗ nIνdΩ = −κν

∮
nIνdΩ , (3.61)

where ⊗ denotes the outer product and where isotropic absorption and emission is assumed.
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These moments equations contain the first three moments of the specific intensity, cor-
responding to the radiation energy density E (erg cm−3), the radiation flux F (erg cm−2

s−1), and the radiation pressure tensor3 P (erg cm−3):

Eν (x, t) =
1

c

∫
4π
Iν (x,n, t) dΩ , (3.62)

Fν (x, t) =

∫
4π
Iν (x,n, t)n dΩ , (3.63)

Pν (x, t) =
1

c

∫
4π
Iν (x,n, t)n⊗ n dΩ . (3.64)

Substituting these definitions (Eq. 3.62-3.64) into equation 3.60 and equation 3.61 yields
the moment equations of radiation energy and flux (see Mihalas & Weibel Mihalas, 1984
for more information)

∂Eν
∂t

+∇ · Fν = Sν − κνcEν , (3.65)

1

c

∂Fν
∂t

+ c∇ · Pν = −κνFν . (3.66)

Here, Sν is a scalar, isotropic, source function and an integral of the emissivity over all solid
angles. With this the angular dimensions have been suppressed from the RT equations and
now instead describe an average directionality of flow.
One can now make a multigroup approximation where the frequency range is split into

a handful of bins, or photon groups, and the equation (3.65) and equation (3.66) are
solved separately for each group, that should be in principle be denoted by photon group
subscripts, i.e. Ei, Fi, Pi, Si. Additionally the gas opacity κν becomes for equation (3.65)
the radiation energy mean opacity κE,i, and for equation (3.66) the flux weighted mean
opacity κF,i. For the sake of clarity, those subscripts are omitted unless required.
Similar to the Euler equations in HD the moment equation (3.65) and equation (3.66)

need some meaningful and physical closure for the pressure tensor to solve the equations
(see Section 3.5.4 for more detail). But first the RT equations have to be connected with
the HD equations.

3.5.3 The RHD equations

The system of RHD equations consists of the Euler equations (Eq. 3.20), the equation of
state for the gas (Eq. 3.19) that closes the HD equations, and the RT equations (Eq. 3.59)
where the hydrodynamics and radiative transfer couples through the thermochemistry, Λ,
and the internal energy and momentum exchange between the gas and the radiation field.
Therefore the solving of thermochemistry involves not only updating the temperature but
also the local radiation field via emission and absorption and preferably also the non-
equilibrium ionisation state of the gas; something that has been neglected so far.
To account for the transfer of energy and momentum between radiation and gas the HD

equations have additionally to be modified. In HD the fluid energy equation describes the
evolution of the gas energy density (see Eq. 3.18):

Egas =
1

2
ρu · u + e , (3.67)

3Not be confused with the actual radiation pressure on gas.
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where here the label gas is added to the energy density for clarification. The fluid energy
equation can be written as

∂Egas

∂t
+∇ · (u (Egas + P )) = ρg · v + Λ , (3.68)

where u and P are the gas velocity and pressure, g is the local gravitational acceleration,
and Λ is the radiative cooling/heating term via thermochemical processes.
The fluid momentum equation can be written as

∂

∂t
(ρu) +∇ · (ρu⊗ u) +∇P = ρg +

κRρ

c
F . (3.69)

The last term on the RHS is a new term to the source term that describes the radiation
momentum absorbed by the gas. Note that here one assumes κF ≈ κR, where the latter
is the Rosseland mean. This is a valid approximation when the fluid-radiation system is
close to local thermal equilibirum and the optical depth is large.
For completeness, note that the opacities are computed in the co-moving frame whereas

the fluid equations are defined in the laboratory frame. The equations above therefore
ignore Doppler effects of these relative motions. The appropriate inclusion of these terms
are described in Rosdahl & Teyssier 2015.

3.5.4 Closing the Moment Equations

If one uses both moments equation (Eq. 3.65) and equation (Eq. 3.66) to describe the
propagation of the photons, a closure must be provided in the form of the radiative pressure
tensor P, that can be expressed in terms of the Eddington tensor D, defined by

P = DE , (3.70)

where P is symmetric by definition.
Note, that if only the zeroth order moment (Eq. 3.65) is taken there is no pressure tensor

term in the equations. The closure is then performed on the radiation flux, F.
There have been three different closure methods proposed in the literature. The first

method only takes the zeroth order of the moment equations into account whereas the two
other use different approaches in expressing the Eddington tensor:

• Flux limited diffusion (FLD): is the simplest form of moment-based RT imple-
mentation as it only takes the zeroth order moment radiative energy conservation
equation (3.65) that build an elliptic set of conservation laws. The closure is provided
in the form of a local diffusion relation, where the photons essentially just follow the
energy gradient, i.e. the radiation flux F is set equal to the gradient of E.

With the FLD method the photons are very diffusive, which is an appropriate ap-
proximation in the optically thick limit (see Krumholz et al., 2007; Commerçon et al.,
2011).

• Optically thin variable tensor formalism (OTVET): Composes the radiative
field, and hence the Eddington tensor D, on-the-fly at every point in space from all
the radiative sources in the simulation. It assumes that the medium between source
and destination is transparent, thus optically thin. By using the radiation sources
to close the moment equations and compute flux direction, the computational load
scales with the number of sources, which basically negates the main advantage of
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moment-based RT. However, given a reasonable number of sources and by neglecting
the in-between gas cells (by assuming optically thin gas in-between) this calculation
is computationally feasible (see Gnedin & Abel, 2001 and Petkova & Springel, 2011
for more detail). Finlator et al. (2009) take this approach further and include in
the calculation the optical thickness between the source and the destination, which
makes, however, the implementation additionally slow, albeit accurate.

• M1 Eddington closure: takes the ansatz that the specific intensity is composed
of an isotropic and a highly directed term (Levermore, 1984a) where the Eddington
tensor can be written as

D =
1− χ

2
I︸ ︷︷ ︸

isotropic term

+
3χ− 1

2
n⊗ n︸ ︷︷ ︸

directional term

, (3.71)

where χ is the Eddington factor that is left to be determined. Note, that χ has
to be between 1/3 and 1, where the lower limit corresponds to completely diffusive
radiation and the upper limit to completely directional radiation. The M1 model
(see also Dubroca & Feugeas, 1999) proposes

χ =
3 + 4f2

5 + 2
√

4− 3f2
, (3.72)

where f is the reduced flux, defined by

f =
|f |
cE

, (3.73)

which recovers the proper asymptotic limits of the purely directional and purely dif-
fusion regime. Intermediate values of f represent a linear combination of directional
and diffusive local radiation.

Because of this linear combination, the M1 closure can establish and retain general
directionality of photon flows, and additionally can (unlike the FLD method) to
some degree model shadows behind opaque obstacles. The big advantage of the M1
closure is that it is purely local and thus requires no information that lies outside
the cell4 (unlike the OTVET approximation). Additionally, it makes the system of
RT equations locally form a hyperbolic system of conservation laws (ignoring source
terms) that are mathematically well understood and for which various numerical
methods, also employed to solve HD, exist (see for instance Toro et al., 1994 for
detailed discussion).

Improvements to the above M1 model have been proposed where the specific intensity
is not only composed into one isotropic and one directional term but also into one
additional, mildly anisotropic, term (e.g., Novak et al., 2012a) This allows for an
even smoother interpolation between the optically thick and thin limit.

3.6 Ramses-RT: An RHD extension to ramses to model
propagation of photons

ramses-rt is a radiation-hydrodynamical (RHD) extension to ramses that self-consistently
adds the propagation of photons and their on-the-fly interaction with hydrogen and helium

4This is because we expressed the Eddington tensor only in terms of the variables E and F.
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via photoionisation, heating, and momentum transfer, as well as their interaction with dust
particles via momentum transfer. The implementation is fully described in Rosdahl et al.
(2013) and Rosdahl & Teyssier (2015a). Because I have used this extension to study the
coupling between the photons emitted from an AGN with the gas I will summarise it in
this Subsection.

ramses-rt solves the radiation advection equations (Eq. 3.65 and Eq. 3.66) using the
M1 closure for the Eddington tensor, first introduced by Levermore (1984a). It additionally
makes the distinction between the IR photon groups and all other, higher-energy, groups.
The IR photons cover the energy range of dust emission and are assumed to be in LTE with
the dust particles and exchange energy (or momentum) via absorption and re-emission.
The other groups that span energies above the dust emission can be absorbed by the dust,
as well as by hydrogen and helium via photoionisation, where the dust-absorbed energy is
re-emitted at lower (IR) energies. Because of their behaviour the IR radiation can also be
seen as ‘multi-scattering’ whereas the other photons are ‘single-scattered’.
For the non-IR photons, the moment RT equations, following from the radiation advec-

tion equations (Eq. 3.65 and Eq. 3.66) can be written as

∂Ei
∂t

+∇ · Fi = −
Hi,Hei,Heii∑

j

njσijcEi + Ėi − κiρcEi , (3.74)

∂Fi
∂t

+ c2∇ · Pi = −
Hi Hei,Heii∑

j

njσijcFi − κiρcFi , (3.75)

Pi = DiEi . (3.76)

We sum over the photo-absorbing hydrogen and helium species (Hi, Hei, Heii) and Ei is
the photon energy density, Fi the radiation flux, P is a photon pressure tensor, and D is
the Eddington tensor, given by the M1 closure. Additionally, the absorption coefficients,
κi have been broken into the corresponding terms, njσij , where σij is the ionisation cross
section (cm2) between photon group i and ion species j, and which is zero for non-ionising
photons (i.e., optical photons). Ė is the rate of emission from point sources (AGN, stars)
and hydrogen/helium recombinations.
The dust-absorbed energy is re-emitted into the IR photon-group, for which the RT

equations are

∂EIR

∂t
+∇ · FIR = ĖIR +

other groups∑
i

κiρcEi , (3.77)

∂FIR

∂t
+ c2∇ · PIR = −κRρcFIR , (3.78)

Pi = DiEi . (3.79)

The difference to the previous equations (Eq. 3.74 - Eq. 3.76) is that firstly there are
no photoionisation/recombination terms, as these photons are below the ionising energies
and secondly the dust absorption terms that were negative in the previous equations now
become positive because of the dust re-emission into the IR group.
In fact there is a lot of complex (dust) physics involved within the calculation of the opac-

ities, which broadly speaking depend on temperature, the dust content and composition,
and the shape of the radiation spectrum. The general implementation into ramses-rt
considers constant values for the photon opacities. I have however implemented a slightly
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improved version where dust sublimation above a cutoff temperature is included. Updating
the opacities to more complex forms is left to future work.
The RT moment equations (Eq. 3.74 - Eq. 3.76 and Eq. 3.77 - Eq. 3.78) are solved after

the HD step with an operator splitting approach that involves decomposing the equations
into four steps that are executed in sequence over the same time-step ∆t:

1. Photon transport step: propagates the photons in space. This corresponds to
solving the conservative equations (Eq. 3.74 - Eq. 3.76 and Eq. 3.77 - Eq. 3.78) by
setting the right hand side to zero. With the M1 closure the resulting system of RT
form locally a hyperbolic system of conservative laws and can therefore be integrated
using a classical Godunov scheme. For the simulations involving radiation trapping
the GLF Riemann solver is used5. For more information about the procedure see
Section 3.2.3 where a similar approach for solving the HD equations is used.

2. Photon injection step: injects radiation from stellar, AGN, or other radiative
sources into the grid. This corresponds to the Ėi term in equation (3.74) and equa-
tion (3.77).

3. Thermochemistry step: updates the radiation energy density and gas temperature
via other terms of absorption, emission, heating and cooling. This is where the
photons and the gas couple. In this step not only the photon densities and fluxes
evolve but also the ionisation state and temperature of the gas.

After the update of temperature in Step (3) and IR energy in Step (4), the 10% thermo-
chemistry rule is applied where if either T or EIR (or both) are changed by more than 10%
from the original value, the entire thermochemistry plus IR-dust temperature coupling
sub-step is repeated with half the time-step length. For more information about the full
implementation see Rosdahl & Teyssier (2015a).
Additionally, a sub-grid scheme to account for the trapping of IR photons in regions

where the mean free path is smaller than the grid spacing is implemented in ramses-rt.
This scheme recovers the proper asymptotic limit in the radiation diffusion regime (see
Rosdahl et al. 2015 for a detailed discussion).
Although all seems to be solved, there is one additional challenge regarding the coupling

of the RT and HD equations. First note, that with the chosen approach the fluxes and
energy densities are updated explicitly. On a similar note the gas properties are also
updated by an explicit step. An explicit advection solver is constrained by the Courant
condition, that states that no information should move further than the length of one cell in
a single time-step. This leads to a severe problem as the radiation fluid travels at the speed
of light whereas the relativistic gas travels at least two if not three orders of magnitude
slower. The significantly different timescales in HD and RT lead to the fact that for every
hydrodynamical time-step, one would need to perform 100 - 1000 RT times-steps, which
makes it computationally very challenging to couple the RT with the HD. For the moment
equations of RT, there are two known solutions to this problem: (i) The use of an implicit
method and (ii) use the reduced speed of light approximation (RSLA) used in ramses-rt
(see also Gnedin & Abel, 2001; Rosdahl et al., 2013). This approach relaxes the Courant
condition by changing the speed of light to a reduced light speed c̃� c which leads to the
RT timestep being much longer and more comparable with the HD timestep. The rationale
for the RSLA is that as long as the radiation travels faster than the ionisation fronts, the

5A HLL Riemann solver is also implemented in ramses-rt but this one is not compatible with the
radiation trapping scheme.
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results of RHD simulations are more or less converged with respect to the (reduced) speed
of light.
However, there is another problem with using the reduced speed of light approxima-

tion that starts to become apparent when one is interested in the amount of momentum
transferred from the radiation to the gas which is, in case of high luminosity and opacity,
mainly driven by the IR radiation. IR radiation is not photo-ionising, and hence it is not
a priori obvious whether a reduced speed of light produces converging results, especially
when IR trapping becomes important. In fact, our simulations suggest that the reduced
speed of light indeed does influence the amount of momentum transferred to the gas and
hence an additional criteria has to be applied when using IR radiation in combination with
the RSLA (see Section 5.2).
The implementation of the RSLA consist of simply exchanging the true speed of light

c with the reduced speed of light c̃, in all, the discretised RT equations and expressions
introduced in this Chapter, except equation 3.69.
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4External pressure-triggering of star formation
Feedback from active galactic nuclei (AGN) has become a generally invoked process in
galaxy formation and evolution. It can act on different scales ranging from feedback on
the interstellar medium (ISM) of the galaxy to feedback on the circumgalactic gas and (for
clusters of galaxies) the intra-cluster medium.
Especially for the large scales, there are observations of cavities in the hot X-ray gas

(e.g., McNamara & Nulsen, 2007, 2012) that can be used as a proxy to the jet power by
linking their volume to the environmental pressure. Since these cavities are found to be
filled with radio-emitting jet plasma, this is a robust approach that probably presents the
strongest evidence showing that, on these scales, feedback may be sufficient to offset the
gas cooling and explain the lack of strong cooling flows in clusters of galaxies.
On galactic scales, however, the role of AGN feedback is still not fully understood. While

there are detailed observations available showing interaction of the AGN with interstellar
gas, both for jets and winds, it is unclear what their actual importance on the evolution of
the host galaxy is and how they affect the star formation within the galaxy. The wealth
of different conflicting observations (see Section 2.4.5) illustrates how complex the picture
is and how it possibly depends on the underlying structure of the ISM.
From a theoretical point of view, AGN feedback is thought to be responsible for a number

of observations, the most prominent being the possible ability of AGN feedback to suppress
or quench star formation in massive galaxies, and, thus, helping to shape the evolution of
these galaxies. AGN also provide a possible explanation between the correlation of the
central black hole masses with the bulge mass or velocity dispersion.
Semi-analytic models (e.g., Bower et al., 2006; Croton et al., 2006) showed that intro-

ducing AGN feedback can bring massive galaxies in agreement with observations. This is
also found in cosmological hydrodynamical simulations that include AGN feedback (e.g.,
Di Matteo et al., 2005; Dubois et al., 2012a; Vogelsberger et al., 2014; Dubois et al., 2014;
Khandai et al., 2015a; Schaye et al., 2015). Hence, negative AGN feedback has, over the
past few years, grown into a widely accepted mechanism that influences the evolutionary
history of massive, luminous galaxies.
It should be noted that these simulations do not make a distinction between the interation

with the gas and feedback at galaxy or intracluster scales. Feedback at large scales is not
necessarily the same as on galaxy scales as it involves almost exclusively the interaction of
the AGN with a hot and low density gas. On galaxy scales, on the other hand, feedback
occurs in the ISM that has densities that vary over several orders of magnitudes, as well
as a fractal, cloudy, and turbulent structure. For most simulations, these dense structures
are well below the resolution limit, and, hence, the multi-phase structure of the ISM can
only be treated with simple sub-grid prescriptions.
Hence, even though the model of AGN feedback excerting negative feedback on its sur-

rounding is largely successful and attractive, it is important to recall that the underlying
feedback process is, not yet, well understood.
High resolution, galaxy scale hydrodynamical simulations of jet-driven feedback (e.g.,

Wagner et al., 2012; Gaibler et al., 2012), but also radiative feedback using radiation
hydrodynamics including a clumpy interstellar medium (e.g., Ciotti & Ostriker, 2007, 2012;
Novak et al., 2012a; Bieri et al., 2016a), have only recently become feasible. These studies
include an adequate treatment of the ISM necessary to investigate the dependence of AGN
feedback on jet/radiation power and the properties of the ISM. They have shown that the
multi-phase ISM is a crucial ingredient to study the effect of AGN feedback as it determines
whether AGN feedback is negative and positive. Generally, negative feedback from AGN
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Figure 4.1: Stellar massstar formation rate relation at 1.5 < z < 2.5. The solid black line
indicates the main sequence (MS) for star-forming galaxies at z ∼ 2 defined by Daddi et
al. (2007), while the dotted and dashed lines mark the location 10 and 4 times above the
MS (along the SFR axis), respectively. Figure is taken from Rodighiero et al. (2011).

jets is more efficient with small cloud sizes (Wagner et al., 2012, 2016). On the other hand,
conditions for AGN jet-triggered positive feedback may be optimal in galaxies with larger
clouds, e.g. high-redshift and gas-rich galaxies (Gaibler et al., 2012). Gaibler et al. (2012)
simulated a powerful AGN jet within a massive gaseous, clumpy disc and showed that the
jet activity causes a significant enhancement of star formation rate (SFR) that is due to
the formation of a bow shock and compression of the galactic disc.
While these simulations resolved the jet interaction with the ISM, and the expansion

of the blast wave realistically, they were unable to examine long-term effects since they
were lacking necessary physics for these time-scales, most notably gravity. Since it is com-
putationally time-consuming to run three-dimensional jet simulations, with the necessary
physics, to study the efficiency of positive feedback over at least one dynamical time of
the galaxy, it is instructive to investigate the isolated effect of over-pressurisation of a disc
on its own. For this, Bieri et al. (2015) (see Section 4.2) and Bieri et al. (2016b) (see
Section 4.3) performed three dimensional hydrodynamical simulations of gas-rich and gas-
poor discs embedded in a hot, over-pressurised halo and followed the evolution of the disc
up to ∼ 400 Myr. The simulations include self-gravity of the gas and model the evolution
of the SFR. Due to the over-pressure, the disc fragments faster, leading to a larger number
of clumps compared to control runs in which the disc is in pressure equilibrium with the
halo.
Moreover, pressure-regulated star formation has been argued (e.g., Silk, 2013; Silk &

Norman, 2009) to be able to control the global star formation rate as a function of the
cold gas content in the star-forming galaxies. It has been shown that it naturally accounts
for the Kennicutt-Schmidt relation in both nearby and distant galaxies. Simulations by
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Figure 4.2: Pressure slices through z = 0 at t = 13 Myr, showing log p normalised to the
ambient pressure. One can see that the bow shock starst to enclose the entire galaxy, and
pressurises the ISM of the galaxy from the outside. Figure is taken from Gaibler et al.
(2012).

Benincasa et al. (2016) confirm this picture. The inclusion of AGN-induced pressure, by
jets and/or winds, has been proposed by Silk (2013), Bieri et al. (2015), and Bieri et al.
(2016b) as a possible explanation of the remarkably high star formation rates recently found
in the high redshift Universe (e.g., Drouart et al., 2014; Piconcelli et al., 2015; Rodighiero
et al., 2015) (see Figure 4.1).

This Chapter will focus on the investigation of AGN-induced, pressure triggered, star
formation and examine under which conditions it induces star formation. Because it relies
on the pressurisation of the galaxy, Section 4.1 will first summarise why an AGN jet is
thought to pressurise the galaxy. Section 4.2 (extracted from Bieri et al., 2015), and
Section 4.3 (extracted from Bieri et al., 2016b) will examine possible consequences of the
pressure-triggered star formation.

4.1 Jet Propagation

Launched from the accretion disc around the BH a jet propagates through an ISM that is
generally much denser than the jet plasma (for an explanation see Section 2.4). Because
the jet is underdense with respect to the ambient gas, its forward thrust is too low for
ballistic motion and it propagates much more slowly according to the momentum balance.
The propagation speed of the jet termination point, the hotspot, becomes much smaller
than the bulk speed of the jet beam and a prominent backflow with a wide and low-density
cocoon develops (Sutherland & Bicknell, 2007). Since the jet plasma is shocked at the
hotspot, the jet thermalises its kinetic energy (e.g., Zanni et al., 2005; O’Neill et al., 2005).
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The thermalisation is more efficient with stronger density contrast, and, thus, its exact
location depends on the ISM density structure in the nuclear region. These sources have
overpressured cocoons (Begelman & Cioffi, 1989), that can compress clouds surrounded
by the cocoon. The slow propagation of the terminal shock but high cocoon sound speed
allows the high pressure to spread and roughly equalise throughout the cocoon. The
efficient thermalisation produces a blastwave originating from this region. Only once the
blastwaves created at the two thermalisation points break out of the ISM (vertically for
a disc shaped ISM), the driving cocoon pressure vents out to the circumgalactic medium
causing the blastwave to weaken and the radio source can propagate to larger scales. Since
the jet outside the disc is still much more underdense compared to the circumgalactic
medium the bow shock expands laterally and eventually encloses the entire galaxy, and
pressurised the ISM of the galaxy from the outside (see Figure 4.2). If the X-ray emission
of the ambient gas is strong enough, such as in groups or clusters at low redshift, the low
density cocoon causes a deficit (i.e., wide cavity) in the X-rays (Zanni et al., 2003).
There are two crucial ingredients in the jet propagation: the multi-phase ISM, and the

underdense nature of the jet:

1. A clumpy and fractal structure of ISM is found in observations and is also gener-
ally expected within a supernova-regulated multi-phase medium (McKee & Ostriker,
1977). The densities of the ISM span over many orders of magnitude, although the
filling factors of dense gas are usually considerably below unity. Studies of the jet
interacting with a multi-phase ISM started with Sutherland & Bicknell (2007) and
continued with subsequent studies (Gaibler et al., 2011; Wagner & Bicknell, 2011;
Wagner et al., 2012) that found a qualitatively different evolution (as described above)
from jets in a smooth ambient medium.

2. The studies cited above focus on the effect of powerful jets which generally fall
into the FR II class (Fanaroff & Riley, 1974). A complete sample of these sources
(z < 1) by Mullin et al. (2008) shows them to have wide cocoons (low lobe axial
ratios Rax in their paper) and hence they would correspond to underdense jets. The
complementary X-ray view of galaxies with jet feedback shows wide X-ray cavities
filled with radio cocoon plasma (e.g., McNamara & Nulsen, 2007; Rafferty et al.,
2006), emphasising again the underdense nature of jets with respect to the ambient
gas.

An additional consideration regarding the jet density, albeit more indirect, is that
the jet powers for FR II radio sources require low jet densities (Saxton et al., 2002)
because their jet beam speeds are mildly relativistic even on the kpc scale (Mullin &
Hardcastle, 2009).

The low densities with respect to the ambient gas is a cricital point, because the important
mechanism of feedback is the thermalisation of the mechanical jet power, which transforms
a highly anisotropic property (momentum of the bi-polar, collimated jet) into an isotropic
one (thermal pressure).
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Abstract

In massive galaxies, the currently favored method for quenching star formation is
via Active Galactic Nuclei (AGN) feedback, which ejects gas from the galaxy using a
central supermassive black hole. At high redshifts however, explanation of the huge
rates of star formation often found in galaxies containing AGN may require a more
vigorous mode of star formation than attainable by simply enriching the gas content
of galaxies in the usual gravitationally-driven mode that is associated with the nearby
Universe. Using idealized hydrodynamical simulations, we show that AGN-pressure-
driven star formation potentially provides the positive feedback that may be required
to generate the accelerated star formation rates observed in the distant Universe.

galaxies: formation — galaxies: active — methods: numerical

4.2.1 Introduction

The remarkable universality of the Schmidt-Kennicutt star formation relation, ranging
from global fits to star-forming galaxies in the nearby Universe (Kennicutt, 1998b), local
fits to star-forming complexes within galaxies (Kennicutt et al., 2007), and to star-forming
galaxies to z ∼ 2, (Genzel et al., 2010b) inspires considerable confidence in the theory
of gravitational instability-driven star formation in galactic disks (Krumholz et al., 2012).
There are exceptions, most notably in molecular complexes with anomalously low star
formation rates (Rathborne et al., 2014), but simple and plausible additions to the usual
density threshold criterion for star formation, most notably by incorporating turbulence,
may go far towards resolving these issues, as demonstrated both theoretically (for a review
see Kritsuk et al., 2011) and phenomenologically in well resolved examples such as NGC
253 (Leroy et al., 2015).
In the high redshift Universe, the accumulation of recent data on remarkably high star

formation rates poses a fascinating challenge, (e.g. Drouart et al., 2014; Piconcelli et al.,
2015; Rodighiero et al., 2015). Is it simply a question of turning up the gas fraction or is
a new mechanism at work for inducing more efficient star formation?
In this Letter, we reinforce the case for the latter, more radical view by simulating the

evolution of a fully self-consistent, gas-rich star-forming disk galaxy that is subject to the
overpressuring influence of a vigorous outburst from its central Active Galactic Nuclei
(AGN). Star formation is a complex interplay between gas supply, multiphase interstellar
medium (ISM), cloud collapse, and gas ejection from the disk. We will consider two cases,
corresponding to gas-poor (gas fraction 10%) and gas-rich (gas fraction 50%) systems at
z ∼ 2.
The case for inducing star formation via AGN activity has been made analytically (Silk &

Norman, 2009) and in simulations (Gaibler et al., 2012; Ishibashi & Fabian, 2012; Wagner
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et al., 2012; Zubovas et al., 2013a) with varying degrees of astrophysical reality. The den-
sities in the ISM of high redshift clumpy galaxies are high compared to the densities of the
jet. The important mechanism of jet feedback is thus the thermalization of the mechanical
jet power, which transforms the highly anisotropic momentum of the bi-polar, collimated
jet into a nearly isotropic thermal pressure. As shown in simulations by Sutherland & Bick-
nell (2007), the jet initially pressurises the disc through a central high pressure bubble;
later, the entire galaxy is surrounded by a medium with enhanced pressure. Gaibler et al.
(2012) simulated a powerful AGN jet within a massive gaseous, clumpy disc and showed
that the jet activity causes a significant enhancement of star formation rate (SFR) that is
due to the formation of a bow shock resulting in the compression of the galactic disc. Gen-
erally, the simulations demonstrate that whether the AGN activity is jet or wind-induced
is irrelevant: after a few kpc, both inputs are indistinguishable.
Furthermore, negative and positive feedback are not necessarily contradictory (Silk, 2013;

Zubovas et al., 2013a,b; Zinn et al., 2013) and AGN activity may both quench and induce
star formation in different parts of the host galaxy and on different time-scales. A possible
observational evidence of both positive and negative feedback is discussed in Cresci et al.
(2015b). The outflow observed removes gas from the host galaxy (negative feedback) but
also triggers star formation by outflow-induced pressure (positive feedback).
Hitherto, however, star formation in the multiphase ISM has not been followed in ade-

quate detail because of the lack of numerical resolution. For the first time, we study the
effects of pressurization of the disc by performing simulations in which we fully include
self-gravity of the multiphase ISM and thereby trace the evolution of the star formation
rate (SFR) as well as that of the gas content of the system. Because the effects of feedback
on a clumpy media by a wind and by a jet are indistiguishable, pressurization of the disk
in the simulation is induced in a general way.

4.2.2 Simulation Set-up

To study the effect of an external pressure on a galaxy, we have performed four isolated disc
galaxy simulations with two different initial gas fractions of 10% (hereafter, gasLow) and
50% (hereafter, gasHigh). We allow the galaxies, of one-tenth the total mass of the Milky
Way, to initially adiabatically relax to an equilibrium configuration (with a reasonable
disc thickness) over the rotation time of the disc at its half-mass radius. After this first
relaxation phase, we turn on the external pressure, gas cooling, star formation, and also
feedback from supernovae (SNe), as will be described below.
In the initial conditions, the dark matter (DM) particles are sampled with an NFW (Navarro

et al., 1997) density profile and a concentration parameter of c = 10 using the method in-
troduced by Springel & Hernquist (2005). For the DM particles, the virial velocity is set to
be v200 = 70 km s−1, which corresponds to a virial radius of R200 ≈ 96 kpc and a virial mass
ofM200 ≈ 1.1×1011 M�. We use 106 DM particles with a mass resolution of 1.21×105 M�
to sample the DM halo. The stellar disc with total stellar mass of M∗ ≈ 8.1× 109 M� for
the gasLow simulation and M∗ ≈ 4.6 × 109 M� for the gasHigh simulation was initially
sampled with 5.625× 105 particles of which 6.25× 104 were used to sample the bulge. The
stellar particles are distributed in an exponential disc with a scale length of 3.44 kpc and
scale height 0.2 kpc, and a spherical, non rotating bulge with a Hernquist (1990) profile of
scale radius 0.2 kpc. The scale length of the disc explores the two regimes of star formation
in a Toomre stable and Toomre unstable disc, respectively, in order to show that extra
pressure boosts the star formation not only in already star forming galaxies, but can also
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trigger the star formation in discs that are initially stable against gravitational collapse
(Martig et al., 2009).
The simulations are run with the ramses adaptive mesh refinement code (Teyssier,

2002). The box size is 655 kpc with a coarse level of 7, and a maximum level of 14
corresponding to a maximum resolution of ∆x = 40 pc. The refinement is triggered with
a quasi-Lagrangian criterion: if the gas mass within a cell is larger than 8 × 107 M� or if
more than 8 dark matter particles are within the cell a new refinement level is triggered.
After relaxation, the origin of time was reset to zero and the base simulations were

run further in time with an enhanced and uniform pressure outside the disc (pressure
simulations) for another ≈ 0.42 Gyr. As mentioned in Sect. 4.2.1 above, the important
mechanism of the feedback is the thermalization of the mechanical jet power transforming
a highly anistotropic property (momentum of the collimated jet) into a nearly isotropic
one (thermal pressure). Additionally, the bow shock in the simulation of Gaibler et al.
(2012) pressurizes the outer disc only a few Myr after pressurizing the inner disc. We
therefore consider the academic case of a disc galaxy on which external pressure is applied
continuously (starting at a reference time), throughout the galaxy, in a spherical geometry.
The effects of isotropy and the geometry of the enhancement is deferred to a future work
(Bieri et al., 2016b). The assumption of a uniform positive pressure outside the galaxy is
an approximation to the pressurisation seen in Gaibler et al. (2012). However, it allows us
to study the effect of an enhanced pressure outside the galaxy in an isolated and controlled
way.
To mimic a large-scale AGN jet that carries mass down to the disc, a pressure enhance-

ment is applied starting at t = 0 for a value of 3Pmax (hereafter pa3) outside the sphere
of radius r1 = 12 kpc, where the transition between the two regimes is smoothed. Pmax

is the maximum radially averaged pressure in the disk at t = 0 (reached in the central
few cells), with Pmax ' 9.8 × 10−13 Pa for the gasLow simulation and ' 4.7 × 10−12 Pa
for the gasHigh simulation set. The pressures expected can be estimated with some back-
of-the-envelope calculations and relations derived by Krause (2003). Given that the jet
density is low compared to the high density ISM, we can assume, to first order, a constant
background density. Assuming further that the jet delivers a constant amount of energy
to their cocoons, the expansion of the cocoon goes as

r = (15Pjet/12πρ0) t3/5, (4.1)

where Pjet is the jet power, r the radius at which one measures the pressure and t the
time of measurement. By assuming that the injected jet power (E = Pjett) is injected
over the volume of a spherical blast wave, we get a rough estimate of the pressure. With
Pjet = 1044 erg s−1 and ρ0 = 1Hcm−3 we get an estimate of P ' 5 ∗ 10−11 Pa. This is in
agreement with the simulation by Gaibler et al. (2012), which shows that the bow shock
that pressurizes the gaseous disc has a pressure of P ' 8× 10−11 Pa.
Sub-grid models for cooling Sutherland & Dopita (1993) and star formation, as well as

SN feedback, were used in the simulations. Gas is turned into star particles in dense cold
regions of gas density ngas > n0 = 14 H cm−3 by drawing a probability from the Schmidt
law ρ̇∗ = 0.01ρgas/tff to form a star with a stellar mass of m∗ = n0∆x3 ' 2 × 104 M�
(Rasera & Teyssier, 2006). The gas pressure and density are evolved using the Euler
equations, with an equation of state for a mono-atomic gas with γ = 5/3. In order to
prevent catastrophic and artificial collapse of the self-gravitating gas, we use a polytropic
equation of state T = T0(ngas/n0)κ−1 to artificially enhance the gas temperature in high
gas density regions (ngas > n0). Here κ = 2 is the polytropic index, and T0 = 270 K,
chosen to resolve the Jeans length with minimum 4 cells (Dubois & Teyssier, 2008a). We
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Figure 4.3: Gas density maps (mass-weighted) for the gasLow simulations, for no pressure
enhancement (top), and for a pressure enhancement of a factor 3 (bottom), with time
evolving from left to right. The galaxies are shown both face-on (upper portion of panels)
and edge-on (bottom portion of panels).

account for the mass and energy release from type II SNe. The energy injection, which
is purely thermal, corresponds to ESN = ηSN (m∗/M�) 1050 erg, where ηSN = 0.2 is the
mass fraction of stars going into SNe. We also return an amount ηSN m∗ back into the
gas for each SN explosion which occurs 10Myr after the birth of the star particle. To
avoid excessive cooling of the gas due to our inability to capture the different phases of the
SN bubble expansion, we used the delayed cooling approach introduced by Teyssier et al.
(2013).

4.2.3 Results

4.2.3.1 Disc fragmentation and star formation history

The application of external pressure at t = 0 leads to fragmentation of the gaseous galaxy
discs, i.e. accelerated clump formation. This can be seen in Fig. 4.3 for the gasLow and in
Fig. 4.4 for the gasHigh simulations. However, the gasHigh case shows more gas between
clumps in the enhanced pressure run, as well as more gas ejection from the disk.
Since the star formation recipe depends on the local gas density, we expect an enhanced

star formation when more clumps are formed (gas gets more concentrated), assuming
that the clumps have sufficient mass. Therefore, if external pressure leads to increased
fragmentation and hence increased clump formation, we expect the star formation to be
positively enhanced when external pressure is applied on the galaxy.
Fig. 4.13 shows the SFR as a function of time. One can see that generally the SFR

is larger when external pressure is applied. In the gasLow simulations, the SFR starts
rising almost immediately and gradually after the pressure is applied. In the absence of
external pressure, the star formation is at a modest rate (∼ 0.1 M� yr−1). This value is
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Figure 4.4: Same as in Fig. 4.3 for the gasHigh simulations.
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center for the gasLow (left), and gasHigh (right) simulations.

only reached at late times (after 300 Myr) once the gas has sufficiently collapsed to reach
the star formation gas density threshold.

On the other hand, in the gasHigh simulations, star formation sets in at earlier times,
even without any forcing by external pressure. This different behavior is related to differ-
ences in the Toomre (1964) Q parameter in the galaxies of the two simulations, such that
the gaseous disc is stable in the gasLow case (〈Q〉 = 3.29 > 1 measured at t = 0), but
unstable in the gasHigh case (〈Q〉 = 0.72 < 1). This demonstrates that the fragmentation
of the disc can be driven by the forcing of an external pressure, even though the disc is
initially Toomre stable. As we will see later, this is due to the pressure-driven mass inflow
which acts as an enhancement of the disc self-gravity and makes the disc more unstable.
For the gasHigh simulations, the rise in SFR is, however, significantly faster when external
pressure is applied. At later times, the SFR flattens after ∼ 80 Myr maintaining this rate
for the remainder of the simulation. In contrast, for the no pressure simulation the SFR
keeps rising with time.

This picture is confirmed when looking at the density probability function (PDF) of the
gas, which we defer to a future article (Bieri et al., 2016b). In summary, one can see that
increasing the external pressure allows one to reach higher gas densities faster. For the
gasHigh galaxy, the non-pressure simulation catches up with the over-pressure simulations
after a time delay, similar to the SFR behaviour. For the gasLow galaxy, the non-pressure
simulation never attains the densities reached by the pressure enhancement simulations.
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4.2.3.2 Mass Flow Rate

The star formation rate is sensitive to both the mass flux and to the clump mass distribu-
tion. We measure the gas mass flux through a sphere of radius 16 kpc as

Ṁ =

∮
ρv · r̂ dS =

∑
i∈shell

mi vi · r̂i
S

V
, (4.2)

where i denotes the index of a cell within a shell of surface S and volume V . In all
simulations with enhanced pressure, an incoming pressure-driven mass inflow is created
at the beginning of the simulation and is followed by a short mass outflow (seen in the
edge-on view of the galaxies in Figs. 4.3 and 4.4) , after which it oscillates around zero for
the remaining of the simulation (top panels of Fig. 4.16). In the early adjustment phase,
the external pressure drives the ambient gas towards the disc, compressing the clouds, and
eventually expelling the gas. This is to be expected from the way we set up the pressure, as
the pressure wave coming into the galaxy carries momentum causing the galaxy to expel
more gas when compared with the non-pressurized case where the mass outflow rate is
close to zero.
The bottom panels of Fig. 4.16 shows that the cumulative mass flow remains negative

for the gasLow pressurized simulation, indicating a greater mass inflow than outflow for
this simulation, while the cumulative mass flow is close to zero for the non-pressurized
simulations. The mass inflow in the pressurized simulation enhances the mass of the
galaxy and makes the disc more unstable leading to more clump formation and, hence,
to an enhanced SFR. For the gasHigh simulations, the difference in the cumulative mass
flow is small over the whole simulation time, demonstrating that the two galaxies have the
same amount of gas to form stars. However, the greater initial gas inflow in the gasHigh
pressure simulation causes more instability at the beginning. This instability allows the
galaxy to reach higher gas densities faster, leading to an enhanced SFR.

4.2.4 Conclusions

We show that a toy model for AGN-induced overpressurization leads to enhanced star
formation in disk galaxies. The effects are dramatic at early times, regardless of the initial
gas fraction of the galaxy, although the high gas fraction galaxy, which is Toomre unstable,
experiences a very early rapid burst of star formation, followed by more moderate SFR that
remains above the SFR in the non-pressurized case. However, even in the Toomre stable
low gas fraction galaxy, external pressure can enforce fragmentation and star formation,
albeit on a longer time scale.
One reason for the increased star formation in pressurized galaxies is early pressure-driven

mass inflow from the halo and outer disc, on a 10 Myr time-scale (Fig. 4.16), especially on
the low gas fraction galaxy. This gas inflow feeds cloud/clump growth in the inner parts
of the galaxy and eventually leads to enhanced star formation (Fig. 4.13). This can also
be seen in the gas density PDF of the simulations: higher gas densities are reached faster,
generating a larger star formation rate. The effects of infall are more dramatic for the high
gas fraction galaxy, where the disc is more unstable. (Fig. 4.4). The mass inflow due to the
pressurization of the disc acts as an effective enhancement of the disc self-gravity, which
in turn makes the disc more unstable. We have confirmed this with a detailed analysis of
the Toomre parameter, gas density PDF, and clump properties, which we defer to a more
future study (Bieri et al., 2016b).
One expects that gas-rich star-forming galaxies should have gravitationally-driven star

formation rates of the order of 100 M�yr−1, simply by scaling the gas surface density, and
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maintaining a similar efficiency. Indeed, observations at z ∼ 2 confirm this trend. The
more exotic cases of very high (∼ 1000 M�yr−1) star formation rates are more typically
found at higher redshift and almost invariably have associated luminous AGN. While any
connection is speculative, and indeed the very direction of possible causality is vigorously
debated, our simple tests of the effects of AGN-induced pressure, due to wind-driven or
jet-initiated bow shocks that overpressurize the entire inner gaseous disk, suggest that
strongly enhanced star formation rates are readily achievable.
Similar SFR enhancements are found from increased pressure in the initial stages of

ram pressure harassment, although gas loss dominates the long term behavior (Fujita &
Nagashima, 1999; Abadi et al., 1999; Bekki, 2014). Here, however, the gas is retained, and
the star formation rate enhancement is far more pronounced.
The assumptions made in setting up our simulations will have to be checked in future

studies. First of all, we are examining different geometries for the external pressure (Bieri
et al., 2016b). Also, the assumption of a uniform pressure outside the disc applied in an
isotropic way should be tested in a future study. The resulting evolution of the galaxy will
certainly also depend on the mass and type of galaxy simulated. Nevertheless, we believe
that the idea of external pressure triggering star formation within the galaxy should be
robust to these details.
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Abstract

Feedback from active galactic nuclei (AGN) has often been invoked both in simu-
lations and in interpreting observations for regulating star formation and quenching
cooling flows in massive galaxies. AGN activity can, however, also over-pressurise the
dense star-forming regions of galaxies and thus enhance star formation, leading to a
positive feedback effect. To understand this pressurisation better, we investigate the
effect of an ambient external pressure on gas fragmentation and triggering of star-
burst activity by means of hydrodynamical simulations. We find that moderate levels
of over-pressurisation of the galaxy boost the global star formation rate of the galaxy
by an order of magnitude, turn stable discs unstable, and lead to significant fragmen-
tation of the gas content of the galaxy, similar to what is observed in high redshift
galaxies.

galaxies: formation — galaxies: active — methods: numerical

4.3.1 Introduction

Supermassive black holes are found at the centers of most, if not all, massive galaxies (e.g.,
Magorrian et al., 1998; Hu, 2008; Kormendy et al., 2011). Throughout cosmic history, they
are thought to play an important role in regulating the baryonic mass content of massive
galaxies through feedback from Active Galactic Nuclei (AGN) by releasing a fraction of the
rest-mass accreted energy back into the galactic gas and altering the star formation rate
(SFR) in the galaxy.
AGN can exert either negative or positive feedback on their surroundings. The former

describes cases where the AGN inhibits star formation by heating and dispersing the gas
in the galaxy, while the latter describes the possibility that an AGN may trigger star
formation. Negative AGN feedback can operate in quasar-mode from radiation at high
accretion rates, or radio-mode from AGN jets at predominantly low accretion rates (Chu-
razov et al., 2005; Russell et al., 2013a). It is still unclear how efficiently AGN feedback
delivers energy (through heating, e.g., Silk & Rees, 1998) and momentum (through physi-
cal pushing, King, 2003) to the galaxy’s gas and what mode of feedback dominates. Both
semi-analytical (e.g., Croton et al., 2006; Bower et al., 2006) and hydrodynamical cosmo-
logical simulations (e.g., Di Matteo et al., 2005, 2008; Sijacki et al., 2007; Booth & Schaye,
2009; Dubois et al., 2010a) have shown that negative AGN feedback is an important in-
gredient in the formation and evolution of massive galaxies, in particular in shaping the
observed high-end tail of the galaxy mass function, and the low SFRs in massive galaxies.
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Moreover, observations show that cooling flows in the hot circumgalactic and intracluster
media can be suppressed by the energy transferred by AGN jets (Bîrzan et al., 2004; Dunn
et al., 2005), again negatively impacting star formation.
Although AGN feedback has been extensively studied in observations and through cos-

mological simulations, the impact on the host galaxy and the precise mechanism of the
communication of the AGN with the galaxy’s interstellar medium (ISM) is far from being
understood. It is not clear why jet feedback, which is thought to heat cold gas, should
have a similar effect on the multi-phase ISM. It has been argued that a jet that propagates
through an inhomogeneous ISM may also trigger or enhance star formation in a galaxy (i.e.,
positive feedback). Begelman & Cioffi (1989) and Rees (1989) proposed that the radio jet
activity triggers star formation and might serve as an explanation for the alignment of ra-
dio and optical structures in high redshift radio galaxies. Radio jet-induced star formation
has also been considered as a source powering luminous starbursts (Silk, 2005). Ishibashi
& Fabian (2012) provide a theoretical framework linking AGN feedback triggering of star
formation in the host galaxy to the oversized evolution of massive galaxies over cosmic
time. Furthermore, negative and positive feedback are not necessarily contradictory (Silk,
2013; Zubovas et al., 2013a,b; Zinn et al., 2013; Cresci et al., 2015b): AGN activity may
both quench and induce star formation in different parts of the host galaxy and on different
time-scales.
Observationally, this positive feedback scenario is directly supported by only a few local

(Croft et al., 2006; Inskip et al., 2008; Salomé et al., 2015) and high redshift (Dey et al.,
1997; Bicknell et al., 2000; Rauch et al., 2013) observations. There are, however, also
indirect links between jets and star formation which suggest possible positive feedback
from AGN (Klamer et al., 2004; McCarthy et al., 1991; McCarthy, 1993; Balmaverde
et al., 2008; Podigachoski et al., 2015; Swinbank et al., 2015).
More recently, high resolution hydrodynamical simulations of a jet including a multi-

phase ISM have become feasible (Sutherland & Bicknell, 2007; Antonuccio-Delogu & Silk,
2008, 2010; Wagner & Bicknell, 2011; Gaibler et al., 2011, 2012). These studies have shown
that a clumpy interstellar structure results in a different interaction between the jet and the
gas than was assumed from simulations with a homogeneous ISM. It can be generally noted
that an inhomogeneous ISM affects not only the jet evolution, but also the morphology
of the host galaxy itself. Simulations by Tortora et al. (2009) extended the studies and
generalised the simulations of Antonuccio-Delogu & Silk (2008) studying the interaction of
a powerful jet in 2D, two-phase ISM. Tortora et al. (2009) have shown that star formation
can initially be slightly increased (10–20 per cent) followed by a much stronger quenching
(more than 50 per cent) within a time-scale of a few million years. They argue that the
rapid decrease of the SFR after its initial enhancement is a consequence of both the high
temperatures as well as the reduced cloud mass once the jet cocoon has propagated within
the medium. Kelvin-Helmholtz instabilities reduce the mass of the clouds and, assuming a
Kennicutt-Schmidt law, thereby reduce the SFR. It should, however, be noted that the 2D
approach results in a very different temperature and pressure evolution as compared to a 3D
simulation. Wagner & Bicknell (2011) studied the interaction of a relativistic jet interacting
with a two-phase ISM at the galaxy’s center with a resolution of one kiloparsec. They found
that the transfer of energy and momentum to the ISM may inhibit star formation through
the dispersal of gas, but their simulations do not contain a star-formation model. It could
be argued, though, that because of the short (≤ 1 Myr) simulation timescale, the impact
of cooling is very weak and they therefore might underestimate the SFR.
Gaibler et al. (2012) simulated a powerful AGN jet within a massive gaseous, clumpy

disc (however they neglected gravity). Their simulations show the formation of a blast
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wave in the central region of the disc because the densities in the ISM are high compared
to the densities of the simulated jet. The blast wave results in the formation of a cavity
in the disc center pushing the gas outwards and compressing the gas within the disc at
the cavity boundary, generating rings of compressed gas within the disc. The blast wave
is unable to propagate further outwards in the galactic plane due to the large obstructing
mass in the disc. However, it can propagate vertically out of the disc, where the bow shock
reaches out to lower gas densities of the circumgalactic gas, after ∼ 4 Myr, and where
the propagation is thus much easier. The out-of-plane laterally-expanding cocoon further
expands right along the galaxy boundary and results in the entire galaxy being surrounded
by enhanced thermal pressure compacting the whole galactic disc from the outside. The
expansion within the galaxy eventually stalls due to the high column density. Additionally,
the disc is also pressurised by the ram pressure of the backflow that is created when the
shocked plasma streams out of the high-pressure hotspot at the end of the jet (see Fig. 4.8).
This backflow has a strong turbulent component in addition to an ordered motion towards
the disc plane. Nevertheless, the vortices still move around and drive pressure towards the
disc. Hence, the pressurisation originates both from the thermal pressure of the cocoon and
the backflow originating from the jet’s high-pressure hotspot region. The thermal pressure
should somewhat dominate, as the turbulence is measured to be in the subsonic or transonic
regime. Dugan et al. (2014) also showed that the jet activity causes a significant change
of the SFR by enhancing star formation, with inside-out propagation in the galaxy.
Although the physical understanding of star formation is still limited and debated

(Padoan & Nordlund, 2011), it can be assumed that a pressurised disc can trigger gravi-
tational instabilities, compress the galaxy’s clouds, and push the densities within the disc
above the critical density for star formation, thus resulting in an increased SFR. This
picture is further supported by a few observations of well-resolved star-forming molecular
clouds (Keto et al., 2005; Rosolowsky & Blitz, 2005) and by detailed simulation of the
ISM (e.g. Slyz et al., 2005; Zubovas et al., 2014).
While the simulations of Gaibler et al. (2012) resolved the jet interaction and the expan-

sion of the blast wave more realistically, they were unable to examine the long-term effects
of this pressurisation and were lacking the necessary physics for these time scales, most
importantly gravity. Motivated by the observed pressurisation of the disc from the outside
found in their hydrodynamical simulations of AGN jet feedback, we have investigated the
isolated effects of this extra pressure on a galaxy disc in an academic model, but on a
much longer timescale, by running hydrodynamical simulations with self-gravity, without
AGN jets, but with simple prescriptions for external pressure such as that which may be
caused by the jet cocoon. In a first study (Bieri et al., 2015), we simulated disc galaxies of
one-tenth the total mass of the Milky Way, varying their initial gas fraction. We found that
with a given level of external pressure, the disk fragments into numerous clumps, causing
enhanced star formation. In the present article, we study the effects of external pressure
in more detail, by considering different geometries and levels of external pressure, as well
as studying the effects of supernova feedback and mass resolution.
In Section 4.3.2, we describe our suite of hydrodynamical simulations. Our results are

presented in Section 4.3.3 and summarised in Section 4.3.4.

4.3.2 Simulation Set-up

4.3.2.1 Basic simulation scheme

Our simulations begin with a galaxy made of a disc of gas and stars, a stellar bulge and
a dark matter (DM) halo. We allow this galaxy to relax to an equilibrium configuration
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Table 4.1: Galaxy parameters: scale radius (rs), gas fraction (fg), total stellar mass (M∗),
and total gas mass in the disc (Mgas)

Identifier rs fg M∗ Mgas

[kpc] [%] [109 M�] [109 M�]
gasLow 3.4 10 8.1 0.9
gasHigh 3.4 50 4.6 4.4

(with a reasonable disc thickness) over the rotation time of the disc at its half-mass radius.
This first phase is performed without gas cooling, or star formation or feedback, in order
to evacuate spurious waves emitted from the imperfect equilibrium of the initial condi-
tions. After this first relaxation phase, we turn on the external pressure, gas cooling, star
formation, and also feedback from supernovae (SNe), as described below.
The initial condition method introduced by Springel & Hernquist (2005) is used to gen-

erate the DM particles with an NFW (Navarro et al., 1997) density profile and a con-
centration parameter of c = 10. The virial velocity of the DM particles is set to be
v200 = 70 km s−1, which corresponds to a virial radius of R200 ≈ 96 kpc and a virial mass
of M200 ≈ 1.1 × 1011 M�. A Hubble constant of H0 = 73 km s−1 Mpc−1 is assumed. The
star particles as well as the gas are distributed in a rotationally supported exponential disc
with a scale length of 3.44 kpc and scale height 0.2 kpc, and a spherical, non rotating bulge
with a Hernquist profile (Hernquist, 1990) of scale radius 0.2 kpc. We use 106 DM particles
with a mass resolution of 1.23× 105 M� to sample the dark matter halo, and 5.625× 105

star particles sampling the disc of which 6.25 × 104 star particles are used to sample the
bulge. The stellar mass resolution is 1.57 × 104 M� for the 10% gas fraction simulation
(hereafter, gasLow) whereas for the 50% gas fraction simulation (hereafter, gasHigh) the
mass resolution is 8.73× 103 M�. The relevant galaxy parameters are shown in Table 4.1.
The gas density is truncated in the surface of a cylinder of radius rcut = 12 kpc (from the

disc axis) and of height hcut = 2.5 kpc (above and below the disc). Beyond this cylinder,
the density is set to be that of the circumgalactic medium (CGM), which is modelled with a
constant hydrogen number density of nCGM = 10−3 H cm−3. The pressure and temperature
profiles outside the disc are calculated assuming spherical hydrostatic equilibrium. For the
relaxation phase, the simulations are run for one rotation period of the half-baryonic mass
radius (5 kpc) of the galaxy, i.e. ≈ 0.5 Gyr.
The simulations are run with the ramses adaptive mesh refinement code (Teyssier,

2002). Particles motions are evolved through the gravitational force with an adaptive
particle mesh solver using a cloud-in-cell interpolation, together with the mass contribution
of the gas component. The evolution of the gas is followed with a second-order unsplit
Godunov scheme. We use the HLLC Riemann solver (Toro et al., 1994) with MinMod
total variation diminishing scheme to reconstruct the interpolated variables from their
cell-centred values. The box size is 655 kpc with a coarse level of 7, and a maximum
refinement level of 14 corresponding to a ∆x = 40 pc minimum cell size for most of the
simulations. We used isolated boundary conditions for the Poisson solver and zero-gradient
boundary conditions for the hydro solver. Given that the box size is ∼ 50 times larger than
the galaxy radius, the galaxy is not affected by possible effects at the boundaries of the
simulation box. For convergence studies, we perform a higher resolution run with a spatial
resolution of ∆x = 10 pc (maximum level of refinement 16). The refinement is triggered
with a quasi-Lagrangian criterion: if the gas mass within a cell is larger than 8× 107 M�

96



4.3. External pressure-triggering of star formation in a disc
galaxy: a template for positive feedback

or if more than 8 DM particles are within the cell a new refinement level is triggered.
The simulations include sub-grid models for cooling, star formation, as well as SN feed-

back in a subset of runs. The cooling mechanism is that described by Sutherland & Dopita
(1993), which accounts for H, He, and metal contributions to gas cooling (assuming a solar
chemical composition of the various metal elements, but with a varying metallicity of the
gas). The disc is initialised with a uniform solar metallicity. No metals are initially placed
outside the disc. The boundary of the disc is defined using a geometrical criteria with
cylindrical symmetry using the initial disc radius and disc height. Metals are passively ad-
vected with gas in the simulation and are modified by individual SNe events with a yield of
0.1, which also distribute the metals throughout and outside the galaxy. In dense and cold
regions, gas is turned into star particles following a Kennicutt-Schmidt law (Kennicutt,
1998b):

ρ̇∗ = ε∗
ρgas

tff
if ngas > n0 , (4.3)

where ρ̇∗ is the star formation rate density, ρgas is the gas mass density, ε∗ = 0.01 is the
star formation efficiency, tff is the local gas free-fall time, and ngas and n0 = 14 H cm−3

for ∆x = 40 pc (n0 = 224 H cm−3 for ∆x = 10 pc) are the local H number density and H
number density threshold for star formation respectively. The Schmidt law is used to draw
a probability to form a star with a stellar mass of m∗ = ρ0∆x3 ' 3× 104 M� for the low
resolution (lowRes) runs and a stellar mass of m∗ ' 7 × 103 M� for the high resolution
(highRes) runs (Rasera & Teyssier, 2006). The gas temperature in high gas density regions
(ngas > n0) is artificially enhanced by a polytropic equation of state to a temperature floor
of Tfloor = T0(ngas/n0)κ−1, where κ = 2 is the polytropic index, and T0 = 270 K for the
low and high resolution runs. It is chosen in order to get a constant Jeans length resolved
with at least 4 cells. This artificial polytropic equation of state is used to prevent the
catastrophic and artificial collapse of the self-gravitating gas (Truelove et al., 1997b).
We account for the mass and energy release from type II SNe. The energy injection,

which is purely thermal, corresponds to

ESN = ηSN
m∗
M�

1050 erg , (4.4)

where ηSN = 0.2 is the mass fraction of stars going SNe and m∗ is the mass of the star
particle. We also return an amount of mass ηSNm∗ back into the gas for each SN explosion
which occurs 10 Myr after the birth of the star particle. To avoid excessive cooling of the
gas due to our inability to capture the different phases of the SN bubble expansion, we
use the delayed cooling approach introduced in Teyssier et al. (2013) (in the same spirit
as Stinson et al., 2006). The energy of the SN explosion is injected into a passive scalar
variable and blocks the cooling of the gas if the corresponding velocity dispersion is larger
than σthres = 60 km s−1. The energy within that passive scalar decays with a characteristic
time-scale of tdiss = 2 Myr (tdiss = 0.5 Myr) for ∆x = 40 pc resolution (∆x = 10 pc
respectively), long enough to block the cooling over a few cell sound crossing times (see
Appendix of Dubois et al., 2015b).

4.3.2.2 Application of external pressure

After adiabatic relaxation (no gas cooling), the origin of time is reset to 0 and the base
simulations are run further in time with the subgrid modeling of gas cooling, star forma-
tion and feedback, and with an enhanced and uniform pressure outside the disc (pressure
simulations) for another ≈ 420 Myr. The pressure enhancement is applied at an instant
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Figure 4.7: Mean pressure versus radius at different times (see legend) for the pa3 run of
the gasHigh_fb set. The dashed line shows the pressure profile before the onset of external
pressure. The pressures are averaged within spherical shells.

starting at t = 0. This instant pressure increase is justified since the bow shock observed
in the simulations of Gaibler et al. (2012) manages to pressurise the entire gaseous disc
within a time-frame of only a few Myr. The pressure is enhanced by increasing the internal
energy of gas cells according to two different criterions (i.e. two different configurations):
either outside the sphere of radius r1 = 12 kpc (hereafter, p_spher), or else where the
gas number density is lower than 0.014H cm−3 (i.e. right outside the disc component,
hereafter, p_dens or equivalently gasHigh_d). The radius r1 is chosen to be the cutoff
radius from the initial condition setup whereas the densities for the p_dens simulations
are chosen to be the radially averaged density at r1.
Primarily, the p_spher and p_dens models represent different numerical implementa-

tions and give an idea of the range of possible outcomes. However, the two different models
also mimic the two different possible pressurisations of the disc due to the ram pressure
(p_spher) from the backflow from the jet’s high-pressure hotspot and the thermal pressure
(p_dens) of the cocoon. This is illustrated in Fig. 4.8. In the p_spher simulation, the
bow shock pressurising the disc is assumed to be quasi-isotropic. The effect of isotropy of
external pressure is compared with a simulation of a non-isotropic bipolar pressure increase
in Appendix 4.3.5.1.
In the case of spherical geometry (p_spher), this pressure enhancement is calculated by

P (r, t) =





P (r, 0) r < r1 ,

pa f

(
r − r1
r2 − r1

)
Pmax r1 ≤ r < r2 ,

paPmax r ≥ r2 ,

(4.5)

where time t = 0 is just before the pressure enhancement, pa is the pressure amplification,
f(x) = 6x5 − 15x4 + 10x3 is an increasing function of x starting very gradually at x = 0
and smoothly reaching a plateau of unity at x = 1, and finally Pmax is the maximum
pressure in the disk at t = 0 (reached in the central few cells), with Pmax � 9.8× 10−13 Pa
for the gasLow simulation set and Pmax � 4.7× 10−12 Pa for the gasHigh and gasHigh_d
simulation sets. Here, we adopt r2 = r1 + 3kpc. This gradual pressure amplification
with radius is used to smoothly connect the two pressure regimes, where we choose a
transition length of 3 kpc. We want to stress that, in principle, the external pressure
is independent of the disc pressure. For sake of clarity, we chose to refer to the outside
pressure relative to the maximum pressure inside the disc and will call paX a simulation run

98



4.3. External pressure-triggering of star formation in a disc
galaxy: a template for positive feedback

ambient medium
(cluster gas)

shocked ambient gas

core

Kelvin-Helmholtz 
instability

hotspot

cocoon

contact surface

bow shock

lobe

head

R C TR C

disc

Figure 4.8: Schematic representation of the hydrodynamics of a disc galaxy with AGN
jets. The beam (blue) emerges from the core containing the AGN. The jet plasma passes
through regions of rarefraction (R) and compression (C) at internal shocks until it strongly
decelerates at the terminal shock (T). The shocked plasma streams out of the hotspot high-
pressure region (yellow) and forms a backflow. Vortices are generated and advected with
the flow, inflating the cocoon (white inner region and light blue region). The outer parts
of the cocoon, where radio-emitting electrons did not yet cool down, are visible as “lobes”.
The overpressured cocoon drives a bow shock outwards into the ambient medium, forming a
thick shell of shocked ambient gas. At this evolutionary stage, the bow shock has already
overrun disc of the host galaxy. The picture is 90 degrees rotated to the setup in the
simulations.

where the pressure amplification is pa = X. This pressure bath is maintained throughout
the simulation evolution and is a minimum to the pressure evolved in that region. If the
pressure within that bath becomes larger than paPmax (due to SNe winds for instance)
we take the new value of pressure provided by the Riemann solver. For this p_spher case
(but also for the p_dens case), the simulation of no pressure amplification corresponds
to pa = P (r1, 0)/Pmax � 0.1, and we will hereafter denote it as nP (for no pressure
enhancement).
For the case of external pressure in disc geometry (p_dens), we increase the pressure,

only at time t = 0, at a value of paPmax wherever the gas density is below 0.014H cm−3.
This gas density corresponds to a height of 1.1 kpc above and below the plane along the
minor axis of the disk (R = 0).
In the simulations of Gaibler et al. (2012), the bow shock that pressurises the disc reaches

a maximum pressure of P � 8× 10−11 Pa. This justifies our chosen pressure enhancement
where the maximum pressure increase for the gasHigh (pa10) and gasLow (pa7) simulation
corresponds to P � 9.8× 10−12 Pa and P � 3.2× 10−11 Pa, respectively.
The pressure profiles for one of the p_spher simulations (run pa3) before and after

the pressure enhancement as well as its evolution over the simulation time are shown in
Fig. 4.7. We can see that at 2.4Myr, right after the restart of the simulation, the pressure
smoothly rises from ∼ 10−13 Pa at the centre up to 10−11 Pa at a distance r = 13.5 kpc.
At later times, this pressure enhancement propagates within the central region of the halo
and connects to the galaxy. The relevant physical parameters for the pressure simulations
are summarised in Table 4.2.
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Table 4.2: Physical parameters of runs: gas fraction (0.1 for gasLow and 0.5 for gasHigh),
pressure amplification (pa), run with no feedback (nf), run with feedback (fb), spatial
resolution (∆x), and pressure geometry

Identifier gas pa nf/fb ∆x geometry
fraction [pc]

pa01 ≡ nP 0.1 X/ X 40
pa04 0.4 X/ X 40
pa08 0.8 X/ X 40
pa1.2 1.2 X/ X 40
pa1.5 gasLow 1.5 X/ X 40 p_spherpa3 3 X/ X 40
pa5 5 X/ X 40
pa7 7 X/ X 40
pa01 ≡ nP 0.1 X/ X 40
pa01_hR ≡ nP_hR 0.1 x / X 10
pa02 0.2 X/ X 40
pa04 0.4 X/ X 40
pa08 0.8 X/ X 40
pa1.2 1.2 X/ X 40
pa1.5 gasHigh 1.5 X/ X 40 p_spherpa2 2 X/ X 40
pa3 3 X/ X 40
pa3_hR 3 x / X 10
pa5 5 X/ X 40
pa7 7 X/ X 40
pa8 7 X/ X 40
pa10 10 X/ X 40
pa01_d ≡ nP 0.1 X/ X 40
pa02_d 0.2 X/ X 40
pa03_d 0.3 X/ X 40
pa04_d 0.4 X/ X 40
pa08_d 0.8 X/ X 40
pa1.2_d 1.2 X/ X 40
pa1.5_d gasHigh 1.5 X/ X 40 p_denspa2_d 2 X/ X 40
pa3_d 3 X/ X 40
pa5_d 5 X/ X 40
pa7_d 7 X/ X 40
pa10_d 10 X/ X 40
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Figure 4.9: Gas density maps (mass-weighted) of two of the gasLow_fb simulations without
enhancement of the external pressure nP (top row), and with enhancement of the external
pressure pa3 (bottom row). The different columns show different times as labelled. Each
panel shows both face-on (40×40 kpc, upper part) and edge-on (40×20 kpc, lower part)
views. One can see that an increased pressure outside the galaxy leads to accelerated
clump formation and less gas between the clumps.

4.3.3 Results

In this section, we present our simulation results considering different isolated disc simu-
lations with various pressure boosts outside the disc. We analyse our simulations regard-
ing disc fragmentation, star formation, clump properties, and the galaxy’s mass budget.
We then compare our simulations with a simple theoretical implementation regarding the
growth of the star formation rate and show that it scales approximately as a power just
below unity of the external pressure. Finally, we calculate the Kennicutt-Schmidt (KS)
relation and find that our toy model for AGN-induced over-pressurisation leads to the
galaxies lying higher in the starburst region of the KS relation.
The effects of external pressure turn out to be similar whether or not SN feedback is

included in the simulations. We will therefore only present, in this section, the results of
the stellar feedback simulations. A comparison between the non-feedback and feedback
simulations is provided in Appendix 4.3.5.2.

4.3.3.1 Qualitative differences

Figs. 4.9 and 4.10 show maps of the gas density for selected runs at different times, for the
gasLow_fb and gasHigh_fb as well as gasHigh_d_fb runs respectively, and for two cases
without external pressure boost nP and with extra pressure pa3. Comparing the nP runs,
we observe that the gas is clumpier in the gasHigh_fb simulation than in the gasLow_fb
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Figure 4.10: Gas density map (mass-weighted) for a selection of the gasHigh_fb and
gasHigh_d_fb simulations, for no pressure enhancement (top), and for a pressure en-
hancement of pa3 (middle for gasHigh_fb and bottom for gasHigh_d_fb). The density
scale is as in Figs. 4.9. An increased pressure outside the galaxy leads to accelerated clump
formation and less gas between the clumps. The morphological structure of the two simu-
lations with two different ways to increase the pressure (gasHigh_fb, and gasHigh_d_fb)
is slighly different, but only in the outskirts of the galaxy. The edge-on view shows a mass
outflow for all the simulations.
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Figure 4.11: Time evolution of the number of clumps for a selection of simulations with
supernova feedback: gasLow_fb (left), gasHigh_fb (middle), and gasHigh_d_fb (right)
simulations. The lines are smoothed with a Blackman-Harris window with a width of
2
√
len(array), where len(array) is the number of points. The clumps were extracted with

the Bleuler & Teyssier (2014) algorithm, with a density threshold of 21H cm−3 and a peak-
to-saddle threshold of 1.5. The maps show that an increased pressure leads to increased
clump formation and the increase in clump number is dependent on the pressure applied
onto the galaxy. Beyond a certain pressure enhancement, the number of clumps decreases
or remains very similar for higher pressure runs.

run. We will show in Sect. 4.3.3.2 that this is a simple consequence of the Toomre in-
stability. The increased pressure leads to accelerated clump formation for the gasLow_fb,
gasHigh_fb, gasHigh_d_fb simulations, and a clumpier ISM in all cases. Generally less
gas between clumps in the enhanced pressure runs, in all the gasLow_fb, gasHigh_fb, and
gasHigh_d_fb cases can be seen.
In Fig. 4.10, one can compare the two different ways to increase the pressure (p_spher ,

p_dens). The morphological structure of the two simulations gasHigh_fb and gasHigh_d_fb
is slightly different. Fewer clumps are seen in the gasHigh_fb run than in the gasHigh_d_fb
run. It seems, however, that the clumps are only missing in the outskirts of the gasHigh_fb
galaxy, whereas a similar amount of clumps can be detected in the centre. The edge-on
views indicate that in the gasHigh_fb simulations, a large amount of mass flows out of
the galaxy due to the pressure increase, while in the gasHigh_d_fb simulations the mass
outflow seems to be less extended. We will quantify the mass outflows in the different runs
in Sect. 4.3.3.5.

4.3.3.2 Disc fragmentation

Since the star formation recipe depends on the local gas density (see eq. 4.3), we expect
enhanced star formation when more clumps are formed (as the gas gets more concentrated),
assuming that the clumps have sufficient mass. Therefore, if an increased pressure leads to
increased fragmentation and hence increased clump formation, we expect star formation to
be positively enhanced when external pressure is applied to the galaxy. We first consider the
fragmentation by counting the high-density clumps. We detect the clumps in the simulation
by running the clump finder described by Bleuler & Teyssier (2014). This method identifies
all peaks and their highest saddle points above a given threshold (21H cm−3). A clump
is recognised as an individual entity when the peak-to-saddle ratio is greater than 1.5;
otherwise the density peak is merged with the neighbor peak with which it shares the
highest saddle point.
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The visual impression of increased clump formation when external pressure is applied
on the galaxy (Figs. 4.9 and 4.10), is confirmed when looking at the number of clumps
as a function of time. Fig. 4.11 shows the number of clumps as a function of time for
the gasLow_fb (left panel), gasHigh_fb (middle panel), and gasHigh_d_fb (right panel)
simulations, respectively.
In the gasLow_fb run, the number of clumps is constantly increasing with time, regardless

of the amount of external pressure. Clump formation starts earlier in the runs with external
pressure. However, the number of clumps at a given time is not a monotonic function of
external pressure: at low external pressure (up to pa3), the number of clumps at given
time increases with increasing pressure, while the reverse trend occurs for external pressures
above 3Pmax.
The general effect that more clumps are formed in the simulations with external pressure

is similar for the gasHigh_fb and gasHigh_d_fb runs. Similar to the gasLow_fb simulation,
the number of clumps increases with increasing pressure up to a certain pressure (pa5) and
then decreases again for the gasHigh_fb simulation and stays at the same level for the
gasHigh_d_fb simulation. For the lower pressure as well as the non-pressure simulations,
the number of clumps increases with time. However, for higher pressure simulations, the
number of clumps reaches a plateau at late times. For the gasHigh_fb runs, the initial rise
in the number of clumps is fastest for the pa3, pa5 and pa7 cases, but in the pa3 case the
number of clumps reaches its plateau at a later time, hence at a higher level.
The time evolution of the number of clumps for the gasHigh_d_fb simulation is roughly

similar to the gasHigh_fb simulation. At early times, the rise in number of clumps is fastest
for the high pressure runs. The number of clumps keep rising with time for the lower
pressure enhancements, while it reaches a maximum for the higher pressure enhancements.
The time when the number of clumps reaches its plateau is also shortest for higher external
pressures. After 300 Myr, there is no clear trend in number of clumps versus external
pressure for the higher pressure runs. The increase of clump number is therefore highly
dependent on the pressure applied on the galaxy. However, beyond a certain pressure
enhancement (pa5_d), the number of clumps remains very similar for higher pressure
runs. After ≈ 300 Myr the number of clumps is roughly independent of external pressure
for the gasHigh_fb and gasHigh_d_fb simulations.
In the gasLow_fb run with no external pressure, only a single clump in the entire disc is

formed, at late times (350 Myr), when the gas has sufficiently collapsed to reach the clump
gas density threshold. On the contrary, in the gasHigh_fb run, the number of clumps
increases up to ' 35, even without any forcing by the external pressure.
The difference between the gas-poor and gas-rich galaxies, before the external pressure

is applied, is that the gaseous disc is Toomre-stable against small-scale fragmentation in
the gas-poor case: the mean Toomre parameter 〈Q〉 = 〈cs κ/(πGΣgas)〉 = 3.29 > 1; on the
other hand, the gas-rich disc is Toomre-unstable (〈Q〉 = 0.72 < 1). Here, Σgas is the surface
density, cs is the sound speed, and κ is the epicyclic frequency (measuring the shear of the
rotating disc). Therefore the gasLow_fb simulations demonstrate that fragmentation of
the galactic disc can be driven by the forcing of an external pressure, even though the disc
is initially Toomre-stable.

4.3.3.3 Star formation history

In Sect. 4.3.3.2, we have seen that an increased pressure enhancement leads to an increased
number of clumps up to a certain value of pressure and then a typically lower number of
clumps thereafter. Since the gas density threshold of clump detection is set to be above

104



4.3. External pressure-triggering of star formation in a disc
galaxy: a template for positive feedback

0 2 4 6 8 10

r [kpc]

10 − 1

100

101
T

o
o
m

re
Q

gasLow

gasHigh

Figure 4.12: Local Toomre parameter for the relaxed disc at t = 0 for the gasLow and
gasHigh simulations. The dashed line shows the mean Toomre parameter of the disc for
the gasLow simulation 〈Q〉 = 3.29 > 1 and for the gasHigh simulation 〈Q〉 = 0.72 <
1. One therefore expects the gasHigh simulation to fragment independently of external
pressure enhancement whereas the gasLow simulations are not expected to fragment into
many clumps. The fact that the pressur-enhanced simulations of the gasLow galaxies
shows a significant increase in the number of clumps compared to no-pressure enhancement
demonstrates that external pressure can stimulate the fragmentation of a disc even if it is
Toomre-stable.

100 200 300 400

Time [Myr]

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

S
F

R
[M
¯
/
y
r]

gasLow fb

nP

pa0.4

pa0.8

pa1.5

pa3

pa5

pa7

100 200 300 400 500 600

Time [Myr]

0

1

2

3

4

5

6

7
gasHigh fb

nP

pa0.2

pa0.4

pa1.5

pa3

pa5

pa10

100 200 300 400 500 600

Time [Myr]

0

1

2

3

4

5

6

7
gasHigh d fb

nP d

pa0.2 d

pa0.4 d

pa0.8 d

pa1.5 d

pa3 d

pa5 d

pa10 d

Figure 4.13: SFR for a selection of the simulations with supernova feedback: gasLow_fb
(left), gasHigh_fb (middle), and gasHigh_d_fb (right) simulations. The lines are smoothed
as in Figure 4.11. This figure shows that higher pressures lead to higher SFRs. For the
higher pressure enhancement simulations, the SFR reaches a maximum or plateau at later
times for the gasHigh_fb, and gasHigh_d_fb simulations. After a certain pressure increase,
the SFR decreases or stays at the same level for all the simulations and hence the runs
with intermediate pressure generally produce the highest SFR at all times.
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that for star formation, one expects that the star formation history should evolve in a
similar fashion to the evolution of the number of clumps.
Fig. 4.13 shows that the star formation histories of the different runs indeed resemble

the time evolution of the number of clumps previously shown in Fig. 4.11. In particular,
at early times in the runs with gasHigh higher pressures lead to higher SFRs. But with
high pressures, the SFR saturates earlier. In the gasHigh_fb runs, the maximum SFRs in
the high pressure runs are lower than in the other runs, while in the gasHigh_d_fb runs,
the maximum level of SFR is reached for the three highest pressures, while the SFRs at
later times (300 Myr) are roughly independent of the external pressure.
In the gasLow_fb runs, while the nP case leads to star formation only after a long time

delay (330 Myr), the highest pressures, although leading to immediate but small levels of
star formation, are unable to generate substantial star formation from the earliest times.
The runs with intermediate pressures produce the highest SFR at all times. We will show
in the next sections that this is due to the low mass-outflow of the intermediate pressure
simulations that allows the clumps to increase in density. Conversely, larger external
pressures lead to such strong pressure waves that the gas is removed from the galaxy. This
prevents the formation of large clumps and tends to suppress the star formation.
The effect of the external pressure on the SFR is even more significant when looking at the

gasHigh_fb simulations (middle panel of Fig. 4.13). The SFR of the no-pressure simulation
slowly increases after a certain time, whereas the SFR increases faster when pressure is
applied: it reaches a maximum at a certain rate and more or less maintains this rate for
the remaining of the simulation. Towards the end of the simulation, the SFR of the no-
pressure simulation catches up, again similarly to the clump number behaviour. The SFR
for the gasHigh_d_fb simulation (right panel of Fig. 4.13) behaves quantitatively similar
to the gasHigh_fb simulation. One can see that the SFR in these simulations reaches the
maximum or plateau at later times than in the corresponding gasHigh_fb simulations. The
rapid rise of the SFR reaches increasingly higher levels of peak SFR with higher external
pressure up to pa5_d, while pa10_d reaches a slightly lower maximum SFR.
The left panels of Fig. 4.13 show that the SFRs of the gasLow simulations start with

a significant time delay, and the maximum enhancement of the SFR relative to the nP
run is highest (∼ 12) at the end of the simulation (after 400 Myr). On the other hand,
the corresponding SFR enhancements for the higher gas fraction simulations (middle and
right panels of Fig. 4.13) are lower (∼ 3.5 for gasHigh and ∼ 1.5 for gasHigh_d) at the
end of the simulation (after 400 Myr) than at the beginning (∼ 40 for gasHigh and ∼ 70
for gasHigh_d at ∼ 80 Myr) of the simulation. External pressure thus first produces a
significantly higher SFR in comparison to the simulation with no external pressure. But
the duration of this large SFR enhancement for the gasHigh and gasHigh_d simulations
is shorter than that of the gasLow simulation. The free fall time of the higher density gas
is shorter than the free fall time of the low density gas which leads to the gas collapsing
early on, whereas a delay is expected for the lower gas fraction disc.

4.3.3.4 Clump properties

Star formation requires a significant supply of cold gas as well as the fragmentation of the
disc into clumps that carry a sufficient amount of gas to form stars. On the other hand,
one can argue with the Jeans and Toomre instability arguments if indeed an increased
pressure outside the galaxy that later increases the pressure inside the galaxy leads to higher
densities, as well as a possible expulsion of disc gas depending on the momentum carried

106



4.3. External pressure-triggering of star formation in a disc
galaxy: a template for positive feedback

6.5

7.0

7.5
t = 50.0 Myr

lo
g
(M

)
[M
¯

]

P/P20kpc

101 102

gasLow

no feedback

feedback

± σ

6.5

7.0

7.5
t = 100.0 Myr

10 − 1 100 101

P/Pmax

6.5

7.0

7.5
t = 300.0 Myr

6

7

8 t = 50.0 Myr

P/P20kpc

101 102

gasHigh

6

7

8
t = 100.0 Myr

10 − 1 100 101

P/Pmax

7.2

8.0

8.8 t = 300.0 Myr

6

7

8 t = 50.0 Myr

P/P20kpc

101 102

gasHigh d

6

7

8
t = 100.0 Myr

10 − 1 100 101

P/Pmax

7.2

8.0

8.8 t = 300.0 Myr

Figure 4.14: Average clump mass for the gasLow_fb (left), gasHigh_fb (middle), and
gasHigh_d_fb (right) simulations. The blue line with round markers correspond to the
non-feedback simulations whereas the pink line with triangles corresponds to the feedback
simulations. The shaded green/blue area shows the area of mass containing ±σ of the
density PDF for the no-feedback/feedback simulations. In the bottom and top of each
subfigure, the x-axis shows the P/Pmax and P/P20 kpc values respectively, where Pmax is
the maximum pressure inside the disk and P20 kpc is the averaged pressure at 20 kpc. At
the beginning of the simulation, the clump masses for the gasHigh simulations are higher
the greater the pressure for the gasHigh simulations. At later times, the clump masses
are roughly independent of the external pressure. For the gasLow simulation, the clump
mass does not increase with higher external pressure but rather decreases or stays at
approximately the same level.

by the pressure wave coming into the disc. The competition between higher densities and
mass outflow will influence the amount of gas within the clumps.
For the gas-rich disc simulations, we saw (Fig. 4.11) that, at the very beginning, when

the pressure wave comes into the galaxy, the number of clumps is highest for the highest
pressure. While the clumps are more numerous with the highest pressures, it is worthwhile
knowing whether their masses are affected by the external pressure.
Fig. 4.14 shows the modulation of the average clump mass rises with external pressure

at three times of the simulations. At early times (top panel), the clump masses for the
gasHigh simulations (gasHigh, center panel, and gasHigh_d , right panel) are higher the
greater the external pressure. At later times (middle and bottom panel), the clump masses
are roughly independent of the external pressure applied, probably because the disc gas has
been either already accreted onto the clumps or expelled out of the galaxy (see discussion
below), leaving no more diffuse gas available for accretion onto the clumps. The time
at which the diffuse gas is either consumed onto the clumps or expelled must happen
earlier for the higher external pressure simulations as the fragmentation happened earlier
for these simulations. This explains the different times when the SFR reaches a plateau,
occurring earlier the higher the pressure. In the gasHigh_fb runs at high external pressures,
fragmentation is not the only cause of SFR (since there is a maximum pressure enhancement
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Figure 4.15: Density PDF at different times for a selection of the gasLow_fb (left),
gasHigh_fb (middle) and gasHigh_d_fb (right) simulations. The threshold (14H cm−3)
for star formation is plotted as a grey vertical line. One can see that greater external pres-
sure allows the galaxy to reach higher densities on a faster time-scale. The nP simulation
slowly catches up with the over-pressure simulations for the gasHigh whereas this is not the
case for the gasLow simulation. For the gasLow simulation, the high pressure simulation
(pa7) never reaches the high densities. As indicated with the grey power law lines one can
see that over the course of the simulation a slope between -3/2 and -7/4 (or even steeper)
develops at high densities. This is in agreement with simulations including gravity and
turbulence done for instance by Kritsuk et al. (2011).

beyond which the SFR is lower), meaning that the gas supply is more critical, and not
always available despite the high gas fraction. This suggests that the mass flow out of the
galaxy also plays an important role. And indeed, the mass outflow is very efficient for pa7
and pa10 after 30 Myr. We will discuss this in detail in Sect. 4.3.3.5, below.
In the p_dens simulations, there is a maximum pressure enhancement (pa5_d) beyond

which the SFR remains at approximately the same level without decreasing. As we will
see in Sect. 4.3.3.5, mass outflows are also absent. The high gas fraction leads therefore to
higher density enhancement by external pressure, hence both number of clumps and SFR
are highest when the external pressure are high. However, there only is a limited amount
of gas available in the galaxy. One can assume that the limited gas supply is insufficient for
more star formation, so the SFR remains at the same level independently of the pressure
enhancement.
Fig. 4.14 shows that, for the gasLow simulations (gasLow , left panel), the clump mass

does not increase with greater external pressure, but rather decreases at early times (top
panel). At later times, the clump mass is roughly independent of the pressure up to pa3,
beyond which the clump mass decreases. This is the same pressure enhancement which
leads to the highest SFR. As we will see in Sect. 4.3.3.5, the gasLow galaxies suffer from
strong gas outflows that reduce the supply of gas available for clump buildup, leading in
turn to smaller clump masses within the galaxy.
In Fig. 4.14, the difference in clump masses for the feedback and non-feedback simu-

lations can also be seen for all the simulations. At early times, there is no significant
difference between the no-feedback and feedback simulations. At later times, the differ-
ence in clump masses becomes more apparent for both the high gas fraction and gasLow
simulations. One can see that the clump masses for the feedback simulations are lower at
the end of the simulation than for the no-feedback simulations, independent of the pressure
increase. Because the feedback increases the porosity of the interstellar medium that in
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turn counteracts the formation of clumps (Silk, 2001), the observed smaller clump masses
for the feedback simulations are expected. This difference is more dominant in the gasHigh
simulation as can be seen in the left panel of Fig. 4.14. The similar mean clump masses
in the feedback and non-feedback runs at the beginning of the simulation appears to be
a consequence of the implementation of the SNe in the simulation. As discussed above,
a SN explosion occurs 10 Myr after the birth of the star particle. The first stars form
shortly before 50 Myr and one would therefore not expect to see a large difference between
the feedback and no-feedback simulations. At 100 Myr, some stars exploded into SNe, but
only constitute a small fraction of all stars, hence the small difference between the feedback
and no-feedback simulations at this stage.
It is interesting to look at the density probability function (PDF) at different times of

the simulations in order to better understand the observed SFR behaviour. The PDF can
be seen in Fig. 4.15 for two different times for a selection of the gasLow (left), gasHigh
(middle), and gasHigh_d (right) simulations. Increasing external pressure allows one to
reach higher gas densities faster, which is in agreement with the SFR behaviour we have
seen previously. For the gasHigh simulations, the nP simulation slowly catches up with
the over-pressure simulations similar to the SFR behaviour. For the gasLow simulation,
the no-pressure simulations never attain the densities reached by the moderate pressure
enhancement simulations. The high pressure simulation (pa7) also never reaches high
gas densities, which is due to the removal of gas within the galaxy, as we will discuss in
Sect. 4.3.3.5, below. It can be seen in Fig. 4.15 that over the course of the simulation a
high density power law with a slope between -7/4 (or even steeper) and -3/2 develops,
especially for the high gas fraction simulations. A comparable power law range has been
found in observations (e.g., Kainulainen et al., 2009, Lombardi et al., 2010) and simulations
including gravity and turbulence (e.g, Kritsuk et al., 2011) where they argue that the origin
of the power law tail is due to self-similar collapse solutions.

4.3.3.5 The galaxy’s mass budget

The mass flow rate (MFR) as well as the total amount of newly formed stars plus dense gas
should provide us a better understanding of the star formation history described above.
In particular, one would like to understand why there seems to be an optimal external
pressure enhancement for star formation, beyond which the SFR ends up at lower values.
We measure the gas mass flux through a sphere of radius 16 kpc as

Ṁgas =

∮
ρv · r̂ dS =

∑
i∈shell

mi vi · r̂i
S

V
, (4.6)

where i denotes the index of a cell within a spherical shell of surface S and volume V . Here,
we adopt a shell of thickness 4 kpc. The MFR is shown in Fig. 4.16 for the gasLow_fb (left),
gasHigh_fb (middle), and gasHigh_d_fb (right) simulations, again only for the simulations
with SN feedback.
In all three sets of simulations, external pressure leads to mass inflow at early times.

This early mass inflow is large but different for the different ways pressure is applied onto
the galaxy. In the p_spher simulations, the pressure is applied outside the galaxy in a low
density medium leading the pressure to have a larger negative pressure gradient than in
the p_dens simulations where the pressure is applied close to the galaxy and therefore in
a higher density environment. The pressure gradient leads to a force acting inwards that
leads to the force sweeping the gas inside the yet unaffected low density regions of the
circumgalactic medium. This allows the pressure wave of the p_spher simulations to carry
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Figure 4.16: Time evolution of the mass flow rate for selected runs from the gasLow_fb
(left), gasHigh_fb (middle) and gasHigh_d_fb (right) simulations. Negative (positive)
values of the mass outflow rate denote a net mass inflow (outflow). One can see a difference
in the mass flow rate (MFR) between the different ways pressure is put on the galaxy
(gasHigh_fb, gasHigh_d_fb). Due to the pressure gradient in the p_spher simulations,
the pressure wave coming into the galaxy carries a lot of momentum that leads to a
mass inflow followed by a mass outflow for the higher pressure simulations. This mass
outflow is negligible for the p_dens simulations due to the pressure wave carrying very
little momentum. For the most extreme case, the expelled mass reaches 80% of the initial
gas mass for the highest external pressure simulation of gasHigh_fb.

more mass and momentum from the ambient hot medium in comparison to the pressure
wave of the p_dens simulations.
This explains the larger mass inflow observed in the p_spher simulations (left and middle

panels of Fig. 4.16) compared to that at the start of the p_dens simulation. With its larger
momentum, the mass inflow of the p_spher pressure wave is followed by a short period of
mass outflow (for both low and high gas fractions). This reflecting wave is the analogy of a
1D experiment of a shocked wind (the inflowing gas swept by the extra-pressure wave) onto
a reflective boundary (the high-density gas of the galaxy). This mass outflow is negligible
for the gasHigh_d_fb simulations, since the pressure wave carries very little momentum.
For the p_spher simulation sets, higher external pressures lead to stronger maximum

inflows at early times and to stronger maximum outflows at later times. In addition, in
the simulations with high external pressures (pa7 and pa10), the mass outflow that follows
the mass inflow occurs very rapidly (in less than 20 Myr). After these two phases of
important mass inflow/outflow, the MFR oscillates around zero for both the gasLow_fb
and gasHigh_fb simulations with pa < 5. In contrast, in the gasHigh_d_fb simulations,
the MFR depends little on the external pressure.
We stress, however, that the pressure and no-pressure p_dens simulations do not differ

significantly and that, overall, there is little net mass flow. This most likely explains why
the SFR of the p_dens simulations is smoother and less noisy when compared to the
p_spher simulations of the same gas fraction (gasHigh).
In order to understand the galaxy’s mass budget better, we look at the time evolution of

the total mass of newly formed stars plus dense (n > 0.1H cm−3) gas. Mtot = Mtot,starsN+
Mtot,gasD is shown relative to the initial galaxy gas mass (total not just dense), Mtot,gas0

(see Table 4.1) shown in the top panel of Fig. 4.17. Mtot,starsN and Mtot,gasD are shown
in the middle and bottom panels, respectively. The initial value of Mtot/Mtot,gas0 is below
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Figure 4.17: Time evolution of the mass in newly formed stars plus dense gas (n >
0.1H cm−3) (top), newly formed stars (middle), and dense gas (bottom) relative to the
initial gas mass for a selection of the simulations with SN feedback: gasLow_fb (left),
gasHigh_fb (middle), and gasHigh_d_fb (right) simulations. The lines are smoothed as in
Figure 4.11. Due to the mass inflow shown in Fig. 4.16, at the beginning of the simulation
more mass can end up in the galaxy. This extra mass of gas is more significant for the
gasLow galaxy for both the no-pressure and low-pressure enhancement simulations. For
high pressure enhancement in the gasLow simulation, the incoming pressure wave signif-
icantly disperses the galactic gas. The evolution of Mtot is similar for the gasHigh_fb
simulation albeit with less mass variation. For the gasHigh_d_fb simulations, no signif-
icant mass variation within the galaxy due to pressurisation is observed. Comparing the
top, middle and bottom panels, one sees that for the low-gas fraction simulations, gas
dominates the total mass budget of the galaxy. For the higher-gas fraction simulations,
the mass of the stars plays a role for the low-pressure enhancement simulations.
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unity at t = 0 since the gas density in the galaxy is not everywhere above n > 0.1 H cm−3,
especially in the outskirts of the disc and for the gasLow galaxy. In the absence of extra
external pressure (nP runs), the ratio Mtot/Mtot,gas0 quickly moves significantly beyond
unity as the gas cooling allows the gas to reach densities above n > 0.1 H cm−3. The gas
cooling also takes place in the circumgalactic medium that feeds the galaxy with some
extra gas. The extra mass of gas from the mass inflow and from the gas cooling adds
more significantly to the low-gas fraction galaxy because of its lower initial gas mass,
which explains why the increase in SFR is more significant in the gasLow runs than in the
gasHigh runs. Comparing the top panel with the middle and bottom panels, one sees that
dominates the total mass budget of the disc for the low-gas fraction simulations. For the
higher-gas fraction simulations, the mass of stars plays a role for the low external pressure
simulations. For the p_dens simulations the fraction of stars affects the SFR at late times
in the simulation.
For the gasLow simulations, intermediate regimes of forced external pressure (from pa0.4

to pa3) also show values of Mtot/Mtot,gas0 above 1 with values comparable to the nP run.
Therefore, the increase in SFR (an order of magnitude above nP) is to be attributed to
the extra compression of the ISM and exploration of larger gas densities with shorter
collapsing time-scales (see Fig. 4.15). In contrast, higher pressurisation values of the ISM
(pa5 and pa7) lead to strong gas removal due to the incoming pressure wave that manages
to significantly disperse the galactic gas. Since the gas reservoir is reduced, the SFR is also
suppressed compared to more intermediate regimes of pressurisation, but the overall SFR
is still larger than in the nP case, where gas fragmentation is not reached.
The evolution of Mtot/Mtot,gas0 in the p_spher gasHigh galaxy behaves similarly to that

for the gasLow galaxy, although with lower mass variation. It starts below unity for all
pressures, and decreases even more for the high pressure increases (pa5 and pa10), because
of the large mass outflows observed for those runs. This shows that the large mass outflows
associated with high pressures prevent star formation. On the other hand, Mtot/Mtot,gas0

keeps rising for the lower pressure enhancements, showing that because no large mass
outflow is observed, more stars can be formed. The Mtot/Mtot,gas0 curve is higher when a
small pressure is applied outside the galaxy compared with the no-pressure simulation. In
the case of p_dens over-pressurisation, there is no significant (< 20 percent relative) mass
variation in the galaxy. Thus, the early fragmentation due to the increased pressure drives
the different SFR levels for the different pressure simulations.

4.3.3.6 The star formation rate

Fig. 4.18 illustrates how the SFRs of different pressure simulations compare with one an-
other at different times. For the gasLow , gasHigh, and gasHigh_d simulation sets, the SFR
increases with increasing external pressure until a maximum is reached and then decreases
again or stays at a similar level as for the gasHigh_d simulations. Also, no significant
difference in the SFR can be seen between the feedback and non-feedback simulations,
indicating that the external pressure increase is the dominant effect driving the increased
SFR.
In order to compare with the prediction explained below, a dark red dashed curve is

plotted to guide the eye in Fig. 4.18 representing a power 9/10 fit of the SFR as a function
of the external pressure applied on the galaxy. One sees that, for the gas-rich gasHigh and
gasHigh_d simulations, the SFR follows a power 9/10 of the external pressure very well.
At later times, the 9/10-th power law is only fulfilled until the optimal pressure is reached.
For the gasLow simulations, the SFR does not scale well with the 9/10th power of the
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Figure 4.18: Time evolution of the star formation rate for all the gasLow_fb (left),
gasHigh_fb (middle), and gasHigh_d_fb (right) simulations. Here, the no-feedback simu-
lations are shown in blue and the feedback simulations are shown in green. The red points
are the corresponding points from the highRes runs. The calculation of the SFR at a given
time has been performed on the smoothed data. The SFR data are smoothed as in Fig-
ure 4.11. The dark red-dashed straight lines correspond to visual fits with a slope 9/10th
to guide the eye. One can see that for higher gas fraction simulations, the SFR increases
with external pressure and follows a power 9/10th of the external pressure. At later times,
this is only true up until a certain external pressure. For the low gas fraction simulation,
the SFR growth rate does not scale with power 9/10 of the external pressure.

external pressure. But as explained below, this was not unexpected.
The bright red points in Fig. 4.18 are the corresponding points from the highRes run.

As can be seen in Appendix 4.3.5.3 the formation of stars in the highRes run shows a delay
compared to the lowRes run. This is due to the increase in star formation threshold for
the higher resolution run. Because of this delay, one can also see a delayed behaviour of
the SFR of the highRes run in Fig. 4.18. However, at later times, the highRes simulation
shows a similar behaviour to the lowRes simulation.
We expect the SFR to scale as the power 9/10th of the external pressure, at least in the

gasHigh and gasHigh_d cases (where the discs are initially Toomre unstable and the clumps
are formed before the arrival of the pressure wave), for the following reason. According to
the Schmidt law of equation (4.3), the star formation rate ρ̇∗ in a clump of density ρg in
a galactic disc is

ρ̇∗ = ε
ρg
tdyn

∝ ρ3/2g , (4.7)

where ε is a dimensionless constant of order 0.02 and tdyn ∝
√
Gρg is the dynamical time

in the clump.
The clumps, which have started forming at t = 0 because the disk is initially Toomre

unstable (Fig. 4.12), are compressed when they are hit by the pressure wave. Since the disc
gas does not cool significantly when the pressure wave hits the disc (the ratio of clump size
to external sound speed is shorter than the clump cooling time), it is reasonable to assume
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Figure 4.19: Kennicutt-Schmidt (KS) relation for selected runs (nP, pa3, pa7 with blue,
green and red curves, respectively, with lighter colours for the runs with 4 times higher
spatial resolution) from the gasLow_fb (left), gasHigh_fb (middle) and gasHigh_d_fb
(right) simulations at 16 different times in color. The evolution in time is shown with
arrows. The 16 different times are equally spaced between tstart = 25 Myr and tend =
400 Myr. The circle shown corresponds to tend of the simulation with the corresponding
color. Data from Daddi et al. (2010) for the starburst (dashed line) and quiescent (solid
line) sequences are over-plotted for reference. For all the simulations, independently of
the gas fraction, the simulations with external pressure lie closer to the starburst sequence
than the no-pressure simulations. This shows that our toy model for AGN-induced star-
formation might be a possible explanation for explaining the increased number of starburst
galaxies observed in the distant Universe.

adiabatic clump evolution. One then expects that density will rise as the power 1/γ of
the pressure, hence, according to equation (4.7), ρ̇∗ ∝ P

3/(2γ)
ext . Therefore, for γ = 5/3, one

finds ρ̇∗ ∝ P
9/10
ext for a given clump.

Finally, since most of the star formation happens within the dense regions it is safe to
assume that most of the star formation happens within the clumps. We hence expect the
total SFR of the disc to vary as P 9/10

ext which matches the modulation of the SFR measured
in our simulations with external pressure. After around 100/200 Myr, the assumption of
adiabatic evolution is no longer valid, especially for the high density clumps for which the
temperature cools down faster and reaches the temperature floor Tfloor.
Admittedly, this approximation is crude because the clumps are still forming when the

pressure wave hits the gasHigh and gasHigh_d discs. Also, our adiabatic approximation
neglects the possible role of turbulence, for example induced by supernova explosions (Silk,
2001; Silk & Norman, 2009; Silk, 2013), in modulating the SFR in clumps. But we notice
that, in our simulations, the relation between the disc SFR and the external pressure is
only weakly affected by the presence of supernovae (compare the no feedback and feedback
points in Figure 4.18), which explains why the adiabatic evolution of clump densities
appears to explain the modulation of disc SFR with external pressure of Figure 4.18.
Hence, we expect that AGN-induced pressure should provide a boost of the star forma-

tion rate, independently of any possible increase in star formation efficiency, and initially
roughly vary as the power 0.9 of the external pressure.

4.3.3.7 The Kennicutt-Schmidt relation

The Kennicutt-Schmidt (KS) law (Kennicutt, 1998b) law relates the SFR per unit area as
a power of the surface density of gas. This relation holds over several orders of magnitude
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in both quantities (Krumholz, Dekel, & McKee, 2012, and references therein), with the
same normalisation for global galaxies (including high redshift ones, Genzel et al., 2010b)
and giant molecular clouds in the Milky Way (Heiderman et al., 2010; Lada, Lombardi, &
Alves, 2010) and in the nearby M51 galaxy (Kennicutt et al., 2007). This demonstrates
the remarkable universality of the SFR. At high redshift, starburst galaxies lie above the
KS law for normal galaxies (Genzel et al., 2010b). While the cause of this observed offset
is not known, one may speculate that this increased SFR may be caused by positive AGN
feedback.
To investigate this in further detail, we check whether our pressurised galactic discs

follow the KS relation for normal galaxies, or are above it as starbursts are observed to be,
or below it. We adapt here an equivalent technique to Powell et al. (2013) and calculate
the half-light radius by assigning a luminosity to each star particle dependent on their age
and proportional to their mass (Weidner et al., 2004),

L(age < 10 Myr) ∝ Mstars (4.8)

L(age > 10 Myr) ∝ Mstars

(
age

10 Myr

)−0.7

(4.9)

We randomly assign an age in the range 0–5 Gyr for stars that are specified in the initial
conditions and therefore have an age equal to zero when the simulation starts. For a given
output, ΣSFR is calculated within the half-light radius using the SFR averaged over the
previous 10 Myr. The KS relation is calculated by finding the 3D half-light-radius. Within
this volume, all the gas above a threshold of 0.1 H cm−3 is used to calculate Σgas and all
the new stars are used to calculate ΣSFR, however the quantities are divided by the area
πr2

3D.
Fig. 4.19 shows the KS relation at different times for several simulations for the three

cases of gasLow_fb, gasHigh_fb, and gasHigh_d_fb with the observed relation from Daddi
et al. (2010) overplotted. One can see that, over the course of 400 Myr, all runs lead to
an increase in ΣSFR, by one to two dex, with much smaller variations (less than 0.3 dex)
in Σgas. In particular, the runs with high gas fraction (with or without external pressure)
show a decrease in Σgas. This decrease in gas surface density is related to the gas mass
outflow at late times (Fig. 4.16) and to the consumption of gas by star formation. For the
gasLow simulation, the evolution of Σgas is tied to the evolution of the total baryonic mass
within the galaxy shown in Fig. 4.17. The light blue and green lines in Fig. 4.19 show the
highRes simulations for the nP and pa3 set, respectively. One can see that the trends of the
highRes simulation are very similar to the trends of the lowRes simulations, specifically at
late times. Especially for the pa3 highRes simulation, one can see that higher gas densities
are reached due to the higher resolution which allows the gas to collapse even further.
For all the simulations independently of the gas fraction, the simulations with external

pressure end up being pushed closer to or further beyond the starburst sequence than the
corresponding simulations without external pressure. This trend is not changed for the
highRes runs. Runs with external pressures leading to higher SFR also have a higher ΣSFR

and therefore end up even closer to the starburst sequence. For instance, for the p_spher
simulations, the pa7 run does not extend as far beyond the observed starburst sequence as
the pa3 run, which reaches higher SFR for both the gasLow_fb and gasHigh_fb simulations
(Figs. 4.13 and 4.18). This is not as significant for the gasHigh_d_fb simulations as they
do not experience a decrease of SFR but rather that the SFR stays at a certain level after
a certain pressure increase (∼ pa5). We therefore see for this simulation set that the KS
relations end in a very similar parameter space.
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We conclude that this toy model for AGN-induced over-pressurisation plausibly leads
to AGN-associated star-forming galaxies having enhanced specfic star formation rates, for
example as suggested by recent observations, cf. (Zinn et al., 2013; Drouart et al., 2014).

4.3.4 Conclusions

It is a fascinating challenge to understand the extreme star formation rates observed for
some high-redshift galaxies, typically with luminous AGN and massive outflows: are these
caused by higher contents of molecular gas or by a greater efficiency of star formation
relative to this molecular gas content? Is turbulence sufficient to explain the high SFR
values, or do we need recourse to a more exotic pathway that enhances star formation rates
even more? The latter option is motivated by the increasing evidence for the role of AGN
in star formation, and in particular their role in a putative phase of positive feedback that
accompanies or even precedes the commonly observed massive, star formation-quenching,
outflows stimulated by AGN activity.
Using hydrodynamical simulations of isolated disc galaxies embedded in a hot over-

pressurised halo, we have been able to study the response of the galaxy SFR to the forcing
exerted by this external gas pressure onto the disc. The pressure enhancement triggers
instabilities leading to more fragmentation when compared to the no-pressure simulations
(Figs. 4.9 and 4.10). The enhanced fragmentation leads to the formation of more clumps
(Fig. 4.11) as well as larger values of SFR (Fig. 4.13). This hints at a positive effect of the
pressurisation of the disc and therefore to positive feedback.
We observe a difference in the behaviour for the different ways in which the pressure

is applied. In the simulations where external pressure is continuously applied beyond a
certain radius (p_spher simulations), we observe an optimal pressure beyond which the
number of clumps as well as the SFR is decreased. For the simulations where the pressure
is instantaneously applied using a density threshold (over-pressure applied closer to the
galaxy disc), such an optimal pressure is not observed.
We have seen that the mass outflow plays a role in explaining this optimal pressure. In

particular, for the gasHigh_fb simulations, a significant amount of gas gets expelled out of
the galaxy, leaving little gas left to form stars and thereby lowering the SFR. The difference
in SFR between the high and low external pressures for the gasLow_fb simulations is
explained by the stagnation of the accumulation of mass in the clumps, which is again
related to the large amount of gas that is removed by the incoming pressure wave. Our
simulations have been tested with respect to the resolution and local presence or absence
of SN explosions: the over-pressurisation of the disc still leads to a positive feedback effect
(enhanced SFR).
We found that at given times of the p_spher simulations, the SFR (and its mean growth

rate) vary as the power 9/10th of the applied pressure. We explain this by adapting the
Schmidt law for the SFR as a function of 3D gas density for the inclusion of extra pressure
caused by the AGN bow shock-driven radio lobe or wind, leading to compression times
typically an order of magnitude shorter than the dynamical time, as argued by Silk &
Norman (2009).
Though our setup of the extra pressure exerted by circumgalactic gas onto the galaxy is

crudely modeled to mimic the pressure confinement by AGN activity, we are confident that
such a mechanism could operate in more realistic configurations (see the jet simulations
of Gaibler et al., 2012). We have demonstrated that such pressure confinement of the ISM
drives the galaxy into an intense star formation regime, and could explain observations
of star formation-enhanced galaxies in the presence of jet activity (Zinn et al., 2013).
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Cosmological simulations of pure AGN jet feedback in galaxy clusters (Dubois et al., 2010a)
have shown that it has a negative impact on the galaxy SFR on the long-term, though
these simulations were lacking spatial resolution in order to properly capture the small-scale
fragmentation of the ISM. Our more global picture could suggest a two-stage mechanism
for AGN feedback: a compression phase leading to a short burst of star formation, together
with the expulsion or heating of the circumgalactic gas leading to a suppression of the gas
accretion onto the galaxy and its star formation on longer time-scales. This remains to be
verified with simulations of galaxies embedded in a cosmological environment with high
spatial resolution and a self-consistent treatment of AGN feedback. We defer this study
to future work.
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4.3.5 Appendix

4.3.5.1 Bipolar pressure increase

To study the assumption of a isotropic pressure increase, we have performed a simulation
of a non-isotropic bipolar pressure increase. For this the pressure has only been increased
after a certain height (1.5 kcp) in the vertical direction of the galaxy, were the pressure has
been kept at the normal value in the radial direction. The SFR of the bipolar and isotropic
simulations are shown in Fig. 4.20. One can see that while the bipolar SFR oscillates more
the general behaviour is not changed by the way pressure is applied on the galaxy.

4.3.5.2 Effects of supernova feedback

Here, we compare the feedback run with the no-feedback run. In Fig. 4.21 the gas density
maps of the no-pressure enhancement simulations are shown for the non-feedback (nf, left
panel) and feedback (fb, right panel) simulations. In Fig. 4.22 the comparison between fb
and nf is shown for the pa3 simulations. We see that for the no-pressure simulations, the
effect of SN explosions is to disrupt the interstellar medium into smaller but more numerous
clumps. In the edge-on-view, we can also see that the feedback simulation thickens the
disc and enhances the mass outflow close to the galaxy. For the pressure simulation, no
significant difference can be observed. It shows that the effect of external pressure is
stronger than the effect of SN explosions.
In Fig. 4.23, we show the number of clumps as a function of time for a selection of the

gasLow (left), gasHigh (middle), and gasHigh_d (right) simulations with (fb) or without
(nf) SN feedback. In Fig. 4.24, we show the time evolution of the SFR for the same selection
of runs. We see that the number of clumps is enhanced by the presence of SN explosions in
all cases since the clumps are regularly destroyed by the SN activity (Dubois et al., 2015b).
SNe regulate the mass growth of the gas clumps, and since the most massive clumps are
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Figure 4.20: Star formation rate (SFR) as a function of time: In blue for the case where
the pressure is applied isotropically (isotropic) and in red when the pressure is applied to
the galaxy in a bipolar geometry. (bipolar).

expected to capture the smaller clumps, SNe allow for the increase in the number of clumps,
thereby reducing their average cross section and mass (see Fig. 4.14). We also see that the
SFR is higher for the non-feedback simulation compared to the feedback simulations as a
consequence of the absence of a local regulating process within gas clumps.
Reassuringly, the effect of over-pressurisation of the disc onto the SFR enhancement is

independent of the presence of SN explosions: it still leads to a positive feedback effect
that SNe only marginally modulate.

4.3.5.3 Convergence Studies

In this section, we test how the results depend on the resolution of the simulation. We
performed two high resolution (highRes) simulations for the gasHigh case, one with no
external pressure (nP_hR) and the other with external pressure (pa3_hR). The higher
resolution runs have been performed with a resolution of ∆x = 10 kpc (compared to 40
kpc for the standard runs). We changed the density threshold for star formation (n0 =
224H cm−3) in the polytropic EoS as well as the dissipation time-scale of the non-thermal
component for the SN feedback (∆x = 10pc) with the resolution. The simulations were
run for a similar timescale (∼ 400Myr) as the lower resolution (lowRes) simulations.
In Fig. 4.25, we show the comparison between the highRes and lowRes simulations. In

the upper panel, the number of clumps is shown for the high and low resolution runs
where for both simulations the same clump detection density threshold of 21H cm−3 and
a peak-to-saddle threshold of 1.5 was chosen.
Fig. 4.25 shows that, in both highRes and lowRes runs, clumps are formed at a faster

rate when over-pressure is applied on the galaxy. Comparing the two resolution runs, we
see that the rates of clump formation for both resolutions are comparable at the start of
the simulations, for both the pressure and no-pressure runs. While the lowRes run with
external pressure (pa3) sees a sharp rise in its clump number at 25 Myr, the number of
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Figure 4.23: Time evolution of the number of clumps for a selection of the gasLow (left),
gasHigh (middle), and gasHigh_d (right) simulations. For each simulation set the feedback
(fb) and non-feedback (nf) runs are shown for comparison. They are indicated by the
suffixes in the legend. The lines are smoothed as in Figure 4.11.
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Figure 4.24: Time evolution of SFR for a selection of the gasLow (left), gasHigh (middle),
and gasHigh_d (right) simulations. For each simulation set the feedback (fb) and non-
feedback (nf) runs are shown for comparison. They are indicated by suffixes in the legend.
The lines are smoothed as in Figure 4.11.

clumps in the highRes run with external pressure (pa3_hR) starts catching up after 50
Myr and soon (at 70 Myr) overtakes that of the pa3 run, to end up with nearly double the
number of clumps. A similar effect is seen in the no-pressure runs: the number of clumps
in the highRes simulation starts slowly, but overtakes that of the lowRes run (at 230 Myr)
to also end up with nearly double the number of clumps.
Similar trends are seen in the star formation histories (lower panel of Fig. 4.25). For the

no-pressure runs, the highRes one overtakes the other one in SFR at 280 Myr to end up
with twice the SFR, while in the corresponding runs with external pressure, the highRes
one has its SFR overtake that of the lowRes analog at 150 Myr, end the highRes run ends
up with over double the SFR of the lowRes one. The very slow rise of the SFRs in the
highRes runs is the consequence of our choice of a higher density threshold for the highRes
simulations, which is reached at later times. Once stars start to form, the SFR is greater
in the pressure simulation than in the no-pressure simulation. The general effect that the
pressurisation leads to more star formation is therefore still the same.
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Figure 4.25: Time evolution of the number of clumps (upper panel) and SFR (lower panel)
for the low resolution and high resolution gasHigh_fb simulations. The clumps were ex-
tracted using a gas density threshold of 21H cm−3.
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5Feedback from Radiatively-driven AGN Winds
Extreme episodes of gas accretion onto supermassive black holes (SMBHs), in particular
in high-redshift galaxies, are followed by quasar activity. The photons emitted by a quasar
eventually couple to the gas and drive large-scale winds. In most hydrodynamical simu-
lations, quasar feedback is approximated as a local thermal energy deposit within a few
resolution elements, where the efficiency of the coupling between radiation of the gas is
represented by a single parameter tuned to match global observations, typically, the corre-
lation between SMBH mass and the galaxy velocity dispersion (e.g., Ferrarese & Merritt,
2000). In reality, the efficiency of the coupling between the radiation field and the dusty
gas conceals complex physics and is not yet fully understood as they rely on a number
of assumptions about, for instance, the absorption of photons, mean free paths, optical
depths, and shielding. Our limited understanding of how the radiation-gas interaction
eventually leads to large-scale ouflows and effects the ISM, has hence made the assessing
of the claims of these studies difficult.
A more accurate description is to self-consistently model the radiation from a SMBH

via radiation-hydrodynamics (RHD). Photons moving through gas and dust grains can be
scattered or absorbed and transfer some of their momentum, which eventually results in
a powerful quasar wind. If the gas around the quasar is optically thick, the infrared (IR)
radiation, partly coming from the quasar spectrum and partly from the re-emitted dust-
absorbed energy from ultra-violet (UV) photons, can be trapped. The radiation pressure
from these IR photons depends on the optical depth around the source, which complicates
the determination of the efficiency of the radiation-gas coupling. The difficulties arise
because the distribution of gas around the black hole is often unknown, and, hence, it is
unclear whether the IR photons manage to scatter a sufficient number of times to boost
the momentum transfer onto the gas. In general, the (IR) photons tend to escape through
the path of least resistance along optically thin sightlines before they are able to impart a
large momentum boost onto the gas. Additionally, the gas is also capable of reshaping the
radiation field leading to complex phenomena such as Rayleigh-Taylor instabilities (see for
instance Krumholz & Thompson, 2012, 2013; Davis et al., 2014) that again can help the
formation of low density tunnels through which the (IR) radiation can escape, and in turn
lower the efficiency of the radiation-gas coupling.
There is little consensus whether the radiatively-driven winds are momentum-conserving

(ṗ ' L/c; as proposed by King, 2003) or energy-conserving (ṗ� L/c; as proposed by Silk &
Rees, 1998; Faucher-Giguère & Quataert, 2012; Zubovas & King, 2012). However, evidence
for energy conservation in quasar-mode feedback is growing. There is recent observational
evidence, in two low redshift ultra-luminous infrared galaxies, for AGN accretion disc winds
at∼ 0.2 c, which drive large-scale massive molecular outflows (Tombesi et al., 2015; Feruglio
et al., 2015). Momentum-driven flows fail to drive the observed fast (∼ 1000 km s−1)
molecular outflows detected on kpc scales, whereas energy-conserving outflows are found
to provide the observed mechanical energy (Faucher-Giguère & Quataert, 2012; Wagner
et al., 2013).
In order to investigate the dependence of radiation feedback efficiency on the proper-

ties of the ISM, Bieri et al. (2016a) used a series of galaxies initialised with a two-phase
ISM consisting of a warm and tenuous hot phase that simultaneously satisfies single-point
log-normal statistics and two-point fractal statistics. The coupling between the injected
photons and the ISM is simulated using the RHD equations, describing the emission, ab-
sorption, and propagation of photons with the gas and dust.
The simulations show that radiation from a quasar is capable of driving large-scale
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high-velocity wind with mass outflow rates comparable to observations. The models
favour winds that are energy-driven via extremely fast outflows, interpreted as being IR-
radiatively-driven winds. IR radiation is necessary to efficiently transfer momentum to the
gas via multi-scattering on dust in dense clouds. Albeit IR multi-scattering is extremely
important, especially at early times, the amount of momentum quickly declines as the cen-
tral gas cloud expands and breaks up, allowing the radiation to escape through low density
channels. The typical number of multi-scattering events from an IR photons is only about
a quarter of the mean optical depth from the center of the cloud.

This Chapter is mainly extracted from the paper Bieri et al. (2016a) describing in more de-
tail the investigation of how the radiation emitted from the thin accretion disc surrounding
the SMBH effectively couples to the ISM by means of RHD.

5.1 Setting up the initial two-phase density distribution

Turbulence naturally gives rise to a non-uniform structure in the velocity and density
field. For a detailed review on the topic of turbulence see Elmegreen & Scalo 2004, and
Scalo & Elmegreen 2004. To setup a non-uniform medium we make the analogy with
a turbulent medium. The approach used does however not model actual turbulence in
a genuine causally generated ISM (see Kritsuk et al. 2011 and references therein). It
rather parametrises the non-uniform properties of generic turbulent medium and focuses
on characteristics such as the variance σ2, the intermittency, and two-point self-similar
structures, and relies on a range of previous experimental and theoretical results from the
field of turbulence. The initial distribution of the ISM that is adopted should therefore be
regarded as a physically motivated generalisation of an inhomogeneous ISM, but may not
necessarily represent an accurate model of a turbulent ISM.
The setup of the inhomogeneous interstellar medium density field is on average isotropic,

meaning that there is no dependence on location. The density distribution is setup via
an iterative process described first in Lewis & Austin (2002) such that it simultaneously
follows log-normal single-point statistics (see Eq. 5.1) and a power-law self-similar struc-
ture. Section 5.2.2.1 discusses in more detail the different parameters chosen. We have
used the pyFC package introduced in Wagner & Bicknell (2011) and adapted it to our
needs (mainly parallised part of the code in order to have a smaller minimum sampling
wave-number). The code pyFC first constructs a cube in which each n cells follows a Gaus-
sian distribution with mean m and standard deviation s (see Eq. 5.1). This cube is then
Fourier transformed and apodised by a Kolmogorov power-law in wave-number with index
−5/3 and minimum sampling wave-number kmin. In real space the minimum sampling
wave-number determines the scale of the largest fractal structure in the cube relative to
the size of the cube. Effectively, it is the average number of clouds per dimension divided
by two. For example, in one setup of our simulation we used kmin = 5 for a cube mapped
to a galaxy with a radius of r = 3 kpc. Then the largest structures (clouds) extend to
Rc,max = 3kpc/(2kmin) = 300 pc. In the next step of the iterative process the cube is
Fourier transformed back to the spatial domain and exponentiated. The last step alters
the power-law structure in Fourier space. The cube is iteratively transformed between
Fourier space and real space until a satisfactory convergence to the power-law within 1%
is obtained.
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Figure 5.1: Visualisation of density scalar field and statistical distribution of the fractal
cube. Left: Slice through the density scalar field, Middle log-normal probability density
function of the density scalar, and Right power-law power spectrum in Fourier space. The
minimum sampling wavenumber in this example is chosen to be kmin = 1.

The density cube is placed into the ramses simulation domain by reading each density
value within the cube and pacing it into a cell of the ramses grid. Note that the resolution
of the produced cube does not necessarily need to be the resolution of the smallest cell
within the simulation box.
Additionally, the density cube can be moved such that the densest cell within the cube

is placed in the center of the simulation box. The changing of the density structure is done
by moving around the grid of the initial density cube. Since the fractal cubes are generated
purely by manipulations in the fourier space of the scalar field, the cube read into ramses
is by construction periodic and hence can be tesselated or shifted. By leaving the source
of the BH at the center of the disc structure this thus changes the environment around the
black hole. Note, however, that the statistical properties are still the same.
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Abstract

The quasar mode of Active Galactic Nuclei (AGN) in the high-redshift Universe is
routinely observed in gas-rich galaxies together with large-scale AGN-driven winds.
It is crucial to understand how photons emitted by the central AGN source cou-
ple to the ambient interstellar-medium to trigger large-scale outflows. By means of
radiation-hydrodynamical simulations of idealised galactic discs, we study the cou-
pling of photons with the multiphase galactic gas, and how it varies with gas cloud
sizes, and the radiation bands included in the simulations, which are ultraviolet (UV),
optical, and infrared (IR). We show how a quasar with a luminosity of 1046 erg s−1

can drive large-scale winds with velocities of 102 − 103 km s−1 and mass outflow rates
around 103 M� yr−1 for times of order a few million years. Infrared radiation is nec-
essary to efficiently transfer momentum to the gas via multi-scattering on dust in
dense clouds. However, IR multi-scattering, despite being extremely important at
early times, quickly declines as the central gas cloud expands and breaks up, allow-
ing the radiation to escape through low gas density channels. The typical number of
multi-scattering events for an IR photon is only about a quarter of the mean optical
depth from the center of the cloud. Our models account for the observed outflow
rates of ∼ 500-1000 M� yr−1 and high velocities of ∼ 103 km s−1, favouring winds
that are energy-driven via extremely fast nuclear outflows, interpreted here as being
IR-radiatively-driven winds.

galaxies: active — galaxies: high-redshift — galaxies: ISM — methods: numerical

5.2.1 Introduction

Galaxy formation and evolution is highly non-linear and poses significant challenges to our
current understanding of the Universe. One particular issue is the relation between the
mass function of dark matter halos, provided by theoretical models, and the luminosity
function of galaxies, given by observations and usually fit by a Schechter (1976) function.
By assuming that stellar mass follows halo mass, we are left with a theoretical prediction
that leads to excessive numbers of galaxies at both the low-mass and the high-mass ends.
Thus, some mechanisms have been advocated to regulate the baryon budget in galaxies.
Feedback is likely an important mechanism, operating within galaxies and driving large-
scale outflows, removing the star-forming gas and/or preventing further infall. In high-mass
galaxies, efficient feedback is thought to be provided by active galactic nuclei (AGN) hosting
supermassive black holes (SMBHs) (e.g. Magorrian et al., 1998; Hu, 2008; Kormendy et al.,
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2011). Gas accretion onto a black hole (BH) leads to energy release capable of driving
outflows that regulate star formation and the local baryonic content (Silk & Rees, 1998),
hence regulating the BH growth and that of the surrounding galaxy (Kormendy & Ho,
2013).
The two main modes of AGN feedback identified so far are the so-called radio-mode

(radiatively-inefficient) powered by mechanical jets, and the radiatively-efficient quasar -
mode powered by photons that couple to the gas and transfer their momentum to it. Several
studies have examined the effects of these different modes in cosmological hydrodynamical
simulations (e.g. Di Matteo et al., 2005, 2008; Sijacki et al., 2007; Booth & Schaye, 2009;
Dubois et al., 2012b) and also on smaller galaxy scales (e.g. Proga et al., 2000; Wagner
& Bicknell, 2011; Novak et al., 2012a; Nayakshin & Zubovas, 2012; Gabor & Bournaud,
2014), and have highlighted the capacity of regulating the baryon content of galaxies with
AGN feedback. The general findings of these hydrodynamical simulations and also of
semi-analytical models (e.g. Croton et al., 2006; Bower et al., 2006) is that AGN feedback
suppresses star formation in massive galaxies, reproduces the observed high-end tail of the
galaxy mass function, and is largely responsible for the morphological transformation of
massive galaxies into ellipticals.
Although the picture of supermassive black holes exerting strong feedback on their host

galaxies is very attractive, the details of the mechanism remain vague, primarily because
the implementation of the black hole feedback in these studies relies on subgrid recipes
in pure hydrodynamical (HD) simulations. The implementations in these studies vary
slightly, but in most cases, quasar feedback is approximated by depositing thermal energy
within the resolution element, with the efficiency of the radiation-gas coupling represented
by a single parameter chosen to match global observations of SMBH mass-bulge velocity
dispersion (Ferrarese & Merritt, 2000). This is the quasar mode of AGN feedback imple-
mented in recent ∼ 100 Mpc state-of-the-art hydrodynamical cosmological simulations such
as Horizon-AGN (Dubois et al., 2014), Illustris (Vogelsberger et al., 2014), MassiveBlack-
II (Khandai et al., 2015a), or Eagle (Schaye et al., 2015).
In reality, this sub-grid model of quasar feedback hides complex physics. There is

a general consensus that photons emitted from a thin accretion disc surrounding the
SMBH (Shakura & Sunyaev, 1973) will effectively couple to the surrounding interstel-
lar medium (ISM) and eventually drive a large-scale wind. These radiatively-driven winds
are not necessarily simply momentum-conserving with ṗ ' L/c (as proposed by King,
2003), where ṗ is the momentum input rate, L is the bolometric luminosity of the source,
and c is the speed of light, as opposed to energy-conserving, where the momentum of the
gas builds up from the pressure work of the gas, hence, ṗ � L/c (Silk & Rees, 1998;
Faucher-Giguère & Quataert, 2012; Zubovas & King, 2012). For example, observations by
Cicone et al. (2014) show outflows with mechanical advantages of a few tens, where the
mechanical advantage is defined as the ratio between ṗ and L/c. Recent observations of
fast (> 103 km s−1) molecular outflows from AGN favour energy-conserving winds from the
nuclear accretion disc (Tombesi et al., 2015; Feruglio et al., 2015) as do recent multiphase
simulations discussed below, (e.g. Costa et al., 2014).
Alternate approaches to simple internal energy input have been implemented, where the

gas close to the BH is explicitly given a momentum input rate of L/c multiplied by a factor
of a few (Debuhr et al., 2010, 2011; Choi et al., 2012, 2014; Barai et al., 2014; Zubovas
& Nayakshin, 2014; Costa et al., 2014; Hopkins et al., 2016). However, simulations show
contradictory results regarding the plausibility of regulating the BH growth and impact on
the baryon content of the galaxy using momentum-driven winds. While Costa et al. (2014,
see also Barai et al., 2014) advocate an energy-conserving wind to significantly affect the
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galaxy and its surroundings, Choi et al. (2012) show that their momentum feedback drives
faster winds than their energy feedback model. Since quasar-driven winds are powered by
the complex coupling of photons with the gas, it becomes timely to improve our current
understanding of the transfer of momentum and energy from AGN-emitted radiation to
the ISM by means of radiation-hydrodynamical (RHD) simulations. In such RHD simu-
lations, the emission, absorption, and propagation of photons and their interaction with
the gas is self-consistently followed. Detailed RHD simulations should help to improve
our understanding in how the quasar radiation couples to the gas, in particular via the
coupling of infrared (IR) radiation to dust, and how powerful quasar winds are eventually
driven. Therefore, RHD simulations can provide better sub-grid models for large-scale
cosmological simulations.
RHD simulations of quasar feedback on galactic scales have become feasible (e.g., Ciotti

& Ostriker, 2007, 2012; Kim et al., 2011; Novak et al., 2012b) and allow us to measure how
much of the radiation momentum is transferred to the gas. These studies manage to resolve
important physics involving the variability of the AGN (the duty cycle). RHD simulations
also show how a strong radiation source at the centre of a galaxy affects the surrounding
ISM. Ciotti & Ostriker (2007, 2012); Novak et al. (2012b) show that, for elliptical gas-poor
galaxies, the momentum input rate very rarely exceeds L/c due to the low opacity of dust
to the re-radiated IR and the destruction of dust in high temperature environments, which
in turn limits the amount of momentum the radiation can transfer to the gas. Kim et al.
(2011) simulate the evolution of a high-redshift galaxy with radiation from the SMBH,
however, the IR radiation has not been considered in this work, and, hence, the impact
of radiation into the gas is probably underestimated. Similarly in Roos et al. (2015), the
effect of the UV photo-heating only from a central quasar (treated in post-processing) has
very little impact on the evolution of a gas-rich isolated disc galaxy. The IR radiation is
potentially important because in optically-thick gas it is constantly absorbed by dust and
re-emitted, and hence can give several times its momentum LIR/c to the dust up to the
dust optical depth τIR = ΣgκIR, where Σg is the gas surface density and κIR is the dust
opacity. It can create radiation pressure-driven winds where the momentum input rate
exceeds the momentum flux of the source by one or two orders of magnitude , mimicking
the effect of an energy-driven wind. Star clusters in starburst galaxies can easily reach
values of τIR = 10−100 (see Fig. 3 of Agertz et al., 2013), possibly explaining the observed
energy-conserving winds in high-redshift quasars.
High-resolution hydrodynamical simulations of AGN jet feedback (e.g., Bicknell et al.,

2000; Sutherland & Bicknell, 2007; Antonuccio-Delogu & Silk, 2010; Wagner & Bicknell,
2011; Gaibler et al., 2012) have shown that a clumpy interstellar structure results in interac-
tions between the jet and the gas that differ from those in simulations with a homogeneous
ISM. It is hence expected that multiphase ISM properties also affect the momentum trans-
fer from the radiation to the gas. Modelling a clumpy interstellar structure might be even
more important when considering photons, as low density gas can trace escape paths in
which the radiation-matter interaction is reduced because the radiation field is not fully
trapped. Also, it is expected that as the radiation is sweeping up the dense gas, low-density
channels form and photons start to escape along these preferred directions, lowering the
mechanical advantage (Krumholz & Thompson, 2012, 2013; Davis et al., 2014; Rosdahl &
Teyssier, 2015b).
The aim of this paper is to quantify the coupling of quasar radiation with a clumpy

ISM and to study how photons (UV, optical and IR) can drive powerful winds using
RHD simulations. Since radiation-gas coupling depends on the clumpiness of the gas, we
consider a two-phase (see McKee & Ostriker, 2007) fractal interstellar medium at pc-scale
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resolution. We investigate the momentum budget associated with the dispersion of the
clouds in the galaxy and its dependence on different cloud sizes, filling factors, quasar
luminosities, and energy bands of the quasar spectrum.
In Section 5.2.2, we describe our suite of RHD simulations. Our results are presented

in Section 5.2.4. Section 5.2.6 is a discussion of the caveats of our methods and setup.
Section 5.2.7 provides the final conclusions.

5.2.2 Methods

We perform a suite of simulations using ramses-rt, an RHD extension of the adaptive
mesh refinement (AMR) code ramses (Teyssier, 2002). We model quasar-emitted radi-
ation interacting with a surrounding multiphase ISM, in order to study how efficiently
radiation couples to the gas within the galaxy.

5.2.2.1 Initial Gas Density Distribution

We set up a gaseous disc with a two-phase ISM in pressure equilibrium, with a uniform hot
phase with temperature T ∼ 106 K, and a cold T ∼ 1−104 K phase that is uniform on large
scales, but very clumpy on small scales. Our ISM setup is described in detail in Wagner
et al. (2013), which followed work done by Sutherland & Bicknell (2007) investigating the
interaction of an AGN jet with a non-uniform ISM.
The density field for the cold phase is homogeneous on large scales, i.e. there is no radial

density gradient, but it is very clumpy on small scales: it follows a single-point log-normal
distribution and two-point fractal statistics. In a log-normal distribution, the logarithm
of the ISM density is a Gaussian, with mean m and variance s2. With P (ρ) being the
log-normal probability distribution of the mass density ρ, one can write

P (ρ) =
1√

2π s ρ
exp

[
−(ln ρ−m)2

2s2

]
, (5.1)

with

m = ln

(
µ2√
σ2 + µ2

)
, s =

√
ln

(
σ2

µ2
+ 1

)
, (5.2)

where µ and σ2 are the mean and the variance of the linear density field. In the simulations
presented here, we adopt µ = 1 and σ2 = 5, identically to what has been used by Wagner &
Bicknell (2011). These values are in agreement with ranges found by Fischera et al. (2003)
and Fischera & Dopita (2004), observing the column density distribution in a turbulent
ISM. The variance in Eq. (5.2) gives a measure of how concentrated the mass is within
the density cores, or, conversely, the fraction of the volume within the low density regions.
With these values, gas densities below the mean µ encompass one-quarter of the mass and
occupy three-quarters of the volume of the simulated disc. For further discussion of the
adopted values, we refer to Bicknell et al. (2000).
We define F (k) to be the Fourier transform of the density ρ(r), where k and r are the

wave-number and position vectors, respectively. The two-point structure of a homogeneous
turbulent medium is characterised in Fourier space by an isotropic power spectrum D(k)
defined as

D(k) =

∫
k2F (k)F ∗(k)dΩ. (5.3)

The power-spectrum is proportional to a power-law with index −5/3 in order to reproduce
the spectrum driven by Kolmogorov turbulence. The Fourier transform of the density ρ is
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proportional to the turbulent field usually described by the velocity vector (Warhaft, 2000).
We follow Wagner & Bicknell (2011) and adopt a standard Kolmogorov power spectrum
for our non-uniformly distributed gas within the disc.
We want to stress that our initial setup is stationary and hence does not capture the ac-

tual ISM turbulence (see Kritsuk et al., 2011 and references therein). We rather parametrise
the non-uniform properties of a generic turbulent medium and focus on characteristics such
as the variance of the gas density σ2 and the two-point self-similar power-law structures,
and hence rely on a range of previous experimental and theoretical results from the field
of turbulence. The initial distribution of the ISM that we adopt should therefore be re-
garded as a physically motivated generalisation of a inhomogeneous ISM, while it may not
necessarily represent an accurate model of a turbulent ISM.
The density distribution is set up via an iterative process, described first by Lewis &

Austin (2002), where we have adapted the pyFC package (Wagner & Bicknell, 2011)
to our needs (mainly parallelised part of the code in order to have a smaller minimum
sampling wave-number). Our density field simultaneously follows log-normal single-point
statistics (see Eq. [5.1]) and a Kolmogorov power-law self-similar structure in wave-number
with index −5/3 and minimum sampling wave-number kmin. In real space, the minimum
sampling wave-number determines the scale of the largest fractal structure in the cube
relative to the size of the cube. Effectively, it is the average number of clouds per dimension
divided by two. For example, in one setup of our simulation, we used kmin = 5 kpc−1 for a
cube mapped to a disc with a diameter of d = 3 kpc. Then the largest structures (clouds)
extend to Rc,max = 3/(2 kmin) = 300 pc.
Finally, we place the cube into the ramses simulation domain by reading each density

value within the cube and placing it into a cell of the ramses grid. Here the resolution of
the generated cube does not necessarily need to be the resolution of the smallest cell within
the ramses simulation box. In order to obtain a cylindrical shape resembling a galaxy,
the density cube is filtered, in the xy-plane, by a symmetric flat mean density profile with
mean cold phase density 〈nw〉 and radius r = 1.5 kpc, and in the z-plane the density cube
is filtered by a step function with height h = 0.3 kpc. The porosity of the ISM arises by
imposing a temperature roof Troof above which the gas is defined to be in the hot phase.
The mean density of the cold ISM phase is chosen such that the total mass of the cold
phase is ∼ 2 × 1010 M� and is around 500 H cm−3. The roof temperature is around 50 K
for the different simulations.
In our simulations, clouds are initially in pressure equilibrium with the surrounding

hot phase, where the pressure is set to be P ∼ 7 × 10−12 Pa. For the hot phase, whose
temperature is fixed at Th ∼ 107 K, the density is constant and set as nH,h = 0.01 H cm−3

for all the simulations, while the initial metallicity is set to zero. The cold gas is initialised
with solar metallicity. With these values and with a disc radius of 1.5 kpc and thickness of
0.15 kpc, we simulate a typical compact, gas-rich, high-redshift galaxy (e.g. Tacconi et al.,
2010; Daddi et al., 2010; Genzel et al., 2010a).
The density and pressure profiles of the hydrostatic environment in a massive gas-rich

proto-galaxy are fairly flat under the gravitational influence of the bulge and dark matter
halo (assuming a Navarro et al., 1996 profile; e.g., Capelo et al., 2010). Hence this justifies
the uniform hot phase distribution adopted in our simulation.
The filling factor of cold phase within the disc is given by

fV =
Vcold

Vtot
, (5.4)

where Vcold is the volume of the cold phase and Vtot the total cylindrical volume of the
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region in which the density is distributed.
Since the minimum sampling wave-number relates to the largest fractal structure in the

cube, we will hereafter respectively refer to the simulations with kmin = 30 kpc−1, 5 kpc−1,
and 1 kpc−1 as smallC (smallest clouds), medC (medium clouds), and bigC (biggest
clouds). For our simulations we chose a mean cold phase density 〈nw〉 of 508 H cm−3,
503 H cm−3, and 435 H cm−3 for the smallC , medC , and bigC simulations, respectively.
Additionally, we chose roof temperatures of 43 K, 70 K, and 70 K for the smallC , medC ,
and bigC simulations, respectively.

5.2.3 Radiation Hydrodynamics

Among the possible RHD implementations that are both helpful for cosmological and
galaxy-scale simulations (e.g., Petkova & Springel, 2009; Krumholz et al., 2011; Pawlik &
Schaye, 2011; Wise & Abel, 2011; Jiang et al., 2012; Skinner & Ostriker, 2013), we chose
ramses-rt (Rosdahl et al., 2013, 2015), implemented in the ramses (Teyssier, 2002) AMR
HD code, to model the interaction of radiation from the central black hole with the galaxy’s
interstellar gas. The evolution of the gas is computed using a second-order unsplit Godunov
scheme for the Euler equations. We use the HLLC Riemann solver (Toro et al., 1994) with
the MinMod total variation diminishing scheme to reconstruct the interpolated variables
from their cell-centered values. The ramses-rt RHD extension to ramses self-consistently
adds the propagation of photons and their on-the-fly interaction with hydrogen and helium
via photoionisation, heating, and momentum transfer, as well as their interaction with
dust particles via momentum transfer. The advection of photons between grid cells is
implemented with a first-order moment method, whereas the set of radiation transport
equations is closed with the M1 relation for the Eddington tensor (Rosdahl et al., 2013).
The M1 closure relation (Levermore, 1984b) can establish and retain bulk directionality of
photon flows, and can to some degree model shadows behind opaque obstacles.
The radiation is split into different photon groups, defined by frequency bands. For

each photon group, the radiation is described, in each grid cell, by the radiation energy
density (energy per unit volume) and the bulk radiation flux (energy per unit area per
unit time), which corresponds to the radiation intensity integrated over all solid angles.
ramses-rt solves the non-equilibrium evolution of the ionization fractions of hydrogen
and helium, along with photon fluxes and the gas temperature in each grid cell. For the
lowest-energy IR group, the photons can give momentum to the gas multiple times via
absorption and re-emission. Higher-energy radiation groups are absorbed by dust and re-
emitted (conserving energy) into the IR group, but they can also interact with hydrogen
and helium via photoionisation. We use a subgrid scheme to account for the trapping of
IR photons in regions where the mean free path is smaller than the grid spacing. This
scheme recovers the proper asymptotic limit in the radiation diffusion regime (see Rosdahl
et al., 2015 for a detailed discussion).
Since the Courant condition imposes that the time-step duration (and therefore the

computational load) scales inversely with the speed of light c, we apply the so-called
reduced speed of light approximation (RSLA; see also Gnedin & Abel, 2001; Rosdahl
et al., 2013). The rationale for the RSLA is that as long as the radiation travels faster
then ionisation fronts, the results of RHD simulations are more or less converged with
respect to the (reduced) speed of light.
However, IR radiation is not photo-ionising, so it is not obvious whether a reduced

speed of light produces converging results, especially when IR trapping becomes important.
For our simulations, we chose a reduced speed of light fraction cred/c = 0.2, leading to
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Figure 5.2: Broad-band spectrum of a typical quasar (adopted from Sazonov et al., 2004).
The shaded areas show the energy range of each photon group: IR (red), optical (green),
UV1 (blue), UV2 (yellow), UV3 (pink). In the plot we show the fraction of the total
energy going into each photon group (% Energy) as well as the energy per photon (Avg.
Energy) within the groups. Note that we do not model the hard X-ray energy band, which
contributes 22% to the total energy of the quasar.

cred ∼ 6×104 km s−1. We test our chosen reduced speed of light by performing convergence
tests in Appendix 5.2.8 but leave a detailed discussion to a forthcoming paper.
We implement outflow boundary conditions, such that any matter that leaves the simu-

lation volume is lost to the system. We however choose a sufficiently large simulation box
size Lbox = 96 kpc to ensure negligible mass loss. The simulation employs a coarse grid of
cell size Lbox/2

9 = 187 pc and allows up to 5 additional levels of refinement, so that the
smallest cell size is Lbox/2

14 = 5.9 pc. The refinement is triggered with a quasi-Lagrangian
criterion ensuring that if the gas mass within a cell is larger than 80 M� a new refinement
level is triggered. We ensure that all of the disc is maximally refined at the beginning of
the simulation, leading to ∼ 107 cells initially at the maximum level of refinement. For
convergence studies, we have performed lower resolution runs with a spatial resolution of
∆x = 11.6 pc using a maximum of 6 levels of additional refinement.
The gas in our simulations follows the equation of state for an ideal monoatomic gas with

an adiabatic index of γ = 5/3. To keep our setup as simple as possible and only probe the
effect of radiation-matter coupling, we neglect gas cooling1, star formation, feedback from
stars, and gravitational forces, but these effects will be studied in future work. We discuss
those caveats in Section 5.2.6.

5.2.3.1 Modeling the Quasar

The spectrum of radiation from the central quasar is modelled using a maximum of five
photon groups, defined by the photon energy bands listed in Table 5.1. The photons

1Hence the only role of metals in our simulations is to set the dust opacities, as shown by Eq. (5.5)
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Table 5.1: Properties of the photon groups used in the simulations. Columns are name;
minimum and maximum energies; cross sections to ionisation by H i, He i, and He ii; dust
opacity; luminosity fraction (from quasar spectrum of Sazonov et al., 2004). The dust
opacity κ̃ for each group scales with the gas metallicity κi = κ̃iZ/Z�. The luminosity
fraction per photon group is used to calculate the designated energy from the quasar that
goes into each corresponding photo group.

Photon Emin Emax σH I σHe I σHe I κ̃ Energy
group (eV) (eV) (cm2) (cm2) (cm2) (cm2 g−1) fraction
IR 0.01 1. 0 0 0 10 0.300
Opt 1. 13.5 0 0 0 103 0.250
UV1 13.5 24.6 3.1×10−18 0 0 103 0.079
UV2 24.6 54.4 4.7×10−19 4.2×10−18 0 103 0.067
UV3 54.4 103 1.1×10−20 2.3×10−19 1.7×10−19 103 0.085

groups consist of one infrared (IR) group (0.01 - 1 eV), one optical group (‘Opt’ from
1 - 13.5 eV), and three groups of ionising ultraviolet (UV) photons, the first two (UV1
and UV2) bracketed by the ionisation energies of H i, He i and He ii, and the third (UV3)
extending from He ii ionisation to soft X-rays (1 keV). For a given quasar luminosity, we
split the spectral energy distribution (SED) of a typical quasar, as calculated by Sazonov
et al. (2004) and shown in Fig. 5.2, into these 5 photon groups, and the corresponding
fractions of the quasar luminosity are given in Table 5.1. Sazonov et al. calculated the
typical quasar SED using published AGN composite spectra in the optical, UV, and X-
rays, also considering the cosmic X-ray background and the contribution of AGN to infrared
wavelengths, and the estimated local mass density of SMBHs. Note that we do not model
the hard X-ray energy band (E > 1 keV), where photons can heat (or cool) the gas to an
equilibrium temperature of ∼ 2×107 K through Compton (or inverse Compton) scattering
of electrons, but this happens at a very small distance from the source, and hence, these
photons have little overall impact on the ISM (e.g., Ciotti & Ostriker, 2012; Hopkins et al.,
2016). The ionization cross-sections σ(E) are taken from Verner et al. (1996). For each
photon group, the cross-sections are luminosity-weighted averages over the energy interval,
as described in Rosdahl et al. (2013).
Dust opacities are important for calculating the momentum transfer between the photons

and the gas as it happens via scattering on dust. Interstellar dust grains are destroyed,
mostly by sputtering, by shock-heated gas above temperatures of T ≥ 105 K (Draine
& Salpeter, 1979) (albeit the exact temperature and destruction time scale depend on
the dust grain size). For this work, we modified the calculation of the dust opacity in
Ramses-RT to include dust destruction by thermal sputtering when the gas temperature
is above a cutoff temperature Tcut = 105 K. This is necessary when the source luminosity
is sufficiently high to heat up the gas to very high temperatures. The cut-off temperature
for sputtering is weakly dependent on density, an effect we ignore here. We did not include
dust sublimation since Ramses-RT does not follow the dust temperature (which sublimes
above 103 K) and leave this for future work.
In our simulations the opacities for the different photon groups are given by

κi = κ̃i
Z

Z�
exp

(
− T

Tcut

)
. (5.5)

We thus assume that the dust content simply scales with the metallicity of the gas below
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the cutoff temperature.
For the IR ,we assume an opacity of κi = κIR = 10 (Z/Z�) cm2g−1, whereas for the

higher energy photons (optical and UV) we assume κi = 1000 (Z/Z�) cm2g−1, i.e., one
hundred times higher than of the IR. The chosen opacities are physically motivated by a
combination of observations and dust-formation theory of the ISM and stellar nurseries
(Semenov et al., 2003 for the IR photons, and Li & Draine, 2001 for higher energy radi-
ation). They are however uncertain by a factor of a few, due to model uncertainties as
well as the temperature dependence on the opacity, which is ignored in our simulations.
Past studies have used similar values (e.g. Hopkins et al., 2011; Agertz et al., 2013; Roškar
et al., 2014). The usual IR opacities are in the range of κIR = 5 − 10 cm2g−1 and hence
our assumed IR opacity is at the high-end of what is usually considered.
Table 5.1 lists the values for the photon group energies, where for each photon group, the

energy intervals are between the lower bound Emin and upper bound Emax. Also shown
are the photoionisation cross-sections (σH I , σHe I , and σHe II) for hydrogen and helium,
calculated as described above, the dust-interaction opacities (κ̃i), and fractions of total
quasar luminosity emitted into each photon group.
We have chosen two different quasar luminosities 1043 erg s−1 and 1046 erg s−1 for our

simulations. The bolometric quasar luminosity function (QLF) at redshift z = 3, compiled
by Hopkins et al. (2007), shows that the chosen quasar luminosities are very common and
nicely bracket the QLF.
In the present work, we explore the effect of an AGN radiation source that is steady,

isotropic, and located at the centre of the galaxy. In reality, the quasar luminosity is
proportional to its accretion rate, which varies in time. Additionally, the black hole can
move around the potential well of the dark matter halo and galaxy and hence is not always
exactly located at the centre of the galaxy. Usually, a lower (higher) density environment
around the black hole results in a lower (higher) luminosity of the quasar. Moreover,
changing the location of the black hole changes the optical depth around the source, as
the encompassing density changes, which should alter the level of coupling between the
radiation and matter. For this reason, we have ensured that the initial conditions for
the density field are such that the black hole for the 1046 erg s−1 simulations is in the
densest region of the entire density distribution, while the initial conditions place the lower
luminosity source at an intermediate density. Aside from this, the statistical properties (as
discussed above) of the simulations with both quasar luminosities are exactly the same.
We have also performed a simulation with a 1046 erg s−1 quasar surrounded by the exact
same density distribution as for the 1043 erg s−1 simulations to assess the role of quasar
luminosity independently of the density around the quasar.
In summary, the key model parameters used in the different simulations are the quasar

luminosity, the radius of the largest fractal structure, and the location of the quasar.
Table 5.2 summarises the assigned and derived parameters that we used for our simulations
and Fig. 5.3 shows an example of the smallC , medC , and bigC cloud distributions, where
the volume filling factor is kept at 50%. We have also performed simulations with a filling
factor of 100%, but the results do not significantly change from those shown in the paper.

5.2.4 Results

We now present our simulation results and examine the interplay of the BH-emitted radi-
ation with the surrounding gas, focusing on the momentum transferred from the radiation
onto the gas. We start with a comparison of the effects of radiation on the galaxy for
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Figure 5.3: Slices of the gas density for the L46_smallC simulations (top row), L46_medC
simulations (middle row), and for the L46_bigC simulations (bottom row). The different
columns show different times as labeled. The galaxies are shown both face-on (upper por-
tion of rows) and edge-on (bottom portion of rows). The galaxy is destroyed by radiation,
and a large-scale radiatively-driven wind is generated. While in the smallC simulation the
wave induced by the radiation expands almost uniformly in the xy-plane, this is not the
case for the medC and bigC simulations where the outflow escapes via tunnels of low den-
sity. The red square over-plotted at the 0 Myr plot for the bigC simulation corresponds to
the zoomed-in region of Figs. 5.5 and 5.6, whereas the red square in the medC simulation
corresponds to the zoomed-in region in Fig. 5.9.
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Table 5.2: Simulation parameters: quasar luminosity (L), largest possible cloud size
(Rc,max), and the gas density (‘environment’) around the quasar. If, for instance, the
quasar environment is denoted with max the quasar is placed into the cell within a max-
imum density. Additionally, no suffix about the quasar position is used if the position of
the quasar is in a maximum density environment for the L46 simulation, or in a medium
density environment for the L43 simulation, respectively.

Simulation logL Rc,max Quasar
name (erg s−1) (kpc) environment
L46_smallC 46 0.05 max
L46_medC 46 0.3 max
L46_bigC 46 1.5 max
L46_bigC_medρQ 46 1.5 med
L46_bigC_minρQ 46 1.5 min
L43_smallC 43 0.05 med
L43_medC 43 0.3 med
L43_bigC 43 1.5 med
L43_bigC_maxρQ 43 1.5 max

different cloud sizes for the more luminous L = 1046 erg s−1 source. Then we investigate
how the wind becomes radiatively-driven. We next compare the effects of different quasar
positions relative to the clouds, and end with a comparison of different quasar luminosi-
ties. Additionally, we include in Appendix 5.2.8 a study of how the transferred momentum
depends on the speed of light and conclude that this approximation is a crucial component
in recovering the correct mechanical advantage from the radiation onto the gas for the first
few Myr.

5.2.4.1 Effects of Different Cloud Sizes

We explore the impact of radiation on the gas clouds and velocity evolution for galaxy
discs with different cloud sizes. We focus here on the L46 simulations, where the source is
embedded into the high density environment of the clouds.

5.2.4.2 Qualitative Effects of Cloud Sizes

In Fig. 5.3, we show maps of the gas density in the disc at different times for the L46_smallC ,
L46_medC , and L46_bigC simulations. Comparing the three different cloud sizes, we ob-
serve that the outflow is less symmetric for less uniform initial conditions, i.e. larger clouds.
For all the simulations, the radiation from the central source destroys the encompassing
high density cloud hosting the source before reaching a lower density environment. The
ionised outflow generated by the radiation pushes the gas out into the circum-galactic
medium through the lower density channels, which are more prominent with larger clouds.
Until the cloud is destroyed, the source is surrounded by a high density environment

where the optical depth is sufficiently high for the IR radiation to boost the momen-
tum transfer to the gas. Once the radiation manages to destroy the central cloud, the
optical depth drops to lower values, reducing the effect of momentum-boost from IR multi-
scattering. The time it takes for the radiation to break from the central source through
the cloud is hence crucial and is much shorter for the L46_smallC simulation than for
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Figure 5.4: Evolution of the mean density (top), temperature (middle), and H ii fraction
(bottom) of the clouds as a function of time for the L46_smallC (blue), L46_medC
(green), and L46_bigC (red) simulations. The lines show the mass-weighted mean value
for the clouds, using only the cells with a metallicity above a cutoff value of 0.5 Solar (where
the maximum and minimum metallicities are Solar and zero). The radiation manages to
disperse the clouds, as can be seen by the decreasing mean densities. The mean temperature
as well as ionisation fraction increase with time. This lowers the influence of the radiation
as time passes due to the gas being either transparent and/or ionised.
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the larger-cloud L46_medC or L46_bigC simulations. This gives the photons in the
L46_medC and L46_bigC simulations more time to transfer momentum to the gas via
the trapped photons in the optically-thick gas.
After the radiation has destroyed the encompassing cloud, the gas from the cloud contin-

ues to expand until it reaches the neighbouring over-densities. Since the clouds distributed
within the L46_smallC simulation are all relatively small, they are rapidly destroyed by
the radiation, and the cloud gas efficiently mixes with the background gas and fills up
tunnels of lower density, quickly creating smooth isotropic shells of outflowing gas. Clouds
in the L46_medC , and L46_bigC simulations are much bigger, and, at t = 1 Myr, the
shell evolution is less spherically-symmetric compared to the L46_smallC simulation. Ad-
ditionally, the outflow generated by the radiation creates a shell of swept-up gas, which
is most apparent in the L46_bigC and also at early times of the L46_medC simulation,
while less dominant for the L46_smallC simulation. Indeed, the larger the clouds, the
more gas mass they contain and the greater (and hence more apparent) the overdensity of
the shell can become.

Cloud Evolution
Fig. 5.4 illustrates the evolution of the mass-weighted cloud mean density, temperature,

and H ii fraction for the different L46 simulations. The lines show the mean values of
all gas with metallicity larger than 0.5 Solar. This picks out the gas originally belonging
to dense clouds, since the gas within clouds is initialised with Solar metallicity, while the
diffuse gas outside them is initially metal-free.

Looking at the mean density evolution for the three simulations, we see that the clouds
start to disperse right from the beginning, causing the mean density of the clouds to drop.
The decrease in mean density is similar for the different simulations. With the mean density
of the clouds declining with time, the mean free path of the IR photons also increases and
one therefore expects the IR photons to scatter less within the gas.
For the L46_medC and L46_bigC simulations the mean temperature rises within a

very short amount of time (∼ 0.1 Myr) to 104.3−4.5 K, whereas it takes ∼ 10 Myr for
the L46_smallC simulation to reach similar values. Additionally, the H ii fraction of the
clouds also increases with time, with a roughly 30% ionisation fraction for the gas within
the clouds at the end of the simulation. Photoionisation proceeds much more slowly for
the small cloud than for the more massive clouds.
As seen in Fig. 5.3 the early evolution of the density evolution is sensitive to small-scale

inhomogeneities. In the L46_smallC simulation the photons manage to quickly destroy
the encompassing cloud and then escape through lower density channels without efficiently
heating, ionising, and pushing the higher density gas. For the bigger cloud simulations, on
the other hand, the radiation is trapped for longer within the encompassing cloud, leading
to the photons to interact with the higher density gas. On long timescales, the radiation
has smoothed out the inhomogeneities, and hence the evolution of the mean temperature
and ionisation fraction is similar for all the cloud masses, and converges to the same values
since the total masses are the same.
Fig. 5.5 shows a close-up of a slice of the gas density, gas temperature, HII fraction, and

velocity from the L46_bigC simulation as indicated by the red square in Fig. 5.3. The
position of the quasar is just outside the zoomed-in slice, on the right-hand side. Fig. 5.6
displays the time evolution of the radiation fluxes in two wavebands: IR and optical +
UV, for the L46_bigC simulation in the same zoomed-in region as in Fig. 5.5.
At the start of the simulation (left panels of Fig. 5.5 and Fig. 5.6), the gas is in a fractal

two-phase medium, with a cold, fully neutral, high-density component and a hot, fully
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Figure 5.5: Slices of the gas density (top row), temperature (second to top row), ionisation
fraction (second to bottom row), and velocity field (bottom row) for a slice of a zoomed
region in the L46_bigC simulation. The position of the zoomed-in region is marked by
a red square in Fig. 5.3. To guide the eye, selected density contours are overplotted at
1 Myr and 3 Myr. At 1 Myr, the magenta contour denotes a density of 4000H cm−3. At
3 Myr, the magenta and yellow contours show densities of 4× 103Hcm−3 and 2.5H cm−3,
respectively. The radiation pushes the gas from the outside and disperses the outer region
of the cloud. The dispersed gas moves at a speed of ∼ 100 km s−1 and is heated to a
temperature of 104−5K.
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Figure 5.6: Slices of the IR (top row) and optical + UV (bottom row) radiation flux (over
all directions) as a function of time for the same zoomed region as in Fig. 5.5 for the
same (L46_bigC ) simulation. Here the UV flux is the sum of the flux from the individual
photon groups UV1, UV2, and UV3. The IR flux is computed by considering both the
streaming and trapped contributions to the IR energy density. The same density contours
as in Fig. 5.5 are over-plotted to guide the eye. While the IR radiation is completely
penetrating the cloud after ≤ 0.1 Myr, the column density of the cloud is too high for the
optical and UV radiation to penetrate the overdensity of the cloud.

ionised low density component, with both components at rest.
At 0.1Myr, the IR photons have already penetrated the whole cloud. Where the IR

photon flux is high, the dense gas has already started moving outwards as indicated by the
moderate velocities (10-50 km s−1) on the right edge of the zoomed-in region. During this
early stage, the gas in the high IR flux region is already at higher temperatures than the
rest of the gas within the cloud (second panel of the second row of Fig. 5.6) but has not
yet shock-heated to very high temperatures. Given the moderate temperatures well below
dust destruction the cloud is not yet transparent and the IR photons multi-scatter within
it, giving a boosted push from the inside-out. At 0.1Myr, the cloud is still fully neutral
as the UV photons do not penetrate into the cloud (shown in Fig. 5.6) because the gas is
too dense and UV-shielded.
At 1Myr, the gas has begun to move away from the radiation source. To guide the eye,

we have marked the outflowing gas at 3Myr with selected contours. The magenta contours
at density 4000H cm−3 mark the shock front. At 1Myr, the shock front is still neutral with
a temperature of roughly 103 K and is traveling at a velocity of ∼ 50 km s−1. Given the
mean density of the front at 1Myr of ∼ 4× 103Hcm−3, the mean free path, 1/(κ ρ), of IR
photons is only ∼ 1.8 pc, which indicates the IR radiation is trapped and multi-scattering
in this region allowing the IR radiation to efficiently transfer momentum onto the gas. In
the regions where the gas is dense and the IR flux is high, the temperature of the gas is also
higher compared to the rest of the cloud indicating a shock. Additionally, in the regions of
high IR flux, the IR radiation is mixing the multiphase gas and creating a more uniform
structure.
At the right edge of the cloud, i.e. in the direction of the source, the diffuse gas is heated
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Figure 5.7: Top: Mass-weighted velocity versus density for the L46_medC simulation.
Bottom: Mass-weighted velocity versus temperature for the L46_medC simulation. The
points are coloured by the total mass within each 2D-histogram cell. The different columns
show different times as labeled. The dense cold gas is accelerated by the radiation, expands
and results in a broad, diffuse, and fast wind. The highest velocities for the dense gas is
lower at late times, since it corresponds to more distant clouds receiving a lower photon
flux. The fastest velocities are reached for gas with temperature below dust destruction.

up to high temperatures (∼ 106 K), is fully ionised, and has a velocity of ∼ 103 km s−1.
When looking at the photon flux of the different radiation groups (see Fig. 5.6), we see
that, unlike the IR photons, the UV and optical radiation still does not deeply penetrate
the dense cloud. We will later see in more detail that the early evolution of dense clouds is
clearly dominated by the IR radiation, whereas the UV radiation plays a more important
role at later times.

When the radiation illuminates dense clouds, the gas is dispersed starting from the
illuminated side, as seen in the density slice at 3Myr. To guide the eye, we have again
marked the outflowing gas with two selected contours. The magenta contour at density
4 × 103Hcm−3 marks the shock front, while the yellow contour at density 2.5H cm−3

marks the outflow tail before the density drops to the background density. The dispersed
gas moves away from the source at a velocity of ∼ 50−150 km s−1 and has a temperature of
around ∼ 105K. The gas flowing away from the dispersed cloud still has only a marginally
smaller density than the cloud, but is smoothed out by the IR radiation A large portion
of the outflow behind the density ridge (magenta contour) is fully ionised whereas the
cold cloud preceding the outflow is still neutral (see also Fig. 5.4). As seen in Fig. 5.6,
the UV radiation has only just reached into the tail edge of the outflowing gas (yellow
contour), started to ionise the gas from the outside and heat it via photoionisation, and
hence push it further from the back end. The rest of the gas is thus ionised via collisional
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ionisation. We will see below that gas is accelerated by the radiation pressure from the UV
photons and by photoionisation heating, but UV photons contribute mostly to the overall
radiatively-driven wind once they are reprocessed in the IR. The gas reaches temperatures
of around ∼ 105 K and velocities up to 500 km s−1 beside the neutral gas, but still within
the smooth outflowing gas from the clouds (left from the yellow contour in Fig. 5.5). In the
regions where the gas mixed with the background gas (right from the yellow contour), the
gas reaches temperatures up to 106.5 K and velocities of up to 1000 km s−1. At t = 3 Myr,
the cloud size with a mean density of ∼ 103 H cm−3 is now comparable to the mean free
path of the IR radiation, ∼ 30 pc, causing the IR flux, and thus the influence of the IR
photons, to decrease.
In summary, we find that for smaller, more fragmented clouds encompassing the radiation

source, the radiation has a tendency to escape, and hence it is less efficient at heating
and ionising the gas compared to larger and more coherent surrounding structures which
efficiently trap the radiation. Focusing on a single cloud close to (but separated from) the
source of radiation, we see that the IR efficiently penetrates the cloud and pushes from the
inside out, smoothing out inhomogeneities, while the UV (and optical) radiation cannot
penetrate and acts more by pushing on and heating into the side of the cloud.

Velocity Evolution

Fig. 5.7 shows mass-weighted velocity-density diagrams and velocity-temperature dia-
grams for the L46_medC simulation at different times (1 Myr, 3 Myr, and 7 Myr from
left to right). Three regions can be highlighted in the velocity-density diagram. At low
densities, there is a range of velocities in distinct intervals. In light of Fig. 5.5, we see that
the low density gas far from the source is not accelerated while that closer to the source
is already accelerated close to 103 km s−1. At the highest densities, some of the gas has
low to moderate velocities up to 100 km s−1. Again, comparing to Fig. 5.5, the almost
zero velocity gas is on the far side of the source and has not yet been accelerated. And
finally, in the mid density range (between 6 and 150 H cm−3) diagonal stripes of mass of
∼ 104 M� arise due to the dispersion of the fast-moving high density gas to lower densities.
Because of the dispersion and mixing with the background at rest, the dispersed gas also
slows down building the diagonal stripes observed.
The highest velocity gas (tip of the velocity-density diagram) shows an anti-correlation

with density. This corresponds to gas near the source, where the radiation from the
source disperses the clouds to lower densities, which reach the highest velocities. Lower
density gas is moved earlier by the outflow created by the photon-gas interaction whereas
it takes longer for high-density gas to reach the same velocities. The high-density gas
eventually also reaches high velocities resulting in the whole cloud to move, which leads
to the destruction of the whole disc. Comparing the velocity-density diagrams at different
times, we see that at earlier times, gas at high densities has faster velocities than at later
times, which is caused by several factors. First, the outflow front reaching an overdensity
must decelerate while interacting with the gas from the cloud. Secondly, as we already have
seen above, the high density regions are dispersed, leading to lower densities and higher
velocities as seen at 7 Myr. Finally, the flux of photons decreases with distance from the
source, and late times correspond to clouds farther away from the central source, which
receive a smaller flux of photons.
The mass-weighted temperature versus velocity evolution shows that the radiation ac-

celerates the cold and dense gas which expands further into a more diffuse and broader
wind. Then, an increasing amount of gas reaches higher temperatures, resulting in a high
mass fraction of high-speed hot gas at the end of the simulation. At later times, the dense
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Ṁ
[M
¯
/
y
r]

smallC

medC

bigC

500

1000

1500

2000 3 Myr

Ṁ
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Figure 5.8: Mass outflow rate as a function of radius for three different times 1, 3 and 7
Myr from top to bottom (same time as those used in Fig. 5.7) for the L46 simulations.
The radiation causes the gas to move out of the galaxy, reaching mass outflow rates of up
to 500− 1200M� yr−1 after 7 Myr depending on the cloud encompassing the source. The
outflow rate is larger the bigger the encompassing cloud because the radiation is trapped
for longer within the big clouds and hence has longer time to impart momentum onto the
gas.
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and cold gas has lower velocities than at earlier times, as it corresponds to more distant
clouds receiving a lower photon flux. The hot (T > 105 K) gas is optically thin because it
is fully ionised and the dust is destroyed in it. Therefore, the bulk of the high velocity gas
(v > 100 km s−1) corresponds to intermediate values of temperature of a few 104 K.
We have measured the velocities of the gas for the two other simulations (not shown

here), and they have a very similar evolution. The main difference is in the intermediate
density (1-100 H cm−3) and temperature (103-105 K) range, where the gas velocity is
higher with increasing cloud size around the source: 100 − 500 km s−1, 100 − 600 km s−1,
and 200− 1000 km s−1 for the smallC , medC , and bigC simulations, respectively.
We now measure the mass outflow rate with

Ṁgas =

∮
ρv · r̂ dS =

∑
i∈shell

mi vi · r̂i
S

V
, (5.6)

by considering only the outward flow (cells with vi · r̂i > 0) across a spherical shell of
radius r, where i denotes the index of a cell within the spherical shell of surface S and
volume V . Finally, r̂i is the unit vector of the cell with velocity vi. Here, we adopt a
shell of thickness 0.25 kpc. Fig. 5.8 shows the mass outflow rate as a function of radius for
the L46 simulations measured at different times. The radiation pressure causes the gas to
move out, reaching outflow rates of up to 500 to 2400 M� yr−1 depending on the initial
cloud setup. The mass outflow rate is always larger the bigger the encompassing cloud
around the source, due to the radiation being trapped for longer within the large clouds.
The values of the mass outflow rates of 1000−2000 M� yr−1 measured in the largest cloud
simulation at t ≥ 3 Myr as well as the high velocities of ∼ 1000 km s−1 are close to those
measured by Tombesi et al. (2015). As already stated above, the collapse time of the cloud
encompassing the source is ∼ 4 Myr, which hence dynamically influences the mass outflow
of the galaxy, at least towards the end of the simulation. Thus, our predictions of the mass
outflow rates are optimistic and have to be tested with simulations including gravity. We
leave this to future work.

5.2.4.3 Effects of Different Photon Groups on the Cloud Evolution

To better determine the specific contribution of each photon group, we have performed
simulations of the same density distribution and quasar luminosity for the medium cloud
size simulation (L46_medC ) where we excluded certain photon groups. The density,
temperature, H ii fraction, and velocity maps of these simulations at 5 Myr can be seen in
Fig. 5.9. The position of the quasar source, at the coordinate origin, is at the top right
corner of the images. In the top row, all the photon groups are included. In the middle
row, the IR radiation is excluded, and in the bottom row only the IR radiation is included
(i.e. the UV groups and optical are excluded).
Comparing the different rows in Fig. 5.9, we see that each photon group contributes to

dispersing the dense gas, but the IR contribution dominates as the outflow is clearly more
advanced in the IR-only run than in the run with only UV and optical. However, even if
the IR photons are most important in the gas dispersion, the effect of the UV radiation is
non-negligible.
Comparing the middle row with the bottom row of Fig. 5.9, we see that the main

difference between the effects of IR and UV + optical photons is that the IR radiation
plays the role of smoothing out the dense gas, especially the regions which the UV and
optical radiation cannot reach. When not including the IR photons, the cloud structure is
maintained with a similar multiphase state to that of the initial conditions. Generally, the
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Figure 5.9: Zoomed-in slices of a cloud region in the L46_medC simulation (red square
of the middle row in Fig. 5.3) at 5 Myr, showing, from left to right, maps of density,
temperature, H ii fraction, and velocity. The source is at the coordinate origin at the
top right corner each image. The different rows show the same simulation with different
photon groups included, with, from top to bottom: all photon groups (UV + Opt + IR),
excluding the IR photons (UV + Opt), and finally including only the IR photons (IR).
The dispersion of the cloud is driven by a complicated interplay between the IR and UV
radiation. At early times, the dominant contribution is however the IR radiation.

UV photons only manage to disperse and ionise the gas at the shock front and do not as
efficiently mix and disperse the gas of the cloud with that of the background, but instead
push the over-dense gas by direct radiation pressure and photoionisation. The inability of
UV photons in efficiently mixing the multiphase gas is most apparent when looking at the
temperature (and velocity) structure.
With only the IR radiation included, the gas of the cloud is much more mixed with the

background gas creating a more uniform density structure at the shock front. This arises
because the IR photons are isotropically pushing the gas from the inside of the clouds and
are, thus, responsible for the smoothing of the multiphase density distribution and the
puffing-up of the clouds.
Comparing the temperature slices of the rows, we observe that when the UV photons are

included, the temperature of the smoothed gas with densities of ∼ 100H cm−3 and fully
ionised is higher, due to the photoionisation heating and extra momentum input. We also
see that the increased velocity in the simulation incorporating all photon groups is due to
the combined contribution of all these photon groups. As expected, the ionization front is
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Figure 5.10: Evolution of the total momentum for simulations where the contribution
of different photon groups are included: IR only (red lines), UV only (dark blue lines),
UV and optical (light blue lines), and all groups (green lines). For the simulations, the
exact same initial conditions as for the L46_medC simulation, with all the photon groups
included (solid green line), are used. The dashed lines show (Lgroup/c) t, where t is the
time elapsed since the start of the simulations and Lgroup is the luminosity in the photon
group bands used in the simulation with the same colour. Through multiple scatterings
on the dust, the IR radiation imparts many times a momentum Lgroup/c onto the gas,
thus greatly boosting the total momentum transferred to the gas. The main contribution
to the total momentum from the UV and optical photons comes from the reprocessed UV
photons into IR photons that then multi-scatter and impart a momentum boost onto the
gas. Photoionisation heating has a small but non-negligible effect. Finally, the optical
photons give a small contribution to the momentum.

more advanced when both the UV (+ optical) and IR photons are included compared to
when only the IR radiation is included in the simulation.
Looking at the velocity maps from the different simulations at 5 Myr, we see that when

the IR radiation is excluded, only the ionised hot gas (104 − 106.5K) moves with large
velocities ranging from 100 to 1000 km s−1. However, with the IR photons, the neutral
gas is also moving with a velocity of up to 100 km s−1 where the gas is warm (104K),
and � 10 km s−1 where the gas is cold (< 102K). The IR photons are, hence, capable of
moving the dense, neutral gas, which the UV and optical radiation cannot reach due to
the high optical depth of the cloud. We see that when all photon groups are included,
the wind, driven from the central region, collides with the external parts due to the UV
photon heating and contributes to driving the wind on large-scales.
Fig. 5.10 shows the evolution of the total momentum for the same simulations (L46_medC )

as shown in Fig. 5.9: including all photon groups (solid green line), excluding contribution
from IR photons (solid light blue line). Additionally shown, is a simulation only including
the UV photons (solid dark blue line). The dashed lines show Lgroup/ct, where t is mea-
sured as the time passed since the beginning of the simulation and Lgroup is the luminosity
in the used photon group bands used in the corresponding simulation (indicated with the
same color). The ratio between the solid and dashed lines shows how much the correspond-
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ing photon groups boost the amount of momentum transferred to the gas. Hence, the IR
photons are capable of strongly boosting the momentum transfer due to multi-scattering.
The UV photons indirectly transfer momentum to the gas via photoionisation heating and
with this additionally boost the momentum transfer, however not as strongly as the IR
photons. Comparing the simulations that use the different photon groups shows that the
inclusion of the IR photons to the optical and UV photons produces a greater momentum
boost than in the simulation with only the UV and optical groups, especially at early
times. This shows that the main effect of the UV and optical photons on the momentum
comes from the dust-absorbed photons that are reprocessed into IR radiation and then
additionally boost the momentum transfer onto the gas via multi-scattering.
The small difference between the total momentum of the simulation including only the

UV photons and the simulation including the optical as well as UV photons confirms that
the optical photons have a non negligible impact on the evolution of the gas, since it
doubles its total momentum (the fraction of energy in the optical band is the same than
in the UV). Obviously, the contribution of all the photon groups is required to achieve the
full momentum (solid green line).

5.2.4.4 Efficiency of the Photon-Gas Coupling

In order to quantify the efficiency with which the radiation couples to the gas and transfers
momentum to it, we define the mechanical advantage as the ratio between the momentum
input rate ṗ and the instantaneous momentum from the radiation source given by L/c,
where L is the bolometric luminosity of the source. We calculate the instantaneous mo-
mentum injection to the gas as ṗ = (pN − pN−1)/∆tN , with pN the total gas momentum
at one given snapshot of the simulation, and ∆tN the time interval between two snapshots.
As shown in Fig. 5.2, ∼ 80% of the total bolometric luminosity is covered by the photon
groups used in the simulations (recall that we do not cover the hard X-ray band). A me-
chanical advantage above unity occurs when the photons boost the momentum transfer
between the radiation and the gas. This can happen when, the IR photons are multiply
scattered, as well as by photoionisation heating and subsequent shock formation. The rea-
son we used the bolometric momentum in this calculation is because it is consistent with
subgrid models of BH feedback in the literature (e.g. Debuhr et al., 2011; Choi et al., 2014;
Barai et al., 2014; Zubovas & Nayakshin, 2014; Costa et al., 2014; Hopkins et al., 2016).
Fig. 5.11 displays the evolution of the mechanical advantage for the L46_smallC , L46_medC ,

and L46_bigC simulations. For all the simulations, the mechanical advantage decreases
with time. However, the magnitude of the mechanical advantage is not the same for the
three different cloud size simulations, in particular in the early stages. The efficiency of the
momentum transfer for the L46_smallC , L46_medC , and L46_bigC simulations is big-
ger, the larger the cloud encompassing the source of radiation. Because it takes more time
to destroy larger clouds, the photons are trapped and scatter for a longer time. Indeed,
a bigger encompassing region around the quasar results in larger the momentum boost
from the radiation. For all the simulations, the radiation carves, right from the beginning,
a hole into the center of the galaxy, through which the radiation can escape (Fig. 5.3).
This causes the mechanical advantage to decrease with time as the photons injected by the
source are more likely to escape the system without scattering.
We see that the optical depth (or cloud size) plays a very important factor in the evo-

lution of the mechanical advantage. In addition, dust destruction in hot gas can play
a role in suppressing the amount of momentum passed from radiation to gas. We have
seen in Section 5.2.4.2, and especially in Fig. 5.4, that the gas is quickly heated to high
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Figure 5.11: Evolution of the mechanical advantage (momentum input rate ṗ over L/c,
where L is bolometric luminosity) as a function of time for the L46 simulations. The
mechanical advantage is above unity until 10 Myr, it is larger the bigger the encompassing
cloud, and it decreases with time. For the medC and bigC simulations the mechanical
advantage starts decreasing before the central cloud is fully destroyed as the efficiency of
the momentum transfer is already less efficient once the radiation manages to carve a hole
into the center of the galaxy.

temperatures for the L46_medC and L46_bigC simulations whereas it takes longer for
the L46_smallC gas to reach similarly high temperatures. It leads us to the conclusion
that dust destruction has more influence for the bigger cloud simulations compared to the
L46_smallC simulation. However, as we will see in Section 5.2.5, this effect is not as
important as the effect of the cloud size and gas density surrounding the source.

5.2.5 Evolution of the Optical Depth

For a better understanding of the mechanical advantage from the radiation and the effi-
ciency of photon-gas coupling, we measure the optical depth through the disc for the quasar
IR radiation as a function of time for the L46_smallC , L46_medC , and L46_bigC sim-
ulations. The IR optical depth is defined as

τIR =

∫
ρ κIR dl =

∑
i∈LOS

ρi κIR(Ti, Zi) ∆li (5.7)

where the opacity κIR, function of temperature and metallicity, is given in Eq. (5.5), l is
the line-of-sight (LOS) coordinate, and where ρi, Ti and Zi are respectively the density,
temperature and metallicity of the cell of index i along the LOS, while ∆li is the length
of the LOS through the ith cell.
Fig. 5.12 shows the evolution of the mean optical depth calculated over 500 randomly

selected LOS, uniformly sampling a sphere from the centre of the disc, where the quasar
source is located, up to a distance of 1.5 kpc.
At the beginning of the simulation, the optical depth calculated over the central cloud

is ∼ 0.8 times that of the optical depth calculated over the whole disc for L46_medC
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Figure 5.12: Left: Evolution of the optical depth τIR as a function of time for the
L46_smallC , L46_medC , and L46_bigC simulations. The lines show the mean values
of the optical depth calculated by sampling the sphere along 500 different lines of sight,
over the galaxy disc (up to 1.5 kpc, solid lines) or over the central cloud using a radius
corresponding to the largest fractal structure within the respective simulation box (see
Tab. 5.2, dashed lines). The shaded areas show the ±1σ distribution of the optical depth
over the galaxy. The mean optical depth of the three simulations depends on the cloud
size and is larger the bigger the clouds within the disc. Right: Fraction of solid angle over
the sphere covered by an optical depth greater than a threshold optical depth τthres of 0.1
(solid), 1 (dashed), or 10 (dotted). The optical depth is calculated over the whole sphere.
The figure shows that with increasingly bigger clouds, the covering fraction of τIR > 1 is
enhanced at given times and decreases at later times.
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and L46_bigC , while it is 0.1 that of the disc for L46_smallC . Once the radiation carves
a hole into the central cloud, the optical depth calculated over the cloud drops to zero.
This happens later for bigger encompassing clouds. Note that at 10 Myr, the mean optical
depths from the source for the three simulations converge to the same value of τIR ' 4.
As discussed above, there are two important phases for the IR radiation. First, the

radiation is trapped within an optically-thick region of the central cloud and imparts
momentum onto the gas, which dominates the evolution of the outflow. Once the radiation
has destroyed the central cloud, the IR radiation is only trapped within the densest regions
of the gas. We have seen that the mean density of the cloud decreases with time, which, in
turn, reduces the optical depth of the gas and hence reduces the influence of the trapped
photons at later stages. Therefore, in this second phase, the IR radiation plays a less
dominant role in pushing the gas out of the disc. These two phases are clear in Fig. 5.12:
the cloud starts are high optical depth with little decrease, and then there is a rapid drop.
The optical depths displayed in the left panel of Fig. 5.12 show considerable scatter,

so that much radiation can escape even when the mean optical depth is high. The right
panel of Fig. 5.12, the fraction of the solid angle covered with τIR larger than a threshold
optical depth τthres is shown. The fraction of the solid angle covered with τIR > 1 gives an
indication of the trapping of the IR photons, i.e. their multiple scattering, which in turns
gives an indication of the efficiency of photon to gas coupling.
The general evolution of the optical depth distribution for the L46_smallC , L46_medC ,

and L46_bigC simulation helps to understand the evolution of the mechanical advantage.
At the start of the simulations, before the central cloud is destroyed, the optical depth dis-
tributions calculated over the cloud for the L46_medCand L46_bigC simulations overlap,
with mean optical depths of 〈τIR〉 = 75 and 56 for the L46_bigC and L46_medC sim-
ulations, respectively (left panel). However, the L46_bigC simulation has more scatter
in the optical depth distribution compared to that of the L46_medC simulation. Addi-
tionally, the two simulations have the same unity fraction of solid angle over the sphere
covered by τIR larger than unity for the first ∼ 1 Myr (right panel). The larger optical
depth for the L46_bigC simulation compared with the L46_medC simulation leads to a
larger mechanical advantage at the start of the simulation. The mean optical depth of the
two simulations decreases with time and they converge after ∼ 10 Myr. The mean optical
depth at the beginning of the L46_smallC simulation, on the other hand, is much smaller
(〈τIR〉 ∼ 11). Moreover, the fraction of solid angle around the quasar with τIR > 1 is at 80
% from the start for L46_smallC . Thus, it explains the small mechanical advantage for the
small cloud simulation when compared to the larger cloud simulations since a significant
fraction (20 %) of all possible lines of sights are optically thin.
Indeed, the optical depth around the source is the important factor in understanding

how much momentum from the photons can be transferred to the gas. However, as we
have seen, channels of optically-thin gas can form within the optically-thick layers of gas,
reducing the expected amount of momentum that is effectively transferred to the gas.
Following Hopkins et al. (2011), we write the expected momentum boost as

ṗ = (1 + η τIR)
L

c
, (5.8)

where the factor of η τIR L/c accounts for the momentum boost passed onto the gas by the
total number of IR scattering events. Eq. (5.8) includes a dimensionless ad hoc reduction
factor η that accounts for extra sources of momentum (e.g. UV photo-heating, X-ray
Compton scattering off the electrons, dust photo-electric heating increasing η above unity)
and inhomogeneities in the gas (decreasing η below unity). Hence, the reduction factor
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Figure 5.13: Evolution of the reduction factor η, providing a measure of the coupling
efficiency of IR photons (see eq. [5.8]) as a function of time for the L46 simulations. The
solid and dashed lines show the reduction factor calculated with the mean optical depth
within the galaxy (ηgal) and within the central cloud (ηcloud). The values of the reduction
factor become unphysical when τIR falls below values around unity (cloud destruction).

accounts for the fraction of expected multiple scattering that effectively happen. Note that
Hopkins et al. (2011) (and others) also use the mean optical depth when defining η.
Given the change in momentum estimated from the simulation, we can determine the

reduction factor η from Eq. (5.8), and this is shown in Fig. 5.13. The solid lines show the
reduction factor calculated with the mean optical depth within the galaxy (ηgal), whereas
the dashed line show the reduction factor calculated using the mean optical depth over the
central cloud (ηcloud).
For all the three simulations, ηgal starts below unity starting at ∼ 0.2 for the L46_smallC

and L46_medC simulation and ∼ 0.3 for the L46_bigC simulation and then decreases
slowly with time. On the other hand, ηcloud starts with a similar value as that of ηgalaxy
for the L46_medC and L46_bigC simulations, whereas ηcloud for the L46_smallC sim-
ulation already starts at a higher value due to the reduced optical depth over the cloud
for this simulation. After ∼ 1 Myr, ηcloud rises steeply in the L46_medC simulation due
to the optical depth dropping to zero around that time. The two reduction factors for
the L46_bigC simulation evolve very similarly, again due to the similar behaviour of the
optical depth calculated either over the whole galaxy or the encompassing cloud.
It is important to keep in mind that Eq. (5.8) does not hold when the IR radiation is

not trapped anymore and escapes without multi-scattering i.e., when 〈τIR〉 < 1, which
explains why the value of η diverges in this regime. This is mostly the case for ηcloud when
the central cloud is destroyed. Our measurements show that, for the cases where 〈τIR〉 ≥ 1,
the measured mechanical advantage is well below unity even when the source is placed in
a region surrounded by a large optical depth. It shows that the non-uniform structure of
the ISM and the subsequent building of low density channels as well as the building of a
hole in the center of the galaxy has a great influence in setting the reduction factor.
This is in line with the argumentation by Krumholz & Matzner (2009) and Krumholz &

Thompson (2012, 2013), who use analytical arguments to show that the effective optical
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Figure 5.14: Initial density distribution of the different environments for the quasar with
L46_bigC_minρQ (left panel), L46_bigC_medρQ (middle panel), L46_bigC_maxρQ
(right panel). The quasar position is marked by a red cross at the center of each image.

depth can never be larger than a few, due to the tendency of photons to escape through
lower density channels, even though if the average optical depth is much larger than unity.
Their findings have been challenged by Davis et al. (2014), who showed that the results
highly depend on the solver used for the radiative transfer. The flux-limited diffusion
(FLD) method used in Krumholz & Thompson (2012) and Krumholz & Thompson (2013)
leads to a significantly lower efficiency in accelerating the gas via radiation pressure than
in the more accurate method (variable Eddington tensor; VET) used by Davis et al. that
showed a stronger acceleration of the gas. Rosdahl & Teyssier (2015b) showed that the M1
method used in our simulations lies somewhat between those of FLD and VET. Using an
Implicit Monte Carlo radiation transfer scheme, Tsang & Milosavljević (2015) find results
consistent with Davis et al., demonstrating again the importance of accurate radiative
transfer in simulations of radiative feedback.
We have already seen that the initial stage, when the radiation is trapped within the

central cloud, plays a crucial role in the early acceleration of the gas. We thus expect the
IR radiation to be an important driver of the outflow at early times. However, the large IR
luminosity rapidly destroys the cloud encompassing the source, which leads to a decrease
in the optical depth. This, in turn, shortens the time the radiation is trapped within the
central cloud, where it can scatter sufficiently to impart a larger momentum boost onto
the gas.

5.2.5.1 Effects of the Quasar Position

As radiatively-driven AGN winds are stronger when the source is embedded within more
massive clouds, we expect that the location of the source relative to the cloud should also
influence the momentum given to the gas. We have re-simulated the L46_bigC simulation,
changing the underlying density at the position of the quasar from a high-density envi-
ronment (L46_bigC simulation shown before, hereby referred to as maxρQ simulation)
to a medium-density region (medρQ) and to a low-density environment (minρQ). The
regions are chosen such that the average density, calculated over a region including the di-
rect neighbouring cells, is maximum (∼ 8000 H cm−3), around the mean (∼ 320 Hcm−3),
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and minimum (∼ 0.7 H cm−3), respectively. The initial density distribution of the three
different simulations is shown in Fig. 5.14.
The top panel of Fig. 5.15 displays the evolution of the mechanical advantage for the three

different quasar positions. This figure indicates that the maximum mechanical advantage
reached in the simulation increases by up to a factor 10 when the gas density at the position
of the quasar is increased from ∼ 0.7 H cm−3 to ∼ 8000 H cm−3.
The middle panel of Fig. 5.15 shows that the quasar position has an important effect

on the mean IR optical depth, which increases by a factor of ∼ 30 with increasing density
at the quasar location. According to the lower panel of Fig. 5.15, at the start of the
simulation, the fractions of solid angle covered with τIR > 1 increases from 40% for the low
gas density around the source to 100% for the run with the high gas density at the source
location.
When the quasar is placed within the minimum density environment, the mean optical

depth is initially at 〈τIR〉 ∼ 3, but the solid angle covered by an optical depth larger than
τIR = 1 is only ∼ 30%, and ∼ 60% of the IR photons have τIR < 0.1. A significant fraction
of the photons can hence free-stream out of the disc via optically-thin channels and multi-
scattering is negligible. The mechanical advantage is at roughly unity for the first few
0.1 Myr before dropping off. Thus, there is no overall momentum boost in the beginning,
but since a fraction of the radiation escapes freely without interactions, another fraction
of the radiation must give a boosted momentum to the gas.
With the quasar placed at an intermediate density, ∼ 80% of the solid angle around the

source initially has τIR > 1, but a non-negligible fraction of ∼ 15% of lines-of-sight have
τIR < 0.1 and hence are more or less free-streaming channels. In this set-up, the mechanical
advantage is intermediate between the two other cases, starting at ∼ 3, steadily dropping,
and going below unity after about 1 Myr. Thus, the probability of the photons scattering
more than once is much smaller when the local density around the quasar is intermediate
compared to when it has the largest value. The environment of the source determines the
optical depth around the quasar, which influences the amount of momentum the photons
can impart onto the gas. If the source is already in an environment where the covering
fraction for τIR > 1 is small, the mechanical advantage is much smaller than when the
source is in an environment with a large optical depth and the covering fraction for τIR > 1
is higher.

5.2.5.2 Comparison between Different Luminosities

We now study the effect of the quasar luminosity on the mechanical advantage. We compare
four simulations, using two different quasar luminosities, L = 1043 and 1046 erg s−1 (the
L43 and L46 simulations, respectively), and two different quasar locations: intermediate
and high gas density around the source, for the largest cloud size simulation.
The top panel of Fig. 5.16 shows the mechanical advantage of the four simulations as a

function of time. For a given density at the quasar location, the mechanical advantage at
early times (0.1 Myr) has similar values for the two different luminosities. However, in the
higher luminosity case it peaks and drops sooner than in the lower luminosity case.
The reason for the higher mechanical advantage in the low luminosity simulations is that

the time it takes for the L46 source to disperse the encompassing cloud and to carve a hole
into the centre of the disc is shorter than for the L43 source. This is clear when comparing
the evolution of the optical depth for low and high luminosity (middle panel of Fig. 5.16).
The optical depth decreases faster with the high-luminosity quasar than with the lower
luminosity one. Indeed, with the lower luminosity quasar, the radiation has thus more
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Figure 5.15: Top: Evolution of the mechanical advantage for the L46_bigC simulations,
where the position of the quasar within the density field has been varied. The labels max,
mean, and min stand for the quasar position within the environment of maximum, mean
and minimum density, respectively. Middle: Evolution of the mean galaxy optical depth
τIR with the one ±σ standard deviation (shaded areas). Bottom: Fractions of solid angle
over the sphere covered with τIR larger than a threshold optical depth τthres. We see that
the environment of the luminous source has a strong effect on the maximum boost gained
by the photons.
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Figure 5.16: Top: Evolution of the mechanical advantage for low and high quasar lumi-
nosities, respectively L = 1043 erg s−1 (L43 ) and L = 1046 erg s−1 (L46 ), and two different
local gas densities (see Fig. 5.14). Middle: Evolution of the mean IR optical depth with
the ±1σ standard deviation (shaded areas for L46 simulations, hatched areas for L43
simulations). Bottom: Evolution of the reduction factor η. The mechanical advantage for
the lower luminosity simulation is higher than that of the higher luminosity simulation
with a larger value of η. The higher luminosity leads to a faster destruction of the central
cloud compared to the lower luminosity, leaving less time for the radiation to impart its
momentum to the gas.
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time during which the surrounding cloud is intact and the radiation multi-scatters inside
it. On the other hand, with a more luminous source, the surrounding cloud is more quickly
dispersed, allowing the photons to escape, and giving a lower mechanical advantage.
It is important to stress that the mechanical advantage is defined as the fraction of the

momentum change over the total bolometric momentum, where the use of the bolometric
momentum is consistent with subgrid models of black hole feedback in the literature (e.g.
Zubovas & Nayakshin, 2014; Costa et al., 2014; Hopkins et al., 2016). Hence, even though
the mechanical advantage is higher for the lower luminosity source, the total momentum
at ∼ 1 Myr for the high luminosity source is 82 M� km s−1 (7.8 M� km s−1) and with
this ∼ 210 (∼ 360) times higher than the total momentum in the low luminosity quasar
simulation, with the quasar placed in both simulations in a maximum (medium) density
environment.
The reduction factor η starts between 0.1 and 0.3 for the simulations with the bright

quasar and is roughly twice as great in the simulations with the faint quasar (bottom panel
Fig. 5.16). The higher reduction factor for lower luminosities is not only caused by the
higher mechanical advantage for the low luminosity simulation, but is also a consequence
of the different distributions of the optical depth. The mean and lower error bound of
the optical depth distribution of the high quasar luminosity simulation reaches much lower
values than the corresponding values in the low quasar luminosity run. Hence, while the
high quasar luminosity run produces a rapidly evolving outflow, with low-density channels
that arise, in the low luminosity run the gas has more time to mix with the surrounding
gas, leading to a smoother outflow, with no low-density channels arising. Therefore, a
larger fraction of photons manage to escape through lower density channels for the higher
luminosity simulation that then in turn lowers the reduction factor.
In summary, we find that the mechanical advantage is higher for lower luminosities

because the radiation manages to destroy the encompassing cloud faster if the source is
more luminous. The reduction factor starts in a similar range (0.1 - 0.3) for the two different
luminosities, but then reaches highest values for the simulation with low luminosity and
quasar placed in a maximum density environment. The reason for the higher reduction
factor for lower luminosities is that in the high luminosity run the radiation causes the
formation of low-density tunnels that are not formed in the lower luminosity simulation
due to the slower propagation of the wind. A larger amount of low-density tunnels lead to
a smaller efficiency of the momentum transfer between the radiation and the gas and hence
a smaller reduction factor for the higher luminosity simulation. However, the amount of
momentum gained still scales with the luminosity of the source.

5.2.6 Discussion

While our simulations are well suited for studying the interactions between radiation and
gas, they come with caveats. We now discuss the shortcomings of our simulations and
possible implications and changes when taking them into account.
First of all, including gravity in our simulations could have different, possibly opposing,

effects. The first effect is that gravity may slow down the propagation of the outflows, as
the gravitational potential will make it harder for the gas to escape the galaxy, which in
turn would decrease the mass outflow rate out of the galaxy. However, part of the outflow
reaches velocities up to 1000 km s−1, which is fast enough for the gas to escape the central
encompassing cloud and even escape out of the massive halo. The escape velocity out of
the largest encompassing cloud of mean density of ∼ 100 H cm−3 and radius ∼ 1.5 kpc is
∼ 450 km s−1. The cloud collapse time, on the other hand, is ∼ 9 Myr. Since the outflow
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velocities of 1000 km s−1 are greater than the escape velocity out of the cloud and are
reached on a faster timescale (≤ 5 Myr) than the free-fall time of the central cloud, it is
reasonable to assume that the central cloud indeed gets destroyed and that the outflow
progresses further out of the galaxy.
Within the disc, the influence of gravity is less clear. In our simulation, radiation is

capable of carving a hole in the central regions of the galaxy. In reality, part of the gas
displaced by the radiation (that displaced vertically above the now rotating disc) would
likely fall back to the centre, which would enhance the optical depth around the black hole
and thus could help to boost the momentum transfer from the radiation for a longer time
than observed in our simulations.
With the inclusion of radiative cooling, in addition to gravity, the collapse of massive

clouds would be enhanced, leading to a larger cloud mass of smaller size. This would likely
strengthen the matter-radiation coupling due to the larger optical depths of the clouds.
However, radiative cooling (in combination with gravity) could also lead to a fragmentation
of the massive clouds (by reducing the Jeans length) and thus speed up the formation of
lower density channels through which the radiation would escape.
In addition, our simulations explore the effect of a steady, uniform quasar, located at

the centre of the galaxy. Actual black holes radiate with a luminosity that is proportional
to their accretion rate, and hence their luminosities are not steady. Once the radiation
manages to carve a hole in the central regions of the galaxy, the luminosity of the quasar
should drop to lower values hence decreasing the amount of momentum transferred to the
gas.
The interplay between the effect of gravity and the changing luminosity of the quasar

may lead to a self-regulating feedback cycle, where AGN activity pushes the gas out of the
central regions of the galaxy leading to starvation of the black hole, shutdown of radiative
emission and subsequent fall-back of the gas onto the black hole. Furthermore, black
holes presumably accrete gas clouds of varying masses and sizes. Therefore, the amount
of momentum (and feedback) transferred to the galaxy, and the galactic mass outflow rate
will vary with time.
The inclusion of gravity, cooling, and the time variability of the quasar luminosity, in-

creases the complexity of the non-linear interplay between the radiation and the gas, and
we defer this study to future work.
Finally, it is still under debate whether an outflow driven by radiation from the black

hole may also lead to a (local) enhancement of star-formation due to the compression of
the clouds and the subsequent formation of more stars. We have neglected the formation
of stars and stellar feedback in our simulations. Stars generally form in dense, cold gas
regions. Removing gas mass from the galaxy is thought to negatively impact the formation
of stars. As deduced in observations (e.g. Cresci et al., 2015b), it may also be plausible
that the compression of the gas during a burst of quasar activity also triggers star forma-
tion. Such a positive feedback effect has been shown for the non-radiative modes of AGN
feedback (Gaibler et al., 2012; Zubovas et al., 2013a; Bieri et al., 2015, 2016b). We defer to
future work a deeper discussion of the possibility of triggered star formation due to quasar
feedback.

5.2.7 Conclusions

Quasar-driven winds are powered by complex interactions between radiation and gas. In
most recent state-of-the-art hydrodynamical cosmological simulations (but also in hydrody-
namical simulations of isolated disc galaxies), quasar feedback is approximated by deposit-
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ing thermal energy within the resolution element, where the efficiency of the radiation-gas
coupling is represented by a single parameter chosen to match global observations such
as the SMBH mass-bulge velocity dispersion (Ferrarese & Merritt, 2000). Additionally,
there is no consensus from these simulations on whether these AGN winds are momentum-
conserving or energy-conserving, although recent observations favour energy-conserving
winds from the nuclear accretion disc (Tombesi et al., 2015; Feruglio et al., 2015). Gen-
erally we refer to the outflow as energy-conserving if the radiation is capable of efficiently
boosting the momentum transfer between the photons and the gas (i.e., ṗ� L/c), and to
momentum-conserving if the amount of momentum transferred to the gas is similar to the
momentum flux of photons provided by the source (i.e., ṗ ≈ L/c).
Given the likely importance of AGN feedback in the evolution of massive galaxies and

the increasing amount of radio galaxy observations — e.g., from the Low-Frequency Ar-
ray (LOFAR), the Australian Square Kilometer Array Pathfinder (ASKAP), as well the
Atacama Large Millimeter Array (ALMA), which promise to provide us a better view of
the ISM properties in these galaxies — it is time to improve our theoretical understanding
of the mechanisms that drive the momentum and energy transfer from the photons to the
ISM in order to properly quantify the role of AGN feedback in the evolution of galaxies.
We have performed idealised galactic disc RHD simulations to study the coupling of pho-

tons with the highly multiphase galactic gas using different cloud sizes. In the simulations,
the emission, absorption, and propagation of photons and their interaction with the gas
via photoionisation, momentum transfer, and absorption/scattering on dust, is followed
self-consistently.
We find that radiation from a bright quasar is capable of driving a powerful wind, with

multi-scattering IR photons playing the dominant role, especially at early times. The
UV and optical photons never manage to reach the high density regions of clouds due to
the large optical depths. Therefore, the UV and optical photons exert their direct push
to the clouds from outside. Some of the UV and optical radiation is dust-absorbed and
reprocessed into IR radiation that can propagate much deeper into the dense gas. This
reprocessed IR radiation is the most significant contribution of the higher-energy radiation
to the total momentum of the gas (see Fig. 5.10).
The mass outflow rates as well as the velocity reached by the galactic wind depend on the

structure of the ISM (and luminosity of the source). Larger clouds have greater IR optical
depths, hence longer time during which IR photons are trapped within and scatter multiple
times. This first phase plays a crucial role in the early acceleration of the gas. Once the
radiation has destroyed the central encompassing cloud, the IR radiation can stream out of
the galaxy through low density regions, decreasing the efficiency of the momentum transfer
from the photons to the gas.
Both the outflow rates of ∼ 500 to 1000 M� yr−1 and high velocities of ∼ 1000 km s−1

that we measured in our simulations with a large encompassing cloud around the quasar are
close to those observed by Tombesi et al. (2015) and Feruglio et al. (2015). This agreement
favours winds that appear as energy-driven, which in our case are actually radiatively-
driven. But as mentioned above, our measured outflow rates are optimistic predictions as
we did not include gravity in our simulations.
The mechanical advantage, defined as the ratio of the imparted momentum rate ṗ and

L/c, decreases with time, from ∼ 3 to 30 at the beginning of the simulation to unity after
∼ 10 Myr, thanks to the decreasing efficiency of the photon-gas coupling. This mechanical
advantage largely depends on the size of the encompassing cloud as well as the position of
the quasar (and the quasar luminosity). It varies by a factor of 10, depending on the size
of the encompassing cloud (50 pc to 1.5 kpc) used in our simulations, with the IR optical
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depths ranging from τIR = 10 to 100. The position of the quasar plays an important role
in setting the amount of momentum transferred from the photons to the gas, where the
mechanical advantage changes by a factor of 50, depending on whether the source is buried
within the cloud or illuminating it from the outside. Thus, the IR optical depth τIR (i.e.,
the cloud size and mass) around the quasar is the most important criterion in determining
the momentum injection rate at a given quasar luminosity.
The reduction factor η = [ṗ/(L/c) − 1]/τIR is an empirical estimate that accounts for

extra sources of momentum (e.g., UV photoionisation heating, X-ray Compton scattering
off the electrons, dust photo-electric heating, etc.) and inhomogeneities in the gas. The
measured reduction factor never reaches values of unity, showing that the mechanical
advantage never reaches values as high as τIR. The non-uniform structure of the ISM and
the formation of low density channels is responsible in setting this low value of η = 0.2−0.3,
that decreases significantly once the most central cloud starts breaking up and becomes
optically thin. Thus, the number of scattering events of IR photons is roughly one quarter
of the IR optical depth.
The radiation emitted by the central quasar destroys the cloud encompassing the source,

which leads to a rapid decrease in the optical depth and reduction factor. We demon-
strated that the destruction time is shorter for larger luminosities, which leads to a smaller
mechanical advantage. Additionally, the fast evolution of the wind in the high luminosity
simulation leads to the formation of low density channels leading to a smaller efficiency
of the radiation-gas coupling. For the low luminosity simulation, on the other hand, the
evolution is slower which leaves the gas more time with to mix with the surrounding gas
and thus leads to a smaller amount of optically-thin gas. This in turn leads to a higher
reduction factor for the lower luminosity simulation. Nonetheless, large luminosities are re-
quired to obtain radiatively-driven quasar winds with fast velocities and high mass outflow
rates.
In the future, this study will be extended to AGN radiation within self-regulated turbu-

lent discs including gravity, gas cooling, star formation, stellar feedback and a model for
dust creation and destruction.
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5.2.8 Appendix

With the explicit M1 scheme that we use for the transport of radiation between grid cells,
the RHD timestep is limited by the speed of light, since the solver breaks down if radiation
is allowed to travel more than one cell width in one timestep. We thus use the reduced speed
of light approximation (Gnedin & Abel, 2001), with a fiducial light speed of cred = 0.2 c in
this work.
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Figure 5.17: Convergence test of the mechanical advantage for the lower resolution
L46_medC_medρQ simulation using different values for the reduced speed of light cred,
whose default value is 0.2 c in our simulations. Convergence occurs for cred ≥ 0.2 c.

To understand how much our reduced speed of light affects our results, we have run lower-
resolution equivalents to L46_medC_medρQ with a spatial resolution of ∆x = 11.6 pc
(as opposed to fiducial resolution of ∆x = 5.8 pc used in the rest of the paper), and
where we adopt different values for the reduced speed of light cred. The evolution of the
mechanical advantage, shown in Fig. 5.17, indicates that the choice of cred has a significant
effect on the mechanical advantage, especially at the beginning of the simulation. In fact,
the mechanical advantage can increase by an order of magnitude, at early times (0.1Myr),
if the reduced speed of light fraction is increased from cred = 0.005 to unity. Yet, this
increase is very limited when changing from cred = 0.2 c (as in our study) to c. After
∼ 2 Myr, when the radiation has managed to carve a hole through which it escapes, all
runs converge towards the same momentum input rate.
We conclude that our results regarding the mechanical advantage are not significantly

altered by the reduced speed of light to 0.2 c and that our results are thus well converged.
In a forthcoming paper (Bieri et al, in prep.), we will discuss in more detail the measured
reduction factor and its dependence on the reduced speed of light.
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6Conclusions and Perspectives
In this thesis I have studied the interactions between AGN outflows and the ISM, how
feedback impacts the host galaxy, and the communication mechanism of the AGN with
the galaxy’s gas. In particular, I have focused on two possible mechanism of outflows,
related to AGN jets and related to outflows produced by the radiation of AGN. The
studies investigated

1. Under which conditions AGN jet feedback induces or suppresses star formation and
whether jet-induced star-formation is a possible explanation for the starburst galaxies
found at high-redshift and

2. How radiation emitted from a thin accretion disc surrounding the SMBH effectively
couples to the surrounding ISM and drives a large-scale wind.

I have run idealised hydrodynamical simulations to test the effect of the different feedback
mechanisms described above. To study the coupling of the radiation to the galactic gas I
have also performed radiative hydrodynamics simulations.

In the following Sections I first summarise the important conclusions of these studies and
then discuss possible improvements and implications.

6.1 Conclusions

External pressure-triggering of star formation

Pressure-regulated star formation may control the global star formation rate as a function
of the cold gas content in the star-forming galaxies. It has been shown that it naturally
accounts for the Kennicutt-Schmidt relation in both nearby and distant galaxies.
The inclusion of AGN-induced pressure, by jets and/or winds, has been proposed to

explain of the remarkably high star formation rates recently found in the high redshift
Universe. To study the effects of AGN-jet induced pressurisation of the disc, I performed
a large number of isolated disc simulations with varying gas-richness of the galaxy (Bieri
et al., 2015, 2016b) in which I fully included self-gravity of the multiphase ISM and thereby
traced the evolution of the star formation rate (SFR) as well as that of the gas content of the
system. The simulations have been run without AGN jets, but with simple prescriptions
for external pressure such as that which may be caused by jet cocoon.
By doing so, I have been able to study the response of the galaxy SFR to the forcing ex-

erted by the external pressure. I found that already moderate levels of over-pressurisation
of the galaxy boost the global SFR of the galaxy by an order of magnitude. The over-
pressurisation turns Toomre stable discs unstable, and leads to significant fragmentation of
the gas content of the galaxy, leading to clump sizes and masses similar to what is observed
in high redshift galaxies. Interestingly, the findings were not significantly different when
stellar feedback from the formed stars was included in the simulations. By analysing the
Kennicutt-Schmidt (KS) relation I found that, independently of the gas fraction, the sim-
ulations with external pressure end up being pushed closer or further beyond the starburst
sequence than the corresponding simulations without external pressure.
Although the setup of the extra pressure exerted by circum-galactic gas onto the galaxy

is crudely modeled to mimic the pressure confinement by AGN activity, simulations suggest
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that such a mechanism could operate in more realistic configurations (see the jet simulations
of Gaibler et al. 2012).
My simulations hence suggest that such jet-induced star formation is a possible expla-

nation of the starburst galaxies found in the high-redshift Universe. The simulations,
therefore, demonstrate that the over-pressurisation of the disc could explain observations
of star formation-enhanced galaxies in the presence of jet activity (Zinn et al. 2013).
A possible global picture might be a two-stage mechanism for AGN feedback: a com-

pression phase leading to a short burst of star formation, together with the expulsion or
heating of the circumgalactic gas leading to a suppression of the gas accretion onto the
galaxy and its star formation on longer time-scales. This remains to be verified with sim-
ulations of galaxies embedded in a cosmological environment with high spatial resolution
and a self-consistent treatment of AGN feedback.

Feedback from Radiatively-driven AGN Winds

In order to assess the role of quasar feedback on the evolution of galaxies it is crucial to bet-
ter understand how photons emitted by the central AGN source couple to the ambient ISM
to trigger large-scale outflows by means of radiation-hydrodynamical (RHD) simulations.
To investigate the coupling between the multiphase galactic gas and the radiation, I

performed idealised galactic disc RHD simulations. The radiative transfer module of
RAMSES-RT (Rosdahl et al. 2013, 2014) was used to release photons at the centre of
the gas distribution in several different bands: optical, UV, IR. The UV band contributes
to the photo-heating of the gas and to the radiation pressure, and the IR to the radia-
tion pressure on dust through multi-scattering. Additionally, I modified the standard dust
model in RAMSES-RT in order to simulate dust destruction at high temperatures.
I found that radiation from a bright quasar is capable of driving a powerful wind, where

the multi-scattering IR photons play the dominant role, especially at early times. The UV
and optical photons never manage to reach the high density regions of clouds due to the
large optical depths and therefore exert their direct push to the clouds from the outside.
The most significant contribution of the higher-energy radiation to the total momentum of
the gas comes from the dust-absorbed UV and optical photons that are then reprocesses
into IR radiation.
The measured mass outflow rates, as well as the velocity reached by the galactic wind,

depend on the structure of the ISM as well as luminosity of the source. Generally, larger
clouds have greater IR optical depths, hence longer time during which IR photons are
trapped within, scatter multiple times and impart their momentum onto the gas. The first
phase plays a crucial role in the acceleration of the gas. Once the radiation has destroyed
the central encompassing cloud, the IR radiation streams out of the galaxy through low
density regions, decreasing the efficiency of the momentum transfer from the photons to
the gas. The typical number of multi-scattering events for an IR photon is only about a
quarter of the mean optical depth from the center of the cloud.
The simulations account for the observed outflow rates of 500-1000 M� yr−1 and high

velocities of ∼ 103 km s−1, favouring winds that are energy-driven via extremely fast
nuclear outflows, interpreted as being IR-radiatively-driven winds.
While these simulations are well suited for studying the interactions between radiation

and gas, they are, however, highly idealised. The inclusion of gravity, cooling, and the
time variability of the quasar luminosity, increases complexity of the non-linear interplay
between the radiation and the gas, that could possibly lead to a self-regulating feedback
cycle, where AGN activity pushes the gas out of the central regions of the galaxy leading to
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starvation of the BH. Furthermore, BHs presumably accrete gas clouds of varying masses
and sizes, that in turn would change the optical depth around the BH. Therefore, the
amount of momentum (and feedback) transferred to the galaxy, and the galactic mass
outflow rate will vary with time.
In the future, this study will be extended to AGN radiation within self-regulated turbu-

lent discs including gravity, gas cooling, star formation, stellar feedback and a model for
dust creating and destruction.
Additionally, it is still under debate whether an outflow driven by radiation from the

BH may also lead to a (local) enhancement of star-formation due to the compression of
the clouds and the subsequent formation of more stars, as suggested by various recent
observations (e.g. Rauch et al., 2013; Cresci et al., 2015b; Carniani et al., 2016). Such
a positive feedback effect has been shown for the non-radiative modes of AGN feedback
(Gaibler et al. 2012; Zubovas et al. 2013; Bieri et al. 2015, 2016). Future work will
have to investigate in more detail the possibility of triggered star formation due to quasar
feedback.

6.2 Future Prospects

One of the biggest shortcomings in numerical models of star, SMBHs, and galaxy formation
is an incomplete understanding of the underlying physics and the feedback cycle.
In nearly all models of galaxy formation, strong feedback from both stars and BHs plays

a critical role in regulating the ISM and with this star formation and BH growth. The goal
of my thesis was the investigation of the interaction of AGN outflows and the ISM, how the
feedback impacts the gas structure of the galaxy, and the communication mechanism of
the AGN with the ISM. The simulations performed here include an adequate treatment of
the ISM necessary to investigate the dependence of AGN feedback on jet/radiation power
and the properties of the ISM. However, they have so far been restricted to idealised cases.
A first natural advancement of the simulations investigating the coupling between the

radiation and the ISM is to include self-gravity, cooling and star formation. While the
first simulations in this direction have already been made, the results are very preliminary
and could be improved. Comparisons with observations (e.g. Cresci et al., 2015b; Carniani
et al., 2016) reveal a similar picture where the radiation-triggered outflow is able to suppress
star formation in the region where the outflow is expanding. As in the observations the
outflow locally enhances the SFR in regions of high Hα emission, which correspond to high
density regions. The emission of Hα appeared, similar to the observations, anti-correlated
with the fast outflows.
Although the radiation-triggered outflow is capable of locally enhancing the star forma-

tion, the global star formation reveals that the simulation with a quasar in the center of the
galaxy manages to suppress the global star formation compared to a control run without
a quasar in the center. Hence, even though AGN feedback does enhance star formation at
certain places within the galaxy, the quasar feedback still manages to suppress the global
SFR.
As with jet-triggered star formation, the conditions for local, quasar-triggered positive

feedback are more optimal in galaxies with larger clouds, e.g. high-redshift and gas-rich
galaxies. Negative feedback, on the other hand, is more efficient with small cloud sizes.
Such triggering of star formation within dense clumps has also been revealed by recent

observations of Oteo et al. (2016). They found extreme SFR densities in a pair of dusty
starbursts at redshift z = 3.442 using ALMA 20-milliarcsec resolution imaging and argue
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that their results suggest that a significant fraction of the enormous far-IR luminosity in
some dusty starburts is concentrated in very small star-forming regions. My preliminary
analysis of the simulations with a radiation-triggered outflow reveal that quasar feedback
may indeed be able to lead to a short burst of star formation in the high-redshift Universe.
Such star burst event could then likely be followed by the expulsion and/or heating of the

circumgalactic gas due to the quasar as well as stellar feedback from the young stars. This
would lead to a suppression of the gas accretion onto the galaxy and the star formation
of the galaxy on a longer timescale, leading to a self-regulation of star formation and
AGN feedback within the galaxy. The interplay between AGN triggering of star formation
within the densest regions in the galaxy and the subsequent ejection of a large portion
of the galaxy’s gas could well be more effective than AGN feedback alone. Especially
because the triggering of star formation happens exactly where more feedback is needed,
in the densest regions of the galaxy. It is possible, that star formation triggered by AGN
may lead to a self-regulation process, as has also been suggested by recent observations
Pitchford et al. (2016).
It should be noted that other processes, such as mergers resulting in bursty star-formation,

may also offer a valid explanation of, at least, a few of these galaxies (e.g., Emonts et al., 2015).
It is traditionally assumed that galaxy mergers is the main trigger for AGN activity (e.g.,
Hopkins et al. 2006). This picture is supported in the low redshift Universe, where there
is increasing evidence that powerful radio galaxies as well as starbursts are often associ-
ated with gas-rich galaxy mergers (e.g., Heckman et al. 1986; Ramos Almeida et al. 2012;
Sanders & Mirabel 1996). However, it is not clear whether mergers fuel AGN activity
that then induce star formation, or whether mergers redistribute gas on roughly the same
timescale as it is depleted by star-formation which in turn results in a high star-formation
rate driven by mergers alone.
While any connection is still speculative and vigorously debated, the fact that outflows,

as well as AGN activity, are detected for most of these galaxies, whereas only a few undergo
mergers, indicates that AGN-induced pressure-regulated star formation is a very possible
explanation for the presence of the starburst galaxies.
A simple analytical model by Zubovas & King (2016) suggest that the interplay between

quenching and triggering within a single disc galaxy could also likely explain the recently
observed inside–out disc quenching of star formation in galaxy discs (Tacchella et al. 2015).

All these claims have to be verified with simulations of galaxies embedded in a cosmo-
logical environment with high spatial resolution and a self-consistent treatment of AGN
feedback. Cosmological simulations place galaxies in a much more violent and realistic
environment that affect the evolution of these galaxies, possibly in a way that is not pre-
dicted by isolated disc simulations. To make a bridge between high-resolution galaxy scale
simulations and cosmological simulations, cosmological zoom simulations can be performed
that allow a realistic treatment of jet and radiation feedback. Critically, these simulations
simultaneously resolve the ISM and both fueling and feedback from BHs, and include
fundamentally new physics on galactic scales. They allow a better understanding of the
interaction of both natures of AGN feedback (radiative and mechanical) with the multi-
phase ISM, its impact in high-redshift, gas-rich galaxies, and on the precise mechanism of
the communication of AGN with the galaxy’s gas in a cosmological context. Furthermore,
this will allow for a better understanding of how the small-scale physics of AGN feedback
impacts cosmological star formation and how sub-grid models for other studies can be
improved.
Additionally, by performing cosmological zoom simulations one is able to investigate the
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interplay between mergers, fuelling, and feedback in order to better understand under which
conditions AGN feedback induces star formation and to study the possible self-regulation
process of star formation triggered by AGN.
Having established a machinery to study both a realistic radiation feedback model as

well as a jet-feedback model within a cosmological environment one will be able to study
many other outstanding questions:

• Under which conditions does AGN feedback induce star formation? Is there a self-
regulation process of star formation triggered by AGN feedback, where a phase of pos-
itive feedback precedes the commonly observed massive, star formation-quenching,
outflows stimulated by AGN activity?

• Is the interplay between quenching and triggering indeed a possible explanation of
the observed inside–out disc quenching of star formation in galaxy discs?

• What is the relative efficiency of these models when combined into a single AGN
model where radiation or jet feedback is turned on depending on the accretion/feeding
onto the black hole? This is also desirable because they may both be acting simul-
taneously in some cases.

• What is the interplay between AGN feedback and other physical processes such as
star formation and stellar feedback? What happens to the gas that is ejected by
AGN as opposed to the gas ejected (or not) by star formation? Will stellar feedback
support the mass outflow induced by AGN? Will AGN induce star formation that in
turn leads to more efficient mass outflow? This will of course depend on our physical
understanding of star formation as well as stellar feedback which is still limited and
debated (e.g., Padoan & Nordlund, 2011, Agertz & Kravtsov, 2015).

• Does mechanical/radiative feedback have the right amount of coupling to the ISM/star
formation or are other feedback mechanisms such as radiative processes through cos-
mic rays necessary?

• How does the star formation history of the galaxies with AGN evolve with redshift
compared to the galaxies without AGN? Is the galaxy main sequence evolving and
bifurcating?

• Are the simulations able to give adequate predictions of emission lines, outflow rates,
wind speeds, and velocity maps that might help astronomers better understand their
observations and in turn improve their models?

The focus on AGN feedback interacting with a realistic ISM is additionally motivated
by the increasing amount of data of radio galaxies from , e.g., LOFAR and ASKAP ob-
servations, as well as ALMA observations, that promise to give us a better view of the
interstellar medium (ISM) properties in these galaxies. We are therefore in need of more
rigorous theoretical work involving realistic hydrodynamical simulations of AGN feedback
in order to properly quantify the role of AGN in the evolution of galaxies. Addition-
ally, such simulations can make direct predictions for outflow properties in different ISM
phases, which is especially relevant for recent multi-wavelength observations from HST
COS, NuSTAR, Herschel, GALEX, XMM-Newton, and Chandra, and future observations
with ALMA and JWST.
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