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Résumé

Ce travail a porté sur la variabilité de la salinité de surface (SSS) de l’océan dans
le gyre subtropical nord Atlantique. J’ai étudié la variabilité saisonnière de la SSS en
lien avec les flux d’eau douce échangés avec l’atmosphère et la circulation océanique à
méso échelle, au cours de plus de deux ans, d’août 2012 à décembre 2014. Les produits
issus de la mission satellitaire Soil Moisture and Ocean Salinity (SMOS) corrigés de
biais systématiques aux grandes échelles ont été testés et utilisés pour restituer la vari-
abilité méso-échelle de SSS. Nous avons de surcroit utilisé l’analyse numérique à haute
résolution PSY2V4R2-R4 de Mercator. Les champs issus de SMOS et des analyses
ont été comparés aux données in situ de bouées dérivantes et de thermosalinographes
recueillies pendant l’expérience SPURS, avec des résultats satisfaisants, en particulier
en hiver, et des écarts-type de différences typiques de l’ordre de 0.15 pss.

Le flux d’eau douce échangé avec l’atmosphère est le terme dominant dans le bilan
saisonnier de la SSS. Ce sont des termes associés à la dynamique océanique qui le com-
pensent partiellement. En particulier, l’entrainement des eaux sous-jacentes contribue
fortement en début d’hiver, lorsque la couche mélangée (ML) s’approfondit. Il agit
d’ordinaire à réduire la SSS, à l’exception de la région au sud du maximum de SSS, où
c’est au contraire une augmentation qu’il induit, du fait de la remontée d’eaux salées
issues de la subduction plus au nord associée à la cellule de circulation thermohaline
superficielle des régions subtropicales. Ainsi, les gradients horizontaux de la ML jouent
un rôle important dans le bilan de SSS.

L’advection est une seconde contribution importante à la variabilité de la SSS. Elle
transfère ainsi plus au nord les eaux ‘salinisées’ plus au sud dans la région du maxi-
mum de perte d’eau douce vers l’atmosphère (excès d’évaporation). Quoique les bilans
faits sur les champs PSY2V4 et ceux de SMOS (en combinaison avec les produits
de l’altimétrie) soient en accord qualitatif, ils présentent des différences importantes
en ce qui concerne l’amplitude de l’advection horizontale. Dans le cas de PSY2V4,
le terme d’advection horizontale est une contribution dominante au bilan saisonnier
de SSS qui contre-équilibre les flux de surface, avec des contributions associées aux
courants moyens et à la variabilité méso-échelle du même ordre de grandeur. Par con-
tre, le bilan s’appuyant sur les produits SMOS présente une plus faible advection avec
une contribution très faible de l’activité tourbillonnaire. Une analyse détaillée mon-
tre que le produit SMOS lisse trop certaines petites échelles qui doivent contribuer
fortement au terme d’advection. Par ailleurs, les données de courant des produits
altimétriques pourraient aussi avoir une résolution insuffisante, par comparaison à ce
que l’on observe dans l’analyse PSY2V4. Il n’en reste pas moins que les plus grandes
incertitudes pourraient provenir de la façon dont les courants d’Ekman induits par les
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tensions de vent à la surface sont calculés.

Mots-clés: salinité de l’océan, la variabilité océanique, SMOS, l’Atlantique Nord,
flux d’eau douce, advection océanique



Abstract

The focus of this work is on sea surface salinity (SSS) variability in the North
Atlantic subtropical gyre. We study seasonal SSS variability and its link to the at-
mospheric freshwater flux at the ocean surface and to ocean dynamics at meso-scales
for the period August 2012 – December 2014. The products from the Soil Moisture
and Ocean Salinity (SMOS) satellite mission corrected from large scale systematic
errors are tested and used to retrieve meso-scale salinity features. Furthermore, the
PSY2V4R2-R4 analysis produced by Mercator with a high spatial resolution is also
used. The comparison of corrected SMOS SSS data and Mercator analysis with drifter’s
in situ and TSG measurements from the SPURS experiment shows a reasonable agree-
ment with RMS differences on the order of 0.15 pss.

The freshwater seasonal flux is the leading term in the SSS seasonal budget. To bal-
ance its effect the ocean dynamics strongly contribute. The entrainment of deeper
water is strong during the winter time when the mixed layer (ML) is deepening. It
usually acts to lower SSS, except in the South of the SSS–max region where it con-
tributes to increase salinity due to the subducted salty water that originates further
north and is advected at subsurface by the shallow overturning circulation. Thus, the
horizontal gradient of ML depth plays an important role in the SSS budget.

Advection is the second important component responsible for the SSS variabil-
ity. It transfers further north the salty water from the evaporation maximum region.
Although the budgets done with Mercator and SMOS (in combination with AVISO
altimetry) fields agree qualitatively, they present a huge difference in the magnitude
of the horizontal salinity advection. In the case of Mercator, horizontal advection
is a dominant component of SSS budget that counteracts the effect of surface forc-
ing, and the contribution of mean and turbulent advection have the same magnitude.
On the other hand, the SMOS-based budget shows a smaller effect of advection with
an almost negligible contribution of the turbulent advection. A detailed analysis shows
that the SMOS satellite product smooths out small-scale salinity features that might
be important in the eddy advection. Furthermore, the data used for ocean currents
do not have sufficient resolution based on what is simulated in Mercator. However,
it is shown that the largest uncertainties originate from the method used to estimate
the Ekman current from observations.

Keywords: ocean salinity, ocean variability, SMOS, North Atlantic, freshwater
flux, ocean advection
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Chapter 1

Introduction

1.1 What is Seawater Salinity?

Seawater contains 96.5% of water. The remaining mass (3.5%) is mostly dissolved
material with the largest constituent corresponding to chloride sodium dissolved in
ions. Among major ions (or hydrated ions), magnesium, sulfur or potassium are also
found but in smaller quantity. All those components together constitute the seawater
salinity defined as the dissolved salts in grams in 1kg of sea water.

At the beginning of the 19th century the salinity was measured as the weight left
after evaporation. However, this method was inaccurate as some elements were lost
during this procedure (Millero et al., 2008).

Based on the Principle of Constant Proportions stating that the relative proportions
of the principle constituents of sea water (based on samples mostly from Challenger
expedition 1872–1876) are virtually constant in time and space (except in runoffs from
continents), salinity can be estimated by measuring one of the dissolved materials.
For this, the element chloride, one of the dominant components, was initially chosen.
Thereby an empirical formula was used to estimate salinity based on chlorinity (Cl)
(Knudsen, 1903): S = 0.03 + 1.805 ∗ Cl. Here, chlorinity is the amount of chlorine,
bromine and iodine in grams in 1kg of sea water assuming that the bromine and iodine
are replaced by chlorine during the silver nitrate titration (Millero et al., 2008). To
help in using this method, standards were distributed (standard sea water, initially
from Copenhagen). But this method was not always very accurate and it was not
easy to calibrate this empirical law. Moreover, in regions where the composition of sea
water is not "standard"1 this method in not applicable.

The chemical method was progressively replaced by an electrical method. Since
the 1960s the salinity has been measured through the relation between the electrical
conductivity of the sea water sample and the conductivity of the standard Potassium-

1The "Standard Seawater" or "Normal Water" is based on North Atlantic surface waters where
certain samples were taken in specific regions (Knudsen, 1903). The chemical composition of these
samples is practically identical. This water contains no nutrients.

5



6 Chapter 1. Introduction

Chloride solution (KCl) (Cox et al., 1967; Unesco, 1981; Millero et al., 2008):

S = 0.008− 0.1692 ∗K1/2
15 + 25.3851 ∗K15 + 14.0941 ∗K3/2

15

−7.0261 ∗K2
15 + 2.7081 ∗K5/2

15 ,

and

K15 = C(s, 15, 0)
C(KCl, 15, 0)

,

where C(s, 15, 0) is the conductivity of the seawater sample at the temperature of 150C
and the pressure of one standard atmosphere and C(KCl, 15, 0) is the conductivity of
KCl solution in which the mass fraction of KCl is 32. 4356 gr at the same temperature
and pressure.

This salinity-conductivity relationship resulted in the introduction in 1978 of the
Practical Salinity Scale, PSS-78, that is used today as the salinity value in all salinity
data bases and in the present PhD work. Thus, salinity is dimensionless and does not
have a unit but a scale corresponding to g/kg.

In 2009 the new standard TEOS-10 (Thermodynamic Equation of Seawater, 2010)
was proposed during the International Oceanography Commission at its 25th assembly
(http://www.teos-10.org). This new standard, called "Absolute Salinity" (SA), repre-
sents the mass fraction of dissolved material and now have units of g/kg that allows
to use it in thermodynamic relationships. In the standard seawater the SA equals to
35.1650 g/kg which is different from "Practical Salinity" (Sp), 35 pss. To estimate SA
the "Reference Salinity" has to be estimated:

SR(g/kg) = 35.16504
35

× Sp.

But the composition of seawater is not constant (changes in carbon, nutrients, calcium
etc.) and, thus, SR has to be corrected:

SA = SR + δSA.

This correction δSA is usually positive and varies between 0.02 g/kg in the open ocean
and 0.09 g/kg in some coastal zones.

To measure Sea Surface Salinity (SSS) today a large variety of in situ instru-
mented platforms are used, such as surface drifters, moorings, TSG (ThermoSalino-
Graph) which measure salinity near the surface or at a fixed depth, as well as CTD
(Conductivity, Temperature, Depth) or XCTD (eXpendable CTD) instruments de-
ployed from ships, or autonomous vehicles (gliders) and platforms (ARGO profilers)
that measure the vertical profile of salinity from the surface to at least ∼200 m. But
due to their diversity and spatial–temporal coverage the in situ salinity measurements
remain under-sampled and unequally distributed. Recently, two projects were devel-
oped to measure SSS from space: SMOS (Soil Moisture and Ocean Salinity) from ESA
(European Spatial Agency) and AQUARIUS from NASA. The advantages of satellite
measurements is that they can provide global mapping of salinity at the surface. Later,
in section 1.4, I will provide further information on in situ measurements and methods
to measure salinity from instrumented satellites.
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The average salinity concentration in the ocean is about 34.7 g of salt in 1kg of
seawater. This concentration varies depending on the place and time and is directly
influenced by precipitation and evaporation at the surface as well as by ocean circu-
lation, diffusion, and mixing of water masses. The deep water is more homogeneous
and its salinity is between 34 and 35 pss. At the surface the salinity variability is more
important: away from river plumes, ocean surface salinity varies between 30 and 38
pss. The highest concentration of salinity is found at mid-latitudes between 200N and
300N, where evaporation plays an important role. The less salty water is located in
areas of strong river runoff (such as the Amazon River runoff), in regions of strong pre-
cipitation (Intertropical Convergence Zone (ITCZ) during the boreal summer) or close
to sea ice regions (high latitudes). In the next section I will present the importance of
SSS in oceanography and for air-sea interaction studies.

1.2 Salinity in Oceanography and for Air-Sea Exchange studies
During the last century the importance of salinity in oceanography and its role in

monitoring the climate of our planet were recognized and continue to gain interest.
Salinity is a water mass tracer that can track the water masses movement and mixing.
It also contributes to sea water density, thus has an important dynamical role. More-
over, salinity is one of the important components of water cycle on the planet, as it
is an indicator of changes in freshwater flux. Through the water cycle, salinity can be
used to understand and observe the climate of our planet. Further, I will focus a bit
more on these important properties of salinity.

Salinity as a water mass tracer. A water mass is a body of water with a com-
mon formation history, having its origin in a particular region of the ocean (Tomczak,
1999). They (water masses) are usually formed at the surface or in the mixed layer
where they acquire homogeneous properties defined by atmosphere–ocean interaction.
Water masses have "conservative" and "non-conservative" properties. Non-conservative
properties are, for example nutrients and oxygen. They are modified during the life of
water mass by biochemical processes. Salinity and temperature are conservative prop-
erties that do not have (major) sources or sinks and can be changed only by mixing
with the contiguous water.

T–S diagrams (temperature as a function of salinity) are used to define water
masses, mixing between them and their travel path.

Salinity in the ocean dynamics. Salinity (S) as well as temperature (T ) par-
ticipates in ocean physics through the density (ρ). The relation between density and
temperature is defined by the coefficient of thermal expansion α :

α = −1
ρ

∂ρ

∂T
.

The influence of salinity on density can be expressed by the coefficient of haline
expansion β :

β = 1
ρ

∂ρ

∂S
.
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At the surface and at a salinity of 35 pss α varies from 0.25 10−4 K−1 at -20C to 3.4
10−1 K−1 at 310C (Gill, 1982; Talley et al., 2011). Coefficient β in the same conditions
is on the order of 0.75 10−4 pss−1. α is smaller in cold water and, thus, in these waters
the variability in salinity can influence more the density. As presented in Talley et al.
(2011; Table 3.2), the change in salinity by 0.5 pss at a salinity 35 pss provides the
change in density ∆ρ = 0.37 kg/m3 at temperature 300C and ∆ρ = 0.40 kg/m3 at
00C, while the change in temperature by 10C at a salinity 35 pss provides the change
in density ∆ρ = -0.34 kg/m3 at temperature 300C and ∆ρ = -0.06 kg/m3 at 00C.

Through the density, salinity influences the ocean dynamics: mixing, subduction,
dynamic height anomaly. The density is included in geostrophic equations. Thus,
variations of salinity and inaccuracy in its measurement can bring errors in estimation
of dynamic height gradient and, thus, geostrophic currents (Ueki et al., 2002). It
poses a problem at high latitudes where salinity brings larger error in density at low
temperature, as mentioned before.

Salinity as a control variable in barrier and mixed layers. The first several
meters of the ocean surface present a turbulent and homogeneous layer. This layer is
called mixed layer (ML). ML is characterized by well mixed and uniform properties.
This layer is the boundary between the deep ocean and atmosphere. This layer is
under the influence of the ocean circulation, wind waves, surface freshwater and heat
fluxes and other processes that all together result in changing salinity and temperature
at the ocean surface. The ML can be also affected by subsurface processes as vertical
advection and mixing, entrainment and diffusion. The transfers with the atmosphere
of mass, momentum and energy occur in mixed layer and generate the ocean motions.
Thus, it plays a critical role in the ocean dynamics. The depth of this layer (MLD)
depends on the temperature and salinity profiles. In some regions, the MLD can be
controlled mostly by salinity.

In the case when the MLD is limited by the halocline2 the vertical structure of the
upper ocean presents three layers. The layer between the MLD defined by halocline
and MLD defined by thermocline is called barrier layer (BL) (de Boyer Montégut et al.,
2004, 2007; Sprintall and Tomczak, 1992). BLs are mostly found in the equatorial and
tropical regions (de Boyer Montégut et al., 2007). The BL has a strong impact on the
climate. Salinity shallows the MLD (as defined by BL), thus, the energy transferred
across the MLD is limited by the halocline, and, as consequence, is more efficient as the
momentum fluxes will be redistributed over this shallower depth (de Boyer Montégut
et al., 2007; Vialard and Delecluse, 1998). Moreover, the BL can prevent the surface
cooling and, thus, induces positive surface temperature anomaly than can influence
the onset of El Niño-Southern Oscillation (ENSO).

Role of salinity in the global circulation and the formation of deep wa-
ters. Figure 1.1 presents the global thermohaline circulation. It is also referred to
as the meridional overturning circulation (MOC). The MOC is responsible for a large
part of the heat redistribution over the world. MOC is mostly caused by temperature
and salinity gradients but also by the wind. In the North Atlantic the warm water
moves from low to high latitudes through wind-driven western boundary currents. The
water is cooling on its way and deepens as it becomes denser at high latitudes to form

2Halocline is vertical zone in the oceanic water column in which salinity changes rapidly with depth,
located below the ML where salinity is uniformly distributed.
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Figure 1.1: Global thermohaline circulation or "conveyor belt" circulation. Source:
modified after Broecker (1991)

the North Atlantic Deep Waters (NADW). NADW moves in opposite direction to the
surface flow (southward) and afterwards up-wells south of the Antarctic Circumpolar
Current in the Southern Ocean.

Figure 1.1 is a schematic that gives the impression of a closed system, however,
there is also mixing with the water from outside of this system (river runoff etc.).

Salinity and freshwater cycle. The water cycle is a predominant element of
the Earth’s climate which has a specific impact on human society through agriculture,
energy and water supply. In the global water cycle, the ocean plays a key role, with
approximately 86% of global evaporation and 78% of global precipitation taking place
over the ocean (Schmitt, 1995). Figure 1.2 shows the schematic global water cycle
for a solid box 103 km3. Despite growing observing capability, in particular from
satellites, our knowledge of precipitation (P ) and evaporation (E) over the oceans is
still rudimentary (Trenberth et al., 2007; Skliris et al., 2014; Durack, 2015). It is due
to coarse available in situ measurements and insufficient sampling or systematic errors
in satellite retrievals.

The climatological mean of sea surface salinity (SSS) is closely related to the surface
E − P flux (Fig. 1.3) (Schmitt, 1995; Durack, 2015). This relation has long been
noted; Würst in 1936 has proposed the relationship between SSS and E − P : S =
34.6+0.0175∗ (E−P ) based on individual observations. Thus, as the ocean salinity is
better observed than P or E, its monitoring could also contribute to better understand
the pattern and variability of the E − P field. Large salinity trends or multi-decadal
variability have been observed in large parts of the world ocean in the last 30 to 50
years (Cravatte et al., 2009; Durack and Wĳffels, 2010; Terray et al., 2012; Skliris et
al., 2014). They provide sharper information about a changing global water cycle than
terrestrial data (river flows, evaporation or precipitation) which show less trends or are
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Figure 1.2: The global water cycle. Reservoirs represented by solid boxes: 103 km3,
fluxes represented by arrows: Sverdrups (106 m3s −1). Sources: Durack (2015) (cover
figure) after Baumgartner and Reichel (1975), Schmitt (1995), Trenberth et al. (2007),
Schanze et al. (2010), Steffen et al. (2010)

more difficult to interpret (Dai et al., 2009; Lagerloef et al., 2010). Based on a model
simulation from the Coupled Model Intercomparison Project (CMIP3) Durack and
Wĳffels (2010) have shown that the surface salinity responds to the surface warming
in a way comparable with recent observations. The global water cycle is intensifying
that results in the formula "fresh getting fresher and salty getting saltier" (Durack,
2015). The warmer atmosphere will carry more water vapor, as the water vapor is
exponentially increasing with temperature, and, thus, it will intensify the evaporation
in "dry" regions and precipitation in "wet" regions.

However, changes in salinity concentration originate not only from precipitation,
evaporation, runoff, ice freezing and melting, but also from changes in ocean circulation
and mixing (Talley, 2011). Thus, the ocean dynamics needs to be accurately assessed to
link E−P field’s variability with change in SSS (Yu, 2011). At meso-scales, recent work
in the North Atlantic subtropical gyre (Qu et al., 2011; Büsecke et al., 2014; Gordon
and Giulivi, 2014; Farrar et al., 2015) shows a significant contribution of horizontal
advection in governing surface salinity, with roughly half of the salinity variation being
explained by ocean meso-scale dynamics. In the South Pacific, the compensation
of fresh water loss is also made by vertical turbulent mixing and horizontal salinity
advection (Hasson et al., 2013; Kolodziejczyk and Gaillard, 2013).

1.3 Sea surface salinity in the North Atlantic Ocean

In this thesis work the analysis of salinity is concentrated in the saltiest region of
the world open ocean, the sub-tropical gyre of the North Atlantic Ocean (Fig. 1.3a).
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a b

Figure 1.3: a – Global surface salinity from the World Ocean Atlas, source: Lagerloef
et al. (2010) (Fig. 2); b – Global annual average of E − P field, source: Schanze et al.
(2010) (Fig. 4)

In this region, evaporation is a dominant component of the salinity budget, as shown
in the E − P climatological map (Fig. 1.3b).

The eastern subtropical North Atlantic surface area is affected by dry continental
air from North Africa. To balance this water loss due to an excess of the evaporation
over the precipitation fluxes, fresh water transport is contributed by eddies, mixing
processes, Ekman transport and the time mean circulation (Gordon and Giulivi, 2014).
The Ekman transport from the tropics is large in this region and brings fresh and
warm surface water from the tropics, while further north a weaker southward Ekman

Figure 1.4: Schematic of the meridional freshwater balance within the ocean subtrop-
ical regime. The figure presents the SSS-max region generated by the strong evapo-
ration that dominantes over precipitation. The water loss is compensated by ocean
dynamics: Ekman and eddy freshwater transport from the South and North. Part of
salty water is subducted and transfered to the equator by SMOC. Source: Gordon and
Giulivi (2014) (Fig. 2)
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transport brings fresh and cold water. As mentioned in the previous section the warm
salty water from the SSS–max region participates in the deep water formation and is
important for the global ocean circulation. After reaching the western boundary, as
part of the wind-driven circulation (both at the surface and subsurface), it is carried
further north by the Gulf Stream where it cools and then deepens.

In the eastern subtropical North Atlantic, the vertical entrainment of deeper water
is expected to be a major contributor to the salinity variability, especially during
the winter when ML is deepening (Dong et al., 2015). In the south of the region
entrainment results in salting the surface water (Dong et al., 2015), which is due to the
water from the Shallow Meridional Overturning Circulation3 that brings salty water
from the SSS–max region as subducted water that enters in ML when the latter is
deepening in winter months in the southern region. Figure 1.4 presents the schematic
of effects of different components on the salinity variability in the North Atlantic
subtropical gyre.

The effect of ocean processes will strongly depend on the scale considered. Dohan
et al. (2015) and Dong et al. (2015) estimated the MLS budget at large scales based
on observation data. In Dohan et al. (2015) the estimation was made on the monthly
1/30 × 1/30 grid during the period September 2012 – August 2013, but the data used
(Aquarius with spatial resolution 100–150 km and OSCAR analysis on 1/30 grid)
smooth the meso-scale effect. Dong et al. (2015) used the gridded T/S monthly field
from Argo floats on 10 × 10 grids with spatial resolution 30 × 30 and initially aver-
aged over 10 days for the period 2004–2013. However, due to the parameterization
(interpolation of Argo profilers, monthly E − P fields, constant eddy diffusion coeffi-
cient), as in previous case, meso-scale processes are weakly represented. These works
showed that at large-scale, the change of SSS at monthly scale in salinity maximum
region is small compared with the amplitude of the sea surface forcing and "residual
terms" (subduction, vertical shear, vertical motions, internal waves and all small-scale
and fast dynamics (Dohan et al., 2015)) that close the budget. Furthermore, Dong
et al. (2015) found that for the SSS (or fresh water) budget the Ekman component
dominates the total horizontal advection in this North Atlantic region. On the other
hand, at the scale of turbulent advection (meso-scale), it is worth to note that the
Ekman transport does not play a significant role. The turbulent advection is indeed
mainly responsible for the freshening and warming/cooling by eddies (Treguier et al.,
2012; Büsecke et al., 2014; Gordon and Giulivi, 2014). The three last works were
concentrated on the contribution of eddy advection to balance the effect of freshwater
flux. They present the analysis based on different types of data and periods: model
(North Atlantic Model) (Treguier et al., 2012) with the resolution 1/120 × 1/120 and
1/40 × 1/40 and 5-days averaged data for 1993-2004, in situ data and model (ROMS)
(Büsecke et al., 2014) at monthly and shorter time scale along the ship track for the
short period March–April 2013, and reanalysis (SODA) (Gordon and Giulivi, 2014)

3The shallow meridional overturning circulation (SMOC) transfers a mass, heat, and salt between
the subtropics and the equator and, thus, plays an important role in the redistribution of water prop-
erties in the ocean and in oceanic climate variability. In the North Atlantic, it consists of subtropical
water subducted in eastern salty areas of the ocean, flowing to the west and equator. SMOC is closed
by upwelling at the equator, with return flow to the subtropics in the surface Ekman layer. (Zilberman
et al., 2013)



1.3. Sea surface salinity in the North Atlantic Ocean 13

Table 1.1: Summary of recent works dedicated to the salinity variability in the North
Atlantic

Work Data Terms Temporal scale Sampling/
estimated resolution

Treguier model: eddies adv. vs. 5-days meso-scale
et al. (2012) North freshwater, flux averaged data; (1/120, 1/40)

Atlantic time-mean 1993-2004
model advection climatology

Büsecke in situ eddies adv. vs. monthly and meso-scale
et al. (2014) (CTD, TSG), freshwater flux less; (ship track)

model ROMS March/April
2013

Gordon and Reanalysis eddies adv. vs. monthly data, meso-scale
Giulivi (2014) SODA freshwater flux 1970-2010 - 0.40 × 0.250

interan. var., (latitude band
2004 - turb transp.)

season. var.
Dohan Observation: total monthly data, large-scale

et al. (2015) Aquarius, MLS budget Sept 2012 - (smooth data)
OSCAR, Argo Aug 2013, 1/30 × 1/30/

season. var. 100-150km, 30

Dong Observation: total monthly data, large-scale
et al. (2015) Argo, GPCP, MLS budget 2004-2013, (parameterization)

OAFlux, season. and 10 × 10/
AVISO interan. var. 30

Farrar in situ: total 20 days meso-scale
et al. (2015) mooring, MLS and MLT period, (50km radius)

gliders budgets Oct 2012 -
Feb 2013

PhD thesis Observation: total weekly data, meso-scale
(2016) SMOS, AVISO, MLS and MLT Aug 2012 - (1/40, 1/120)/

in situ, budgets Dec 2014, (50km, 1/120)
model: season. var.

Mercator

on the 0.40× 0.250 monthly grid for 1970-2010. A summary of recent works dedicated
to the analysis of SSS variability in the subtropical gyre on the North Atlantic can be
found in Table 1.1.
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1.4 Sea Surface Salinity measured in situ and from space

In situ salinity measurements are based on the measure of the sea water conduc-
tivity (see 1.1). In this thesis work, I am interested in the salinity close to the surface
(between 0 and 10 m) and MLS that can be found from different type of in situ instru-
ments that provide information at the surface as well as on the vertical stratification
of salinity in the ML and even below. These measurements can be classified based on
their spatial and temporal resolutions.

CTD (Conductivity, Temperature, Depth) and disposable sondes XCTD (eX-
pendable CTD) measure the conductivity, temperature and depth. They provide ver-
tical profiles from typically 3–meters from the surface. The instruments are attached to
a conducting wire cable that is connected to a computer on the ship board and allows
to visualize the collected data on the computer screen. Moreover, rosette equipped
with CTD allow to collect water samples.

Gliders collect data along a prescribed trajectory. Gliders float between the surface
and some depth thanks to an external bladder. It is the autonomous underwater vehicle
(AUV) that use its vertical motion (due to the change in buoyancy) to move forward.
This is a significant advantage with respect to an electric motor that extends the
mission to months and to thousands of kilometers. As the glider reaches the surface
its trajectory can be modified. Gliders usually carry measurements of temperature,
conductivity, currents, chlorophyll, bottom depth (typically, "good" measurements can
be retrieved starting 1–m from the surface).

Surface drifters provide the data along their trajectories dictated by ocean cur-
rents during times often exceeding months to more than one year. The drifters measure
salinity and temperature at a distance from the surface that depends on the size of the
instrument (∼50 cm for Pacificgyre, Metocean and ICM drifters used in this work).
They are also used to study ocean currents, as they are typically tethered to track
currents at 15–m depth.

ARGO profilers provide the profiles of temperature and salinity of the upper
2000 m of the ocean. Argo profilers are battery-powered autonomous floats. These
floats measure salinity and temperature from the depth deeper than 2000 m to the
surface. The floats rise to the surface in about 6 hours. At the surface satellites or
GPS determine the position of the floats and the floats transmit their data to the
satellites, before the next cycle starts. Floats can make more than 150 such cycles.

TSG (ThermoSalinoGraphs) are installed on water inlets on ships-of-opportunity
and research vessels. They continuously measure T and S in this water flow during
the ship transits. The water intake is often installed inside or near to the hull of a ship
in order to make measurements on uncontaminated seawater. Thus it measures the
salinity (from the conductivity measurements), temperature, and can calculate sound
velocity etc. at a nearly fixed depth (between 3 and 5 m, for research vessels; often
deeper for merchant vessels and shallower for sailing vessels).

Moorings can provide T and S data close to the surface at one fixed point for a
long period from months to several years with a time resolution on the order of an
hour (or at high frequency).

As mentioned before, these data do not offer homogeneous and complete spatial
or temporal sampling of the ocean. Figure 1.5 (taken from jcommops.org) shows the
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Figure 1.5: The spatial distribution of in situ instruments of Global Ocean Observing
System, June 2016. Source: jcommops.org

combination of instruments that were observing the surface ocean in June 2016. The
number of instruments as well as their types vary from one region to another. More in-
struments are concentrated in coastal areas, in particular in the northern hemisphere.
Data collected from ships as well as moorings are also more common in the tropics
and in the northern hemisphere.

Great expectations are thus laid on measurements from space that can provide
homogeneous data at high spatial and time resolution. Measurement of salinity from
space by microwave radiometry at L-band4 was proposed for the first time by Swift
and McIntosh (1983). In 1995, at the "Soil Moisture and Ocean Salinity" workshop
organized by the European Space Research and Technology Centre, microwave ra-
diometry at L-band was considered as the most promising and adequate technique to
remotely measure Soil Moisture and Ocean Salinity, using synthesis radiometry (Font
et al., 2010). SMOS satellite was launched on 2 November 2009 on a sun-synchronous
circular orbit5 (Fig. 1.6). It is the first interferometric radiometer that is used for earth
observations and the first radiometer that works at L-band (1.413 GHz).

The low frequency L-band was the optimal choice between the sensitivity of the ra-
diometer measurements to changes of moisture in the soil (SM) and salinity in the ocean

4The protected L-band used for earth observation is centered at 1.413 GHz.
5A Sun-synchronous orbit is a geocentric orbit that combines altitude and inclination in such a way

that the satellite passes over any given point of the planet’s surface at the same local solar time.
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Figure 1.6: Artist view of SMOS. Source: Kerr et al. (2010) (Fig. 1) c©2010 IEEE

(SSS) versus antenna size and Faraday rotation effect: the sensitivity of the radiomet-
ric signal to the SM and SSS increases when the frequency decreases while the effect
of Faraday rotation in the ionosphere increases and the spatial resolution degrades
with decreasing frequency (Kerr et al., 2010). Observations at L-band are less sen-
sitive to the effect of atmosphere that tends to reduce the signal than observations
at higher frequencies (Mecklenburg et al., 2012). Moreover, L-band has a protected
bandwith (1.4–1.427 GHz) reducing the radio-frequency interference (RFI) risk (Kerr
et al., 2010).

The SMOS objectives are "to provide global soil moisture estimates with an accu-
racy of 0.04 m3m−3 at a spatial resolution of 35–50 km and a temporal sampling of
1–3 days and to provide global ocean salinity estimates with an accuracy of 0.1 pss for
a 10–30 day average for an open ocean area of 200 × 200 km2" (Mecklenburg et al.,
2012). More details on the SMOS satellite mission are presented in Appendix A.1.

Today there are many works dedicated to the calibration and validation of the SMOS
salinity measurements as well as their use for studying air-sea flux of freshwater and
heat, and ocean processes. SMOS detects well large-scale SSS anomalies such as the
ones in the Indian Ocean, linked to the Indian Ocean Dipole (Durand et al., 2013), and
in the western tropical Pacific, linked to the 2010-2011 La Niña (Hasson et al., 2014)
and to the 2015 El Niño (Delcroix and Boutin, SMOS/Blog at CESBIO). These anoma-
lies are explained by the freshwater flux and anomalies in the ocean advection. The
comparison of SMOS with in situ data shows good agreement with the RMS differences
of 0.2-0.3 pss in the Tropical Pacific Ocean. The seasonal longitudinal displacement of
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the salinity maximum core (S>36) in the South Pacific was well captured by SMOS
and confirmed by ship SSS and an ocean model (Hasson et al., 2013). In the North
Atlantic it was shown that SMOS suffers from seasonal varying systematic errors, es-
pecially strong during boreal winter when the difference with in situ data can reach 0.4
pss (Hernandez et al., 2014). The comparison of corrected SMOS SSS and ship SSS at
large-scale shows an accuracy of about 0.15 pss. Hernandez et al. (2014) also demon-
strated by comparison with TSG data the capacity of SMOS data to well represent
meso-scales (scale around 100 km). Reul et al. (2014) showed that the eddies (radius
∼100 km) resulting from the meandering Gulf Stream can be depicted by the SMOS
SSS during the warming period when the SST signal is difficult to identify due to the
intensive thermal stratification. The meso-scale horizontal thermohaline features on
the order of 100 km and monthly time scales were studied in the SSS–max region in
the North Atlantic in Kolodziejczyk et al. (2015b). The comparison with TSG and
Argo products showed an advantage of the use of the satellite product.

It is worth to note that the SMOS satellite measures the salinity in the first few
centimeters while a large proportion of in situ data gives the information further down,
and often bellow a few meters depth. Thus, the radiometry results can make an
important contribution in understanding the variability in the upper ocean.

All together in situ and satellite data provide complementary information on salin-
ity at different depth, spatial and temporal scales: satellite, drifters and moorings pro-
vide salinity measurements at first meter (∼0.01-1 m) in the upper ocean and the use
of profilers (floats) and gliders allow to extend these measurements into the subsur-
face ocean. In situ measurements are influenced by meso-scale signals (10-200 km,
1-30 days) that they do not resolve well, and can be used for validation and improve-
ment of satellite data. Combining them with the satellite data can improve information
on large-scale signals (>200 km, 30 days) and even on meso-scale signals.

1.5 Thesis objectives

The main objective of the thesis work is the investigation of the processes causing
salinity variability in the North Atlantic subtropical gyre. Despite a number of recent
studies dedicated to the same questions (Treguier et al., 2012; Büsecke et al, 2014;
Gordon and Giulivi, 2014; Amores et al., 2015; Dohan et al., 2015; Dong et al, 2015;
Farrar et al., 2015) the quantitative estimation of processes contributing to salinity
change in the mixed layer remains an important issue. These works, as summarized
in Table 1.1, present a wide range of data used, covering various temporal and spatial
scales, periods and methods. In this PhD thesis work, I will try to cover this broad
analysis. For the first time, I will present the analysis of domain-averaged seasonal
SSS and SST budgets at meso-scales based on the weekly-averaged data from high-
resolution SMOS satellite (75 km) and Mercator PSY2V4R2-R4 analysis (∼10 km).
Also the in situ data from the SPURS experiment will be used to validate the mapped
products. The analysis will be done for the period August 2012 – December 2014,
period with an enough concentration of surface drifters in the region. The use of more
than two year time series will allow to investigate the possible changes from one year
to another.



18 Chapter 1. Introduction

The investigation of salinity variability at the meso-scale was motivated by results of
few resent works that showed importance of small-scale processes in the MLS dynamics
(Büsecke et al, 2014; Gordon and Giulivi, 2014; Amores et al., 2015; Farrar et al., 2015).
The contribution of turbulent/eddy advection at meso-scale can explain a significant
part of the freshwater flux.

Thus, the first part of this thesis is devoted to the comparison, analysis and valida-
tion of data used. SMOS salinity data is used as the sea surface salinity field. We also
use the numerical analysis PSY2V4R2-R4 from Mercator Ocean with a high spatial
resolution. The Mercator analysis allows us for example to examine processes at the
base of mixed layer, such as entrainment.

Chapter 3 is devoted to the analysis method. I will present equations for MLS and
MLT budgets as well as how a specific region for the analysis is retained. The seasonal
MLT budget is easier to close, which contributes to better understand the accuracy
of data used. Also in this chapter the estimation of ocean currents is discussed as
the horizontal advection term is a major source of the debate in the literature.

Chapter 4 presents results for SSS and SST budgets from observations and numer-
ical analysis. Chapter 5 focuses on the impact of ocean currents and the advection
term in the SSS budget.

Part of the results in Chapters 2 and 4 was published in Frontiers in Marin Science
in December 2015, and is presented in Appendix B (Sommer et al., 2015). The other
results in Chapter 4 and 5 are being prepared for publication.



Chapter 2
Data evaluation and validation

2.1 Introduction

In this chapter I present the data that were used for this PhD thesis work and their
validation. The data were used to estimate the sea surface salinity and temperature
budgets and sea surface current variability in the SPURS region of the subtropical
gyre of the North Atlantic (see Chapter 4 and 5). The SSS and SST variability results
from ocean processes in the mixed layer and the air-sea fluxes (details in Chapter 3),
in this chapter I will discuss the data required to estimate these processes. First I
will present the drifters and mooring (as well as TSG and Argo profilers) data that
we used to validate the satellite or model products presented later in this section.
Gliders and TSG data, and Argo profilers were also collected in this region. General
information on in situ data have already been presented in Chapter 1. Here I would
like to emphasize that to a large extent, these data of SSS and SST are independent
data from the mapped products of satellite observations and numerical analysis. In
particular, the drifter data, thanks to SPURS experiment (see below), provide a good
sampling of the central part of the North Atlantic subtropical gyre enabling to test
mapped products for different seasons during more than two years. Fig. 2.1 shows the
drifter spatial distribution over the first year August 2012 – August 2013. Data were
weekly averaged for each drifter for comparison with other products.

The analysis of data accuracy is important for estimating which data errors prop-
agate in MLS and MLT budgets. First, an analysis was made for the period Au-
gust 2012 - August 2013 and then, when more data were available, the analysis was
expanded to August 2012 - December 2014.

Part of this chapter corresponds to material briefly discussed in the paper published
in December 2015 (Sommer et al., 2015; Appendix B).

2.2 SPURS Drifters

The SPURS international experiment and STRASSE (SubTRopical Atlantic Sur-
face Salinity Experiment), its French component, took place over one seasonal cycle
during 2012–2013 (Fig. 2.2, black box) (SPURS Workshop Report Committee, 2010).
Around 150 drifters were deployed in the central NSTG (North Atlantic SubTropical
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Figure 2.1: Weekly averaged drifter data distribution for the period August 2012 –
August 2013

Gyre) mostly in August–October 2012 and March–April 2013 (Centurioni et al., 2015).
Most of the drifters that we have used in our studies were SVP-S drifters (Surface Ve-
locity Program – Salinity): mostly US–prepared SVP–S PacificGyre drifters (∼ 90
drifters), but also 12 drogued ICM drifters (Spain), and 3 drogued SVP–S drifters
and 1 METOCEAN drifter (LOCEAN). Data were partially processed at SIO (Scripps
Institution of Oceanography), with additional data processing done at LOCEAN (S.
Morisset, S. Marchand, G. Reverdin). SVP–S drifters (Lumpkin and Pazos, 2007;
Reverdin et al., 2007; Centurioni et al., 2015) have a battery pack, a satellite trans-
mitter, a conductivity sensor below the surface float at ∼50 cm depth as well as a
sea surface temperature sensor located either next to the conductivity cell or at the
base of the float to avoid direct radiative heating. The drifters initially have a drogue
centered at 15m to follow the currents at this depth. The drogue can be lost which
affects the buoy drift. Drogue loss detection is now routinely done based on different
algorithms (Rio and Hernandez, 2003; Lumpkin and Johnson, 2013), so that drogued
drifter data can be safely identified. For such drogued drifters it was found that a
wind of 10 m/s induces a 0.7 cm/s downwind slip of the drifter (Lumpkin and Pazos,
2007). Most of the drifters had a sensor to identify the presence of the drogue. In this
work I used data of drogued SVP–S drifters to investigate sea surface currents and
data from all available drifters to estimate the SSS and SST. Most drifters relied on
Argos (an American-French satellite-based system) for collecting data. Also, drifters
are equipped by GPS system. The GPS positions are not significantly different from
the positions located through Argos. The time step of the data records is usually 30
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Figure 2.2: North Atlantic subtropical region, January 2013. Monthly mean SSS from
SMOS and Ekman velocity field using ERA-Interim. The black box indicates SPURS
region. The red box is the region that was chosen for estimation of salinity budget.
Black cross is the mooring position at 24.50N 380W. The figure also presents drifter
trajectories. Sommer et al. (2015) (Fig. 1)

minutes for PacificGyre drifters. For ICM drifters, a data is collected every 15 minutes,
but is only available if there is a transmission in that time slot.

2.3 Mooring Data

The surface mooring was deployed as part of the SPURS project by the Upper
Ocean Processes Group at WHOI (Woods Hole Oceanographic Institution) at approx-
imately 24.50N, 380W (Fig. 2.2, black cross, PODAAC, WHOI mooring CTD). Data
were collected from September 2012 until September 2013 by the ASIMET (Air-Sea
Interaction Meteorology) system. The ASIMET system provides measurements of spe-
cific humidity (at 2.95 m height), sea surface temperature and conductivity (0.865 m
depth), wind speed and direction (at 3.295 m height), barometric pressure (at 2.935 m
height), shortwave and longwave radiations (at 3.44 m height), and precipitation (at
2.965 m height). These variables are used to compute air-sea fluxes of heat, moisture
and momentum using bulk flux algorithm (Fairall et al., 1996). This algorithm fol-
lows the standard Monin–Obukhov similarity approach for near-surface meteorological
measurements. It is an outgrowth of the Liu–Katsaros–Businger method with some
modifications that help to improve the accuracy especially in case of the low wind (de-
tails can be found in Appendix A.3). The accuracy of the mooring data is 8Wm−2 for

https://podaac.jpl.nasa.gov/dataset/SPURS1_MOORING_WHOI
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the heat fluxes, 6 cm yr−1 for the evaporation and 10% for precipitation (Colbo and
Weller, 2009; Farrar et al., 2015). We use these mooring data to validate the gridded
data sets of heat fluxes, evaporation and precipitation.

2.4 SMOS

The SMOS satellite mission was launched in November 2009 on a sun-synchronous
circular orbit with a local equator crossing time at 6 a.m. on ascending node and
at 6 p.m. on descending node. The SMOS mission carries an L-band (1.4 GHz)
interferometric radiometer that allows the reconstruction of a bi-dimensional multi-
angular image of the L-band brightness temperatures (Tb) that is used to retrieve
the SSS (Kerr et al., 2010) (see Chapter 1).

In the subtropical North Atlantic, SMOS SSS retrievals suffer from seasonally vary-
ing systematic errors (Hernandez et al., 2014), especially strong during boreal winter
(RMS close to 0.5, Fig. 2.3a) due to sun contamination on descending orbits. System-
atic errors in SMOS SSS originate mainly from inaccuracies in instrument calibration,
in image reconstruction (in particular the one that depends on the distance to the
coast (Kolodziejczyk et al., 2015a)), from anthropogenic RFI (Radio Frequency Inter-
ferences), as well as from the galactic and sun signals (Appendix A.1). The systematic
errors were identified as the dominant errors in the SMOS mission (Mecklenburg et
al., 2012). In particular, these errors are large in the vicinity of the coast due to the
shadowing by land. The systematic errors affect mostly mean values and the compar-
ison of SSS and SSS anomalies from different products can be one of the approach to
demonstrate the importance of correcting for these errors as it was done in Boutin et
al., 2016. The comparison of SSS anomalies derived from SMOS and an Argo product
ISAS (In Situ Analysis System) (Gaillard et al., 2009) show std differences of ∼0.2 pss,
smaller by more than 40% (with 30% in the open ocean) compared to the one between
SMOS and ISAS SSS (Boutin et al., 2016).

Therefore reducing the systematic errors can significantly improve the SMOS SSS
retrievals. There are several studies proposing different methods of corrections: optimal
interpolation method using in situ data (Melnichenko et al., 2014), improvements of
SMOS calibration and image reconstruction techniques based on the SMOS data them-
selves and further adjustment to in situ measurements (Kolodziejczyk et al., 2016).

In this thesis work I used a new corrected and optimal interpolated (OI) SMOS
level 4 SSS fields described in Kolodziejczyk et al. (2015a) and Kolodziejczyk et al.
(2016), providing SSS to 75 km and 10 days resolution. The new OI SMOS SSS was
derived from SMOS ESA level 2 SSS v550 (10 days, 50 km), using the same flagging
as Boutin et al. (2013): for example, this requires that there is no expected nearby sea
ice and not many outliers, a good fit between measured and modelled Tbs, and only
measurements with low sun glint and low galactic noise. The correction for systematic
errors follows a two-step procedure: 1) removal of systematic errors in the vicinity to
the coast; 2) removal of seasonal systematic errors. First, data are corrected for 4-year
mean (07/2010-07/2014) near coastal discrepancies with respect to the ISAS Argo
climatology taking into account that systematic errors depend on the location of the
pixel across the track and on the orbit orientation. Then, ascending and descending
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Figure 2.3: a – RMS differences at drifter positions (in pss) over the SPURS domain
between drifters SSS and 10-day CEC-CATDS SMOS SSS field (black), OI SMOS
SSS with (green) or without (red) SSH constrain, Sommer et al. (2015) (Fig. 2), b –
monthly RMS differences between drifter data averaged on 0.1250 × 0.1250 over 9 h
and SMOS v550 (black), SMOS v622 (purple), ISAS (green), OI SMOS (blue) that
were taken in radius 50 km around drifter positions
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orbit data are mapped separately with an optimal interpolation scheme at large scale
(500 km) with a Gaussian shaped correlation function. The seasonal large scale biases
are then derived from the comparison with monthly ISAS SSS fields and are removed
from the individual data separately from the descending and ascending orbits. The
last step is a noise reduction and mapping of bias corrected SMOS SSS every 7 days
on the regular grid of 0.250 using optimal interpolation with a Gaussian correlation
function scaled to 75 km over a window of 10 days centered on the day of mapping,
using the corresponding monthly ISAS SSS fields as first guess.

Another field of SMOS OI SSS was also used. It was based on the introduction of a
small constraint on along-stream-line (from AVISO SSH) orientation of the structures
by including it in the Gaussian correlation function (Kolodziejczyk et al., 2015a) in
order to improve the horizontal SSS gradient at meso-scale. This method allows to
recover spatial scales slightly smaller than 75 km (OI SMOS SSH).

The SMOS OI (Fig. 2.3a, red curve, for the region 180 − 340N and 500 − 100W)
shows significant improvement with respect to earlier products (Fig. 2.3a, black curve,
original SMOS product). The RMS difference between SMOS SSS at 10 days 75 km
resolution and in situ data (drogued drifters) is lower than 0.15 for most of the period.
The introduction of the supplementary correction (OI SMOS SSH) marginally, but not
significantly, improves the results (Fig. 2.3a, green curve). In this work we retained
this last version of the weekly SMOS products with the spatial resolution of 0.250.

It is worth to note that the SMOS version 550 used in the present work was re-
cently replaced by version 622 and is not used anymore. The principal improvements
in version 622 affected the calibration method and filtering of bad measurements. Fig-
ure 2.3b (collaboration with S. Marchand) shows monthly-averaged RMS differences
between drifters and two versions of SMOS, ISAS and OI SMOS used in this PhD
work for a longer period than on the Figure 2.3a. The comparison with OI SMOS
(blue curve) always presents stable RMS differences around 0.15 pss. The differences
with ISAS product (green curve) are also small and around ∼0.1 pss. The comparison
with the two SMOS version, old v550 (black) and new v662 (purple), shows obvious
improvements in SMOS v662, especially in winter time, despite the continuing presence
of systematic and seasonal errors. The peak in June 2013 is explained by the small
filaments that were sampled by drifters but not SMOS or Mercator (Fig. 2.4; filament
with the low salinity around 230N 400W).

We also estimated the RMS differences between OI SMOS SSH SSS and in situ
SSS using all drifter data (from drogued and undrogued drifters) (Fig. 2.5a, blue curve,
for the region 20.750 − 300N and 49.250 − 260W, this region was limited by Mercator
available data, see further) and TSG data from OI SSS (Fig. 2.5b, blue curve) for
a longer period including the year 2014. These two comparisons show similar results
as on Fig. 2.3: RMS differences vary around 0.15. The big peaks at the beginning
(August–September 2012) and at the end (from September 2014) can be explained
by the small number of data in the region (and preferential drifter sampling along
filaments for the initial period) (Fig. 2.5d). The comparison with monthly ISAS gridded
product and monthly averaged SMOS (Fig. 2.5c, blue curve) shows RMS differences
even smaller than 0.1 which is expected as the ISAS product was used in the large
scale correction step of this SMOS SSS field.

As expected from the error statistics, the mapped (OI SSH) SMOS SSS field with
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the drifters’ trajectories and data overlaid for the week 8-14 January 2013 (Fig. 2.11)
suggests that remaining systematic errors are small, and that the product captured
part of the meso-scale variability.

From Fig. 2.3 and Fig. 2.5a we just note that the error budget seems to remain
relatively stationary in time. The somewhat smaller RMS error during August 2012
(Fig. 2.3) results from a too small number of data for this period. There is a small peak
of larger RMS difference in the week between January and February 2013 which could
be due to a rain/wind front across this area inducing larger spatial variability and/or

a

b

Figure 2.4: Mapped SSS fields vs. drifters, 18-24 June 2013: a – SMOS vs. drifters
(∼55 drifters), b – Mercator analysis (section 2.6) vs. drifters (∼55 drifters)
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d

Figure 2.5: RMS differences of OI SMOS SSH SSS (blue curve) and Mercator SSS
(red curve) with: a – drifters’ SSS (at drifter positions), b – TSG’s SSS (at TSG’s
positions), c – ISAS grided product (on the SMOS and Mercator grids, respectively)
with monthly average of SMOS and Mercator, d – numbers of drifters used
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Figure 2.6: The week of high RMS difference between OI SMOS SSH SSS and drifters’
SSS 29 January – 4 February 2013; a – OI SMOS SSH SSS vs. AVISO 2014 and drifters’
SSS, b – OI SMOS SSH SSS vs. ERA-Interim wind and drifters’ SSS, c – GPCP
precipitation vs. ERA-Interil wind and drifters’ SSS, d – ERA-interim precipitation
vs. ERA-Interim wind and drifters’ SSS
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errors. It is possible that the rain front has generated rapid and small scale wind
changes not well captured by ECMWF (European Center for Medium-Range Weather
Forecasts) wind forecasts that are used in the SSS retrieval scheme. Indeed, during this
week drifters were located in the salinity maximum zone (Fig. 2.6a) which coexisted
with the wind (Fig. 2.6b) and rain fronts (Fig. 2.6c; GPCP satellite precipitation that
will be presented further). Here we used ERA-Interim wind velocity field which is not
strongly different from the ECMWF NRT winds used in SMOS retrievals. We found
during this period that the wind in the region of high salinity (more than 37.8 pss)
varied widely from 0.5 m/s to 5.5 m/s. It was noticed (Boutin et al., 2013; Reul et
al., 2012) that SMOS retrieval algorithms have difficulties for winds lower than 3 m/s
or higher than 12 m/s. The example on Fig. 2.6 corresponds to this low "boundary"
conditions for a wind. Furthermore, Portabella et al. (2012) showed that in condition
of high wind variability (the case of precipitation appearance) ECMWF shows RMS
difference with drifter data equals to 3.54 m/s (in case of low wind variability it is 2.29
m/s). This can induce uncertainties in SMOS SSS: to give an idea, an uncertainty
of 1 m/s wind speed (for example, due to mis-positioning of the fronts) leads to an
uncertainty of about 0.2 K brightness temperature, thus roughly 0.4 pss in SSS (Yueh
et al., 2001).

We also checked the ERA-Interim precipitation field (Fig. 2.6d) to understand the
wind rotation found on Fig. 2.6b and c. Its position is coherent with expected frontal
bands and associated deep convective processes. However, it is not coherent with
the GPCP precipitation pattern (daily product) with more than 200 km displacement
between the respective areas of large precipitation. The ERA-Interim wind pattern fits
with the ERA-Interim precipitation fields. The displacement relative to GPCP and the

Figure 2.7: OSTIA SST vs. SPURS drifters, 8–14 January 2013
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differences in rainfall suggest uncertainties in the winds, as well as in the precipitation
data required to diagnose salinity variability. This will be further discussed in details
in section 2.9.1.

Further on, for simplicity, we will refer to OI SMOS SSH product as SMOS.

2.5 Sea Surface Temperature OSTIA

To estimate the sea surface temperature (SST) we use daily Operational SST and
Sea Ice Analysis (OSTIA) with horizontal resolution 0.050 (∼6 km) (Reynolds and
Chelton, 2010; Donlon et. al., 2012). The SST field from OSTIA has zero mean bias
and an accuracy of ∼0.57 K compared to the in situ measurements as noted in Donlon
et. al. (2012).

OSTIA products combine in situ, Advanced Very High Resolution Radiometer
(AVHRR), Advanced Microwave Scanning Radiometer for EoS (AMSR), Tropical
Rainfall Mapping Mission (TRMM) Microwave Imager (TMI), Advanced Along-Track
Scanning Radiometer (AATSR), and geostationary Spinning Enhanced Visible and
Infrared Radiometer (SEVIRI) data. All input satellite data are corrected from sys-
tematic errors by using the in situ and AATSR data (Reynolds and Chelton, 2010;
Donlon et. al., 2012).

OSTIA analyzed SST fields are among the small number of analyses with high
spatial resolution (1/120). Of course, the high resolution does not necessarily imply
a good reproduction of small features. For example, the filtering of the diurnal vari-
ability and adjustment to SST to produce a foundation temperature can make the
product from OSTIA analysis smoother than from other high-resolution SST analyses
(Reynolds and Chelton, 2010; Donlon et. al., 2012; Martin et al., 2012). Nevertheless,
inter-comparisons made by Reynolds and Chelton (2010) and Martin et al. (2012)
show that the OSTIA provides reasonable estimates (this analysis is neither the best
one nor the worse one to reproduce mesoscale features). Furthermore, in this region,
OSTIA is in a good agreement with the drifter data (RMS differences ∼ 0.18 in North
Atlantic, Reynolds and Chelton, 2010).

Figure 2.7 for the week 8–14 January 2013 illustrates this usual fine agreement
between SPURS drifter SST and OSTIA SST. Drifters and OSTIA product show the
same large scale horizontal temperature gradient oriented from the Southwest (warm
water) to Northeast (cold water). RMS differences between OSTIA and drifter data
(OSTIA temperature was taken at the positions of drifters) (Fig. 2.8a, blue curve) vary
between 0.15 and 0.50C. The maxima were found predominantly in spring and summer
seasons, the periods when the daily restratification induces large variations between
day and night. We find the same tendency in RMS differences with monthly ISAS
product (Fig. 2.8b, blue curve) but with a smaller range of variance, 0.2–0.30C. The
difference in comparison of drifters and OSTIA product can be explained by the diurnal
cycle that is strongly present in drifter data. The RMS differences with drifter SST is
smaller for the night time (5–11am). It is near 0.20C for most of the period (Fig. 2.8c,
blue curve) with no indication of a seasonal cycle in the differences. The peaks at the
end of the period can be explained by a too small number of drifter data.
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Figure 2.8: RMS differences of OSTIA SST (blue curve) and Mercator SST (red curve)
with: a – drifters’ SST (at drifter positions), b – ISAS grided product (on the OSTIA
and Mercator grids, respectively), c – drifters’ SST (at drifter positions) at night time
5–11 am GMT
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2.6 Mercator analysis

Mercator proposes a series of French ocean analysis and forecasting systems oper-
ated by Mercator Ocean. In this PhD work I used files from the Mercator PSY2V4R2-
R4 analysis in the North Atlantic with a 1/120 horizontal resolution. The system
was updated in April 2013 from version R2 to R4. The new version includes a new
parameterization of vertical mixing and takes 50% of surface current for the com-
putation of wind stress with bulk COARE (Appendix A.3). Also it includes a new
procedure to avoid the damping of SST increments via the bulk forcing function in the
assimilation (Drévillon et al., 2013). Data assimilation in PSY2 is done by a state-of-
the-art data assimilation method1 (e.g. optimal interpolation, variational assimilation,
etc.). The model assimilates sea surface temperature data (SST AVHRR Pathfinder by
NOAA/NCEP + SST AMSRE from NASA’s AQUA satellite), sea level (Ssalto/Duacs)
and in situ TS profiles (Coriolis, in situ TAC CMEMS). The atmospheric fields were
estimated from ECMWF Integrated Forecast System with the sample pf 3-h. Details
can be found in Lellouche et al. (2013).

RMS differences between Mercator and drifter SSS (Fig. 2.5a, red curve) as well as
RMS differences between Mercator and TSG SSS (Fig. 2.5b, red curve) show results
close to the ones from SMOS, with RMS difference around or slightly smaller than
0.15 pss. Sometimes the RMS difference is a little smaller compared to what is found
with SMOS. It means that, as was found for the SMOS product, the Mercator analysis
reproduces some of meso-scale salinity features. On the other hand, the RMS differ-
ences between monthly averaged Mercator and ISAS monthly products (Fig. 2.5c, red
curve) present larger values than the comparisons between ISAS and SMOS, in the
range 0.1-0.2 pss.

Attributing the differences with in situ data is difficult, as it can result both from
relatively small scale features but also large scale differences. We can illustrate these
points. For example, in January 2013 (Fig. 2.9), large positive local extrema in Merca-
tor are suspicious. Indeed, Mercator (Fig. 2.9b) presents a maximum ∼37.7 pss in the
eastern part of the region (near 240N/300W) that is surprising for the month of Jan-
uary, when Mercator mixed layers were relatively deep, thus expected to have entrained
deeper fresher waters. Furthermore, in this location, SMOS (Fig. 2.9a) presents a min-
imum (close to 37.3 pss) and ISAS (Fig. 2.9c) a slowly decreasing large scale field. The
high Mercator SSS can be associated with issues in ECMWF wind forcing Mercator
analysis. (ECMWF wind stress was assimilated in Mercator.) Other possible source
of uncertainties can be the mixing model used in Mercator or assimilation of outlying
profile data. Such local maxima in the Mercator SSS field are found mostly out of the
region of high drifter concentration which explains the good results on Fig. 2.5a (and
from other SPURS in situ data). For example, for January, drifters were in 210−280N
450 − 370W thus further west from the maximum in Mercator salinity distribution.

1The principle idea of data assimilation is the combination of the available information (for example,
observations) about atmosphere and/or ocean state with model predictions to provide an update of
the model state. This updated model state is used after as the initial condition for the next forecast
step. In the case of analysis (like Mercator analysis) data assimilation procedure corrects the output
of the model for the resent ocean (or atmospheric) states. Then present ocean states are estimated by
the model based on these corrected results.
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Figure 2.9: Monthly averaged SSS in region 20.50N − 300N 500W − 250W , January
2013: a – SMOS, b – Mercator, c – ISAS

But in other instances, we find that Mercator presents rather realistic distribution of
local maxima: for example, in August 2012 high salinity concentration were found in
the East of the region (260 − 270N/270 − 320W) in Mercator (Fig. 2.10b), that were
not found in SMOS or ISAS (Fig. 2.10a and c). The presence at that time of a TSG
transect (and a few CTD casts) from the RV Thalassa (Strasse cruise) allows us to
state that the Mercator field is more realistic in this region. The absence of drifters in
these areas shows the limitations in what can be concluded on the accuracy of SMOS
and Mercator from the comparison with drifters. The August 2012 comparisons illus-
trates that errors in the SMOS fields can also be to some extent at rather large scales,
when there is insufficient sampling by the Argo floats that are used in the ISAS fields.
The nature of such differences has to be further investigated.

The comparison of temperature fields from Mercator and drifters (Fig. 2.8a, red
curve) show RMS differences in range 0.15–0.70C that is comparable with ones from
OSTIA but a little higher (blue curve). The night time (5-11am) (Fig. 2.8c) tem-
perature comparison shows the RMS differences mostly around 0.20C and we do not
see a strong variance as on Fig. 2.8a that was mostly due to the diurnal cycle. RMS
differences between Mercator and ISAS SST monthly fields show the results for SST
higher in December 2012 to May 2013. It can mean that Mercator does not reproduce
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Figure 2.10: Monthly averaged SSS in region 20.50N − 300N 500W − 250W from
mapped product and ship measurements of SSS from Thalassa, August 2012 : a –
SMOS vs. Thalassa ship measurements, b – Mercator vs. Thalassa ship measurements,
c – ISAS vs. Thalassa ship measurements

the temperature field very well in winter and early spring or that there are small scale
features not presented in ISAS.

We conclude here that Mercator analysis reproduces the large part of the meso-
scale variability: it produces observed salinity to within about 0.15 pss and 0.20C for
temperature compared with drifters, TSG and ship’s measurements. But there are
some local differences (mostly at large scales) with monthly averages between Mer-
cator and SMOS salinity fields and Mercator and OSTIA temperature data (through
the comparison with ISAS) that might result in different budgets for SSS and SST
variability. The use of Mercator analysis will be valuable to better understand the role
of small scales in salinity variability as well as the influence of different data used and
their uncertainties.

2.7 AVISO altimetry

A regional AVISO 2014 altimetry product (daily product with 1/80 spatial resolu-
tion) was constructed to estimate the geostrophic velocity field (Dussurget et al., 2015,
D15 product). Measurements from Jason-2, AltiKa, Cryosat-2 and Jason-1 altimeters
were used to generate the Sea Level Anomaly (SLA) product. To reduce the inhomo-
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geneity of altimeter measurements from different missions, the multi-missions cross-
calibration approach was applied (Bosch et al., 2014). Then, compared to the standard
Ssalto-Duacs product (AVISO 2010), less along-track filtering was used in AVISO 2014,
which is optimized in this region and for the different satellites. The along-track fil-
tering parameters remove wavelengths shorter than 50 to 60 km in SPURS region (for
the same region the global product is generated with wavelength filtering from 100 to
150 km). The last step is the mapping process that was done based on an Optimal
Interpolation of the along-track measurements from all altimeters onto a regular grid
(1/80 × 1/80). It also uses an updated Mean Dynamic Topography (MDT). The first
step is the computation of the difference between Mean Sea Surface and geoid height –
so-called "geodetic MDT". To remove the omission and commission errors an optimal
filter is applied based on the objective analysis method2. At the last step the in situ
data are used to improve the small-scale features in the obtained "geodetic MDT".
The in situ data have the same physical content as MDT: mean heights and mean
geostrophic velocities are constructed from in situ measurements of the ocean dynam-
ics heights (from in situ steric dynamic heights) and current velocities (from drifters
with drogues at 15 m) from which ageostrophic component and temporal variability
estimated from altimetry are removed (Rio et al., 2014). (See Appendix A.4: What
are the SLA, the MDT, a multi-mission cross-calibration?)

The ocean currents from the AVISO 2014 regional product fit reasonably well the
2Objective analysis is a procedure usually used to map spatially non-uniform data to a regular grid

(optimal interpolation) (Emery and Thomson, 1997).

Figure 2.11: SMOS SSS vs. SPURS drifters and AVISO geostrophic velocity field,
8–14 January 2013, Sommer et al. (2015) (Fig. 3)
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Figure 2.12: 2nd April 2013, vector velocity field from drifters (green vectors, total
drifter velocity) and (blue vectors): a - AVISO 2010 altimetry product, b - AVISO
2014 regional altimetry product, c - Mercator total velocity field at 15m plotted at
each 0.330
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Figure 2.13: Total Kinetic Energy in the region 20.50 − 33.50N 49.50 − 25.50W from
AVISO 2010 altimetry product (blue), AVISO 2014 regional altimetry product (red)
and geostrophic velosity estimated from Mercator SSH (green)

drifter trajectories (example in Fig. 2.11) and seem to be associated with deformations
of the large scale SSS fields. Salinity gradients tend to align along the streamlines.
For example, in the north of the area, the fresh water penetrating towards the salty
region at 270N 460W could be the result of horizontal advection by geostrophic AVISO
currents. The eddies inside the high SSS area usually correspond to local SSS maxima
or minima: 220N 340W, 230N 300W or 26.50N 440W.

This product was validated with the drifter data. Fig. 2.12 presents velocity fields
(blue vectors) of AVISO 2010 daily global product (1/30 spatial resolution; Fig. 2.12a),
AVISO 2014 (Fig. 2.12b) and Mercator PSY2V4R2-R4 analysis total ocean current at
15m (Fig. 2.12c, plotted only at each 0.330 (each 4th Mercator grid point) to make a
comparison and Mercator current more visible) vs. drifters’ total velocity field (green
vectors) the 2nd April 2013 (this date was chosen because enough drifters were present
in the region and the geostrophic velocity field presented large spatial variability).
All these products reproduce well the meso-scale ocean circulation responsible for the
drifters’ trajectories. Mercator PSY2V4R2-R4 assimilates the AVISO altimetry that
results in a similarity between the two velocity fields (Fig. 2.12a and b). However
Mercator PSY2V4R2-R4 analysis (estimated from SSH) shows stronger total kinetic
energy (TKE) (7 J/m3 – averaged value) than assimilated AVISO 2010 (5 J/m3)
(Fig. 2.13, green and blue curves, respectively). The TKE of the new AVISO 2014
product (6.8 J/m3) (red curve) is close to the Mercator one. AVISO 2014 shows more
spatial variability than AVISO 2010. However, both of them produce smaller velocity
amplitudes compared to drifters that also suggest a contribution on those of Ekman
currents.
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Figure 2.14: Power Spectral Density (log scale) for velocity components from AVISO
2010 altimetry product (blue), AVISO 2014 regional altimetry product and Merca-
tor geostrophic velocity estimated from SSH (green) in the region 20.50N − 33.50N
49.50W − 25.50W : a - zonal velocity component, b - meridional velocity component

Fig. 2.14 show the detrended Power Spectral Densities for the spatially averaged
zonal (a) and meridional (b) geostrophic velocity components in logarithmic scale in
the region ∼ 20.50−33.50N ∼ 49.50−25.50W. At low frequencies, AVISO 2010, AVISO
2014 and Mercator power density lie close to each other around 0 m2/sec that means
that they produce the same variability at time scales of 10 days and longer. At these
frequencies the ocean takes energy from the atmosphere that is redistributed (exponen-
tially) through non-linear processes. However, even at these low frequencies there is a
small difference between Mercator and the two AVISO altimetric products: Mercator
shows larger PSD than AVISO 2010 and AVISO 2014, the differences are ∼ 1.15m2/s
in zonal velocity and ∼ 1.65m2/s in meridional. At the high frequency (∼1–2 days)
AVISO 2014 shows high negative (in logarithmic scale) PSD (down to 0.006 m2/s)
while Mercator and AVISO 2010 lie close to each other with PSD down to ∼0.05 m2/s.
It means that AVISO 2010 and Mercator have more variability at 1 or 2 day periods
than AVISO 2014. The energy at these frequencies is transferred from lower frequen-
cies by non-linear processes (http://www.cygres.com/OcnPageE/Glosry/SpecE.html).
The difference between the three products at high frequency can also be associated
with large scale Ekman pumping influence on geostrophic velocity that may be esti-
mated differently in the different products. Moreover, the assimilation processes can
play a role in the case of Mercator, but we think this effect is minor at high frequency
as the assimilation cycle in Mercator analysis is about one week. AVISO 2014 does
not show a lot of variability at these frequencies as the spatial averaged time series
of this product is smooth probably due to the mapping process and how it manages
transitions between successive days.

2.8 Argo floats and Mixed Layer Depth

The Mixed Layer Depth (MLD), as shown in Introduction, varies seasonally from a
meter or less to maximum values (∼150 m) (Boyer Montégut et al., 2004; Sutherland
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Figure 2.15: Schematics of the different three-dimensional mechanisms proposed to
explain the occurrence of vertically compensated layers in the upper ocean. Source: de
Boyer Montégut et al. (2004) (Fig. 11)

et al., 2016). Thus, the knowledge of the variability of the MLD is critical in any study
of SSS and SST variability.

We estimate MLD on individual Argo temperature-salinity profiles (Gould et al.,
2004). The MLD is estimated, when a threshold value for either temperature or salinity
is reached compared with a near-surface value at 10 m depth (to avoid the effect
of strong diurnal cycle in the top few meters of the ocean): ∆T = 0.10C, ∆S =
0.03 pss. Actually, during night time mixing brings MLD deeper than 10 m most of
the time. Thus, this choice is relevant mostly for night time and lower frequency MLD
variability. The choice of two criteria on T and S, instead of a single one on density
stratification was motivated by the need to have conditions with active homogenization
both on T and S. As was shown in de Boyer Montégut et al. (2007) and Mignot
et al. (2007) there are three layers in the vertical structure in some regions of the
upper subtropical ocean: the MLD that is controlled by salinity profiles, the barrier
layer (BL) (the difference between the depth of density-based MLD and the depth of
temperature-based MLD) and the deeper ocean. BL phenomena protect the surface
layer from the heat exchanges with the deep ocean, and have potential climatic impacts,
for example they are involved in the development of temperature anomalies that can
start the El Niño-Southern Oscillation (ENSO) events or the Indian monsoon. The
mechanism responsible for the BL formation in the tropical North Atlantic (100−250N)
strongly depends on Ekman advection, heat loss in winter and atmospheric heating in
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summer that support a salinity domination in the MLD criteria (Mignot et al., 2007).
Moreover, there can also be an effect of "compensated layer" (CL) that happens when
the density-based MLD is deeper than one from temperature-based criteria due to
the compensation of salinity and temperature stratifications. The mechanisms of the
vertical compensation are linked to the horizontal compensation: subduction processes
of cold and fresh (warm and salty) surface waters or Ekman transport of the upper
slides (Fig. 2.15). In the present work, the respective choices for dT and dS were
such that they correspond independently to changes in density on the order of ∼
0.03kg/m3 in the North subtropical Atlantic (de Boyer Montégut et al., 2004). We
group these estimates monthly to provide a monthly mixed layer depth distribution
(in the standard case, it is the average of the distribution that is retained). We
use data from Coriolis web site with the flag "good data". Because of insufficient
data distribution, we only use them as providing a large scale average. Figure 2.16
presents three MLDs estimated separably from salinity (red), temperature (green) and
density (blue) criteria. The isothermal (temperature-based) MLD (green) is close to
the MLD with quasi-uniform density (blue). On the other hand, the halocline MLD is
much deeper in spring and summer. This can be explained by the Shallow Meridional
Overturning Circulation that brings subducted salty water from the North-East and
induces an increase in halocline depth that with the chosen salinity criteria can be very
different from MLD with the other criteria. An example of this situation is presented
on Fig. 2.17a that illustrates a much deeper halocline than MLD estimated from the
isothermal or density criteria ( 17.8 m). Thus, the use of two separate criteria for
dS and dT allows us to estimate the layer where both characteristics are well mixed

Figure 2.16: MLD from Argo profilers estimated with different MLD criteria for period
August 2012 –August 2013 in region 210N −300N 500W −260W : red – salinity-based
criteria ∆S = 0.03 pss; green – temperature-based criteria ∆T = 0.10C; blue – density-
based criteria ∆ρ =∼ 0.03kg/m3
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a b

c

Figure 2.17: Density (black), salinity (red) and temperature (blue) profiles from Argo
profilers: a – profiler at 26.80N 290W 14/05/2013, example of the effect of Shallow
Meridional Overturning Circulation, b – profiler at 23.10N 36.60W 10/01/2013, exam-
ple of BL, c – profiler at 28.90N 41.40W 20/01/2013, example of CL

and as it is mentioned before and shown on Fig. 2.17a corresponds to density criteria
∆ρ =∼ 0.03kg/m3. Figure 2.17b illustrates an example of the weak BL in autumn
and winter from Figure 2.16 (Sprintall and Tomczal, 1992); whereas Fig. 2.17c is a case
of weak CL in spring. These results are in a good agreement with the ones presented
in de Boyer Montégut et al. (2004) for the North Atlantic. These layers average no
more than a few meters in this area (max ∼ 3 m). These results are also valid for the
later period September 2013 – December 2014.

Further, Fig. 2.18 compares this MLD from individual profiles with the MLD de-
rived from the monthly gridded ISAS T and S fields (spatial resolution 0.50), an optimal
estimation tool designed for the synthesis of the Argo global data sets (Gaillard et al.,
2009). It is extracted at the Argo profile positions (blue curve) or averaged over the
domain 210 − 300N 500 − 260W (green curve). Both show a shallower MLD than the
Argo data (red curve) throughout the year, with the maximum difference of ∼25m in
December. This can result from spatial interpolation of Argo data that would smooth
the local vertical gradient, when there is a large spatial variability in MLD, especially
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Figure 2.18: MLD from Argo (red) and ISAS interpolated product (blue and green)
for period August 2012 –August 2013 in region 210N − 300N 500W − 260W . MLD
from Argo profiles for different latitude bands (red dashed lines)

in December 2012 when there were more local rain events in this region. Argo data can
also be grouped in different latitude bands. This (Fig. 2.18, red dashed curves) shows
a horizontal gradient (from shallower MLD in the South to deeper MLD in the North)
and a different timing of restratification (March in southern regions and March–April
in northern regions; Kolodziejczyk et al., 2015b; Kolodziejczyk et al., 2015c).

The comparison with Mercator analysis (Fig. 2.18, black curves) shows a good
agreement with the Argo product (red solid curve) that was expected as Argo data were
assimilated in Mercator. The biggest difference was found in February and July (∼ 9m)
that probably results from inhomogeneous distribution of Argo profiles during these
months that include gaps in areas with the deeper MLD in February and shallowest
MLD in July. Except for these two months the differences between two products are
almost never larger than 5 m. Thus, using Mercator analysis provides the opportunity
to test further the effect of horizontal gradient of MLD in SSS or SST budgets (Chapter
4).

2.9 Atmospheric fluxes

As mentioned before, SSS and SST are strongly dependent on the freshwater and
heat fluxes (Chapter 1. Introduction; Schmitt, 1995; Yu, 2011; Durack, 2015). Thus,
the choice of the atmospheric data and the analysis of their accuracy are critical for
our study.



42 Chapter 2. Data evaluation and validation

2.9.1 Freshwater flux

Daily ERA-Interim reanalysis (Simmons et al., 2007; Dee et al., 2011) from ECMWF
(spatial resolution 0.250x0.250), widely used daily OAFlux product (10x10) fromWHOI
for evaporation field and daily ERA-Interim reanalysis, TRMM TMI (3B42) (0.250 ×
0.250) and GPCP (10x10) satellites for precipitation field were tested. Precipitation
is not a control variable of the analysis procedure in ERA-Interim reanalysis, assim-
ilated rain-rate observations have a weak impact on increments in control variables,
and humidity observations have a stronger influence on precipitation in reanalyses
than the precipitation observations themselves (Rienecker et al., 2001). GPCP pre-
cipitation is strongly based on satellite retrievals, such as TRMM TMI, and surface
rain gauges (Adler et al., 2012). GPCP uses the passive emission microwave retrievals
(SSM/I) while TRMM satellite uses active microwave measurement (TRMM Precipi-
tation Radar) in addition to TMI passive microwave sensor. This TRMM Radar allows
to identify rain type, transformation rain into snow and information about intensity
and rain distribution. The serious problems of SSM/I are the distinction of rain on
snow-cover and detection of rain in case of significant ice particles in clouds when
algorithms may not detect the rainfall (since the weak 85-GHz scattering signature
may be swamped by variations in background emission) or precipitation rates may be
significantly underestimated (Conner and Petty, 1998). These should not be issues in
this subtropical region.

The OAFlux project uses objective analysis to obtain optimal estimates of flux-
related surface meteorology and then computes the global fluxes by using state-of-the-
art bulk flux parameterizations (OAFlux web site: http://oaflux.whoi.edu/; Yu et al.,
2007). OAFlux evaporation is estimated from the relation between latent heat flux
QLH and latent heat of vaporization Le : Evp = QLH

ρwLe
, where Le = (2.501− 0.00237 ∗

SST ) ∗ 1.06 (Yu et al., 2008).
The comparison of evaporation fields from ERA-Interim (Fig. 2.19a, black curve)

with the ones from OAFlux (Fig. 2.19a, blue curve) indicates small differences between
∼0 to 0.5 mm/day. The comparison with the mooring data at 24.50N 380W (see 2.3,
Fig. 2.19a, low-passed filtered data with 30 days cut-off) shows that ERA-Interim
product sometimes (October, November, June) overestimates evaporation (max ∼0.5
mm/day) but usually in the confidence interval from the mooring data (0.16 mm/day)
with a high correlation, while OAFlux product underestimates a little (max ∼0.7
mm/day and it is out of the mooring confidence interval in spring and summer)
evaporation during most of the period. This is in line with the expectation that
OAFlux might slightly underestimate the evaporation (from ERA-Interim and buoys)
in the subtropical gyre of the North Atlantic (Yu et al., 2008). Thus, ERA-Interim
evaporation data was chosen for the estimation of MLS budget based on observations
(Chapter 4).

On the other hand, ERA-Interim reanalysis produces larger precipitation events
over the North Atlantic compared with the satellite data (Fig. 2.19a, green curve).
TRMM satellite precipitation (Fig. 2.19a, orange curve) is stronger than in GPCP
(Fig. 2.19a, red curve) (Huffman et al., 2009). The comparison with the mooring data
does not show a good agreement between the different products, even after monthly
averaging (Fig. 2.19b). As shown in Sommer et al. (2017, in submission), daily-
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a b

Figure 2.19: Comparison of freshwater flux components: a – evaporation (ERA-
Interim – black curve, OAFlux – blue) and precipitation (GPCP – red, TRMM –
orange, ERA-Interim – green) data averaged over the month and over the domain
210N − 300N 500W − 260W (solid lines) and evaporation filtered with cut-off period
30 days at mooring position 24.50N 380W (dashed lines, mooring data – gray curve);
b – precipitation data at mooring position; Sommer et al. (2015) (Fig. 5)

Figure 2.20: Surface heat flux for the period September 2012 – August 2013; solid
curves – ERA-Interim reanalysis, dashed curves – mooring data at 24.50N 380W: red –
net short wave radiation, green – net long wave radiation, blue – latent heat, orange –
sensible heat; Sommer et al. (2015) (Fig. 6)
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averaged, precipitation data from different sources (different reanalyses or satellite-
based datasets) do not show a good agreement. This is due to difficulties in reproducing
both light and heavy precipitation, especially in reanalysis, that is less important for
climatological means but has large effects at synoptic scales. In our comparison, ERA-
Interim shows much higher total precipitation (2.58 mm/day) compared with mooring
data (1.86 mm/day ± 10%), TRMM also overestimates high precipitation events (total
precipitation 2.76 mm/day). GPCP does not correlate well with the mooring time
series, but presents a very close total precipitation average (1.69 mm/day). We retain
GPCP in this work, and it was also proposed as a good reference at the daily scale in
Sommer et al. (2017, in submission).

2.9.2 Heat fluxes
The latent heat, sensible heat, net downward short and long wave radiations from

ERA-Interim with the resolution 0.250x0.250 are used to estimate surface heat flux.
ERA-Interim net surface heat flux presents a satisfactory agreement with the one from
mooring data at 24.50N 380W (Fig. 2.20). The average over the year for the incoming
short wave radiation is 220.3 Wm−2 with mooring data and the net downward short
wave radiation is 252.06 Wm−2 with ERA-Interim, for the long wave radiation it is
respectively -58.84 Wm−2 and -58.9 Wm−2, for the sensible heat flux it is respectively
-6.37 Wm−2 and -13.19 Wm−2, and for the latent heat flux it is -124.08 Wm−2 and
-144.37 Wm−2 respectively, so that the net heat flux across the sea surface of the two
products differ by less than 6 Wm−2.



Chapter 3
Method

3.1 Introduction
In chapter 2, I presented the data used to estimate MLS and MLT budgets. I com-

pared different types of data (in situ, satellite, reanalysis, analysis and model data)
to estimate the accuracy of different products. Now I will analyze the effect of each
term of mixed layer salinity (MLS) and temperature (MLT) budgets on salinity and
temperature variability, respectively. In this chapter at first I will present a method to
choose the region and volume for estimation of MLS and MLT budgets. Then the MLS
and MLT budget equations and the methods retained to estimate the different terms of
these equations are discussed. This depends on the data used as spatial and temporal
resolution of the available data constrains what can be estimated.

Data uncertainties are also estimated to understand their effect on the final results
and the effect of processes that are not included in the budget’s equations.

In many previous studies (Büsecke et al., 2014; Dong et al., 2015) it was noted that
horizontal advection is one of the most important components for the MLS budget.
Thus, detailed analysis of surface currents is needed. This includes the development
and validation of method for estimation of Ekman currents as well as the further
investigation of geostrophic currents in particular at meso-scale that was started in
Chapter 2. I discuss it further in this chapter.

3.2 Estimation of mixed layer salinity and temperature bud-
gets

As discussed in 2.8, in the North Atlantic subtropical gyre, there is usually a well-
mixed and turbulent (at least at night) surface layer. The depth of this layer varies
throughout the year from 20 to 150 m. Properties in the mixed layer evolve as a result
of ocean processes as well as of the air-sea fluxes. Thus, unusual weak or strong air-
sea flux for a particular season can generate strong anomalies in MLD. For example,
due to the weak air-sea buoyancy flux in late winter 2010 the MLD was very shallow
(Kolodziejczyk et al., 2015c).

Evaporation is a dominant component of the salinity budget (Fig. 3.1b). To balance
the effect of this water loss due to excess of evaporation flux on salinity, fresh water
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transport is contributed by eddies, mixing processes, and Ekman transport (Gordon
and Giulivi, 2014). Fig. 3.1 shows the effect of ocean dynamics on moving salinity from
the region of the maximum E−P (Fig. 3.1b, a little south of red box) further north to
the region where the maximum salinity concentration is located (Fig. 3.1a, red box). In
winter 2012–2013 (especially in December) a rain band was found in the middle of this
region which resulted in two separate local maxima on Fig. 3.1b. The figure illustrates
the important role of ocean processes on the formation of the salinity maximum region
in the subtropical gyre. Ekman transport brings fresh and cold water from the North
and fresh and warm water from the tropics. Vertical entrainment of deeper water
is expected to be a major contributor to the changes in surface salinity (Dong et
al., 2015) and surface temperature in particular during the winter. At large-scale, the
change of SSS in salinity maximum region is small compared with the amplitude of the
sea surface forcing and "residual terms" (subduction, vertical shear, vertical motions,
internal waves and all small-scale and fast dynamics (Dohan et al., 2015)) that close the
budget. Furthermore, Dong et al. (2015) found that for SSS (or fresh water) budget
the Ekman component dominates the total horizontal advection in this North Atlantic
region. The turbulent advection contributes to freshening and warming/cooling mainly
by eddies at meso-scales (Büsecke et al., 2014).

Furthermore, the contribution in the SSS variability of one component of the budget
or another strongly depends on the time scales. For example, the advection term in
the region of SSS–max shows a weak seasonal cycle but is very variable at interannual
scale (Dong et al., 2015).

Next I present equations of time evolution of salinity and temperature based on
the fundamental conservation theory. We will consider monthly time series of the SSS
and SST variability and evaluate the components responsible for this variability during
almost 2 years.

a b

Figure 3.1: Annual SMOS SSS (a) and E-P (OAFlux - GPCP) (b) mean with the
selected region for SSS budget estimation (red box) in the salinity maximum region
over the August 2012–August 2013
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3.2.1 Domain

The important choice for the estimation of the SSS or SST budgets is the choice
of the region and volume over which to integrate the equations. One can choose
a rather shallow surface layer. In this case, the lateral variations are ignored as they are
negligible compared to large scale atmospheric variability and vertical fluxes through
the very thin layer dominate the budget. Thus, there is a freshwater flux at the surface
that has to be compensated by vertical flow through the bottom of the box as there
is no significant transport of salt across the surface. And as shown in Warren (2009)
the net flux of salt into or out of thin box must be compensated by an equal and
opposite turbulent advection through the bottom of the box.

Schmitt and Blair (2015) propose another method, "control volume approach". It is
based on the fact that the SSS–max is deepening and spreading to the West and rep-
resent the form of "sock" in three-dimensional view. This maximum is bounded by
contours of S = 37 pss that constrain the investigated volume. In this case we have
to consider the lateral flow and eddy transports through the sides of this volume.
The boundary of the volume by the contour S = 37 pss sets the boundary conditions:
velocity across the surface is carrying the same salinity in and out. Thus, this ap-
proach allows us to find a connection between ocean mixing processes and surface
fluxes (Schmitt and Blair, 2015). The problem of this method is how to define this
isohaline: over which time and space scales is it averaged, and thus what are the scales
considered in the eddy term. It is clear that the isohaline volume will need to vary
at least seasonally and inter-annually, thus it complicates the analysis of results. The
surface chosen is also not necessarily relevant for the heat budget. We can find already
in the literature the analysis of the variability of the surface contour of S = 37 pss
(or other relevant isohaline) and the different processes contributing to it, such as was
done for the tropical Pacific in Hasson et al. (2013) and in the subtropical North
Atlantic in Dohan et al. (2015).

In the present work we chose the widely used approach which consists of selecting
fixed horizontal domains bounded vertically by the bottom of the mixed layer, thus in-
vestigating an averaged mixed layer budget. The bottom of this box can vary spatially
when horizontal gradients of MLD can be estimated or stay spatially homogeneous if
this information is lacking. This method provides the estimations of salinity variability
in ML as well as the estimations of processes at the surface and at the bottom of ML
which are strongly responsible for salinity variability.

The region investigated is chosen within the latitudes/longitudes range 210−300N×
500 − 260W near subtropical Atlantic salinity maximum (Fig. 3.1, red/black box).
It encompasses the region of largest SSS and strong SSS horizontal gradients just out
of the domain (Fig. 3.1a). In particular in the South one expects a strong SSS gradient
due to a very large contribution from Ekman currents. Moreover, the chosen SSS–max
region presents the Ekman convergence zone and, in the same time, the divergence zone
of eddy horizontal advection and the region with a small eddy activity. Furthermore,
the spatial concentration of drifters and Argo data is larger in the center of the region
and thus the realism of the analysis can be better checked there.

I also tested how different components of the MLS/MLT budget depend on the re-
gion chosen. It gives the opportunity to compare our results with earlier studies that
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have considered other regions and found results different from ours. This will be done
in the next Chapter.

3.2.2 Estimation based on observations

We consider the MLS budget integrated spatially that can be written as

∂〈S〉
∂t︸ ︷︷ ︸

MLS tendency (I)

= −〈u′∇S′〉 − 〈u∇S〉︸ ︷︷ ︸
Advection (II)

−(〈S10m〉 − 〈S−entr〉)
h

(
∂h

∂t
+ 〈w−h〉

)
︸ ︷︷ ︸

Entrainment (III)

+
〈(E − P )S

h

〉
︸ ︷︷ ︸
Surface Forcing (IV)

+R,(3.2.1)

where 〈S〉 denotes SSS averaged over the domain for each time step (week), S is
the mean salinity over a 90 days period for each grid point, h is MLD monthly averaged
over the domain, w−h is the Ekman vertical velocity calculated with the ERA-Interim
wind, u (u = u + u′) is the horizontal velocity vector, the sum of geostrophic AVISO
velocity field and Ekman velocity that was calculated as

−→τ ei∗90

ρfh , u is the mean velocity
over a 90 days period and u′ = u − u for a week in a middle of a 90 days period. u
can be also estimated as the as a smooth spatial field. Thus, u′ would be the residual
that presents a smaller spatial scale. The 90-days average should be equivalent to the
last method as it seems to be enough to limit the effect of individual eddies from the
u field. We did not use the spatial filtering/smoothing because we were limited by the
spatial domain that poses a problem due to the domain boundary effect. (E − P ) is
the difference between evaporation and precipitation. After these terms are monthly
averaged. In term of entrainment S10m is the salinity at 10m depth (that is assumed

the average salinity of MLD), S−entr is the salinity at the depth
(
∂h

∂t
+ 〈w−h〉

)
× M T

(with M T = 1 month) that scales the layer of entrained water during a month (a
month is the elementary time step in the mixed layer depth analysis). The left side
of the equation presents the MLS tendency. The first term of the right side of the
equation is turbulent horizontal advection estimated for each week at each grid point
and then monthly averaged over domain; the second one is mean horizontal advection
averaged by the same way as the previous term. The terms u′∇S and u∇S′ are
negligible when the monthly average over domain is applied. The third term presents
the entrainment component (here we used Argo profile salinity, and neglect horizontal
gradients when estimating this term as the MLD was chosen the same over whole
domain for the considered month; see discussion for Mercator analysis). The fourth
term is the surface forcing that was estimated in the same manner as advection terms.
The last one R is a residual term that includes the sum of all unresolved physical
processes and the accumulated errors from the other terms.

Similarly, the ML temperature (MLT) budget can be written as Moisan and Niiler
(1998)
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∂〈T 〉
∂t︸ ︷︷ ︸

MLT tendency (I)

= −〈u′∇T ′〉 − 〈u∇T 〉︸ ︷︷ ︸
Advection (II)

−(〈T10m〉 − 〈T−entr〉)
h

(
∂h

∂t
+ 〈w−h〉

)
︸ ︷︷ ︸

Entrainment (III)

+
〈

Q

ρCph

〉
︸ ︷︷ ︸

Surface Forcing (IV)

+R,(3.2.2)

where 〈T 〉 is SST averaged over the domain for each time step (month), Q is the surface
heat flux, C−p is the specific heat capacity, ρ is density, all other terms are the same
as for salinity budget. The surface heat flux can be calculated as Q = Ql+Qs+Qlw+
(1 − α)Qsw[1 − I(h)] (Morel and Antoine, 1994; Sweeney et al., 2005), where Ql is
latent heat, Qs is sensible heat, Qlw is net long wave radiation, Qsw is net short wave
radiation, α = 0.04 is the ocean surface albedo, I(h) = Re−h/D1 + (1 − R)e−h/D2 is
the penetrative solar irradiance with the fraction solar flux for wavelengths longer than
700 nm R = 0.58, it is assumed to penetrate the ocean with a decreasing exponential
profile, with an e-folding depth scale D1 = 0.35m; D2 = 23m is the second extinction
length scale associated with the shorter wavelength (Madec and the NEMO team,
2014).

All data used (except the data for entrainment term) are weekly averaged and
interpolated to the same time and space resolutions as the SMOS product that is
the main data of the research.

The error bars for salinity tendency ∂〈S〉
∂t

(I) and terms of advection (II and III)
were estimated as standard errors of the sampling distribution over domain and over
considered month with size of samples (number of observations) n :

δstandard(x) = 1√
n

√√√√ 1
n

n∑
i=0

(xi − x)

The method chosen to estimate entrainment term limits the estimation of its errors.
This term is estimated directly over domain and over a month. Thus, I could only
provide general estimation on MLD uncertainties that were also estimated as standard
errors (assuming that individual estimates are independent from each other).

Equations (3.2.1) and (3.2.2) contain terms that combine different variables with
their individual uncertainties, for example the terms of freshwater or heat fluxes; in a
space-time varying field, the error thus represents the uncertainty on the average due
to its variability, as sampled by the fields. To estimate the uncertainty on each term
of the equations we use an error propagation method (Emery and Thomson, 1998). If
F (the interested us term) is the function of X, Y etc. F (X,Y, ...), the absolute error
is estimated as:

εa = δF =

√(
∂F

∂X
∗ δX

)2
+
(
∂F

∂Y
∗ δY

)2
+ ...
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or relative error:

εr = δF

|F |
= 1
|F |

√(
∂F

∂X
∗ δX

)2
+
(
∂F

∂Y
∗ δY

)2
+ ...

Thus, in the case of the surface forcing term F = (E−P )S
h the error bars were

estimated as the relative errors using error propagation method:

εr = δF

|F |
= 1
|F |

√(
∂F

∂(E − P )
∗ δ(E − P )

)2
+
(
∂F

∂S
∗ δS

)2
+
(
∂F

∂h
∗ δh

)2
=

1
|F |

√(
F
δ(E − P )
|E − P |

)2
+
(
F
δS

|S|

)2
+
(
F
δh

|h|

)2
=√(

δ(E − P )
|E − P |

)2
+
(
δS

|S|

)2
+
(
δh

|h|

)2

This method was not applied to other terms because they contained an differential
operator that is hard to interpret.

3.2.3 Estimation based on analysis

Extensive analysis can be done on numerical simulations. Numerical models pro-
vide products with the high horizontal resolution together with a refined vertical grid.
I used Mercator PSY2V4R2-R4 analysis. It has a daily time spatial resolution and
∼10 km spatial resolution. The spatial resolution if higher than in the case of SMOS
(∼45 km) and the comparison of two products gives the opportunity to test the ability
of SMOS to resolve the meso-scale variability.

The equations (3.2.1) and (3.2.2) in case of the numerical model has an additional
term – horizontal eddy diffusion (to represent subscale transports), and the MLD can
be estimated at each grid point that gives an opportunity to estimate the effect of the
horizontal gradient of the MLD.

The equations of MLS and MLT can then be written as:

∂〈S〉
∂t︸ ︷︷ ︸

MLS tendency (I)

= −〈u′∇S′〉 − 〈u∇S〉︸ ︷︷ ︸
Advection (II)

−
〈(S10m − S−entr)

h

(
∂h

∂t
+ w−h + u ∗ ∇h

)〉
︸ ︷︷ ︸

Entrainment (III)

+
〈(E − P )S

h

〉
︸ ︷︷ ︸
Surface Forcing (IV)

+
〈
〈Kh〉∇2S

〉
︸ ︷︷ ︸

Diffusion (V)

+R,(3.2.3)
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∂〈T 〉
∂t︸ ︷︷ ︸

MLT tendency (I)

= −〈u′∇T ′〉 − 〈u∇T 〉︸ ︷︷ ︸
Advection (II)

−
〈(T10m − T−entr)

h

(
∂h

∂t
+ w−h + u ∗ ∇h

)〉
︸ ︷︷ ︸

Entrainment (III)

+
〈

Q

ρCph

〉
︸ ︷︷ ︸

Surface Forcing (IV)

+
〈
〈Kh〉∇2T

〉
︸ ︷︷ ︸

Diffusion (V)

+R.(3.2.4)

With this spatially resolved fields, the entrainment terms (third terms in the right
sides of equations) are estimated at each grid point and then averaged over domain.
An additional term presents the horizontal eddy diffusion (fifth terms), where Kh is
the diffusion coefficient that is estimated at each grid point as Kh ≈ u′2+v′2

2 × t, t = 1
day (Siedler et al., 2013) to include the effect of submeso-scale processes, and then
averaged over domain to avoid the effect of strong diffusion variability. In Mercator
analysis the horizontal diffusion is estimated by the same isopycnal Laplacian as in
(3.2.3) with the constant horizontal diffusion coefficient (125 m2/s) which has the
same magnitude that was found in our estimation.

As done previously, all data used in equations (3.2.3) and (3.2.4) are weekly aver-
aged to the same time resolution as SMOS product and interpolated to the Mercator
spatial grid (1/120 × 1/120). It means that each particular term (salinity, total veloc-
ity, MLD, entrainment velocity, (E − P ) etc.) are weekly averaged before their use
in equations. It will simplify the comparison and, moreover, reduce the effect of one
particular day with strong evaporation or precipitation. The effect of daily variability
is briefly discussed in Chapter 4.

It is worth to note that now the error bars of entrainment term can be estimated
as the standard errors.

3.3 Analysis and estimation of sea surface currents

As was mentioned before, the surface ocean currents play a significant role in
controlling SSS variability but different data, for example geostrophic velocity suffer
from various inaccuracies (see Chapter 2). Here I present a method to estimate the
uncertainties and make a comparison between different data sets. This method will be
expanded further in Chapter 5.

The comparison will be done between Mercator ocean currents (daily resolution
on 1/120 × 1/120 grid), AVISO 2010 altimetry (daily data, 1/30 × 1/30), AVISO 2014
regional altimetry product (daily data, 1/80 × 1/80) and ERA-Interim wind (daily
data, 0.250 × 0.250). All data will be considered on their own spatial grids despite
the ERA-Interim wind that is integrated in the Mercator grid. Thus, this comparison
will give an idea on the effect of spatial resolution used in the horizontal advection.

I used drifter current data to estimate the errors in altimetry-derived and model
current products. Some of these results were already presented in Chapter 2; they can
give an idea of accuracy of these data and can be expanded to velocity fields in the ML.
To investigate meso-scale variability from the drifters the drifter velocity is decomposed
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into a geostrophic (or cyclostrophic) velocity, Ekman velocity and ageostrophic velocity
residuals.

Udrifter = UEkman + Ugeostr + Uageostr. (3.3.1)

The drifter velocity time series are filtered with a Butterworth low-pass filter of
order 4 to remove noise and high-frequency ageostrophic components (inertial oscilla-
tions, tidal currents, internal ocean dynamics, etc.). The cut-off frequency is 0.032 h−1

that corresponds to 30 hours (a little larger than the inertial period in the region).
The Ekman current component of the drift is difficult to evaluate directly, as we

do not know precisely the dependence with depth and time of diffusivity/viscosity in
the upper ocean layer. A model fitted to the data will be used for deriving an estimate
of this component, as done in Rio (2012). It first involves removing estimates of
the geostrophic (cyclostrophic) currents.

For that, we have estimates of the geostrophic (cyclostrophic) currents from Ssalto-
Duacs or other altimetric products and from Mercator PSY2V4R2-R4 analysis currents
(articles from "Mercator Ocean – Coriolis Quarterly Newsletter", Special Issue, #52,
May 2015). We used two AVISO products Ssalto/Duacs Gridded Absolute Dynamic
Topography and absolute geostrophic velocities product of 2010 and new regional prod-
uct of 2014 (Chapter 2). Mercator geostrophic currents at 50 m are tested as well as
geostrophic currents estimated from SSH of Mercator analysis. We expect that the
Ekman effect will be small at 50 m.

The Ekman model proposed by M.-H. Rio (2012) has the form:

uekm = βτeiθ, (3.3.2)

where β = π
√

2
ρfDe

, θ = π
De
z − π

4 , De =
√

2ν
f , and ρ is density, z is the depth, De is

Ekman depth, ν is eddy viscosity, f is Coriolis parameter.
Wind stress τ is calculated from ERA-Interim wind data, velocity in the left side of

the equation is estimated as drifter velocity without the geostrophic current estimates
from the products mentioned above. ERA-Interim data are interpolated to drifter
positions. Afterwards for each drifter, the collocated wind data were filtered with
the same filter as the drifter velocities. Then parameters β and θ are estimated through
least square fit on monthly subsets of the drifter data.

These β and θ are compared with their analogs in Mercator surface currents at 15 m.
Validated parameters β and θ will be used to estimate the uncertainties in the Ekman
current in the ML that is used to estimate MLS and MLT variability and in the formula
that is widely used for estimation of Ekman velocity in ML:

uekm = τ

ρfh
ei∗900

,

where h is MLD. This formula represents the Ekman transport that occurs at 900

clockwise from wind direction. The division by the depth h represents its average
over h (Venables and Meredith, 2009). The Ekman velocity exponentially reduces
with the depth. At the depth where the the Ekman current has a opposite direction to
that at the surface (Ekman depth) the current presents 4% of the surface current. In
the North Atlantic subtropical gyre the Ekman depth is not very different from MLD
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(Rio and Hernandez, 2003). If the Ekman depth is shallower than MLD the average
will be estimated over the MLD and represent the vertical transport of parcels over
the MLD. If the MLD is shallower than Ekman depth we expect that it will not have
a strong effect on the estimation owing to exponentiation reduction of Ekman velocity
with the depth.

The detailed analysis is presented in Chapter 5.

3.4 Sensibility to data and methods used
In this section I would like to show the sensibility of terms in SSS budget equation

to data and methods used for their estimations. All data and methods, which I will
include, were already presented in the previous and present chapters. Figure 3.2 sum-
marizes the different tests that will be detailed in the two following chapters. On this
figure I presented the time and spatial averages of equation’s terms over the SSS–max
region and the period August 2012 – December 2014. Figure 3.2 shows a large spread
of averaged values of terms (x-axis) and residuals R (y-axis). The test of different com-
binations of precipitation and evaporation data for Mercator or SMOS salinity fields
(blue rounds) shows the variation of residual term from -0.43 pss/yr to 0.15 pss/yr.
The largest R, -0.43 pss/yr, corresponds to the surface forcing term estimated with
Mercator MLS, ERA-Interim evaporation and GPCP precipitation. It is worth to
note that the surface forcing term also varies in a large range, 0.85 – 1.42 pss/yr.
The advection term (red stars) is also sensitive to the data used: residual varies from
-0.55 pss/yr to -0.05 pss/yr with the largest value in the case of combining Mercator
MLS with AVISO altimetry product for geostrophic velocity and Ekman current esti-
mated with ERA-Interim wind. But what is more important here is the large spread
of averaged values of advection terms that could complicate the evaluation of the im-
pact of this term on salinity variability. This also applies to mean (purple squares)
and turbulent (grey triangles) components of advection. The entrainment term (green
rhombus) is sensitive to the choice of the depth at which the entrained salinity S−entr
can be estimated that was mentioned before. Thus, for example, taking the S−entr at
10 m below MLD, that different from the method proposed in the present PhD work,
increases R from -0.3 pss/yr to -0.38 pss/yr in the case of SMOS and Argo profilers
and reduces the entrainment term from -0.56 pss/yr to -0.48 pss/yr.

Altogether the small residual is presented by Mercator analysis with combination
of GPCP and OAFlux data for precipitation and evaporation, -0.05 pss/yr. SMOS
combined with GPCP, ERA-Interim, AVISO and Argo data shows a residual term
almost in a middle of its range, -0.3 pss/yr.

In the next section, I will present a detailed analysis of different cases.
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Figure 3.2: Test of sensibility of terms in SSS budget equation to different data and
methods used. x-axis represents the variability of SSS budget terms, y-axis represents
the variability of residual R, both depend on the combination of different data used and
methods as in case of entrainment. Blue rounds – surface forcing term estimated with
different combination of SSS and E and P data; red stars – advection term estimated
with different combination of SSS and ocean current fields; grey triangles – turbulent
advection; purple squares – mean advection; green rhombus – entrainment estimated
with different combination of SSS and salinity data at different depth as well as by
different method of estimation for entrained salinity S−entr



Chapter 4
Mixed layer salinity and temperature
budgets in the North Atlantic sub-
tropical gyre

This chapter is devoted to the investigation of the sea surface salinity and temper-
ature variability. It includes the analysis of mechanisms responsible for this variability,
detailing their relative importance throughout the period of studies. As mentioned be-
fore, the analysis is done for the period August 2012 – December 2014 in the region of
SSS maxima 210−300N×500−260W . These period and region present enough in situ
data used for "data control" of mapped products (see Chapter 2). In addition, this
region does not experience the strongest influence of Ekman or eddy currents which
simplifies the analysis (see Chapter 3).

Part of this Chapter was published (Sommer et al., 2015; Appendix B). It included
the period from August 2012 to August 2013 of SMOS mapped product. Here, in
the present work, I have expanded the investigation until December 2014. This inclu-
sion of more than one extra-year confirmed the main results and hypotheses made in
the article.

This chapter first outlines the analysis of SSS and SST budgets from SMOS and
OSTIA mapped products. Then I address the analysis of SSS and SST budgets from
Mercator analysis. Afterwards I present the SSS budget for regions further south and
further north of the SSS-max region to test how the budgets evolve in the presence
of stronger SSS gradients and more intense ocean dynamics. An overall conclusion is
then provided.

4.1 Mixed layer salinity and temperature budgets based on
observations

Salinity budget. The terms in Equation (3.2.1) were estimated and averaged over
the whole domain (Fig. 4.1a). As expected, there is a strong response of the surface
ocean to the evaporation flux (blue curve) on the salinity change term (green curve).
They have the same seasonal cycle with a strong increase in spring and summer and
decrease in autumn and winter. The error bar on surface forcing term is large during

55
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c

Figure 4.1: Components of salinity budget, residual (black dashed curve) and the sum
of all estimated components of the right side of the equation (3.2.1) (black curve):
a – SSS–max region 210N −300N 500W −260W , b – northern part of SSS–max region
25.50N − 300N 500W − 260W , c – southern part of SSS–max region 210N − 25.50N
500W − 260W
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autumn and early winter months for both year. This is due to local precipitation events
(especially in 2012) and fast temperature changes, which result in evaporation changes
that are not well reproduced (see Chapter 2). The freshwater flux is the dominant
component in the salinity budget (1.04 ± 0.34 pss/yr, averaged over the period Au-
gust 2012 – December 2014 and over 210− 300N/500− 260W region) (Table 4.1). SSS
does not show a strong tendency -0.015 ± 0.32 pss/yr over the period, similar to the
results averaged over the 10-years (2004-2013) period and over the SPURS-1 region
in Dong et al. (2015). Dong et al. (2015) find a 1-month lag between the salinity
change and the seasonal cycles of the surface forcing term, which might be the result
of slightly different region retained in their analysis (notice that Dong et al. (2015)
domain is 50 further south than the region in Fig. 2.2 (red box)).

The entrainment term contributes only during autumn and winter months when
MLD is deepening (Fig. 4.1a and Fig. 4.3a, orange curve). During the winter months
entrainment plays a smaller role than in autumn as the deepening of the ML is weaker
and MLS is closer to the salinity that is found deeper (S−entr). In November 2012 and
December 2013 when there is a small increase in the surface forcing term (evaporation
increases) salinity continues to lower due to entrainment as one of the re-freshening
mechanisms at that time. This example shows the small changes of components in
MLS budget and its minor role compared to the residual term (black dashed curve)
but it demonstrates an importance of the ocean dynamics in the salinity variability. In

Figure 4.2: Salinity profile from OAO (Oceanographic Autonomous Observations,
http://www.oao.obs-vlfr.fr), 19 October 2014 at ∼21.20N 39.70W. This example
demonstrates the presence of layer with high salinity bellow the MLD at first 100 m
that comes from the North with the Shallow Meridional Overturning Circulation
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December 2012, a month with a larger amount of precipitation and small entrainment,
the salinity changes are predominantly governed by surface freshwater flux (Fig. 4.1a).
The same behavior was found for March 2013. In October 2013 the entrainment is
positive together with a small increase in surface forcing term: salty water from E-P–
max region arrives in the SSS–max region and then as subducted water due to the
vertical gradient of temperature appears again in the South (Fig. 4.2). Due to the
difficulty in estimating the error on entrainment, only the error bars (standard error)
on MLD are shown (Fig. 4.3a). In the salinity budget the mean effect of entrainment
is equal to -0.56 pss/yr (Table 4.1).

For the whole domain the spatially averaged advection is negative throughout
the period with a relatively small amplitude (mean average is -0.19 ± 0.02 pss/yr)
(Fig. 4.1a and 4.4a). The turbulent and mean advections are both mostly negative
with the stronger magnitude for the mean component, -0.17 ± 0.02 pss/yr and -0.02 ±
0.02 pss/yr, respectively. It shows a moderate seasonal cycle associated with a max-
imum freshening during summer and early autumn. Compared to results previously
found (Büsecke et al., 2014; Gordon and Giulivi, 2014; Amores et al., 2015) the role
of horizontal advection has to be more important. It is important to understand dif-
ferences between these results and the ones presented in this PhD thesis work.

To better understand the effect of advection we separate the region into two boxes:
210 − 25.50N 500 − 260W and 25.50 − 300N 500 − 260W. The dividing latitude was
chosen based on the seasonal means and seasonal variability maps of the first year
(August 2012 – August 2013; Sommer et al., 2015) of the equation’s terms (Fig. 4.5).
During winter (December 2012 – February 2013), the SSS variability term (Fig. 4.5a)
is characterized by a salinity decrease north of 25.50N, while a region with variable
salinity changes (salinity can increase as well as decrease) is found in the South. For
the SSS variability in the summer season (Fig. 4.5b) (June – August 2013) the latitude
25.50N separates a region of dominant increase in the North from a dominant decrease
in the South. It means that during summer the strong increase of SSS takes place in
the northern region, while the largest decrease takes place during winter. Autumn and
spring (not presented) present similar features for these two regions. The advection
variability maps (Fig. 4.5c, d) (std of time series at each grid point) show two different
structures in the southern part. During late summer –autumn (Fig. 4.5c) (September –
November 2012) some freshwater originating from the Amazon basin enters this region
(also see Fig. 4.5b) and is mixed through the domain, inducing a strong variation of
turbulent advection in the south–western part (the std of turbulent advection is up
to 10 pss/yr in this region). During spring (Fig. 4.5d) (March – May 2013) mean
advection plays a significant role in the salinity change with significant variability in
time both in the northern as well as in the southern parts (std up to 3 pss/yr). It
is especially stronger on the borders of the region than in its center. Surface water
flux (Fig. 4.5e, f, g) shows strong variability (temporal std) in both regions during
the autumn (Fig. 4.5e) (up to 3 pss/yr) and in the South during the spring (Fig. 4.5f)
when evaporation largely dominates there (up to 1.5 pss/yr). The mean surface forcing
(Fig. 4.5g) also exhibits different regimes on either side of 25.50N that identify the
southern region as the region of maximum E-P field. Thus, 25.50N separates two
regimes in the SSS budget variability in agreement with Dong et al. (2015).

In the southern part (Fig. 4.4c), during spring and summer the mean advection
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a

b

c

Figure 4.3: Entrainment component (orange curve) and MLD (red): a – SSS–max
region 210N−300N 500W−260W , b – northern part of SSS–max region 25.50N−300N
500W − 260W , c – southern part of SSS–max region 210N − 25.50N 500W − 260W
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Figure 4.4: Salinity change (green curve) and advection components (red curves): a –
SSS–max region 210N − 300N 500W − 260W , b – northern part of SSS–max region
25.50N − 300N 500W − 260W , c – southern part of SSS–max region 210N − 25.50N
500W − 260W
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Figure 4.5: Estimation was done over period August 2012 – August 2013. a – SSS
change in winter, b – SSS change in summer, c – turbulent advection standard deviation
(std) in autumn, d – mean advection std in spring, e – surface forcing std in autumn,
f – surface forcing std in spring, g – surface forcing mean in summer; Sommer et al.
(2015) (Fig. 10)
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Figure 4.6: Zonal mean of SMOS SSS for the period August 2012 – December 2014 in
SSS–max region 210N − 300N 500W − 260W

brings freshwater from the tropical regions. In this season, the turbulent advection is
small and varies around 0 pss/yr, whereas it has a significant contribution in autumn
2012 and spring 2013 when it participates in freshening along with mean advection.
However, this is not reproduced in the second year. There is a strong contribution of
mean component in this region, -0.27 ± 0.04 pss/yr compared to -0.035 ± 0.04 pss/yr
for the turbulent advection. In the northern part (Fig. 4.4b), advection shows a strong
seasonal cycle with maximum in summer when mean advection brings salty water from
the South and contributes to the salinity increase. It is almost four times stronger in
summer 2013 than in summer 2014.

To understand the differences between these two years we consider the zonal means
of monthly averaged SSS (Fig. 4.6) and of geostrophic velocity variability (Fig. 4.7).
Zonal mean of SSS (Fig. 4.6) shows the seasonal cycle with the movement of maximum
salinity further north during the summer when the freshwater comes from the tropics.
In the South the meridional gradient of salinity is sharper in summer 2013 than in
summer 2014 (Fig. 4.7): the freshwater penetrates further north in 2013 that could be
due to a stronger effect of eddy advection (Fig. 4.4b). The zonal component of AVISO
geostrophic velocity variability (Fig. 4.7a) shows variability maxima on the order of
0.01 m2/s2 in summer 2013 and of 0.005 m2/s2 in 2014. The same tendency was
found for the meridional component (Fig. 4.7b): the variability reaches 0.006 m2/s2

in 2013 and 0.003 m2/s2 in 2014. Also there is a maximum of variability in both
velocity components during the autumn 2012 that explains the negative contribution
of turbulent advection found in the South during this period (Fig. 4.4b). In the North
the northward Ekman velocity is only a little stronger in 2014 (Fig. 4.8). Thus, the
difference in mean advection is mostly explained by the fact that in the North the
SSS maximum in 2014 was larger than in 2013. It seems that this is associated with
somewhat larger positive E−P fluxes in the northern region (as well as in the southern
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a b

Figure 4.7: Zonal mean of AVISO geostrophic velocity variability (m2/s2) for the
period August 2012 – December 2014 in SSS–max region 210N−300N 500W −260W :
a – zonal velocity component, b – meridional velocity component

Figure 4.8: Zonal mean of meridional Ekman velocity for the period August 2012 –
December 2014 in SSS–max region 210N − 300N 500W − 260W

region) from December 2013 to July 2014 than a year earlier (Fig. 4.9). We also
commented on larger Ekman advection in the southern part of the domain for the
same period. This larger northward Ekman advection could also contribute to further
displace the salinity maximum to the north in the late spring/summer 2014 than a
year earlier. Thus, as the E-P–max region was extended further north in 2014 it could
reduce the salinity gradient and, as consequence, the mean salinity advection term.

In general, the domain-averaged salinity presents large month-to-month changes
throughout the year (intraseasonal variability) in the southern part (Fig. 4.1c) and
a strong seasonal cycle in the northern part (it decreases in winter and increases in
summer) (Fig. 4.1b). In the southern part, SSS decreases until October due to a small
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Figure 4.9: Zonal mean of E–P difference (OAFlux – GPCP) for the period Au-
gust 2012 – December 2014 in SSS–max region 210N − 300N 500W − 260W

surface forcing, the effect of the advection and the entrainment terms. Afterwards there
is a salinity increase in November. At this time the surface flux continues to decrease
and the advection term diminishes in absolute value, thus, reducing its freshening
effect on the salinity. At that time even strong entrainment cannot significantly refresh
the surface water. A similar situation was found in March 2014. In December 2012 the
salinity again decreases while both freshwater flux and the effect of advection are small.

In this month, it is likely that entrainment, that lags by one month from ∂〈S〉
∂t

, has the
largest influence on salinity. The same feature is found in October–November 2013.
However, the large residual term (black dashed curve) for these month lets us think
that either other processes (vertical processes, horizontal diffusion, filaments) get more
important and they are not presented in the data used (due to the resolution), or the
data used have a worse accuracy (especially, evaporation and precipitation), or the
errors in the estimation of entrainment are more significant during this period. The
increase of entrainment that we found before (Fig. 4.1a, Fig. 4.3a) appears in the
southern part of the domain (Fig. 4.1c, Fig. 4.3c). It confirms our previous explanation
that the increase in evaporation produces the increase in SSS that advances further
south as subduction water (Shallow Meridional Overturning Circulation) (Fig. 4.2).

In the South during the summer months, the salinity change is controlled by advec-
tion associated with transport of fresher water from the tropics that partially counter-
balances the gain from evaporation. In April 2013 and May 2014 (months when advec-
tion starts to contribute more) salinity increases according with an increase in evapo-
ration, advection term participates in decrease of salinity only in the following months.

In the northern domain (Fig. 4.1a) during winter the salinity change is strongly
influenced by entrainment of deeper water (Fig. 4.3a) and horizontal advection that
contribute to a decrease of SSS (Fig. 4.4a). It is worth noting that the entrainment
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in the North starts earlier (June–July) than in the South (August–September) due to
colder (and fresher) water found under the sea surface in this region. The months
of local minima of SSS in winter 2013 and 2014 correspond to the local maxima of
the residual term.

In the North during summer, the strong increase in salinity depends on advection
which brings salty water from the E-P maxima region (it is stronger in summer 2013
than in 2014, see explanation before), and on the freshwater flux which also increases.
The residual terms are larger than the ones in winter time (max -1 pss/yr).

The sum of the terms on the right side of the Equation (3.2.1) (from here on,
this excludes R) (Fig. 4.1a, black curve) is very close to the surface forcing term and

its difference with ∂ 〈S〉
∂t

results in a large residual term R, ∼-0.3 pss/yr (Fig. 4.1a,

black dashed curve). It presents 47% of the average modulus of ∂ 〈S〉
∂t

which varies in
the range ±0.63 pss/yr (see Table 4.1). The advection can be the most important com-
ponent for the salinity budget in this region and can be the main source of errors due
to the uncertainties in salinity field and underestimation of velocity field (compared to
Mercator and drifters) that was discussed in Chapter 2. In some studies the mismatch
(residual) is parameterized by horizontal diffusion terms, as in Dong et al. (2015)
when such a term contributes to the MLS changes with the averaged magnitude of
-0.28 ± 0.01 pss/yr thus comparable with our residual term (-0.3 pss/yr). The effect
of this term is mostly represented by the turbulent advection in the present work that
is small. Moreover it is thus difficult to blame a choice of a too shallow mixed layer in
the summer months, as it would contribute to a negative residual in the SSS budget.

Residual R as a function of total averaged values of MLS components presented in
Table 4.1 is shown on Fig. 3.2. Results of this section are emphasized by red ellipse
"Observations" that corresponds to a residual -0.3 pss/yr and to the first bars of the
colorbars.

Heat budget. The estimation of the temperature budget based on Equation (3.2.2)
in the subtropical gyre of the North Atlantic (Fig. 4.10) indicates a near-balance be-
tween the terms retained, i.e. the error bar range of the two sides of the equation
overlap (black solid (the sum of all elements in the right part of the equation (3.2.2))
and green (temperature change) curves). The different components of the temperature
budget present the same variability irrespective of the domain (total region (Fig. 4.10a),
northern (b) and southern (c) parts). SST (green curve) decreases in late autumn and
winter and increases in spring and summer. The term of surface heat flux (blue curve)
shows comparable variability in the two regions being largely responsible for the tem-
perature change. The heat flux is the dominant component in the temperature budget
(3.36 ± 1.40C/yr). SST as SSS shows small tendency over the period, -1.270C/yr (Ta-
ble 4.1). The entrainment term (orange curve) is large during late autumn and winter
and contributes to lower SST. As for SSS the entrainment of temperature starts earlier
in the northern part of the domain (Fig. 4.10b) (June–July) than in the southern part
(Fig. 4.10c) (August–September). In the northern part, both for SSS and SST bud-
gets, there is an increase of entrainment in September 2013 after a decrease in August.
Entrainment in September is very small due to the competition of warm and salty
water from the South and cold and fresh water from the North, when the autumn
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Figure 4.10: Components of temperature budget, residual (black dashed curve) and the
sum of all estimated components of the right side of the equation (3.2.2) (black curve):
a – SSS–max region 210N −300N 500W −260W , b – northern part of SSS–max region
25.50N − 300N 500W − 260W , c – southern part of SSS–max region 210N − 25.50N
500W − 260W
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Table 4.1: Time averaged mean of the components in Equations (3.2.1) and (3.2.2) in
the SSS–max region and its northern and southern parts

SSS var Turb adv Mean adv Entr Surf forc Hor Diff Res
SSS-max
pss/yr -0.015 -0.026 -0.17 -0.56 1.04 – -0.3

± 0.32 ± 0.2 ± 0.2 ± 0.34 ± 0.35
North
pss/yr -0.017 -0.016 -0.044 -0.97 0.95 – 0.063

± 0.66 ± 0.2 ± 0.2 ± 0.34 ± 0.35
South
pss/yr -0.013 -0.03 -0.27 -0.31 1.09 – -0.47

± 0.36 ± 0.2 ± 0.2 ± 0.36 ± 0.36
SST var Turb adv Mean adv Entr Surf forc Hor Diff Res

SSS-max
0C/yr -1.27 -0.06 -0.34 -7.27 3.37 – 3.04

± 3.33 ± 0.03 ± 0.03 ± 1.4 ± 3.37
North
0C/yr -1.67 -0.07 -0.25 -8.98 3.7 – 3.91

± 7.2 ± 0.04 ± 0.04 ± 1.9 ± 7.2
South
0C/yr -0.88 -0.04 -0.4 -6.1 3.3 – 2.36

± 6.32 ± 0.03 ± 0.03 ± 1.9 ± 6.3

season has started, and to the fact that the averaged over domain MLD was used.
In the temperature budget it is the major component that compensates the effect of
the heat flux (−7.270C/yr).

The advection term has a small effect on SST variability. Compared to the SST ten-
dency term and heat flux the advection is rather small (-0.4 ± 0.020C/yr). It presents
a small seasonal cycle with the maximum in summer. It is negative throughout most of
the period, bringing colder water mostly from the North, whereas it is positive during
spring and summer, the period of large warming. It is the case for the full region as
well as for the both part of it, the northern and southern parts.

The net residual terms are relatively small with a total positive average, 3.040C/yr

(15% of the average magnitude of ∂ 〈T 〉
∂t

which varies in the range ±200C/yr) (see
Table 4.1). It is probably due to the strongest effect of the heat flux on the temper-
ature change that simplifies the estimation of temperature budget, while the salinity
variability strongly depends on the ocean dynamics.

Small scale processes such as are found near filaments or fronts, could be a source
of asymmetry between the SST and SSS budgets. Indeed, in the southern part of the
domain, Kolodziejczyk et al. (2015c) showed that SSS spatial variability dominates the
surface density gradients. This was also witnessed in summer during the Strasse cruise
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(Reverdin et al., 2015), and in early spring during the Midas cruise (Büsecke et al.,
2014). Dynamical processes that induce mixed layer restratification would thus con-
tribute to an average SSS decrease, but with little notable effect on SST (Shcherbina
et al., 2015). But even for SST we found that the residual term is higher during
the entrainment months. The residual is higher in the North (3.910C/yr) where the
contribution of entrainment is larger (-8.980C/yr) (see Table 4.1). In addition, ver-
tical mixing with salt fingering at the lower boundary of the mixed layer would also
contribute to a larger SSS negative term compared with SST, but this would happen
preferentially when there is a large salinity vertical stratification compared to temper-
ature, and thus probably not in the summer months.

Using other data sets (for precipitation, evaporation, MLD, etc.) to estimate
the salinity budget could help better understand the mechanism of formation of the
salinity maximum of the subtropical North Atlantic and its seasonal variability. Fur-
ther testing other ways to estimate entrainment or a relevant mixed layer depth would
also improve the reliability of these results. Thus, in the next section I will also es-
timate the SSS and SST budget based on Mercator PSY2V4R2-R4 analysis data to
improve the entrainment estimation method, to validate the model data on the meso-
scale (as Mercator has a higher spatial resolution ∼10 km than SMOS ∼75 km) and
to estimate subscale horizontal diffusion.

4.2 Mixed layer salinity and temperature budgets based on
Mercator analysis

Salinity budget. As in the previous section, the terms in equation (3.2.3) were
estimated and averaged over the domain 210−300N/500−260W during the period Au-
gust 2012 – December 2014 (Fig. 4.11). As input data we used Mercator PSY2V4R2-R4
analysis data of sea surface height, as well as salinity, temperature and ocean currents
at different depth. To estimate the surface forcing term GPCP satellite precipitation
and OAFlux analysis evaporation were chosen as will be explained later (it is important
to realize that these are not the ones used to force the Mercator analysis).

In general, Mercator shows the same variability of budget components as in the case
of SMOS (previous section) (Fig. 4.11a). MLS (green curve) has a seasonal cycle with
the minimum in winter and maximum in summer (-0.015 ± 0.036 pss/yr, Table 4.3).
The freshwater flux at the surface (blue curve) has a strong effect on SSS and shows
the same seasonal cycle as the salinity variability (1.05 ± 0.4 pss/yr). Error bars
are large (∼0.8 pss/yr) during the spring and summer that indicates the problem of
evaporation data used. There is also an increase in error values (∼0.5 pss/yr) during
the autumn–winter 2012 when the rain front was located in the region.

Using the Mercator analysis, GPCP satellite for precipitation and OAFlux analysis
for evaporation the residual term is extremely small (-0.05 ± 0.036 pss/yr, Table 4.3)
compared to the one when SMOS SSS was used. In previous section GPCP precipita-
tion and ERA-Interim evaporation were used. The test with these data and Mercator
gave a much stronger residual -0.43 ± 0.4 pss/yr (66%), even larger than the one found
for SMOS. The opposite test (GPCP and OAFlux for SMOS) showed that the residual
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Figure 4.11: Components of salinity budget, residual (black dashed curve) and the sum
of all estimated components of the right side of the equation (3.2.3) (black curve) based
on Mercator analysis: a – SSS–max region 210N − 300N 500W − 260W , b – northern
part of SSS–max region 25.50N − 300N 500W − 260W , c – southern part of SSS–max
region 210N − 25.50N 500W − 260W
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Table 4.2: The effect of precipitation and evaporation data on residual in SSS budget
SSS field var Precip/Evap Residual

SMOS GPCP/ERA-Int -0.3 pss/yr
GPCP/OAFlux -0.2 pss/yr

Mercator GPCP/OAFlux -0.05 pss/yr
GPCP/ERA-Int -0.43 pss/yr
ERA-Int/OAFlux 0.15 pss/yr
ERA-Int/ERA-Int -0.22 pss/yr

-0.3 pss/yr found previously reduced to -0.2 pss/yr (32%). Thus, the uncertainties
from precipitation and evaporation data can be significant and responsible for more
than 50% of errors in MLS budget as in the case of Mercator.

As the data for evaporation and precipitation were the only data not used in the nu-
merical analysis (note that one could also consider the "data assimilation" process as
forcing data), one can expect a large influence of this choice on the residual of the bud-
get. Thus, four different combinations of evaporation and precipitation data and their
effect on the salinity budget were tested (Fig. 4.12). Combination of "GPCP precipi-
tation and ERA-Interim evaporation" (red curve) results in the largest residual during
the summer, whereas the combination "ERA-Interim precipitation and OAFlux evapo-
ration" (orange curve) shows the largest residual during the winter. It is probably due

Figure 4.12: Salinity variability (green) and residual (dashed curves) and sum of SSS
budget components (solid curves) based on Mercator analysis from equation (3.2.3)
for different combinations of evaporation and precipitation data sets
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Figure 4.13: Distribution of Argo profilers used in this thesis work on 0.250×0.250 grid
for the total period August 2012 – December 2014 (a) and for the winter season (b)

to the overestimation of both precipitation and evaporation by ERA-Interim reanalysis
(that can be overemphasized when combining with other data sets with lower values,
such as GPCP and OAFlux). The combinations "ERA-interim precipitation and evap-
oration" (black curve) and "GPCP precipitation and OAFlux evaporation" (blue curve)
lie close to each other during the winter with a small preference for the first one. How-
ever, during the summer months ERA-Interim strongly overestimate the freshwater
flux (residual ∼-1.5 pss/yr compared to ∼-0.9 pss/yr for GPCP and OAFlux). Thus,
GPCP precipitation and OAFlux evaporation were chosen as the less erroneous com-
bination. Table 4.2 and Fig. 3.2 (blue rounds) summarizes this analysis.

It is worth to note that I did not test the atmospheric forcing data used in Merca-
tor data assimilation procedure. The atmospheric fields in Mercator was taken from
ECMWF Integrated Forecast System (Lellouche et al., 2013). I made a request to
Mercator to get the assimilated data of freshwater and heat fluxes. At the time of
writing the thesis I was waiting for a response from Mercator Ocean team.

Entrainment (Fig. 4.11a, orange curve), as previously, plays a major role during
the winter. Its effect is stronger in winter 2013–2014 than in winter 2012–2013 in
agreement with our previous results (Fig. 4.1a). There is not anymore the strong
positive entrainment in October 2013. The first difference between the two estima-
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tion is that in the case of Mercator analysis MLD was estimated in each grid point.
And, thus, in the average over the domain the strong negative entrainment in the
North (-0.56 ± 0.03 pss/yr) (Fig. 4.11b) is balanced by positive entrainment in the
South (0.1 ± 0.03 pss/yr) (Fig. 4.11c) that could be missed by Argo profilers in previ-
ous section. It can result from a nonhomogeneous distribution of Argo profilers, and
the concentration of instruments was far from the region where the subducted water
enters (Fig. 4.13a). In particular, it is significant during winter when most of the pro-
filers have been in the northern part of the domain (Fig. 4.13b). The second difference
is the use of horizontal gradient of MLD in our estimation. Its contribution diminishes
the entrainment values for MLS budget by ∼35% (Fig. 4.14a, orange solid curve for
entrainment with horizontal gradient of MLD and orange dashed curve – without).
It diminishes a little the residual term in MLS budget (black dashed curve) during the

a

b

Figure 4.14: Entrainment component for SSS budget (a, orange curves) and SST
budget (b, black curves) with (solid curves) and without (dashed curves) the horizontal
gradient of MLD; influence of the horizontal gradient of MLD on residual (dashed
curves) and sum of SSS budget components (solid curves) from equation (3.2.3) (a,
red and black curves)
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winter (by ∼35%) and insignificantly increases it in summer (by ∼12%). It is sum-
mirezed on Fig. 4.15, an extraction from Fig. 3.2. For MLT budget, as was expected in
previous section, the introduction of the horizontal gradient of MLD does not change
much the effect of entrainment (Fig. 4.14b). Mostly it increases the entrainment by
1–15%.

I also compared the entrainment terms estimated with the entrained salinity S−entr
based on entrainment velocity as was proposed in Chapter 3 with the entrainment
terms estimated with S−entr averaged over 10 or 20 m below the MLD (Fig.4.15).
The last methods are often used in literature. The comparison shows that in case of
observations and Mercator analysis the choice of 10 m provides results close to the
previously found in the present work but with smaller entrainment terms and a little
larger residuals: -0.48 pss/yr and -0.38 pss/yr, respectively for observations, and -0.2
pss/yr and -0.08 pss/yr for Mercator analysis. The choice of 20 m results in larger
entrainment and small positive residual: -0.9 pss/yr and 0.1 pss/yr for observations
and -0.3 pss/yr and 0.02 pss/yr for Mercator analysis.

Horizontal diffusion (Fig. 4.11a, purple curve) has a small negative effect on the salin-
ity variability, -0.02 ± 0.025 pss/yr. The variability of horizontal eddy diffusion is weak
throughout the period.

The most interesting difference is presented by the advection term (Fig. 4.11a, red
curve). The advection is almost twice larger than the one from SMOS and AVISO.
It has the same small seasonal cycle with the freshening effect that plays a role during
the late spring and summer. It varies in the range -0.6 – -1 pss/yr and has an average
value equals to -0.76 ± 0.05 pss/yr. The mean and turbulent advection have almost
the same magnitude with a stronger contribution from the mean advection, -0.44 ±
0.05 pss/yr and -0.32 ± 0.05 pss/yr, respectively. Mean advection contributes mostly
in freshening during the summer bringing the fresh water from the tropics. Turbulent
advection does not vary significantly through the year.

As in previous section, the region was separated into two parts by the latitude
band 25.50 N (Fig. 4.11b, c). The influence of MLS budget terms remains mostly
the same, as was found in the earlier analysis of the data. Salinity presents a seasonal
cycle in the northern part (Fig. 4.11b) whereas it varies a lot at higher frequencies in
the southern part (Fig. 4.11c). In the North the SSS seasonal cycle is controlled mostly
by the surface forcing term while in the South the variability of salinity is the complex
interrelation between the oceanic and surface processes.

The horizontal diffusion is small in both cases and seems to be constant through
the period. It is a little larger in the South (Fig. 4.11c) due to the stronger contribution
of eddy activity: -0.012 ± 0.02 pss/yr in the North and -0.02 ± 0.04 pss/yr in the South.

The entrainment participates in a decrease of salinity in the North (Fig. 4.11a).
It is negative for the whole period with a minimum in winter when more cold and
fresh water comes from the north. This is contrary to its behavior in the South
(Fig. 4.11b). As mentioned before, here the entrainment is mostly positive which
results from the subduction of salty water from further north-east and participates in
an increase of MLS.

The results for advection qualitatively confirm the conclusions in the previous
section: there are two regimes in the North and the South of the domain. In the North
turbulent advection is small while the mean advection contributes in summer to in-
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Figure 4.15: Sensitivity to the method of estimation of entrainment term. This fig-
ure presents the effect of horizontal gradient of MLD on the entrainment term and
residual R in MLS budget: two rhombus labeled "Mercator +Hor gr" and "Mercator
-Hor gr". The entrainmlent terms from standard cases (red ellipses on Fig. 3.2) (the
depth below MLD over which the entrained salinity averaged was estimated based on
entrainment velocity) are compared with the entrainment terms estimated with the
entrained salinity averaged over 10 or 20 m below MLD (details in Chapter 3 and 4)

crease the salinity (Fig. 4.11b). This increase is higher in 2013 than in 2014, as was
also found for SMOS and AVISO. The influence of turbulent advection is significant in
the South (Fig. 4.11c). It is almost five times stronger than was found in the case of
observations and shows a small seasonal cycle with a weak increase in absolute value
during summer (contributing to freshening). The mean advection strongly influences
the decrease of salinity in summer bringing fresh water from the tropics. Thus, in the
North the advection and entrainment terms contribute to balance the effect of surface
forcing, while in the South the advection is the largest term that balances the joint
influence of surface forcing and entrainment. These results are consistent with the
ones from Dong et al. (2015): the advection is responsible for more than a half of the
balance after the water loss. Furthermore, the turbulent (eddy) advection plays an
important role that is increasing further south as was found by Büsecke et al. (2014)
and Gordon and Giulivi (2014).

The residuals are smaller compared with results previously found in Section 4.1.
Now the residual for MLS budget is -0.05 ± 0.036 pss/yr that is ∼9% of the averaged
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magnitude of ∂ 〈S〉
∂t

and varies, as in SMOS, in the range ±0.65 pss/yr (see Table 4.3).
As shown previously, this difference originates from the estimation of freshwater flux,
entrainment and horizontal advection terms. The horizontal advection can be the more
important reason for the large residual term in MLS budget using SMOS SSS. This can
be due to an underestimation of ocean velocity (AVISO geostrophic, ERA-Interim wind
for Ekman current) as well as to a too weak eddy activity that is better represented
in Mercator analysis or it could be due to the inability of SMOS to well reproduce the
small features of salinity (filaments and fronts; due to the smaller spatial resolution of
SMOS compared with Mercator) at the sea surface in the SSS–max region.

To test the capacity of SMOS in the next section I will discuss the results for regions
further north and south from the SSS–max region. These regions include the strong
salinity gradient that can allow to verify how SMOS works in the presence of strong
salinity horizontal gradient and eddy activity.

The results of this section are summarized on Fig. 3.2 (red ellipse labeled "Merca-
tor").

Heat budget. We estimated the temperature budget based on Equation (3.2.4)
and Mercator analysis (Fig. 4.16). The MLT budget is almost closed: the sum of all
elements on the right part of the equation (3.2.4) (Fig. 4.16a, black solid curve) and
temperature change (green curve) are very close to each other. For the MLT bud-

get the residual is 5.4% (-1.08 ± 2.230C/yr) of the averaged magnitude of ∂ 〈T 〉
∂t

that
varies in the range ±200C/yr (see Table 4.3). The largest difference was found for
the winter months for the SSS–max region as well as for its northern and southern
parts (Fig. 4.16b and c, respectively). As before (Section 4.1.) the different com-
ponents of the temperature budget have the same pattern irrespective of the domain
(Fig. 4.16a, b, c). SST (green curve) decreases in late autumn and winter and increases
in spring and summer. The surface heat flux (blue curve) is the dominant component
of the budget and strongly responsible for the temperature change, 4.23 ± 2.230C/yr.
The entrainment term (orange curve) is large during late autumn and winter and con-
tributes to lower SST. The entrainment of temperature is negative (-3.5 ± 0.090C/yr)
and starts earlier in the northern part of the domain (Fig. 4.16b)) (July–August) than
in the southern (Fig. 4.16c)) (September–October). Thus, results are similar to what
was found for OSTIA analysis. However, as in the MLS budget there is no contribution
of positive entrainment of salty and warm water in September 2013. It is mostly due to
the dominant effect of the deepening of MLD during this period that can be observed
when averaging Argo profiles.

The advection term again has a small effect on SST variability. It is negative
through the period with a small seasonal cycle, -0.7 ± 0.070C/yr. It tends to compen-
sate the heating during the summer (Fig. 4.16a, b, c).

4.3 Spatial dependency of the mixed layer salinity and tem-
perature budgets

In this section, I present the MLS budget further north and further south from
the SSS–max region based on the Mercator analysis and SMOS satellite data. This
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Figure 4.16: Components of temperature budget, residual (black dashed curve) and
the sum of all estimated components of the right side of the equation (3.2.4) (black
curve) based on Mercator analysis: a – SSS–max region 210N − 300N 500W − 260W ,
b – northern part of SSS–max region 25.50N − 300N 500W − 260W , c – southern part
of SSS–max region 210N − 25.50N 500W − 260W
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effort was done to test the ability of SMOS to reproduce the SSS in the region of
strong salinity gradient and strong eddy activity. SMOS SSS field is averaged over
∼75 km and corrected by using monthly ISAS product that does not represent meso-
scales. The issue with the SSS–max region is that SSS does not varies a lot (tendency

Table 4.3: Time averaged mean of the components in Equations (3.2.3) and (3.2.4) in
SSS–max region and its northern and southern parts

SSS var Turb adv Mean adv Entr Surf forc Hor Diff Res
SSS-max
pss/yr -0.015 -0.32 -0.44 -0.23 1.05 -0.02 -0.05

± 0.036 ± 0.05 ± 0.05 ± 0.023 ± 0.4 ± 0.02 ± 0.036
North
pss/yr -0.06 -0.17 -0.17 -0.56 1.01 -0.012 -0.16

± 0.04 ± 0.05 ± 0.05 ± 0.03 ± 0.33 ± 0.02 ± 0.33
South
pss/yr 0.03 -0.47 -0.71 0.1 1.09 -0.02 0.04

± 0.05 ± 0.08 ± 0.08 ± 0.03 ± 0.32 ± 0.04 ± 0.32
SST var Turb adv Mean adv Entr Surf forc Hor Diff Res

SSS-max
0C/yr -1.1 -0.08 -0.6 -3.5 4.23 -0.02 -1.08

± 0.08 ± 0.07 ± 0.07 ± 0.09 ± 2.23 ± 0.03 ± 2.23
North
0C/yr -1.42 -0.19 -0.63 -3.9 4.82 -0.015 -1.48

± 0.12 ± 0.11 ± 0.11 ± 0.13 ± 1.67 0.04 ± 1.68
South
0C/yr -0.78 0.03 -0.62 -3 3.65 -0.02 -0.82

± 0.09 ± 0.1 ± 0.1 ± 0.13 ± 2.22 ± 0.05 ± 2.22

Table 4.4: Time averaged mean of the components in Equations (3.2.1) and (3.2.3)
further north and south from SSS–max region

SSS var Turb adv Mean adv Entr Surf forc Hor Diff Res
Mercator, N

pss/yr -0.05 -0.15 -0.25 -0.44 0.89 -0.01 -0.087
± 0.035 ± 0.07 ± 0.07 ± 0.025 ± 0.4 ± 0.04 ± 0.4

Mercator, S
pss/yr 0.06 -0.58 -1.06 0.53 1.09 -0.013 0.09

± 0.05 ± 0.08 ± 0.08 ± 0.03 ± 0.36 ± 0.04 ± 0.36
SMOS, N
pss/yr -0.03 0.001 -0.06 -0.8 0.87 – -0.041

± 1.2 ± 0.2 ± 0.2 ± 0.35 ± 0.35
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Figure 4.17: Components of salinity budget, residual (black dashed curve) and the
sum of all estimated components of the right side of the equation (3.2.3) (black curve)
based on Mercator analysis: a – further north from SSS–max region 250N − 340N
500W − 260W , b – further south from SSS–max region 180N − 250N 500W − 260W

is -0.015 pss/yr for the period August 20102 – December 2014) and probably SMOS
cannot catch the small filaments and fronts of salinity that are important at meso-
scales. Moreover, the eddy activity is weak (Riser et al., 2015) and the combination
SMOS and AVISO to estimate the turbulent advection can underestimate this term.

SMOS was tested only in the region further north because, unfortunately, the AVISO
data are limited in latitude further south.

As shown on Fig. 4.17 and Fig. 4.18 and in Table 4.4 the effect of most of the terms
of MLS budget is similar to what was found earlier. In this section I will concentrate
more on the advection of salinity (red curves).

Further north (250−340N) (Fig. 4.17a) Mercator shows similar results for advection
to what was found in the North of the SSS–max region (25.50 − 300N). The turbulent
advection has the same contribution (-0.15 ± 0.07 pss/yr) while the mean advection
is a little larger (-0.25 ± 0.07 pss/yr) than it was in the North of the SSS–max region
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Figure 4.18: Components of salinity budget, residual (black dashed curve) and the sum
of all estimated components of the right side of the equation (3.2.1) (black curve)
further north from SSS–max region 250N − 340N 500W − 260W

(-0.15 ± 0.07 pss/yr). It is due to the stronger effect of Ekman currents further north:
as mentioned in the introduction, the SSS–max region is the convergence region of
the Ekman currents coming from south and north. The southern Ekman velocity is
much stronger than the one from the North, but advancing further north, its effect is
enhanced. As found previously, in the North the advection works with entrainment to
neutralize the effect of surface forcing.

Further south (180−250N) (Fig. 4.17b) the role of advection is larger. The turbulent
and mean advection are larger than they were in the South of the SSS–max region, -0.58
and -1.06 ± 0.08 pss/yr, respectively. Their increase is in direct ratio with the increase
in surface forcing term and entrainment that advection tries to balance. The larger
mean advection is explained by its strong contribution in summer when Ekman current
brings fresh water from the tropics (Fig. 4.17b).

Thus, it would be a good test for SMOS to estimate the MLS budget in this
southern region (180 − 250N), where the role of eddy advection is so strong. Due to
the limitation of geostrophic current data by latitude 200 we could not test it at the
moment. This stays an important perspective. It can be done with the new global
AVISO product that seems to have the required accuracy and TKE in the region of
SSS–max.

SMOS was tested in the North (250 − 340N). The role of advection is surprisingly
small compared to what was found for Mercator. The turbulent advection shows a weak
and positive time-averaged value 0.001 ± 0.2 pss/yr. It varies around zero through
the whole period with a positive effect in spring (Fig. 4.18). The more important role
here is played by the entrainment that has almost the same value (-0.8 pss/yr) as
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the surface forcing (0.87 ± 0.35).
The residual is small both for Mercator and for SMOS (Table 4.4). If OAFlux

evaporation is used in case of SMOS, its residual would even be smaller and positive
(∼0.03 pss/yr). But as mentioned in section 4.2 the entrainment term in SMOS MLS
budget could be smaller due to the effect of horizontal gradients of MLD and estimating
this term in each grid point, as was done for Mercator. Thus, the advection term has
to be larger (in its absolute values) to close the budget. It confirms the idea that the
advection term based on SMOS and AVISO is underestimated and has to play a more
important role in the MLS variability.

4.4 Conclusion

In this chapter I have presented the part of my work that was aimed at estimating
the MLS budget and the seasonal role of its components using SMOS SSS. SMOS
corrected SSS was presented in Chapter 2 and the comparison with in situ data showed
promising results: the RMS differences with drifter salinity are ∼0.15 pss most of
the period. Moreover, I used Mercator PSY2V4R2-R4 analysis with a high spatial
resolution to estimate MLS budget based on the model simulations to validate results
obtained with SMOS. The use of such a model allows to analyze SSS variability with
simulations averaged at the same resolution. It thus avoids the uncertainties related
to differences in processing, smoothing or interpolating the data.

The analysis was concentrated in the SSS–max region 210 − 300N 500 − 260W of
the North Atlantic subtropical gyre that is characterized by small SSS variability and
weak eddy activity, during the period August 2012 – December 2014.

I have also discussed components of MLT budget. Usually it is easier to close
the MLT budget, thus, it could help to better understand possible errors on the MLS
budget using the same data sets.

The SSS and SST for SMOS and Mercator show a similar seasonal cycle with
the maximum in summer and minimum in winter. Salinity and temperature show
a small tendency in the North Atlantic subtropical gyre, −0.015 ± 0.32 pss/yr and
−1.27 ± 3.330C/yr, respectively (partly, due to the fact that the initial month differs
from the final month). The surface forcing is the dominant component in both budgets.
Its time-averaged effect on salinity is ∼1.05 ± 0.4 pss/yr, and on temperature is 4 ±
2.230C/yr.

The entrainment was a major contributor to balance the water loss due to evapo-
ration, especially during the winter when ML was deepening. For SMOS MLS budget
the entrainment equals to -0.52 pss/yr while for Mercator it is -0.23 ± 0.023 pss/yr.
This difference was explained by the inclusion of horizontal gradient of MLD in the es-
timation of entrainment term. This improvement of entrainment formula reduces the
entrainment up to 35%. For temperature it was found that the entrainment partici-
pates in the decrease of temperature during the winter enhancing the effect of the heat
flux.

Mercator allowed us to estimate the horizontal diffusion term at the daily submeso-
scales. Its effect on salinity variability was mostly negative and small, ∼-0.02 ±
0.03 pss/yr.
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The different results that were most important were found for the advection term.
In the case of SMOS, advection is small and does not vary a lot throughout the period (-
0.2 ± 0.2 pss/yr). The mean advection is dominant (-0.17 ± 0.02 pss/yr) and the effect
of turbulent advection is very weak (-0.026 ± 0.2 pss/yr). Using Mercator analysis the
advection becomes the major component of the budget that balances the effect of the
water loss on salinity. It is ∼72% higher (-0.76 ± 0.05 pss/yr) than the contribution of
advection in the case of SMOS and AVISO. Turbulent (-0.32 ± 0.05 pss/yr) and mean
(-0.44 ± 0.05 pss/yr) advection have almost the same magnitudes.

In the North and the South of the region that was chosen for analysis there are
two different regimes of advection as was already shown in Dong et al. (2015). Qual-
itatively they are the same for SMOS and Mercator: mean advection is dominant in
the North and strongly contributes in the South (Tables 4.1 and 4.3); the turbulent
advection actively participates in the South and, in combination with the mean advec-
tion, balances the effect of the surface forcing. However, Mercator shows a stronger
contribution of the turbulent advection, especially in the South (-0.03 ± 0.2 pss/yr for
SMOS and -0.4 ± 0.08 pss/yr for Mercator). Further North (250 − 340N) Mercator
shows that the effect of mean advection will increase (-0.25 ± 0.07 pss/yr). It is due
to the stronger effect of Ekman current further north. In the North, the advection
works with the entrainment to counteract the effect of surface forcing. The role of ad-
vection further north for SMOS is surprisingly small compared to what was found for
Mercator. The turbulent advection shows weak and positive time-averaged value 0.001
± 0.2 pss/yr. It varies around zero through the whole period with the positive effect
in spring. The more important role here plays by the entrainment that has almost
the same value (-0.8 pss/yr) as the surface forcing (0.87 ± 0.35). But as mentioned
before the entrainment term in SMOS MLS budget could be smaller due to the effect
of horizontal gradient of MLD and estimation of this term in each grid point. Thus,
the advection term has to be larger (in it absolute values) to close the MLS budget.

Unfortunately, I could not study the effect of advection further south (180− 250N)
for SMOS due to the limitation of regional AVISO 2014 altimetry by 200N latitude
band. Mercator shows here a stronger contribution of eddy advection -0.58 ± 0.08
pss/yr. Their increase is in direct ratio with the increase in surface forcing term and
entrainment that advection must balance. Entrainment here is mostly positive (0.53 ±
0.03 pss/yr) in agreement with Dong et al. (2015). The mean advection is larger, it is
explained by its strong contribution in summer when Ekman current brings fresh water
from the tropics. These results are consistent with the ones from Dong et al. (2015):
the advection is responsible for more than half of the balance after the water loss.
Moreover, the turbulent (eddy) advection plays an important role that is increasing
further south as was found by Büsecke et al. (2014) and Gordon and Giulivi (2014).

In the seasonal temperature budget the advection term is relatively small. It weakly
participates in compensating the heating during the summer that results in mostly
negative advection (-0.68 ± 0.070C/yr). In the South the averaged turbulent advection
is positive (0.03 ± 0.10C/yr), as it brings a small amount of warmer water from the
E-P–max region during the winter. Mercator analysis confirms that for MLT seasonal
budget the advection term is small. Thus, the comparison of MLS and MLT budgets
cannot be a good test of the accuracy of data used for estimating horizontal advection.

To learn more about the capacity of SMOS and AVISO in the region of strong
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eddy activity the analysis of MLS budget further south from the SSS–max region is
a promising perspective.

The residual terms in Mercator is much smaller than was found for SMOS in MLS
budget, -0.05 ± 0.036 pss/yr and -0.3 ± 0.35 pss/yr, respectively, that is ∼9% and

∼47% of the averaged magnitude of ∂ 〈S〉
∂t

that varies in the range ±0.65 pss/yr.
For the MLT budget the residuals are 5.4% for Mercator and 15% for OSTIA of

the averaged magnitude of ∂ 〈T 〉
∂t

that varies in the range ±200C/yr.
I have presented the possible sources of error in the MLS budget and its differ-

ences from MLT budget. One of them is the effect of uncertainties in precipitation
and evaporation data. Using Mercator analysis, GPCP satellite for precipitation and
OAFlux analysis for evaporation the residual term is extremely small compared to the
one when SMOS SSS was used. For SMOS the GPCP precipitation and ERA-Interim
evaporation were used. The test with these data and Mercator showed a much stronger
residual -0.43 ± 0.4 pss/yr (66%) that was even larger than was found for SMOS. The
opposite test (GPCP and OAFlux for SMOS) reduced the residual in SMOS MLS bud-
get from -0.3 pss/yr to -0.2 pss/yr (32%). Thus, the uncertainties from precipitation
and evaporation data can be large and responsible for more than 50% of errors in MLS
budget as shown for Mercator (Table 4.2).

Another source of errors can be the entrainment term. The inclusion of horizontal
gradient of MLD was tested, and MLS was considered at each grid point. However,
the estimation of this term still presents uncertainties: the residuals in Mercator are
large when entrainment is large, and the time averaged residual is higher in the North
for both salinity and temperature budgets, where the contribution of entrainment is
higher (Table 4.3). It could be due to the method of estimating the salinity entrainment
(see Chapter 3). The value of entrainment salinity was considered at the depth of
MLD from the next time step (for Mercator it was the next day and then it was
averaged over the week) that could be significantly different from the salinity that was
really entrained. It can be due to mixing processes that are not properly considered.
The estimation of the SSS budget with daily time step showed significant influence on
the entrainment and surface forcing terms. The fresh water flux increased from 1.05
pss/yr to 1.46 pss/yr, and entrainment – from -0.23 pss/yr to -1.12 pss/yr. It can be
one or two days with the strong precipitation/weak winds (evaporation/strong winds)
that can vastly decrease (increase) the MLD and, thus, have an effect on monthly
averaged results. In such a case the comparison with weekly SMOS SSS field is not
very relevant, and this budget is not very useful.

I concluded in this chapter that the more significant errors in SMOS MLS budget
probably come from the advection term. As shown in Mercator it has to be the
major component to balance the effect of evaporation. In the case of MLS budget
based on observations there is a big unexplained part of surface forcing in the salinity
budget that has to be probably compensated by advection. This can be due to the
underestimation of ocean currents (AVISO geostrophic, ERA-Interim wind) as well as
the effect of this particular region where eddy activity is weak or the inability of SMOS
to reproduce well the small features of salinity (filaments and fronts) at the sea surface
in this region.

Thus, to understand the problem in advection term more tests of SMOS products
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are needed as well as the analysis of ocean currents that I will present in the next
Chapter. The further analysis of SMOS salinity fields in other regions and with mod-
ified methods of estimation (for example, the method for estimation of entrainment
component) are in perspective.
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Chapter 5
Sensitivity of the horizontal advec-
tion term estimated from observa-
tions

In the previous Chapter I presented results for the SSS and SST budgets based on
satellite and analysis data sets. Important disagreements were found in advection terms
that can result from uncertainties in salinity fields and/or currents. The advection term
plays a dominant role in the SSS budget and can balance more than 50% of the effect
on salinity of the water loss due to the evaporation in the North Atlantic subtropical
gyre. In this chapter I will test the sensibility of the advection term by combining
different data of ocean currents and SSS. For example, I will show the effect of AVISO
geostrophic currents and Ekman currents from ERA-Interim (that were used in SSS
budget based on SMOS) on the SSS budget from Mercator analysis. Further, I will
discuss differences in geostrophic and Ekman velocity currents from different data sets
that were used to estimate the SSS budget in Chapter 4. This analysis will be done in
the SSS–max region as well as further north and south from this region to test data
used in presence of stronger salinity gradient and eddy activity.

5.1 Role of advection in the sea surface salinity variability.
Sensitivity to different products

This section is devoted to investigating how some characteristics of the current and
salinity data sets influence the estimation of horizontal SSS advection.

First of all, the effect of smoothing the daily Mercator data (both currents and
salinity) to reproduce what was used for producing the SMOS data sets (see Chapter 2)
was tested (Fig. 5.1a, blue curve). The smoothing procedure consisted of convolution
of the original Mercator data with a Gaussian function scaled to 75 km. The smoothing
procedure did not have much effect on the spatial mean of velocity time series, but it
reduces the TKE of geostrophic current from 7 J/m3 to 2.5 J/m3, and the advection
is reduced by a factor 2 compared the original results (red curve, see also Chapter 4).
Mostly, the smoothing procedure influences the turbulent advection that was reduced
from -0.32 pss/yr to -0.09 pss/yr (Table 5.1). However, the total advection is still large

85
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Table 5.1: Advection of SSS and its turbulent and mean components
Mercator Mercator Mercator vs Mercator by SMOS
original Smooth AVISO/ERA-Int SMOS Method

Advection -0.76 -0.4 -0.26 -0.4 -0.196
Turb adv -0.32 -0.09 -0.06 -0.11 -0.026
Mean Adv -0.44 -0.32 -0.2 -0.28 -0.17

(-0.4 pss/yr) compared to SMOS advection (-0.196 pss/yr) and can explain about half
of the surface flux effect.

The test of Mercator salinity with AVISO 2014 geostrophic and Ekman current
from ERA-Interim wind, daily MLD from Mercator and formula

−→τ ei∗90

ρfh shows a de-
crease in total advection term from -0.76 pss/yr to -0.26 pss/yr (Fig. 5.1b, green curve;
Table 5.1). The mean advection decreases by more than half, from -0.44 to -0.2 pss/yr,
as well as the turbulent advection that becomes even smaller than using smoothing
procedure, -0.06 pss/yr. Those results are close to the ones from SMOS (Fig. 5.1b,
black curve). These two test are summarized on Fig. 5.3a, an extraction from Fig. 3.2
(labeled "Mercator/AVISO/ERA-I" and "Smoothed Mercator"), and compared with
the "standard" examples presented in previous chapter (labeled "Mercator" and "Ob-
servations"). It shows strong reduction in turbulent advection (grey triangles). These
results mean that the big difference in advection term found in Chapter 4 between
Mercator analysis and observations is more likely due to the difference in ocean cur-
rent data sets or to the method of their estimation. Moreover, the other set of currents
(AVISO 2014, see Chapter 2) is not well consistent with the eddy positions in Mercator
analysis.

It is worth to note that despite these differences all results show good qualitative
agreement: in the sense that they present similar variability and seasonal cycle.

The estimation of advection terms in the Mercator SSS budget by the same method
as in SMOS SSS budget (geostrophic + Ekman from formula

−→τ ei∗90

ρfh ) but with ECMWF
wind stress shows results close to the ones in the case of smoothing (Table 5.1, Fig. 5.2,
green curves). Both turbulent and mean advection are reduced. It is clear presented
on Fig. 5.3b (labeled "Mercator SSH + Formula WS ECMWF", dark figures) where
two cases lie close to each other.

This result shows that the main issue probably lies in the way we estimate advection
terms. It can result from the underestimation of Ekman current from the formula
−→τ ei∗90

ρfh . To better understand this hypothesis the geostrophic and Ekman advection
were considered.

Figure 5.4 shows Ekman and geostrophic advections from SMOS SSS budget (black
curves) and Mercator SSS budget (blue curves). For the SMOS SSS budget geos-
trophic advection was calculated with AVISO 2014 altimetry, and Ekman advection
was estimated based on the formula

−→τ ei∗90

ρfh with ERA-Interim wind and MLD from
Argo profilers. For Mercator SSS budget, the geostrophic current was estimated from
SSH and then Ekman current was considered as the residual of total filtered (from
ageostrophic component) ML current without geostrophic component. This "Residual
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a

b

Figure 5.1: Total SSS advection (solid curves) and its turbulent (dashed) and mean
(dashed-point) components, red – Mercator analysis, black – advection from SMOS
with AVISO geostrophic and ERA-Interim wind: a – Smooth Mercator analysis (blue);
b – advection from Mercator MLS with AVISO geostrophic and ERA-Interim wind
(green)
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Ekman current" can contain the effect of assimilation increments that have to be
estimated separately. But we expect that this effect is small as the assimilation cycle in
Mercator analysis is around 7 days that corresponds to time step used in my analysis.
The total Mercator advection (blue solid curve) is close to the advection estimated as
the sum of its turbulent and mean parts (red curve). The geostrophic advections is
very similar in the two cases, SMOS and Mercator (dashed black and blue curves): they
have the same seasonal variability with an increase in late summer and autumn and a
decrease in winter. Time-averaged values are very similar: -0.03 pss/yr for SMOS and
-0.027 pss/yr for Mercator. Although, Mercator (blue dashed curve) shows monthly
results a little larger than SMOS/AVISO (black dashed curve) that can result from
the effect of the small geostrophic shear in Mercator ML current that has to be further
investigated (see next section), or from differences in salinity fields. However, the
largest difference is found in the Ekman advection term. For both cases, Mercator and
SMOS, it presents the same variability with the strong contribution in summer–early
autumn to balance the water loss due to the heating. However, their quantitative
difference is huge: in the Mercator analysis the Ekman advection averages to -0.88
pss/yr whereas for SMOS with wind ERA-Interim, itéis equal to -0.17 pss/yr.

For this analysis it is important to show the comparison of SSS fields from Mercator
and SMOS. As shown in Chapter 2 the comparison of SMOS (75 km) and Mercator
(10 km) fields with in situ measurements presents similar RMS differences 0.15 pss.
Figure 5.5 presents RMS differences between SMOS and Mercator where Mercator
SSS was weekly averaged and interpolated on the SMOS grid 0.250× 0.250. The RMS

Figure 5.2: Mercator total advection (solid curves) and its turbulent (dashed) and
mean (dashed-point) components estimated as in the case of SMOS (geostrophic and
Ekman estimated separately) (green) and estimated from the total ocean current in
ML (red)
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a

b

Figure 5.3: Sensitivity of advection terms to data used, extraction from Fig. 3.2,
comparison of total advection (star) and its mean (square) and turbulent (triangle)
components in two "standard" cases (presented in Chapte 4 and labeled "Merca-
tor" and "Observations") with: a – advection terms from smoothed Mercator fields
("Smoothed Mercator") and terms estimated with Mercator salinity, AVISO 2014
geostrophic current and Ekman current from theoretical formula with ERA-Interim
wind ("Mercator/AVISO/ERA-I"); b – with advection terms estimated with Mercator
salinity, geostrophic current from Mercator SSH and Ekman current from theoretical
formula with ECMWF wind stress ("Mercator SSH + Formula ECMWF", the dark
color figures)
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Figure 5.4: Total advection (solid) and its geostrophic (dashed) and Ekman (dashed-
point) components: red – total advection from Mercator estimated as in Chapter 4;
blue – Mercator advection with Ekman current estimated as the residual from total
ocean curent in ML and geostrophic current; black – advection from SMOS with AVISO
2014 and ERA-Interim wind

differences vary in the range 0.15–0.2 pss most of the time. Differences between SMOS
and Mercator at its original spatial resolution (10 km) (blue) are a little larger than
the differences between SMOS and smoothed Mercator fields (75 km), maximum value
is ∼0.03 pss. Thus, the two salinity fields show a good agreement and their differences
are not dependent on a too coarse spatial resolution.

I conclude here that the difference in advection term between the Mercator sim-
ulation and the combination of SMOS-derived SSS with AVISO altimetry and ERA-
Interim reanalysis results mostly from the method used to estimate the Ekman current
in the case of SMOS. The widely used formula

−→τ ei∗90

ρfh seems underestimates the Ekman
current in ML. In next two section I will present the daily comparison of geostrophic
(5.2) and Ekman currents (5.3) from different data and methods used.

5.2 Geostrophic current from in situ data, altimetry and Mer-
cator analysis

The geostrophic current from AVISO regional 2014, AVISO global 2010 altimetry
products and Mercator PSY2V4R2-R4 analysis are compared. I have already presented
these data in Chapter 2. AVISO 2014 has a daily resolution on 1/80×1/80 regular grid,
AVISO 2010 has a spatial resolution 1/30×1/30 and Mercator analysis – 1/120×1/120.
The same period was chosen as previously: August 2012 – December 2014 (for AVISO
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Figure 5.5: RMS differences between SMOS (75 km) SSS fields and Mercator at 10 km
resolution (blue) and Mercator at 75 km (smoothing) (red) SSS fields for the period
August 2012 – December 2014. Mercator SSS fields were weekly averaged and inter-
polated in SMOS grid 0.250 × 0.250

2010 the analysis is stopped in October 2013). It is worth to note that the further
analysis will be done with a daily time step.

To estimate the geostrophic current (u, v) from Mercator the SSH η was used
(geostrophic balance):

u = − g
f

∂η

∂y
, v = g

f

∂η

∂x
,

where f = 2Ωsinϕ is the Coriolis parameter with Ω = 7.2921 ∗ 10−5 rad/s and lati-
tude ϕ.

I also considered the ocean currents from Mercator at 50 m. Ekman does not have
a strong influence at 50 m, except in winter when the MLD and Ekman Depth can be
deeper. The comparison with this deeper current can show the effect of geostrophic
shear in MLD (because eddy activity is relatively small and below the Ekman layer,
currents are in near-geostrophic balance).

The comparison was done in 5 regions: SSS–max region 210− 300N × 500− 260W ,
its northern 25.50 − 300N × 500 − 260W and southern 210 − 25.50N × 500 − 260W
parts, then further north 250 − 340N × 500 − 260W and further south 180 − 250N ×
500− 260W . Figure 5.6 presents a zonal (a) and meridional (b) components of AVISO
2014 geostrophic velocity in these regions (except for the region further south due to
the limitation of AVISO product by 200 latitude). Zonal velocity (Figure 5.6a) has
almost the same amplitude in the North (0.0023 m/s) and the South (-0.0038 m/s)
but with the opposite sign and amplitudes that increases further north and south (as
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expected on the side of the subtropical gyre). That explains that the zonal geostrophic
velocity in the SSS–max region (red curve) varies close to zero. The meridional velocity
(Figure 5.6b) is stronger in the South (black curve) while it reduces further north (green
curve) (to some extent, the result of Sverdrup dynamics, and that it is a little to the east
of the center of the gyre). Thus one can expect that the influence of geostrophic current
will be a little stronger in the South.

Figures 5.7 shows the comparison of AVISO 2014 averaged velocity field with other
products in SSS–max region. AVISO 2014 (red curve) and Mercator (SSH) (green)
zonal velocities (Fig. 5.7a) lie close to each other but with stronger average differences
from AVISO 2010 (blue) and Mercator at 50 m (black). Meridional velocity (Fig. 5.7b)
shows that three products (AVISO 2010, Mercator SSH and Mercator at 50 m) lie
together while AVISO 2014 (red) presents a much smaller time average. However,

a

b

Figure 5.6: Zonal (a) and meridional (b) velocity from AVISO regional 2014 altimetry
in different regions: red – SSS–max region 210 − 300N 500 − 260W; blue – northern
part of SSS–max region 25.50 − 300N 500 − 260W; black – southern part of SSS–max
region 210−25.50N 500−260W; green – further north from SSS–max region 250−340N
500 − 260W
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a

b

Figure 5.7: Zonal (a) and meridional (b) geostrophic velocity in SSS–max region 210−
300N 500−260W: blue – AVISO 2010; red – AVISO 2014; green – Mercator geostrophic
velocity from SSH; black – Mercator velocity at 50 m depth

Table 5.2: Averaged Total Kinetic Energy (J/m3) in 5 different regions for AVISO 2010,
AVISO 2014 and Mercator SSH geostrophic current (in round brackets the average for
period August 2012 – October 2013 common with AVISO 2010)

SSS–max North of South of Further Further
region SSS-max SSS-max north south

AVISO 2010 3 2.6 3.3 7 3.5
AVISO 2014 4.2 3.8 4.6 8.6

(4.6) (4) (5.1) (8.6) –
Mercator 5 4.3 5.7 8.6 6.6

(5.2) (4.4) (6.1) (8.4) (7)
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a

b c

d e

Figure 5.8: Total Kinetic Energy of AVISO 2010 (blue), AVISO 2014 (red) and Merca-
tor (from SSH) (green) geostrophic currents: a – SSS–max region 210−300N 500−260W,
b – northern part of SSS–max region 25.50 − 300N 500 − 260W; c – southern part of
SSS–max region 210 − 25.50N 500 − 260W; d – further north from SSS–max region
250−340N 500−260W; e – further south from SSS–max region 180−250N 500−260W

at low-frequency (10 days and more) all products are close to each other. Similar
results were already demonstrated on the Power Spectral Density maps in Chapter 2
(Fig. 2.14). The difference between Mercator SSH (green) and Mercator at 50 m (black)
can be due to the small geostrophic shear (through the horizontal gradient of density:
thermal wind, Appendix A.5) as well as to the Ekman current that is evident during
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winter months. The possible effect of geostrophic shear that is not taken into accountin
SMOS-based MLS budget was mentioned in the previous section. The time-average
difference of space-average meridional velocity component between AVISO 2014 and
Mercator SSH is on the order of 0.005 m/s. Combining such an error and errors in
salinity field from SMOS of about 0.15 pss (see Chapter 2), can result in an uncertainty
∼0.15 – 0.2 pss/yr for the advection term in SSS budget (assuming the independence
of errors at 0.50 resolution). These differences are valid for all regions considered in
this section.

The total kinetic energy for the 5 regions is presented on Figures 5.8 with the total
averages in Table 5.2 (in round brackets the average for period August 2012 – Octo-
ber 2013 common with AVISO 2010). TKE is a little higher for Mercator in all regions
and is very small for AVISO 2010. AVISO 2014 TKE is a little smaller than Mercator
TKE, about 15%. These differences were already discussed in Chapter 2.

The southern region of SSS–max region (Fig. 5.8c) presents a larger TKE than
the northern part (Fig. 5.8b). For Mercator (green curve), for example, TKE equals
4.3 J/m3 in the North and 5.7 J/m3 in the South. The SSS–max region (Fig. 5.8a)
is an average of what was found in the North and South (5 J/m3 for Mercator).
However, the TKE shows large increase further north (Fig. 5.8d), by 100% for AVISO
2014 and 72% for Mercator (Table 5.2). This region is characterized by stronger eddy
activity that might be better captured in the AVISO 2014 product than in the SSS–
max region. It is interesting that further south (Fig. 5.8e) there is also an increase in
TKE compared with SSS–max region and its southern part, but this increase is smaller
than in the North (by 32% for Mercator) (Table 5.2). It is mostly due to the difference
in the choice for the two regions: the region further north contains more eddies than
the region chosen further south. It is likely that the region even further south would
give comparable results than the northern part.

The geostrophic contribution (to the SSS budget) in the North and South have al-
most the same magnitude (a little stronger in the North) but the turbulent advection is
also (indirectly) dependent on the Ekman current that is strong in the South. Gordon
and Giulivi (2014) with the reference to Cessi (2007) mentioned that Ekman pumping
can introduce available potential energy on which eddies can grow. In the South there
is a strong meridional salinity gradient caused by Ekman transport that may induce
baroclinic instability and eddy generation. These results explain the ones in the pre-
vious Chapter, where the net effect of turbulent transport/advection was significantly
stronger in the South.

5.3 Ekman current in Mixed Layer and at 15m

Ekman in ML. The second component of ocean current velocity is the Ekman
velocity. Ekman current is a combination of the wind at the surface of the ocean and
the earth rotation effect. The Coriolis force moves the object to the right from the
wind direction (in the northern hemisphere). With depth the angle between Ekman
vectors and the wind turns more and more forming the Ekman spiral. The Ekman
current was first physically explained by Vagn Walfrid Ekman in 1902.

Figures 5.9 present the zonal (a) and meridional (b) Ekman velocities of ML in the
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SSS–max region estimated from the Mercator analysis and widely used formula
−→τ ei∗90

ρfh
(this formula was already presented in Chapter 3 and it presents the Ekman transport
averaged over MLD). "Ekman" velocity from Mercator (green curves) was estimated
as a residual from the total filtered ocean current in ML and geostrophic current
estimated from Mercator SSH (see previous section 5.1) (quotation marks are used to
indicate that the Ekman current estimated as residual from total Mercator current can
contain assimilation increments and, thus, does not present the exact Ekman current
in ML, but as mentioned before, we expect that this effect is small). Moreover, I
presented here the "Ekman" velocity as a residual from the total filtered ocean current
in ML and Mercator current at 50 m (black dashed curves). The differences between
the two estimated "Ekman" currents are small and result from the small differences
of "geostrophic" currents in the previous section (I used quotes because the Mercator
currents at 50 m are not only geostrophic currents). The differences between different
products that were compared in section 5.1 are small if we compare only velocities
and not the advection terms. However, there are large differences in winter months,
especially during the winter 2013–2014, between the two "Ekman" currents due to the
effect of the deeper ML and deeper Ekman depth (the depth at which the direction
becomes opposite to that at the surface). It is worth to note that the geostrophic shear
can be stronger during the winter (Fig. 5.7) and, thus, it can also participate in the
difference between the different estimates of the Ekman currents.

The comparison with the Ekman current estimated from the formula
−→τ ei∗90

ρfh with
MLD h from Mercator analysis and wind stress −→τ from ERA-Interim wind (red curves)
shows that the Residual "Ekman" Mercator current (green curve) tends to be larger in
its absolute value (Fig. 5.9). RMS differences (Fig. 5.11, green curves) between these
"Ekman" currents are around 0.02 m/s for zonal velocity (a) that tend to be smaller at
the end of the period (∼ 0.015 m/s) and around 0.015 m/s for meridional velocity (b).
With the error 0.15 pss for salinity an error 0.015 m/s in Ekman can result in an
error of 2.55 pss/yr in the advection term. Both zonal and meridional RMS differences
show a small seasonal cycle with increases in winter due to the stronger geostrophic
shear. Furthermore, the larger Residual "Ekman" current in Mercator can be due to
the underestimation of MLD used in the formula. Figure 5.10 shows the schematic
change of amplitude of the Ekman vector with the depth for three cases. We also have
to remember that Ekman vector turns to the right with the depth from the vector at
the surface. As presented on Figure 5.10 if we consider the shallower MLD (red line)
it will not include in the formula (red vectors) the effect of the Ekman current just
below as is possible in Mercator (green vectors). The formula presents the Ekman
current averaged in MLD h that coincides with the double Ekman Layer Depth. The
amplitude of averaged Ekman current is equal to the amplitude of vector at Ekman
layer depth (green line) that is smaller than the one from Mercator. In Mercator, if
MLD is shallower, averaging Ekman current in the MLD chosen for the formula will
be larger (Fig. 5.10, green line). Thus, the effect of difference between Ekman depth
and MLD mentioned in 3.3 can be significant but at the moment it is hard to estimate
(role of increments in Mercator, ignorance of exact Ekman depth etc.). For further
estimation I continue to consider that MLD and Ekman depth are not significant
different.

The choice of constant MLD (no horizontal gradient) h for each day as was done
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a

b

Figure 5.9: Zonal (a) and meridional (b) Ekman velocity in SSS–max region 210−300N
500 − 260W: red – estimation from formula with ERA-Interim wind; blue – formula
with ERA-Interim wind and constant MLD; purple – formula with ECMWF wind
stress; green – Residual "Ekman" current from Mercator as the difference between total
filtered ML current and SSH geostrophy; dashed black – Residual "Ekman" current
from Mercator as the difference between total filtered ML current and current at 50 m

to estimate the SSS budget based on SMOS in Chapter 4 (for each month) results
in a small effect on the Ekman current

−→τ ei∗90

ρfh (Fig. 5.9, blue curves). The RMS
differences between the Ekman current estimated with variable MLD and constant
MLD (Fig. 5.11, blue curves) are small and on the order of 0.005 m/s for zonal velocity
(a) and a little large for meridional velocity (b) because of the dominantly meridional
Ekman current in the North Atlantic subtropical gyre. There is a small seasonal cycle
as was in the case of Mercator but now the small increase is in summer: on Fig. 5.9 blue
curves tend to have a larger absolute value than red curves in summer months. During
this season the MLD is shallower and meridional Ekman current is larger, thus, if we
used the spatial average of MLD we probably will lose the effect of a deeper Ekman
Depth (see previous paragraph and Fig. 5.10).

The Mercator analysis is driven by ECMWF winds (NRT) that is a little different
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Figure 5.10: Schematic change of vector amplitude with the depth in Ekman spiral
considering that MLD equals to Ekman Depth for different cases: green – Ekman spiral
from Mercator analysis (utotal_ML − ugeostr_SSH) that lies deeper than red – Ekman
spiral from formula that depends on the chosen MLD (red line), and blue – Ekman
spiral suggested by an analysis of drifter velocity at 15 m. Blue line represent the
ocean surface. Green line corresponds to the half of Ekman Depth in the case when
Ekman depth coincides with MLD used (red line). At this depth (green line) the
Ekman current velocity vector turns 900 to the the surface current

from wind ERA-Interim (reanalysis). If we use the wind stress ECMWF (Fig. 5.9, pur-
ple curves) in the formula

−→τ ei∗90

ρfh , Ekman velocities lie closer to the Residual "Ekman"
current from Mercator (green curves). This is in particular apparent for the meridional
velocity (Fig. 5.9b). It results in a little larger RMS differences with Ekman currents
using wind ERA-Interim in winter (Fig. 5.11b). However, RMS differences remain
small (∼0.005 m/s) compared to the ones from Mercator Residual "Ekman" velocity
(green curves).

The difference between Mercator Residual "Ekman" current and Ekman current
based on the formula and ERA-Interim wind diminishes further north, RMS differ-
ences of zonal and meridional components are around 0.015 m/s. Further south where
the Ekman current is stronger, the difference increases up to 0.03 m/s. The large
disagreement is still present during winter.

Thus, the difference between the Residual "Ekman" current of Mercator analysis
and Ekman current estimated by the widely used formula

−→τ ei∗90

ρfh (expecting that the
effect of data assimilation increments in Mercator is small) can be due to (1) the over-
estimation of Ekman current by Mercator, and/or (2) uncertainties in MLD estimation
and, as a result, underestimation of Ekman current by

−→τ ei∗90

ρfh and/or (3) the difference
between MLD and Ekman depth. To better understand possible differences, the Ek-
man current at 15 m is considered. As explained in Chapter 3 we can use the drifters
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a

b

Figure 5.11: RMS differences of zonal (a) and meridional (b) velocity components of
Ekman currents estimated by formula 3.3 with wind ERA-Interim and MLD from
Mercator analysis and: blue – Ekman from the same formula but with constant MLD;
purple – the same formula but with wind stress from ECMWF; green – Mercator Resid-
ual "Ekman" current in ML estimated as residual from total filtered ocean current and
geostrophic current estimated from SSH; dashed black – Mercator Residual "Ekman"
current in ML estimated as residual from total ocean current and current at 50 m

as the references for this analysis because they have their drogues at 15 m depth and,
thus, move with the current at this depth.

The use of constant monthly-averaged MLD from Argo data in SMOS-based MLS
budget can underestimate the MLD in the North and overestimate in the South. But
as the Argo profilers were mostly concentrated in the center of the region we expect
that results can be compared with the ones found with daily time step. However,
the monthly average of MLD can have some effect on the Ekman advection that are
probably one of the reasons for differences in section 5.1.

Ekman at 15 m depth. The geostrophic velocity from AVISO 2014 altimetry
was removed from the total drifter velocity (see equation (3.3.1)). Then the residual
velocity was filtered by low-pass (30 hours) and high-pass (30 days) filters to remove
the ageostrophic component (Van Meurs and Niiler, 1997). The velocity obtained is
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the Ekman velocity at 15 m. the same filers were applied to wind ERA-Interim data.
Around 80 drogued drifters were used for the period of September 2012 – March 2014,
the period of the largest concentration of drifters, which were sufficient for the further
analysis in the SSS–max region 200 − 300N 500 − 260W.

We will use the Ekman model proposed by M.-H. Rio (2012) that can be written
as (equation (3.3.2)) uekm = βτeiθ.The estimation of β and θ using the theoretical
formulas presented in Chapter 3 is difficult to do correctly as it requires the knowledge
of varying viscosity (diffusion). To find β and θ parameters I propose here an empirical
method that has three steps (Fig. 5.12): for each month (1) the most frequent angle
θ between the Ekman and wind ERA-Interim vectors is chosen (Fig. 5.12a), then (2)
based on the 2D histogram the most frequent MLD (from Mercator analysis) is chosen
according with the angle θ found in (1) (Fig. 5.12b), and (3) based on this MLD from
step (2) β can be chosen (Fig. 5.12c). This method allows to find Ekman parameters
that have a physical meaning based on the MLD.

Figure 5.12 shows the example of April 2013. At first, from the spread distribution
of the angle we chose the angle ∼ 60.80 as the most frequent and comparable with re-
sults from Rio et al. (2014). Then on the Figure 5.12b the MLD at ∼67.2 m is retained.
Furthermore, there is a maximum of distribution at this MLD around 600 angle. The
2D histogram does not show a large frequency of the distribution, the maximum num-
ber of the cases with the same MLD and angle is 4. It is sensitive to conditions that
have been chosen, for example, the angles less than 00 were eliminated and β values
were kept for the range from 0 to 1 m2s/kg. Afterwards, based on the found MLD we
can estimate β (Fig. 5.12c). β was estimated as the ratio of Ekman velocity amplitude
and amplitude of wind stress β =

√
u2
Ekm

+v2
Ekm√

τ2
x+τ2

y

. On Figure 5.12c the β larger than

0.6 m2s/kg corresponds to 0.014 m−1 (1/MLD). The choice of β is more complicated
due to the noise in constructed time series of velocities (for geostrophic, wind, residual
drifter velocity) as they come from different types of data. Thus, to simplify a little
the choice I used the results of Rio et al. (2014) where almost the same analysis was
done but θ and β were estimated based on a least square fit method. In their work β
is almost never larger than 0.5 m2s/kg at 15 m depth. Thus, for April 2013 based on
the Figure 5.12c β was chosen equal to 0.42 m2s/kg, whereas the maximum value of
the distribution βmax equals to 0.83 m2s/kg. The same analysis was done for all the
other months.

For some months, this approach is difficult to apply. Figure 5.13 presents such
an example for January 2013. This month is characterized by the frequent occurrence
of rain and a strong change in the wind that were not well captured by ERA-Interim
(see Chapter 2). As a consequence, the distribution of angle θ (Fig. 5.13a) is very
random and it is difficult to choose one "peak" angle. The 2D histogram "MLD vs. θ"
(Fig. 5.13b) shows that a dominant MLD is ∼112 m. Based on the results for the
preceding and following months and from Rio et al. (2014) the angle of 530 was
chosen. The β corresponding to 0.009 m−1 of 1/MLD (Fig. 5.13c) can be equal to
0.45 m2s/kg as well as 0.23 m2s/kg (again based on the preceding and following months
and Rio et al. (2014)). The value 0.68 m2s/kg was also stored, the maximum value of
the distribution.

Some months can, thus, provide uncertain results and in this case the linear inter-
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polation of θ and β from nearby months presents a possible solution.
The same analysis was done for the Mercator residual Ekman current at 15 m

that also was filtered at low- and high-frequencies (Fig. 5.14 and 5.15). The wind
velocity field was derived from wind stress of ECMWF that was assimilaed in Mercator.
The results are less noisy than the ones from drifter velocities. The distribution of
angle in April 2013 (Fig. 5.14a) shows a maximum at 830 that is larger than what was
found from drifters. MLD (Fig. 5.14b) shows strong variations as April is a month
of restrification. The maxima of distribution are all around the angle 830 that is in
agreement with the angle distribution. We can chose the same MLD as in the case of
drifters 67.2 m. From Fig. 5.14c using the values of 1/MLD 0.014 m−1 we found the

a b

c

Figure 5.12: "Distribution approach" to estimate Ekman current at 15 m in SSS–max
region in the North Atlantic subtropical gyre, drifter data, April 2013. a – distribution
of angle between the wind and Ekman current at 15 m, b – 2D histogram of angles
between the wind and Ekman at 15 m and MLD at the same time and spatial location,
c – 2D histogram of parameter β and 1/MLD at the same time and spatial location
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a b

c

Figure 5.13: "Distribution approach" to estimate Ekman current at 15 m in SSS–
max region in the North Atlantic subtropical gyre, drifter data, January 2013. a –
distribution of angle between the wind and Ekman current at 15 m, b – 2D histogram
of angles between the wind and Ekman at 15 m and MLD at the same time and spatial
location, c – 2D histogram of parameter β and 1/MLD at the same time and spatial
location

β values equals to 0.4 m2s/kg.
In January 2013 the angle distribution (Fig. 5.15a) is less wide than for drifters on

the Fig. 5.13a. The dominant angle in January 2013 was on the order of 790. Fig. 5.15b
clearly shows one dominant level of MLD close to 112 m of depth with the maximum
distribution around the angle of 790. The corresponding β is 0.38 m2s/kg.

Figure 5.16 presents the summary of this analysis. The results obtained are com-
pared with the results from Rio (2012) and Rio et al. (2014) (personal communication
with Rio M.-H.) (dashed curves). The angles found by using drifter velocity (red solid
curve) lie close to ones from Rio (2012) and Rio et al. (2014). The small difference
can be explained by a small difference in the size of the region, period and drifter data
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used. There is a seasonal cycle with an increase of the angle in summer when MLD is
shallow. The angle from Mercator is much larger (red dashed-point curve). It presents
a similar seasonal cycle, but with weaker changes.

The parameter β was difficult to estimate precisely, but we obtained results that
are indicative and can provide a qualitative explanation for the differences between
Mercator and observations. β from drifter data sets under the additional conditions
from results of Rio et al. (2014) (for example, that β can not be larger than 0.5 m2s/kg)
(blue solid curve) is close to β from Rio’s model. There is also, as for the angle θ, a
seasonal cycle with the absolute maximum in summer. However, the βmax from the

a b

c

Figure 5.14: "Distribution approach" to estimate Ekman current at 15 m in SSS–max
region in the North Atlantic subtropical gyre, Mercator analysis, April 2013. a –
distribution of angle between the wind and Ekman current at 15 m, b – 2D histogram
of angles between the wind and Ekman at 15 m and MLD at the same time and
spatial location, c - 2D histogram of parameter and 1/MLD at the same time and
spatial location
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a b

c

Figure 5.15: "Distribution approach" to estimate Ekman current at 15 m in SSS–max
region in the North Atlantic subtropical gyre, Mercator analysis, January 2013. a –
distribution of angle between the wind and Ekman current at 15 m, b – 2D histogram of
angles between the wind and Ekman at 15 m and MLD at the same time and spatial
location, c - 2D histogram of parameter and 1/MLD at the same time and spatial
location

"distribution approach" proposed in this thesis work (black curve) shows large values
and almost no seasonal cycle. The parameter β from the Mercator analysis (blue
dashed-point curve) does also not show a strong seasonal variability, but lies closer to
the Rio’s result and much lower than one from drifters (black curve).

Figure 5.10 proposes one explanation for the differences between Ekman currents
from Mercator and observations (drifters). As the Mercator estimates present stronger
angle but lower amplitude it seems that the observed Ekman spiral is deeper (Fig. 5.10,
blue vectors) compared to the one from Mercator (green vectors). Furthermore, the
comparison with results from Rio et al. (2014) shows that β from Mercator tends to be
lower in summer and larger in winter. The underestimation in summer can be again
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Figure 5.16: β (blue) and θ (red) parameters of Ekman model in SSS–max region
250N − 340N 500W − 260W : solid curves – results of "distribution approach" with β
under conditions from Rio et al. (2014); black – βmax from "distribution approach";
circles – results from Mercator analysis

explained by the shallow MLD while in winter the overestimation of Rio’s results is
likely due to the geostrophic shear that is more significant in winter due to the deeper
MLD.

5.4 Conclusion
In this chapter the main question was: What is the source of such large difference

between advection terms from Mercator analysis and from SMOS salinity combined
with AVISO 2014 altimetry and ERA-Interim wind that was found in Chapter 4? There
were several hypotheses to answer on this question: (1) uncertainties in velocity of
ocean currents, (2) uncertainties in salinity field, and (3) imperfections of the method
used to estimate the ocean currents. In this chapter the analysis was focused on
hypotheses (1) and (3).

I estimated advection terms by combining different products. Thus, Mercator salin-
ity with AVISO 2014 geostrophic velocity and Ekman current estimated by formula
−→τ ei∗90

ρfh with the ERA-Interim wind showed results close to the ones found for SMOS
salinity (Chapter 4), -0.26 pss/yr and -0.196 pss/yr, respectively. The small difference
can be explained by the difference in salinity fields that seems to be small (RMSd
is ∼0.18 pss). SMOS has a spatial resolution ∼45 km (and averaged over ∼75 km)
while in Mercator it is ∼10 km. The advection term estimated with Mercator salinity
and geostrophic velocity from Mercator SSH and Ekman current again estimated as in
the previous case also showed smaller advection than the original Mercator horizontal
advection (Chapter 4), -0.4 pss/yr and -0.76 pss/yr, respectively.

The separation of advection term in its Ekman and geostrophic components showed
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that the geostophic advection from Mercator analysis is very close to the one estimated
from SMOS and AVISO 2014, -0.027 pss/yr and -0.03 pss/yr. At the same time,
Ekman advection from Mercator (Ekman current as residual from total ocean current
and Mercator geostrophic) and SMOS with ERA-Interim wind in

−→τ ei∗90

ρfh showed a
huge difference. In the case of Mercator it was -0.88 pss/yr and in the case of SMOS
it was equal to -0.17 pss/yr. The use of the formula

−→τ ei∗90

ρfh for Ekman advection with
Mercator salinity showed a reduction in its absolute value to -0.44 pss/yr.

The comparison of geostrophic components from AVISO 2014 regional altimetry
product and Mercator SSH showed a small difference, 0.005 m/s. The two fields are
quite similar: they show the same variability at low-frequency, and their TKEs (J/m3)
are very close, 4.2 J/m3 for AVISO 2014 and 5 J/m3 for Mercator in SSS–max region
210 − 300N 500 − 260W.

A geostrophic shear was found in the Mercator analysis. Geostrophic current de-
rived from SSH and ocean current at 50 m were compared and showed that the velocity
has a tendency to turn in the direction of larger density. This shear is small in the
North Atlantic subtropical gyre and contributes to a little variation in geostrophic cur-
rent through the ML. It results in a small monthly difference between the geostrophic
salinity advection from observations (SMOS with AVISO 2014) and Mercator analysis.

The most important and interesting results were found for Ekman current. The Ek-
man current fromMercator (residual from the total ocean current in ML and geostrophic
current from Mercator SSH) is larger than ones estimated by the widely used formula
−→τ ei∗90

ρfh with wind stress −→τ from ERA-Interim wind and daily MLD h from Mercator.
RMS differences are around 0.015-0.02 m/s. It can be explained by an underestimation
of MLD that is used in the formula or overestimation of the Ekman Depth in Mercator.
The last reason for this difference could be due to the geostrophic shear in the ML
that is not included in the geostrophic current estimated from SSH. The comparison
of Ekman current from Mercator and Ekman currents derived from drifter velocity at
15 m showed that the differences can be large in winter. Furthermore, probably the
Mercator Ekman Depth is underestimated compared to the "real one" (from drifter
estimation) (Fig. 5.10).

The conclusion of this Chapter is that a major source for the difference between
advection terms from Mercator analysis and observations (SMOS, AVISO) found in
Chapter 4 originates from differences in Ekman currents. The formula

−→τ ei∗90

ρfh tends
to underestimate the Ekman velocity due to the underestimation of Ekman Depth
compared to the Mercator and even "real" Ekman Depth (from drifter analysis). Thus,
the advection term has to be larger in SMOS SSS budget and its contribution in
the balance of water loss in the North Atlantic subtropical gyre can be more than 50%
of the effect of surface forcing. The contributions of turbulent and mean advection are
almost equal based on results for the Mercator analysis.

These results together with the Chapter 4 for Mercator analysis confirm results of
earlier studies dedicated to the importance of eddy advection: turbulent/eddy advec-
tion is a critical component in the oceanic fresh water balance of the North Atlantic
(Treguier et al., 2012; Büsecke et al. 2014; Gordon and Giulivi, 2014; Treguier et al.,
2014; Amores et al, 2015 ). However its quantitative effect is debated. Thus, Gordon
and Giulivi (2014) showed that more than 50% of the water loss in the subtropical
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gyre can be compensated by eddy advection, while Amores et al. (2015) in their pre-
sentation indicated a smaller contribution between 20 and 40%. Amores et al. (2015)
reconstructed in a different part of gyre the vertical eddy structure found from the
mean sea level anomaly. Thus, it seems that the reconstruction can increase the effect
of eddy advection. Treguier et al. (2012) and Treguier et al. (2014) proposed another
method to examine the SSS budget. Separating the volume and salt transport they
showed that the eddy and mean advection almost compensate each other in the North
Atlantic Ocean and present a significant proportion of freshwater flux ( 30%). They
also showed that there is a divergence of eddy advection in the North Atlantic centered
in the SSS–max region with the stronger effect in the South. It is in agreement with
our results in Chapter 4 for Mercator analysis: further north the turbulent advection
is small -0.15 pss/yr, and even positive in the case of SMOS 0.001 pss/yr, and fur-
ther south is larger than in SSS–max region and negative -0.58 pss/yr. Thus, in our
estimations based on Mercator analysis the eddy turbulent advection explains around
30% of the freshwater flux in the North Atlantic subtropical gyre.
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Chapter 6
Conclusions and perspectives

My PhD thesis work was dedicated to the investigation of sea surface salinity
variability and processes causing this variability in the North Atlantic subtropical gyre.
Salinity plays an important role in oceanography and air-sea interactions: salinity is
a water mass tracer, it has an important dynamical role through the ocean density, and
its spatial or time variations trace the freshwater fluxes at the interface with continents,
ice or atmosphere (Schmitt, 1995; Tomczak, 1999; Ueki et al., 2002; de Boyer Montégut
et al., 2004; Qu et al., 2011; Durack, 2015).

The North Atlantic subtropical region is characterized by the strong evaporation
that dominates in the SSS budget. Horizontal salinity advection, entrainment and
mixing processes contribute to balance salinization due to evaporation. These contri-
butions of ocean dynamics in the MLS budget are strongly dependent on the scale and
season: for example, the horizontal turbulent advection dominates at the small spatial
scales while the Ekman advection is small at those scales but strongly contributes at
large-scales (Dong et al., 2015; Farrar et al., 20105); entrainment is a major contributor
to salinity change in winter when the MLD is deepening. There is a number of stud-
ies dedicated to the same analysis in the North Atlantic (Table 1.1 in Introduction).
They rely on a wide range of data and methods used, and are devoted to different
temporal and spatial scales. In this thesis work, for the first time, I presented the sea-
sonal analysis of domain-averaged SSS and SST budgets at meso-scales based on the
weekly-averaged data from high-resolution SMOS satellite and Mercator PSY2V4R2-
R4 analysis products. The analysis was done for the period August 2012 – December
2014.

I used the corrected weekly SMOS product (0.250 × 0.250) (Kolodziejczyk et al.,
2015a), in which systematic and seasonal errors were removed from original SMOS
ESA level 2 SSS v550 (Chapter 2). SMOS was the first satellite mission to measure
sea surface salinity from space with the high initial requirements for temporal (at least
5 days) and spatial resolutions (at 50 km). I also used daily Mercator PSY2V4R2-R4
analysis (1/120×1/120). The use of such a model allows to analyze SSS variability with
data that are all on the same regular grid. It avoids uncertainties related to differences
in processing, smoothing or interpolating the data. Mercator has a higher spatial
resolution (∼10 km) than SMOS (∼50 km and then averaged over ∼75 km). Thus, the
comparison of results from SMOS and Mercator can indicate the influence of small-scale
processes that are not captured by SMOS. SMOS and Mercator were compared with
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SSS from SPURS drifters, TSG and gridded ISAS product. The comparison showed
promising results: RMS difference is on the order of 0.15 pss for SMOS and Mercator. It
implies that two SSS fields capture some of the meso-scale salinity variability. However,
at large-scales Mercator and SMOS showed large differences in regions where drifters
were not present. These differences can indicate uncertainties in SMOS as well as in
Mercator (Chapter 2, examples for January 2013 and August 2012). Thus, I concluded
that these two products have errors of similar magnitudes, although with different
characteristics.

In order to estimate the SSS budget a box with spatially constant (Argo profilers
for SMOS) and spatially variable (Mercator) MLD was chosen in the core of SSS–max
region 25.50 − 300N 500 − 260W in the North Atlantic subtropical gyre. This region
presents small salinity gradient and a weak eddy activity that simplifies the estimation
of SSS budget. To estimate the entrainment component I proposed a different method
from the one widely used in literature. Usually, the effect of entrained salinity is esti-
mated as the difference between the MLS and salinity averaged in the 20 or 10 m (Dong
et al, 2015) water column below the MLD. In the present PhD work the entrainment
velocity was used to estimate the layer of entrained water below the MLD and, thus,
the salinity averaged in this layer that would be entrained.

The results found from Mercator analysis and SMOS satellite SSS fields (combined
with GPCP, ERA-Interim, Argo products etc., see Chapter 2) showed a good quali-
tative agreement. Salinity shows a small tendency, -0.015 ± 0.32 pss/yr. The surface
forcing (freshwater flux) is the dominant component in the SSS budget. Its time av-
eraged effect on salinity is ∼1.05 ± 0.4 pss/yr. It shows the same seasonal cycle as
salinity with an increase in spring–summer and a decrease in autumn–winter. Further
north and south the air-sea freshwater flux shows the same seasonal variability while
salinity in the South varies much less seasonally. It means that the contribution of
ocean dynamics balancing the surface forcing on seasonal time scales is stronger in the
South.

The main components of ocean dynamics that can influence the MLS are an entrain-
ment of deeper water and a horizontal salinity advection, both mean and turbulent.
In the case of Mercator the horizontal diffusion at submeso-scale was also estimated.
Its contribution is small and negative, -0.02 ± 0.02 pss/yr, and, thus, contributes to the
reduction of salinity. Entrainment shows its large contribution in late autumn–winter
when the MLD is deepening. For the MLS budget estimated from SMOS salinity with
Argo monthly constant MLD the entrainment is larger than the one from Mercator.
This is explained by the inclusion of horizontal gradient of MLD in the entrainment
term in the case of Mercator that results in a ∼35% reduction of the entrainment
term. The effect of entrainment is stronger in the North where the MLD is deeper
and contributes in a decrease of salinity. In the South it is lower and in the case of
Mercator is positive. Positive entrainment in the South originates from the Shallow
Meridional Overturning Circulation that brings subducted salty water from the North.
Subducted salty water goes up in the South when the MLD is deepening and entraines
some of this water. This entrainment of deep salty water was not present in SMOS
ML budget due to the choice of constant MLD from Argos profilers and a too spotty
distribution of these profilers over the region.

Advection does not vary a lot throughout the period in the SSS–max region and
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strongly depends on its mean part. It is because the SSS–max region is a zone of
divergence of eddy advection and convergence of Ekman advection that can result in
the small seasonal variability of total advection (Treguier et al., 2012; Gordon and
Giulivi, 2014). The mean advection is strong in the South and contributes here in
a reduction of salinity especially during summer, period of heating. In the North
it participates in a salinity increase in late spring–summer. The turbulent advection
increases (in absolute values) further south from the SSS–max region which is in agree-
ment with Treguier et al. (2012). Thus, advection is responsible for the northward
shift of the high SSS from the region of E-P–max.

The advection term shows the largest quantitative difference between MLS budgets
from SMOS and Mercator. Using Mercator analysis the advection becomes the major
component of the budget that balances the salinization due to the water loss. It is
three times larger (−0.76 ± 0.05 pss/yr) than the contribution of advection in the case
of SMOS and AVISO (−0.2 ± 0.22 pss/yr). Moreover, in Mercator the turbulent/eddy
advection has almost the same contribution as the mean advection, −0.32± 0.05 pss/yr
and −0.44 ± 0.05 pss/yr, respectively, while in the MLS budget based on observations
it is small (−0.026 ± 0.2 pss/yr).

Thus, in the North the advection (mostly mean advection) works with the entrain-
ment to counteract the effect of surface forcing and brings salty water further north
while in the South in the case of Mercator it strongly contributes (with the large eddy
advection) to balance the freshwater flux and positive entrainment. In Mercator MLS
budget the advection is responsible for more than a half of the balance after the water
loss. Moreover, the turbulent (eddy) advection plays an important role as was found
by Büsecke et al. (2014) and Gordon and Giulivi (2014).

However, the MLS budget cannot be closed. The residual terms in Mercator is
much smaller than was found for SMOS in MLS budget, -0.05 ± 0.036 pss/yr and -0.3

± 0.35 pss/yr, respectively, that is ∼9% and ∼47% of the averaged magnitude of ∂ 〈S〉
∂t

that varies, as in SMOS, in the range ±0.65 pss/yr.
The MLT budget was also estimated and showed a near-balance between the terms

retained. Mostly, the variability of SST is under control of the heat flux and entrain-
ment of cold deep water in winter. The horizontal temperature advection is weak.
Thus, the comparison of MLS and MLT budgets cannot be a good test of accuracy of
data used for estimating of, for example, horizontal advection.

Each term in the MLS budget can be a potential source of errors. The uncertainties
in precipitation and evaporation data in the freshwater flux is one of them (Table 4.2).
Thus, for example, using different data from GPCP precipitation and OAFlux evap-
oration in Mercator MLS budget showed a much stronger residual -0.43 ± 0.4 pss/yr
(66%) that was even larger than what was found for SMOS.

Another source of errors can be the entrainment term. The net entrainment
term estimated with the horizontal gradient of MLD can be smaller by up to ∼35%
that reduces residuals in winter. However, the estimation of this term still presents
uncertainties: the residuals in Mercator are large when entrainment is large, and
the time averaged residual is larger in the North where the contribution of entrainment
is higher. It could be due to the method of estimating the salinity entrainment (see
Chapter 3). The value of entrainment salinity was considered at the depth of MLD
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from the next time step that could be significantly different from the salinity that
was really entrained. It can also be due to mixing processes that are not properly
considered.

Altogether, the most significant errors in SMOS MLS budget probably come from
the advection term. As shown in Mercator it has to be the major component to
balance the effect of evaporation. At the moment there is a big unexplained part of
surface forcing in the SMOS salinity budget that has to be balanced by advection.
This can be due to the underestimation of ocean currents (AVISO geostrophic, ERA-
Interim wind) as well as the effect of a particular region where the eddy activity is
weak and probably not well captured by data used. Also part of the uncertainties
can originate from the difference in salinity fields from SMOS and Mercator and their
different spatial resolution. Mercator with the resolution ∼10 km could capture better
the small features of salinity (filaments and fronts) at the sea surface in the North
Atlantic subtropical gyre.

I presented the comparison of geostrophic and Ekman components of ocean cur-
rents from different products and methods of estimation. The geostrophic currents
from Mercator SSH and AVISO 2014 are similar in particular for their turbulent ki-
netic energy. Furthermore, the geostrophic advection from SMOS and Mercator shows
almost the same contribution in MLS budget, -0.03 pss/yr and -0.027 pss/yr, respec-
tively. Mercator current also shows the presence of a small vertical geostrophic shear
that can have a small influence on the estimation of horizontal advection.

The comparison of daily Ekman current in MLD was made between Ekman current
from Mercator (as residual from total ML current and geostrophic SSH current) and
Ekman current estimated by

−→τ ei∗90

ρfh . I found that the MLD used in the formula can
be underestimated and can explain larger Ekman current and, as consequence, larger
Ekman advection in Mercator. Moreover, Ekman currents at 15 m from drifters and
Mercator were compared using an empirical "distribution method". This test showed
that the "real" Ekman Depth can be even lower than the one from Mercator. The
use of the AVISO geostrophic current (that was used in the SMOS MLS budget)
with Mercator salinity field showed results close to the ones from SMOS. It confirmed
the hypothesis that the difference in advection term from the two products originates
largely from the different in ocean currents, particularly the Ekman current component.

Thus, the advection term has to be larger than in SMOS SSS budget and its con-
tribution in the balance of water loss in the North Atlantic subtropical gyre can be
more than 50% of the effect of surface forcing. The contributions of turbulent and
mean advection are almost equal based on results from Mercator analysis.

This subject still has a number of perspectives for further research. Further tests
of observations and Mercator analysis. As mentioned before, the comparison
of the salinity variability using SMOS and the Mercator PSY2V4 analysis that has a
high spatial resolution (10 km) showed that SMOS has a sufficient resolution (50 km)
to reproduce the large part of the meso-scale salinity variability in the North Atlantic
subtropical gyre, and that the results can be compared with the ones from the Mercator
analysis. However, it is worth noting that the smoothing has a large effect on eddy
advection mostly due to the too smooth ocean current but also with possible effect
on smooth salinity field that has to be further investigated. Thus, as one of the
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perspective, SMOS product can be tested in regions of strong salinity gradients and
in the presence of small filaments. The new global AVISO altimetry product can be
used for this purpose as it seems to have the required accuracy and TKE in the North
Atlantic. There are already some studies dedicated to this issue. For example, Reul
et al. (2014) showed the strong capability of SMOS to capture cold-core rings in the
region of Gulf Stream during warm season. However, it was mentioned that the SMOS
SSS field is less accurate during cold season. The good agreement between SMOS SSS
and AVISO SSH was also shown. The combination of SSS, SST and SSH can help to
better estimate the sea surface density that further can be used to constrain subsurface
currents. Nevertheless, the comparison of SMOS and Mercator analysis that has a high
spatial resolution (10 km) showed a good agreement with RMS difference ∼0.2 pss/yr.

Control volume approach in estimation of MLS budget.It would be also
interesting to estimate the MLS budget by the "control volume approach" proposed
by Schmitt and Blair (2015). This approach is based on the fact that the SSS–max
is deepening and spreading to the West and presents the form of a "sock" in three-
dimensional view. This maximum is bound by contours of S = 37 pss that set the
investigated volume. This approach allows to find a connection between ocean mixing
processes and surface fluxes. The problem of this method, as mentioned before, is
how to define this isohaline: over which time and space scales is it averaged, and thus
what are the scales considered in eddy components. Probably a method of adaptive
grids can be applied. Nevertheless, we can find already in the literature the analysis
of the variability of the surface contour of S = 37 pss (or other relevant isohaline) and
the different processes contributing to it, such as was done for the tropical Pacific in
Hasson et al. (2013) and in the subtropical North Atlantic in Dohan et al. (2015).

Ekman current in ML. Also improvement in estimating Ekman current in ML
is needed. It can be done by using other conditions and/or products for estimation of
MLD h used in formula

−→τ ei∗90

ρfh . As mentioned before MLD seems to be underestimated
for this particular task. It can result from the differences between MLD and Ekman
depth that are considered as equal in this formula. The possible effect of these differ-
ences is expected to be smaller in the North Atlantic subtropical gyre, however, it has
to be estimated and justified. Another possibility can be the use of products of total
ocean current such as OSCAR, or as was done with Mercator. At the moment I pro-
posed to use the formula

−→τ ei∗90

ρfh but more attention should be devoted to the choice of
MLD. The MLD can be estimated with other conditions for salinity and temperature
gradient as well as derived from the comparison of several different products (ISAS,
Argo, Mercator).

Estimation of entrainment term. The choice of MLD will also help to improve
the entrainment term. Furthermore, for entrainment it would be useful to test another
method of estimation of entrained salinity in the layer below the MLD.

Improvement of remote sensing SSS fields. The last and important perspec-
tive is to further validate and improve remote sensing salinity products (for example,
SMOS). It includes as improvement in data of SMOS level 1 (calibration, image recon-
struction, etc.) as well as further level 2 and 3 processing of satellite data (Melnichenko
et al., 2014; Kolodziejczyk et al., 2015a; Boutin et al., 2016; Kolodziejczyk et al., 2016).
There can be also improvements in level 4 products, by merging SSS from different
satellite mission, such as SMOS and AQUARIUS or SMOS and SMAP.
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A.1 SMOS satellite mission. Technical details of measurement
of brightness temperature

Microwave Imaging Radiometer by Aperture Synthesis (MIRAS), a passive mi-
crowave1 2D interferometric radiometer operating in L-band (1.413 GHz) and used in
SMOS satellite mission, produces 2D brightness temperature images without mechani-
cal antenna scanning. This method provides high-resolution radio images (high angular
resolution2) with an array of small antennas. In comparison, a real aperture radiometer
at low-frequency (L-band) requires a very large antenna to reach a moderate resolu-
tion. MIRAS consists of a central structure and three deployable arms holding the
equally distributed 69 antenna elements (lightweight cost effective front-end (LICEF)
receivers). To provide the largest coverage (the best angular resolution) a Y-structure
was proposed, with the three arms spaced 1200 (Fig. 1.6). LICEF are the antenna-
received integrated units that measure the radiation emitted from the Earth at L-band.
The signal is then transmitted to a central correlator unit, which performs interfer-
ometry cross-correlations of the signals between all possible combinations of receiver
pairs (SMOS Mission Payload, Last Batch of LICEF Receivers Delivered for SMOS).

The principle of L-band radiometer to measure SSS is based on the salinity sen-
sitivity of sea surface brightness temperature3 TB at microwave frequencies. TB is
a product of the sea surface emissivity4 and the sea surface temperature (SST).

1Passive remote sensing system detects Electromagnetic Radiation (EMR) that was naturally re-
flected or emitted from the surface of the Earth at relatively low energy levels 1–200 GHz. This is
different from active remote sensing systems that create their own electromagnetic energy transmitted
from the sensor with received signals then recorded by the remote sensor’s receiver.

2Angular resolution or spatial resolution is the ability of the imaging system to distinguish small
details of an object or distinguish objects that are close to each other. Thus, it determines the image
resolution. It can also be presented in term of angular distance that is the size of the angle between
the two objects.

3Brightness temperature is the temperature which a black body in thermal equilibrium with its
surroundings would have with the same intensity as an observed grey body object at a frequency ν.
A black body is a physical body that absorbs all incident electromagnetic radiation.

4The emissivity of the body surface is its effectiveness in emitting energy as spectral (thermal)
radiation. Thermal radiation is electromagnetic radiation and it may include both visible radiation
(light) and infrared radiation. Emissivity is the ratio of the thermal radiation from a surface to the
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TB = e(SSS, SST, roughness, θ) ∗ SST

where θ is an angle of incidence5. The surface emissivity is a function (through the wa-
ter dielectric constant) of the salinity, temperature, and radio frequencies. In SMOS
the SSS retrieval algorithm based on an iterative inversion method is used (details in
Zine et al., 2008).

As was noted before the SMOS central correlator unit provides cross-correlation
V of the signals in (u, v) = (∆x,∆y)/λ0 wavelength coordinate systems (here, ∆x
and ∆y are the distances between antenna positions normalized to the wavelength
λ0 = c/f0, f0 is the center frequency of the receivers). This cross-correlation can be
written as the Fourier transformation (Font et al., 2010):

V (u, v) = F [T (ξ, η)]

Inverse Fourier transformation provides an image of the temperature T that is
the difference between the brightness temperature of the object at pq polarization
in antenna frame T pqB and the physical temperature of the instrument in (ξ, η) =
(sinθcosϕ, sinθsinϕ) coordinate system defined with respect to the X- and Y-axes of
the antenna frame. The temperature of the instrument is normally known, thus, TB
can be derived. This step is called "image reconstruction". Figures A.1a, b, c show
this image reconstruction from (u, v)–domain (Fig. A.1a) (hexagonal grid) to (ξ, η)
(Fig. A.1b). If the distance between antennas is from d = λ0/2 to d = λ0/

√
3 the

image reconstruction is free from aliasing6. Otherwise, the closest six replicas overlap
with the main one, and there is an aliasing effect (Fig. A.1d, e). Thus, the snapshot of
the alias-free field of view (AF–FOV) from the SMOS satellite will have a non-uniform
hexagonal form (Fig. A.1e).

The brightness temperature derived from inverse Fourier transformation is the T pqB
polarized in antenna frame. Polarization is a direction of the electric (E) or magnetic
(H) field in a propagating electromagnetic wave (Randa et al., 2008). Here, p and q
are unit vectors oriented perpendicular to a vector of propagating wave −→r and satisfy
p× q = −→r /|−→r |. Thus, polarization is applied to estimate the orientation of microwave
oscillations. There are six type of polarization: horizontal and vertical polarization,
polarization with the linear slant of ±450 and right and left hand circular polarization.
An electromagnetic wave at a certain frequency can be completely characterized by
four Stokes parameters. In polarimetric remote sensing radiometry the Stokes param-
eters are expressed in terms of brightness temperature (more details can be found in
Appendix A.2; Randa et al., 2008; Yueh et al., 2001).

Polarized T pqB in antenna reference frame can be transformed to TB in Earth refer-
ence frame that requires knowledge of Faraday and geometric rotation angles (Camps
et al. 2005; Appendix A.2).

radiation from a black-body surface at the same temperature. The ratio varies from 0 to 1.
5Incidence angle is the angle between the incident radar beam and the vertical (normal) to the

intercepting surface.
6Aliasing is an effect when different signals become indistinguishable when sampled.
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a b c

d e

Figure A.1: Image reconstruction process: a – antenna positions, b – (u, v) spatial fre-
quencies sampled by the SMOS Y-array, c – inverse Hexagonal Fourier transformation
from (u, v) domain to (ξ, η) domain, d – periodic extension of the "visibility" samples
in the (u, v) domain, e – periodic extension of the fundamental reciprocal grid (ξ, η).
Source: Camps (2006)

The TB measured by MIRAS is the apparent brightness temperature TB,Ap. This
includes the effect of atmosphere, reflections from the sun and the moon, galactic noise
etc. These components bring their uncertainties to the sea brightness temperature.
Further on, I presented the list of these phenomena and their effect on the brightness
temperature.

Surface roughness and wind. TB,sea = (1−F )(TB,flat+TB,rough)+TB,foam is the TB
of the sea surface that includes the contribution of the rough ocean (TB,rough) and foam
(TB,foam), F is the fraction of sea foam coverage (Zine et al., 2008; Mecklenburg et
al., 2012). The coefficient F depends on the wind amplitude U10 that makes a TB
sensible to the wind change: increase of wind speed by 1 m/s leads to TB increase
by tenths of Kelvin degree (Yueh et al., 2001). Thus, the accuracy of data used for
wind speed in the SMOS iterative method plays the critical role in the estimation of
TB at the sea surface and it makes the roughness of sea surface is one of the sources
of big uncertainties. Yin et al. (2016) proposed a new analysis of foam emissivity
model based on SMOS data that improved measurements of TB but systematic biases
of several Kelvins are still observed.

Sea surface temperature. The temperature brightness as mentioned before is sensi-
ble not only to surface roughness but also to SST. The tests of TB sensitivity to SST
show that the brightness temperature is less sensitive to the SSS for the cold water:
0.2 K (at 0 0C) to 0.8 K (30 0C) per pss unit (Yueh et al., 2001).
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Atmosphere: Dry air and water vapor. The effect of the atmosphere on TB at
1.4 GHz is very small. Water vapor bring the errors in range 0–0.08 K (Yueh et
al., 2001). The effect of the clouds is also not significant at low frequency, the error is
lower than 0.05 K (Martin, 2013; Yueh et al., 2001). Molecular oxygen is the radiatively
active component in the dry atmosphere. As mentioned in Zine et al. (2008), molecules
of oxygen have a permanent magnetic momentum, thus, the absorbation and radiation
occur due to the mafnetic interactions with the incident field. Effect of oxygen depends
on the pressure and the temperature of the atmosphere. The increase in TB increases
with increasing surface pressure and decreasing surface air temperature (Reul et al.,
2012; Yueh et al., 2001). An increase of 10 mbar surface pressure increases TB at
an incidence of 400 by about 0.05 K. In low pressure and warm air temperature systems
that is characteristic of tropical cyclones, a very large error of 100 mbar can result in
a large contribution of the oxygen to L-band TB that can be about 0.5 K (Reul et al.,
2012).

Atmosphere: Rain. Meteorological phenomena such as rain, hail and snow partic-
ipate in the absorption and diffusion of electromagnetic radiation. The effect of hail
and snow is small at 1.4 GHz. The rain can change the roughness of the surface,
and thus, change the diffusion of the electromagnetic waves, but this remains small
as was shown for rain higher than 10 mm/h and wind lower than 7 m/s (Skou and
Hoffman-Bang, 2005; Martin, 2013). Over the region of our interest, subtropical gyre
of the North Atlantic, strong precipitation events are not common and one expects
only a small influence of rain on SSS field.

Ionosphere: Faraday rotation. The microwave radiation from the earth propagates
through the ionosphere7 where the polarized components of the brightness temperature
are rotated by the angle of Faraday rotation8. As it was shown in Yueh et al. (2001)
the error due to the passing through the ionosphere is less than 0.1 K for a Faraday
rotation of few degrees, and can exceed 10 K for Faraday rotation of 300 at 400 inci-
dence. The error in T − B at 6 a.m. due to the Faraday rotation can be 1.5 K (Zine
et al., 2008).

Solar and galactic radiation. At L-band the sun is an extremely strong radiation
source (105 to 107 K), and with the SMOS orientation, the sun is presented in 97% of
the snapshots (Yueh et al., 2001; Font et al., 2010). The solar radiation can be felt
both by the direct leakage into the antenna and by the reflection from the earth surface
(Yueh et al., 2001). The antenna points towards the ocean, and thus, the influence
of direct sunlight is negligible (less than 0.05 K). But when the sunlight is reflected
or scattered by the surface of the ocean and reaches the main lobe of theéantenna,
the impact varies from 0.5 to 50 K for Tsun = 105 – 107. In case of an isotropic
diffusion (very rough reflective surface) the impact on antenna temperature is 0.1 K
for the quiet sun period (105 K) and 10 K during the period of strong sun activity (Yueh
et al., 2001). In the North Atlantic SSS retrieved data suffer from sun contamination
mostly in winter in descending mode (Hernandez et al., 2014).

7The ionosphere is part of the Earth’s atmosphere, from near 60 km to 1,000 km altitude. It is
ionized by solar radiation, plays an important part in atmospheric electricity and influences radio
propagation.

8Faraday effect or Faraday rotation is a magneto-optical effect that consists in the rotation of plane
of polarized light when it propagates through an optically inactive substance in a magnetic field.
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Figure A.2: Geophysical sources influence the microwave radiation from the sea surface.
Source: Yueh et al. (2001) (Fig. 1) c©2001 IEEE

Figure A.3: Block diagram of the SMOS SSS retrieval processor. Source: Font et al.
(2010) (Fig. 8) c©2010 IEEE

Sun effect on the average TB transforms in the image reconstruction biases. The sun-
glint-induced image reconstruction biases are weakly dependent on the wind that can
change the sea roughness. Thus, the uniform wind speed 7 m/s is used to detect
the image reconstruction biases. Furthermore, the center of the sun’s glitter is never
in the SMOS AF FOV, but during the winter it lies close to the right-hand border of
the FOV that produces a significant contamination.

The effect of the Moon and planets in our solar system is negligible. The Moon
TB is about 200 K with a small dependence on the lunar phase. When the lunar
radiation affects the antenna boresight, the effect on the apparent antenna TB is about
5 K. The effect of other planets is negligible because their angular extension are lower
than the one from the Moon (0.215 deg2) with TB not longer than a few hundreds of
a Kelvin degree (Yueh et al., 2001).
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Radio-Frequency Interference. RFI originates from man-made emitters on the
ground, on aircraft or space-borne systems that emits in the same frequency band
as SMOS (Mecklenburg et al., 2012). It was found (Mecklenburg et al., 2012, Oliva
et al., 2012) that the SMOS mission is perturbed by RFI especially over continental
areas in Europe, south Asia and the Middle East, and over the ocean in the Northern
Hemisphere above 550 latitude. SMOS on-board processing does not remove the RFI
from the acquisition. The data are averaged without filtering over periods of 1.2s for
V and H polarization. Several methods to detect this errors were proposed (Oliva et
al., 2013; Soldo et al., 2014).

Calibration. Errors in the instrument calibration bring some uncertainties in the fi-
nal data fields. This was seen both at the beginning of the mission (Mecklenburg et
al., 2012; Boutin et al., 2016).

This list gives an idea of the work and overview of some problems in SMOS. I would
like to emphasize that the main difficulties in SMOS relay to the image reconstruction
(alias problem due to the strong effect of the sun that convert into TB biases) and
the bad controlled modernization of the temperature of the instrument.

To reduce some of the errors presented the independent errors from multiple satel-
lite passes over a fixed grid cell can be averaged temporally. The revisit time can
be a few hours for high latitudes and 1–3 days for equatorial regions, as proposed in
Yueh et al., 2001. But this mostly helps in case of random errors (sea surface state
data, galactic noise, temperature of radiometric , sun radiation etc), with little ef-
fect on the systematic errors (calibration, RFI, model problems etc.). Today, large
efforts are dedicated to remove these time-constant errors (Melnichenko et al., 2014;
Kolodziejczyk et al., 2015(a); Boutin et al., 2016; Kolodziejczyk et al., 2016).

The summary of the error sources is presented on Figure A.2. The SMOS retrieval
process is schematically presented on Figure A.3.

In this work we will use corrected SMOS data for which seasonal and coastal
systematic errors have been removed (Kolodziejczyk et al., 2015(a); Kolodziejczyk et
al., 2016).

A.2 Polarization and Stokes parameters

a) Stokes parameters are the parameters that can completely characterize an elec-
tromagnetic wave at a given frequency. The first Stokes parameter (I) denotes the total
intensity of the wave. The second Stokes parameter (Q) is the difference between the
flux densities polarized in two orthogonal directions in a given polarized frame (vertical
polarization and horizontal polarization). The third (U) and fourth (V ) Stokes param-
eters respectively represent twice the real and imaginary parts of the cross-correlation
between these orthogonal polarization. The third Stokes parameter can also be defined
as a difference between +450 and −450 skewed linearly polarized flux densities, and
the fourth parameter as a difference between left-handed and right-handed circularly
polarized flux densities:

I =
〈
|Ev|2

〉
+
〈
|Eh|2

〉
η

= Sv + Sh,
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Q =
〈
|Ev|2

〉
−
〈
|Eh|2

〉
η

= Sv − Sh,

U = 2 ∗Re 〈EvE∗h〉
η

= S+45 − S−45,

V = 2 ∗ Im 〈EvE∗h〉
η

= Slc − Src,

where S is the flux density of the wave (W/m2). The subscriptions v, h, +45, −45, lc
and rc represent respectively the vertically, horizontally, +450 skewed linearly, −450

skewed linearly, left-handed circularly, and right-handed circularly polarized waves, η
is the wave impedance of the medium, and Ev and Eh are the electric field components
with vertical and horizontal polarization, respectively.

In polarimetric remote sensing radiometry the Stokes parameters are expressed in
terms of brightness temperature (in kelvins):

TI = λ2

kB ∗B
∗ I,

TQ = λ2

kB ∗B
∗Q,

TU = λ2

kB ∗B
∗ U,

TV = λ2

kB ∗B
∗ V,

where λ, kB and B are wavelength, Boltzmann’s constant and noise-equivalent band-
width, respectively. Noise-equivalent bandwidth is the width of an ideal rectangular
filter having the same maximum gain as the real filter, and which produces the same
output available power as the real one when the input is white noise. These definitions
were taken from Randa et al. (2008).

Measurements by earth remote sensing conventional radiometer is expressed as Th
and Tv (the brightness temperature of horizontal and vertical polarization) and for
this reason the modified Stokes parameters are used (Ranad et al., 2008; Yueh et al.,
2001):

Tv = λ2

kB ∗B
∗ I +Q

2
,
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Th = λ2

kB ∗B
∗ I −Q

2
,

T3 = λ2

kB ∗B
∗ U,

T4 = λ2

kB ∗B
∗ V,

while the first and second parameters characterize the TB of vertical and horizontal
polarization, the third and fourth parameters characterize the correlation between
these two orthogonal polarizations.

b) Since Tpq(ξ, η) is proportional to
〈
EpE

∗
q

〉
/2, the brightness temperatures in the

antenna reference frame at a given polarization (X or Y) can be expressed as a linear
combination of the brightness temperatures in the earth’s pixel reference frame (H or
V). Transformation from antenna to earth reference frame for full-mode polarization
has a form Tantenna = Mfull−pol ∗ Tearth (Camps et al., 2005; Camps, 2006), where:

Txx
Txy
Tyx
Tyy

 =


A2 AB AB B2

−AB A2 −B2 AB
−AB −B2 A2 AB
B2 −AB −AB A2



Thh
Thv
Tvh
Tvv


where A =cos(ϕFaraday − ϕgeometry), B =sin(ϕFaraday − ϕgeometry).

A.3 Bulk flux algorithm
The Monin-Obukhov similarity (MOS) theory (Monin and Obukhov, 1954) is used

for the bulk flux algorithm to estimate the atmospheric components in the surface
layer in the Tropical Ocean-Global Atmosphere Coupled-Ocean Atmosphere Response
Experiment (COARE 2.0). This theory describes relationships between non-dimen-
sionalized variables in surface boundary layer and is based on a large amount of the
empirical data.

As the basic structure the bulk paramterization of Liu-Katsaros-Businger (LKB)
(Liu et al., 1979) is used. This parameterization was modified to improve the accuracy
of mooring data from COARE 2.0 (Fairall et al., 1996). COARE 2.0 bulk flux algorithm
is also used for the data from the SPURS mooring presented in this thesis work.

The standard bulk expression for the scalar fluxes and stress components are:

Hs = ρacpaChS(Ts − θ),

Hl = ρaLeCeS(qs − q),
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τi = ρaCdS(usi − ui),

where Hs and Hl are the turbulent fluxes of sensible and latent heat, τi is wind stress;
Cd(z0), Ch(z0T ) and Ce(z0q) are the transfer coefficient fro stress, sensible heat and
latent heat, respectively; θ is the potential temperature, q is the water vapor mixing
ratio, and ui is one of the horizontal wind components relative to the fixed Earth; S is
the averaged value of the wind speed relative to the sea surface at some atmospheric
reference height zr; Ts is the sea surface interface temperature; usi is the surface
current; qs is the interfacial value of the water vapor mixing ratio.

The first modification is associated with the specification of the roughness/stress
relationship. The following formula is used for the roughness length:

z0 = α
u2
∗
g

+ 0.11 ν
u∗
,

where the first part presents the relationship between oceanic roughness and stress for
rough flow (Charnock, 1955) and the second part is this relationship for the smooth
flow. The modification consists in the addition of the first term to the widely used
second term from the LKB theory. u∗ is the related Monin-Obukhov similarity scaling
parameter of the horizontal wind, ν is the kinematic viscosity of air, α is the Charnock
constant (values between 0.01 and 0.035).

The second modification is related to the MOS profile functions that participate
in the transfer coefficients. These functions are modified to alter the dependence on
stability of the profiles of temperature, moisture, and momentum in highly unstable
conditions.

Another approach is based on the fact that in the standard bulk expressions for
the scalar fluxes and stress components the parameter S is the averaged value of the
instantaneous wind speed, and not magnitude of the mean wind vector. The horizon-
tal velocity fluctuation in the surface layer of the convective boundary layer do not
obey Monon-Obukhov similarity but scale with the convective velocity (Godfrey and
Beljaars, 1991). Following Fairall et al . (1996) S can be written as:

S2 = u2
x + u2

y + w2
g = u2 + w2

g ,

where ux and uy are the mean wind components, wg is proportional to the convective
scaling velocity

wg = βW∗,

where β is an empirical constant, of the order of 1.0 and

W 3
∗ = g

T

[
Hs(z0T , S)
ρacpa

+ 0.61T Hl(z0q, S)
ρaLe

]
zi,

with air temperature T , sensible heat Hs, latent heat Hl, specific heat of dry air cpa,
density of moist air ρa, latent heat of evaporation Le. The convective velocity presents
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the transport of air by the large coherent thermal structures from the surface layer
into the interior of the turbulent mixed layer (Stull, 1994).

The cool-skin and warm-layer corrections are applied. As explained in Fairall et al.
(1996) the sensible, latent and longwave radiations in the first several millimeters of
the surface lead to a "cool skin". It is noted that the difference in temperature between
the surface water and the water a millimeter below can be 0.2-0.5K. On the other
hand about half the solar radiation is absorbed in the first several meters of the ocean.
In the conditions of the light wind the surface temperature warmed by this solar
radiation can produce warm layer less than a meter deep. This requires corrections
in the bulk algorithm. The correction is based on integrals of the surface energy and
momentum budgets and requires additional data input of solar and IR radiative fluxes.

The last correction is associated with the effect of the precipitation on the sensible
heat flux (the rain is at the wet-bulb temperature) and modification of the latent
heat flux estimated according with Webb correction (Webb et al., 1980) that requires
the net dry mass flux be zero.

A.4 Altimetry product. What is SLA and MDT?
Mean dynamic topography (MDT) is the average over a selected period of the height

of the sea surface referenced to the geoid. The geoid is a gravity equipotential surface
that would correspond with the ocean surface if ocean was at rest (Dussurget et al.,
2015).

A sea-level anomaly (SLA) is the difference between the total sea-level and the av-
erage sea-level for this time of year.

Cross-calibration is the radiometric comparison of one sensor to another sensor
on different satellites. For cross-calibration, sensors have to calibrate to a common
target. Thus, cross-calibration of two sensors has to be performed on the same target
at the same time and avoiding possible change of target scene (changes in atmosphere,
for example) (Bosch and Savcenko, 2007).

A.5 Thermal wind
The geostrophic current changes with depth due to the Coriolis force but also due

to the difference in ocean density. Pressure gradient force (PGF) is directed from
the region of high pressure to low (or from the region of low density to high). Using
geostrophic momentum balances and hydrostatic balance, one can derive the relation
between vertical shear in geostrophic velocity and horizontal density derivatives that
called Thermal wind:

−f ∂v
∂z

= g

ρ0

∂ρ

∂x
, f

∂u

∂z
= g

ρ0

∂ρ

∂y
.

In the North Atlantic SSS–max region due to the strong density gradient the
geostrophic shear is expected in clockwise direction from the geostrophic current de-
rived from SSH. Figure A.4 shows this effect based on Mercator ocean currents. Blue
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Figure A.4: Effect of geostrophic shear in Mercator simulated ocean current averaged
over August 2012 – December 2014 period in SSS–max region: blue – geostrophic
current from Mercator SSH; green – Mercator ocean current at 50 m depth

vectors represent the geostrophic current derived from geostrophic balance equations
and SSH while green vectors are ocean current from Mercator at 50 m depth. The ve-
locity was averaged over the period August 2012 – December 2014 at each grid point.
Most of the time the green vectors turn to the right from the blue ones. In the South
of the region the gradient of density (through salinity) is positive in x and y directions
(as the SSS maximum core is centered in the region further north). Thus, the vertical
gradient of u is positive and negative for v (in agreement with results in section 5.1)
that explains this rotation to the right. In the center of the region almost there is not
a turn of vector as the salinity gradient is not very different in its x or y directions.

Using equations presented above and density ρ fromMercator analysis and averaged
over the ML we obtained the results presented on Fig. A.5. There are geostrophic
shears in winter (yellow curves) that were not included in AVISO 2014 geostrophic
current (red curves).
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a

b

Figure A.5: Zonal (a) and meridional (b) geostrophic velocity in SSS–max region
210−300N 500−260W: red – AVISO 2014; green – Mercator geostrophic velocity from
SSH; black – geostrophic shear in ML estimated by equations from A.5 based on the
density ρ from Mercator analysis
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Variability at large tomeso-scale in sea surface salinity (SSS) and sea surface temperature

(SST) is investigated in the subtropical North Atlantic Ocean during the Subtropical

Atlantic Surface Salinity Experiment Strasse/SPURS in August 2012—August 2013. The

products of the Soil Moisture and Ocean Salinity (SMOS) mission corrected from large

scale systematic errors are tested and used to retrieve meso-scale salinity features,

while OSTIA products, resolving meso-scale temperature features are used for SST.

The comparison of corrected SMOS SSS data with drifter’s in situ measurements from

SPURS experiment shows a reasonable agreement, especially during winter time with

RMS differences on the order of 0.15 pss (for 10 days, 75 km resolution SMOS product).

The analysis of SSS (SST) variability reveals that the meso-scale eddies contribute to a

substantial freshening (cooling) in the central high salinity region of the subtropical gyre,

albeit smaller than Ekman and atmospheric freshwater (heat) seasonal flux, which are

the leading terms in SSS (SST) budget. An error is estimated along with SSS and SST

budgets; as well as sensitivity to the different products in use and residuals are discussed.

The residuals in the SSS budget are large and can arise from errors in the advection

fields and freshwater flux, from neglected small scale or unresolved local processes (salt

fingering, vertical mixing, and small scale subduction, etc.). However, their magnitude is

similar to what is often parameterized as eddy horizontal diffusion to close large scale

budgets.

Keywords: salinity, temperature, budget, meso-scale, advection, SMOS, SPURS

INTRODUCTION

The water cycle is a predominant element of the Earth’s climate which has a specific impact on
human society among agriculture, energy and water supply. In the global water cycle, the ocean
plays a key role, with∼86% of global evaporation and 78% of global precipitation taking place over
the ocean (Schmitt, 1995). Despite growing observing capability, in particular from satellites, our
knowledge of precipitation (P) and evaporation (E) over the oceans is still rudimentary (Trenberth
et al., 2007; Skliris et al., 2014; Durack, 2015). It is due to coarse available in situmeasurements and
insufficient sampling or systematic errors in satellite retrievals.
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The climatological mean of sea surface salinity (SSS) is closely
related to the surface E-P flux (Schmitt, 1995; Durack, 2015).
Thus, as the ocean salinity is better observed than P or E,
its monitoring could also contribute to better understand the
pattern and variability of the E-P field. Large salinity trends or
multi-decadal variability have been observed in large parts of the
world ocean in the last 30–50 years (Durack and Wijffels, 2010;
Terray et al., 2012; Skliris et al., 2014). They provide sharper
information about a changing global water cycle than terrestrial
data (river flows, evaporation or precipitation) which show less
trends (Dai et al., 2009; Lagerloef et al., 2010).

The changes in salinity concentration originate from
precipitation, evaporation, runoff, ice freezing and melting, as
well as changes in ocean circulation and mixing (Talley, 2002).
Thus, the ocean dynamics needs to be accurately assessed to
link E-P field’s variability with change in SSS (Yu, 2011). At
meso-scale, recent work in the North Atlantic subtropical gyre
(Qu et al., 2011; Busecke et al., 2014; Gordon and Giulivi, 2014;
Farrar et al., 2015) shows a significant contribution of horizontal
advection in governing surface salinity, with roughly half of the
salinity variation being explained by ocean meso-scale dynamics.
In the South Pacific, the compensation of fresh water loss is
also made by vertical turbulent mixing and horizontal salinity
advection (Hasson et al., 2013; Kolodziejczyk and Gaillard,
2013). However, in these studies, the respective contribution
of meso-scale advection and vertical mixing is not very well
established because of uncertainties in the data sets and also
because of the crude horizontal resolution.

In this work we concentrate our investigation on near-
surface salinity and temperature budgets in the saltiest region
of the world open ocean, the sub-tropical gyre of the North
Atlantic Ocean (NSTG, Figure 1). In this region, evaporation is

FIGURE 1 | North Atlantic subtropical region, January 2013. Climatological monthly mean SSS from SMOS and Ekman velocity field using ERA-Interim. The

black box indicates SPURS region. The red box is the region that was chosen for estimation of salinity budget. Black cross is the mooring position at 24.5◦N 38◦W.

a dominant component of the salinity budget, as shown in the
E-P climatological map. The eastern subtropical North Atlantic
surface area is affected by dry continental air from North Africa.
To balance this water loss due to the excess of evaporation flux,
fresh water transport is contributed by eddies, mixing processes,
and Ekman transport (Gordon and Giulivi, 2014). The Ekman
transport from the tropics is large in this region and brings
fresh and warm surface water from the tropics, while further
north a weaker Ekman transport brings fresh and cold water. The
vertical entrainment of deeper water is expected to be a major
contributor to the salinity (Dong et al., 2015) and temperature
change in particular during the winter. At large-scale, the change
of SSS in salinity maximum region is small compared with
the amplitude of the sea surface forcing and “residual terms”
(subduction, vertical shear, vertical motions, internal waves and
all small-scale and fast dynamics, Dohan et al., 2015) that close
the budget. Furthermore, Dong et al. (2015) found that for the
SSS (or fresh water) budget the Ekman component dominates
the total horizontal advection in this North Atlantic region. On
the other hand, at the scale of turbulent advection, it is worth to
note that the Ekman transport does not play a significant role.
The turbulent advection is indeed mainly responsible for the
freshening and warming/cooling by eddies (Busecke et al., 2014).

To estimate a regional surface salinity budget during the
period August 2012–2013, surface salinity product derived from
the Soil Moisture and Ocean Salinity (SMOS) satellite mission,
a regional ocean current product produced by AVISO and in
situ data collected during the SPURS (Salinity Processes in the
Upper-ocean Regional Study) experiment are used. The SPURS
experiment took place in August 2012–April 2013 (Figure 1,
black box). Its goal was to better understand the mechanisms
responsible for salinity maximum formation in the subtropical
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North Atlantic (Oceanography special issue, 2015, Vol. 28, No.
1). The drifter data collected during SPURS and afterwards are
used to validate the SMOS derived SSS and the ocean current
products. The SST budget is estimated based on the OSTIA
(Operational Sea Surface Temperature and Sea Ice Analysis)
data. The SST budget is investigated to compare the meso-scale
contribution in this budget to the one in the SSS budget, and
better understand their effect on the SSS budget.

We will first describe the data sets and their accuracy
in Section Data Sets and Validation before discussing the
methodology in Section Method. Results and their discussion are
then presented in Sections Results and Discussion and Summary
respectively.

DATA SETS AND VALIDATION

We investigate the area of 21◦−30◦N 50◦−26◦W. In the next
section we will explain why we consider this region.

Spurs Drifters
The SPURS international experiment took place over one
seasonal cycle during 2012/2013 (Figure 1, black box). Around
150 drifters were deployed in the central NSTG mostly in
August–October 2012 and March–April 2013 (Centurioni et al.,
2015). SVP-S drifters (Lumpkin and Pazos, 2007; Reverdin et al.,
2007; Centurioni et al., 2015) have a battery pack, a satellite
transmitter, a conductivity sensor below the surface float as well
as a sea surface temperature (SST) sensor located either next to
the conductivity cell or at the base of the float to avoid direct
radiative heating. The drifters initially have a drogue centered at
15m to follow the currents at this depth.Most of the drifters had a
sensor to identify the presence of the drogue. In this work we use
data of drogued SVP-S drifters. The time step of the data records
is usually 30min.

Mooring Data
The surface mooring was deployed as part of the SPURS
project by the Upper Ocean Processes Group at WHOI
at ∼24.5◦N 38◦W (Figure 1, black cross). Data was collected
from September 2012 until September 2013 by the ASIMET
(Air-Sea Interaction Meteorology) system. The ASIMET
system provides measurements of specific humidity, SST and
conductivity, wind speed and direction, barometric pressure,
shortwave radiation, longwave radiation, and precipitation.
These variables are used to compute air-sea fluxes of heat,
moisture and momentum using bulk flux algorithm. The
accuracy of the mooring data is 8Wm−2 for the heat fluxes, 6 cm
yr−1 for the evaporation and 10% for precipitation (Colbo and
Weller, 2009; Farrar et al., 2015). We use these mooring data
to validate the gridded data sets of heat fluxes, evaporation and
precipitation.

SMOS
The SMOS satellite mission was launched in November 2009
on a sun-synchronous circular orbit with a local equator
crossing time at 6 a.m. on ascending node and at 6 p.m. on
descending node. The SMOS mission carries an L-band (1.4

GHz) interferometric radiometer that allows the reconstruction
of a bi-dimensional multi-angular image of the L-band brightness
temperatures (Tb) that is used to retrieve the SSS (Kerr et al.,
2010).

In the subtropical North Atlantic SMOS SSS suffers from
a seasonally varying systematic error (Hernandez et al., 2014),
especially strong during boreal winter (RMS close to 0.5,
Figure 2). Systematic errors in SMOS SSS originate mainly from
inaccuracies in instrument calibration, in image reconstruction
(in particular the one that depends of the distance to coast,
Kolodziejczyk et al., 2015a) and from anthropogenic RFI (Radio
Frequency Interferences).

In this work we use a new corrected and optimal interpolated
(OI) SMOS SSS products described in Kolodziejczyk et al.
(2015a,b, submitted), providing SSS to 75 km and 10 days
resolution. The new OI SMOS SSS are derived from ESA level
2 SSS v550, using the same flagging as Boutin et al. (2013). The
correction for systematic errors follows a two-step procedure:
(1) removal of systematic errors in the vicinity to coast; (2)
removal of seasonal systematic errors. First, data are corrected
for 4-year mean (07/2010–07/2014) near coastal discrepancies
with respect to the ISAS Argo climatology (Gaillard et al., 2009)
taking into account that systematic errors depend on the location
of the pixel across track and on the orbit orientation. Then,
ascending and descending orbit data are mapped separately with
an optimal interpolation scheme at large scale (500 km) with a
Gaussian shaped correlation function. The seasonal large scale
biases are then derived from the comparison with monthly ISAS
SSS products. The last step is a noise reduction and mapping of
bias corrected SMOS SSS every 7 days on the regular grid of 0.25◦

using optimal interpolation with a Gaussian correlation function
scaled to 75 km over a window of 10 days centered on the day
of mapping, using the corresponding monthly ISAS SSS fields as
first guess.

In order to improve the horizontal SSS gradient at meso-scale,
we also tested the introduction of a small constraint on along-
stream-line (from AVISO SSH) orientation of the structures
by including it in Gaussian correlation function (Kolodziejczyk
et al., 2015a). This method allows to recover spatial scales slightly
smaller than 75 km (OI SMOS SSH).

The SMOS OI (Figure 2, red curve) shows significant
improvement with respect to earlier products (Figure 2, black
curve, original SMOS product). The RMS difference between
SMOS SSS at 10 days 75 km resolution and in situ data
(TSGs, drifters) is lower than 0.15 almost for the whole
period. The introduction of the supplementary correction (OI
SMOS SSH) marginally, not significantly, improves the results
(Figure 2, green curve). In this work we retained this last
version of the weekly SMOS products with the spatial resolution
of 0.25◦.

As expected from the error statistics, the mapped (OI SSH)
SMOS SSS field with the drifters’ trajectories and data overlaid for
the week 8–14 January 2013 (Figure 3) suggests that remaining
systematic errors are small, and that the product captured a
good part of meso-scale variability. Further discussions of the
characteristics of the mapped product will be provided in another
paper.
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FIGURE 2 | RMS differences at drifter positions (in pss) over the SPURS domain between drifters SSS and 10-day CEC-CATDS SMOS SSS product

(black), SMOS-OI with (green) SSH or without (red) constraint.

FIGURE 3 | SMOS SSS vs. SPURS drifters and AVISO geostrophic velocity field, 8–14 January 2013.

From Figure 2 we just note that the error budget seems
to remain relatively stationary in time. The small RMS
error during August 2012 (Figure 2) results from a too
small number of data for this period. There is a small
peak of larger RMS difference in the week between January
and February 2013 which could be due to a rain/wind

front across this area inducing larger spatial variability
and/or errors. Indeed, the rain front could have generated
rapid and small scale wind changes not well captured in
ECMWF (European Centre for Medium-Range Weather
Forecasts) wind forecasts that are used in the SSS retrieval
scheme.
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Sea Surface Temperature OSTIA
To estimate the SST we use daily OSTIA SST analysis with
horizontal resolution 0.05◦ (Reynolds and Chelton, 2010; Donlon
et al., 2012). The SST product from OSTIA has zero mean
bias and an accuracy of ∼ 0.57K compared to the in situ
measurements as noted in Donlon et al. (2012).

AVISO Altimetry
A regional AVISO 2014 altimetric product (daily product with
1/8◦ spatial resolution) was chosen as the geostrophic velocity
field (Dussurget et al., 2015, D15 product). Compared to the
standard Ssalto-Duacs product, it uses less along-track filtering,
which is optimized in this region and for the different satellites.
It uses also an updated Mean Dynamic Topography (MDT).
This product was validated with the drifter data. The ocean
currents from this product fit reasonably well the drifter
trajectories (example in Figure 3) and seem to be associated with
deformations of the large scale SSS fields. Salinity gradients tend
to align along the streamlines. For example, in the north of the
area, there is a small advection of fresh water in salty region at
27◦N46◦Wthat is explained by geostrophic AVISO currents. The
eddies inside the high SSS area usually correspond to local SSS
maxima or minima: 22◦N 34◦W, 23◦N 30◦W, or 26.5◦N 44◦W.

Argo Floats
We estimate MLD on individual Argo temperature-salinity
profiles (Gould et al., 2004). The MLD is estimated, when a
threshold value for either temperature or salinity is attained
compared with a near-surface value at 10m depth: ∆T = 0.10C,
∆S = 0.03pss. We group these estimates monthly to provide a

monthly mixed layer depth distribution (in the standard case, it is
the average of the distribution that is retained). We use data from
Coriolis web site with the flag “good data.” Because of insufficient
data distribution, we only use them as providing a large scale
average. The comparison (Figure 4) with the monthly gridded
ISAS (In Situ Analysis System) fields (spatial resolution 0.5◦), an
optimal estimation tool designed for the synthesis of the Argo
global data sets (Gaillard et al., 2009), at the Argo profile positions
(blue curve) and averaged over the domain (green curve) shows
a shallower MLD than the Argo data (red curve) throughout the
year, with the maximum difference of ∼25m in December. The
interpolation of Argo data can smooth the local MLD deepening,
especially in December when there are more local rain events in
this region. The consideration of the MLD in different latitude
bands (Figure 4, red dashed curves) shows a horizontal gradient
(from shallower MLD in the South to deeper in the North) and
different restratification time (March in southern regions and
March-April in northern regions; Kolodziejczyk et al., 2015c).

Atmospheric Fluxes
Freshwater Flux

Daily Era-Interim reanalysis from ECMWF (spatial resolution
0.25◦ × 0.25◦), widely used daily OAFlux product (1◦ × 1◦) from
Woods Hole Oceanographic Institution (WHOI) for evaporation
field and daily Era-Interim reanalysis, TRMM TMI (3B42)
(0.25◦ × 0.25◦) and GPCP (1◦ × 1◦) satellites for precipitation
field were tested. GPCP is strongly based on satellite retrievals,
such as TRMM TMI, and surface rain gauges (Adler et al., 2012).

The comparison of evaporation field from Era-Interim
(Figure 5A), black curve) with ones from OAFlux (Figure 5A),

FIGURE 4 | MLD from Argo (red) and ISAS interpolated product (blue and green) for period August 2012—August 2013. MLD from Argo profiles for

different latitude bands (red dashed lines).
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FIGURE 5 | (A) —Evaporation (ERA-Interim—black curve, OAFlux—blue) and precipitation (GPCP—red, TRMM—orange, ERA-Interim—green) data averaged over

the month and over the domain (solid lines) and evaporation filtered with cut-off period 30 days at mooring position 24.5◦N 38◦W (dashed lines, mooring data—gray

curve); (B) —precipitation data at mooring position.

blue curve) indicates small differences between ∼0 and
0.5mm/day. The comparison with the mooring data at 24.5◦N
38◦W (see 2.2, Figure 5A), low-passed filtered data with 30 days
cut-off) shows that ERA-Interim product sometimes (October,
November, June) overestimates evaporation (max∼0.5mm/day)
but usually in the confidence interval from the mooring
data (0.16mm/day) with a high correlation, while OAFlux
product underestimates a little (max ∼0.7mm/day and it is
out of the mooring confidence interval in spring and summer)
evaporation during almost the whole period. This is in line with
the expectation that OAFlux might slightly underestimate the
evaporation (from ERA-Interim and buoys) in the subtropical
gyre of the North Atlantic (Yu et al., 2008).

On the other hand, Era-Interim reanalysis produces larger
precipitation events over the North Atlantic compared with
the satellite data (Figure 5A), green curve). TRMM satellite
precipitation (Figure 5A), orange curve) is stronger than one
from GPCP (Figure 5A), red curve) (Huffman et al., 2001).
The comparison with the mooring data does not show a good
agreement between the different products, even after monthly
averaging (Figure 5B). ERA-Interim shows much higher total
precipitation (2.58mm/day) compared with mooring data
(1.86mm/day ± 10%), TRMM overestimates high precipitation
events (total precipitation 2.76mm/day). GPCP does not
correlate well with the mooring time series, but presents a very
close total precipitation average (1.69mm/day). We retain GPCP
in this work.

Heat Fluxes

The latent heat, sensible heat, net downward short and long
wave radiations from ERA-Interim with the resolution 0.25◦ ×
0.25◦ are used to estimate the surface heat flux. ERA-Interim
net surface heat flux presents a satisfactory agreement with
the one from mooring data at 24.5◦N 38◦W (Figure 6). The
average over the year for the incoming short wave radiation is

220.3Wm−2 with mooring data and the net downward short
wave radiation is 252.06Wm−2 with ERA-Interim, for the long
wave radiation it is respectively−58.84W/m2 and−58.9Wm−2,
for the sensible heat flux it is respectively −6.37Wm−2 and -
13.19Wm−2, and for the latent heat flux it is −124.08Wm−2

and −144.37 Wm−2 respectively, so that the net heat flux
across the sea surface of the two products differ by less than
6 Wm−2.

METHOD

We consider the ML salinity (MLS) budget that can be written as
(based on the conservation equation of any tracer with additional
scale separation) (Delcroix and Hénin, 1991):

∂ 〈S〉

∂t
= −

〈

u′∇S′
〉

−
〈

ū∇S̄
〉

−
(S10m − S−entr)

h

(

∂h

∂t
+

〈

w−h

〉

)

+

〈

(E− P)S

h

〉

+ R, (1)

where <S> denotes SSS averaged over the domain for each
time step (month), S̄ is the mean salinity over a 90 days period
for each grid point, u = ū + u′, h is MLD averaged over
domain, w−h is the Ekman vertical velocity calculated with the
Era-Interim wind, u is the horizontal velocity vector, the sum of
geostrophic AVISO velocity field and Ekman velocity that was
calculated as Eτ

ρfh
, (E-P) is the difference between evaporation

and precipitation. In term of entrainment S10m is the salinity at
10m depth (that is considered as the salinity of MLD), S−entr

is the salinity of the entrained water and is estimated as the

salinity at the depth
(

∂h
∂t + w−h

)

× ∆T, (with ∆T = 1month ≈

2592000 s) that scales the layer of entrained water during the
month considered (a month is the elementary time step in the
mixed layer depth analysis). The left side of the equation presents
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FIGURE 6 | Surface heat flux for the period September 2012–August 2013; solid curves—ERA-Interim reanalysis, dashed curves—mooring data at

24.5◦N 38◦W, red—net short wave radiation, green—net long wave radiation, blue—latent heat, orange—sensible heat.

the MLS tendency. The first term of the right side of the equation
is turbulent horizontal advection estimated at each grid point and
then monthly averaged over domain; the second one is mean
horizontal advection estimated as the previous term. The third
term presents the entrainment component (here we used Argo
profile salinity, and neglect horizontal gradients when estimating
this term as the MLD was chosen the same over whole domain
for the considered month). The fourth term is the surface forcing
that was estimated in the same manner as advection terms. The
last one R is residual term that includes the sum of all unresolved
physical processes and the accumulated errors from the other
terms.

Similarly, theML temperature (MLT) budget can be written as
Moisan and Niiler (1998):

∂ 〈T〉

∂t
= −

〈

u′∇T′
〉

−
〈

ū∇T̄
〉

−
(T10m − T−entr)

h

(

∂h

∂t
+

〈

w−h

〉

)

+

〈

(Q)

ρCph

〉

+ R, (2)

where <T> is SST averaged over the domain for each time
step (month), Q is the surface heat flux, C−p is the specific heat
capacity, ρ is density, all other terms are the same as for salinity
budget. The surface heat flux can be calculated as Q = Ql +Qs +
Qlw + (1− α)Qsw[1− I(h)] (Morel and Antoine, 1994; Sweeney
et al., 2005), where Ql is latent heat, Qs is sensible heat, Qlw is net
long wave radiation, Qsw is net short wave radiation, α = 0.04 is
the ocean surface albedo, I(h) = Re−h/D1 + (1− R) e−h/D2 is the
penetrative solar irradiance with the fraction of total solar flux

for wavelengths longer than 700 nm R = 0.58, it is assumed to
penetrate the ocean with a decreasing exponential profile, with
an e-folding depth scale D1 = 0.35m; D2 = 23m is the second
extinction length scale associated with the shorter wavelength
(Madec and the NEMO team, 2014).

All data sets were interpolated to the OI SMOS grid with the
spatial resolution 0.25× 0.25◦. The error bars for each term were
estimated by propagating the errors on the data (Appendix B in
Supplementary Material).

We chose the region within the latitudes/longitudes range
21◦−30◦N/50◦−26◦Win subtropical Atlantic salinitymaximum.
It encompasses the region of largest SSS and strong SSS
horizontal gradients just out of the domain (Figure 7A). In
particular in the south one expects the strong SSS gradient due to
a very large contribution from Ekman currents. Moreover, there
is a large eddy variability in the North and in the West where

the annual mean of SSS variability ∂〈S〉
∂t reaches more than 0.6

pss/yr which is two times higher than in the center of the box
(Figure 7; on the southern and eastern boundaries we are limited
by the availability of the regional AVISO data). On Figure 7B

(the annual mean of the turbulent salinity advection) the strong
effect of eddy variability is further north, south and west (out
of the domain), where it shows higher maximum absolute value
larger than 0.6 pss/yr almost everywhere for these regions. On
Figure 7C (the annual mean of the mean salinity advection) one
notes the strong effect of Ekman currents further north and
south up to 0.75 pss/yr. Furthermore, the spatial concentration
of drifters and Argo data is larger in the center of the region and
used to check the realism of the analysis.
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FIGURE 7 | Terms of the Equation (1) averaged over the year August 2012—August 2013; (A) —time salinity change, (B) —turbulent advection term,

(C) —mean advection term.
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FIGURE 8 | Annual salinity (A) and E-P (B) mean with the selected region for SSS budget estimation (red box) over the August 2012—August 2013.

RESULTS

Salinity Budget
As mentioned before, SSS maximum is located a few degrees
to the north of the E-P maxima (Figure 8) which shows the
importance of the ocean dynamics in this region (Qu et al., 2011),
indicating in particular a contribution of Ekman advection, and
suggesting a large scale balance between sea surface forcing,
advection and mixing processes. In winter 2012–2013 (especially
in December) a rain band was found in the middle of the region
which resulted in two local maxima on Figure 8B.

The terms in Equation (1) were estimated and averaged
over the whole domain (Figure 9A). As expected, there is a
strong response of the surface ocean to the evaporation flux
(blue curve) on the salinity change term (green curve). The
error bar is large during autumn and early winter months.
This is due to local precipitation events and fast temperature
changes, as consequences the evaporation changes that are not
well reproduced.

The entrainment term contributes only during autumn and
winter months when MLD is deepening (Figures 9A,B), orange
curve). During the winter months entrainment plays a smaller
role as the deepening of the ML is weaker and the MLS is closer
to the salinity that is found deeper (S−entr). In November when
there is a small increase in the surface forcing term (evaporation
increases) salinity continues to lower due to entrainment.
In December, a month with larger amount of precipitation
and small entrainment, the salinity changes are predominantly
governed by surface freshwater flux (Figure 9A). Due to the
difficulty in estimating the error on entrainment, only the error
bars (standard error) on MLD is shown (Figure 9B).

For the whole domain the spatially averaged advection is
negative throughout the year with a relatively small amplitude
(Figures 9A,C). The turbulent and mean advections are both
negative with the stronger magnitude for the mean component.
It shows a moderate seasonal cycle associated with a maximum
freshening during summer.

The sum of all estimated equation’s component in the right
side of the Equation (1) (here and after does not include R)

(Figure 9A), black curve is very close to the surface forcing

term and its difference with ∂〈S〉
∂t gives a large residual term R

(Figure 9A), black dashed curve.
To better understand the effect of advection we separate the

region into two boxes: 21◦−25.5◦N 50◦−26◦W and 25.5◦−30◦N
50◦−26◦W. The dividing latitude was chosen based on the
seasonal means and seasonal variability maps of the equation’s
terms (Figure 10). During the winter, the SSS variability term
(Figure 10A) is characterized by salinity decreases north of
25.5◦N, while a region with variable salinity changes (salinity
can increase as well as decrease) is found in the South. For
the SSS variability in the summer season (Figure 10B) the
latitude 25.5◦N separates a region of dominant increase in the
North from a dominant decrease in the South. It means that
during the summer the strong increase of SSS takes place in
the northern region, while during the winter there is the largest
decrease. Autumn and spring (not presented) show similar
patterns for these two regions. The advection variability maps
(Figures 10C,D) show two different structures in the southern
part. During autumn (Figure 10C) some freshwater originating
from the Amazon basin enters this region and is mixed through
the domain, inducing a strong variation of turbulent advection in
the south-western part (the std is up to 10 pss/yr in this region).
During spring (Figure 10D) mean advection plays a significant
role in the salinity change with significant spatial variability both
in the northern as well as in the southern parts. Surface water flux
(Figures 10E–G) shows strong spatial variability in both regions
during the autumn (Figure 10E) and in the South during the
spring (Figure 10F) when evaporation largely dominates there.
The mean surface forcing (Figure 10G) also exhibits different
regime on either side of 25.5◦N that isolate the southern region,
the region of maximum E-P field. Thus, 25.5◦N separates two
regimes in the SSS budget variability in agreement with Dong
et al. (2015).

In the southern part, both the turbulent advection and mean
advection (Figure 11A) play a significant role during the autumn
and brings fresh water through eddy transport. On the other
hand, during spring and summer it is rather the mean advection
that brings freshwater from the tropical regions. In the northern
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FIGURE 9 | (A) —components of salinity budget, residual (black dashed curve) and the sum of all estimated components of the right side of the Equation (1) (black

curved); (B) —entrainment (orange curve) and Argo MLD (red); (C) —salinity change (green) and advection components (red).
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FIGURE 10 | Sea surface salinity change in winter (A) and summer (B). Turbulent advection standard deviation in autumn (C) and mean advection standard

deviation in spring (D). Surface forcing standard deviation in autumn (E) and spring (F) and surface forcing mean in summer (G).
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FIGURE 11 | Salinity change (green) and advection components (red) (A,B) and components of salinity budget, residuals (black dashed curves) and

sums of right side’s estimated equation components (C,D), Equation (1). (A,C) −21◦−25◦N, (B,D) −25◦−30◦N.

part (Figure 11B), advection does not show significant variability
throughout the year except during summer whenmean advection
brings the salty water from the south and contributes to
the salinity increase. In general, the domain-averaged salinity
presents large month-to-month changes throughout the year
(intraseasonal variability) in the southern part (Figure 11C) and
seasonal cycle in salinity in the northern part (it decreases in
winter and increases in summer). In the southern part, SSS
decreases until October due to the small surface forcing, the
effect of the advection and the entrainment terms. Afterwards
there is a salinity increase in November. At this time the surface
flux continues to decrease and the advection terms diminish in
absolute value and reduces its freshening effect on the salinity.
At that time even strong entrainment cannot significantly refresh
the surface water. In December the salinity again decreases while
freshwater flux increases, the entrainment starts to be smaller and
there is only a small decrease in advection term that cannotmatch
this strong change in salinity. Thus, in this month other processes
contributing to the much larger residual term probably increase.

During the summer months, the salinity change is controlled
by advection associated with transport of fresher water from the
tropics that partially counterbalances the gain from evaporation.
In the northern domain (Figure 11D) during winter the salinity
change is strongly influenced by entrainment of deeper water and
horizontal advection that contribute to a decrease of SSS. One of

the two local minima of the residual component is found at this
time.

In summer, the salinity increase strongly depends on
advection which brings salty water from the E-P maxima region,
and freshwater flux which concomitantly increases. The residual
terms are large and in the range from 0 to −1.5 pss/yr in
particular for the southern region.

Heat Budget
The estimation of the temperature budget based on Equation (2)
in the subtropical gyre of the North Atlantic (Figure 12) indicates
a near-balance between the terms retained, i.e., the error bar
range of the two sides of the equation overlap [black solid (the
sum of all elements in the right part of the Equation (2)] and
green (temperature change) curves). The different components of
the temperature budget have the same pattern irrespective of the
domain [total region (Figure 12A), southern (B) and northern
(C) parts]. SST (green curve) decreases in late autumn and
winter and increases in spring and summer. The term of surface
heat flux (blue curve) shows comparable variability in the two
regions being largely responsible for the temperature change. The
entrainment term (orange curve) is large during late autumn and
winter and contributes to lower SST. Only the terms of horizontal
advection are different for the southern (Figure 12B) and the
northern (Figure 12C) parts. In the southern part, advection
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FIGURE 12 | Components of temperature budget for the period August 2012–2013, residual (black dashed curves) and the sum of all estimated

components of the right side of the Equation (2). (A) —total considered region; (B) —southern part 21◦–25◦N; (C) —northern part 25◦−30◦N.
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is negative throughout most of the year, bringing colder water
mostly from the North, whereas it is positive during spring and
late summer, the period of large warming. In the northern part
the sign of advection is the same, except for November and
December with a positive advection term. It implies that during
these 2 months the horizontal gradient of SST was small over
the region. After this period the colder water comes from the
North and the East, resulting in negative advection terms. As
commented the net residual terms are relatively small with an
annual negative average.

DISCUSSION AND SUMMARY

We examined the salinity and temperature budgets in the
subtropical gyre of the North Atlantic 21◦-30◦N/50◦-26◦W
during the period August 2012–2013 based on the OSTIA data
for SST and CATDS CEC LOCEAN SMOS corrected data (OI
SMOS and OI SMOS SSH) for the SSS. The OI SMOS SSS gives
promising results, as a comparison with drifter data shows RMS
differences on the order of 0.15 even in winter; the introduction
of a constraint coming from SSHmarginally improves the results.
The spatially-averaged SSS presents a realistic seasonal cycle with
the minimum in winter and maximum in summer (Figure 9A),
as is also found for SST (Figure 12). This region contains an
Ekman convergence zone around 25.5◦N which results in two
different regimes within the box. The division of the region into
two parts shows that in the southern part of the domain SSS does
not present a seasonal cycle. In this region the freshwater flux is
partially balanced by other terms of the salinity budget while in
the northern region the effect of the freshwater flux is dominant.
The SST budget presents a similar variability in the southern and
northern parts. The gradient of SST changes sign on the diagonal
(from South-West to North-East) of the box compared with the
meridional gradient of the SSS. The effect of warm water from
the equator is first felt in the southern part during early spring
with an earlier and faster increase of SST than in the northern
domain.

The freshwater flux is the dominant component in the salinity
budget (0.88 ± 0.3 pss/yr, averaged over the period September
2012 – July 2013 and over 21◦−30◦N/50◦−26◦W region) while
the heat flux (2.9± 1.34 C◦/year; for the 13month period it is 4.12
± 1.43 C◦/year) is the dominant component in the temperature
budget. Both of them have a seasonal cycle with a minimum in
winter and maximum in summer. The heat flux is responsible
for the variability in SST throughout the year. SSS and SST do
not show a strong tendency 0.014 ± 0.2 pss/yr and 1.5 C◦/yr
over these 11 months, similar to the results averaged over the 10-
years (2004–2013) period and over the SPURS-1 region in Dong
et al. (2015) (for salinity). Dong et al. (2015) have found a 1-
month lag between the salinity change and the seasonal cycles
of surface forcing term, which might be the result of a slightly
different region retained in their analysis [notice that Dong et al.
(2015) domain is 5◦ further south than the region in Figure 1

(red box)].
The advection term depends on the scale, region and time

period. Farrar et al. (2015) shows the strong influence of
advection at the meso-scale, whereas in Dohan et al. (2015)

the large-scale advection term is small compared with the
amplitude of the sea surface forcing and is referred to as “residual
term.” Dong et al. (2015) have shown that the Ekman and
geostrophic advection mean state component nearly compensate
each other in the region 20◦−30◦N 45◦−30◦W. In the region
that we retained we find that the advection term (Figure 9A,
red curve) does not present a large seasonal variability and
contributes to a negative (freshening) effect on the total budget
(−0.16 ± 0.02 pss/yr in our work to be compared with Dong
et al. (2015) −0.28 ± 0.01 pss/yr for the period 2004–2013 and
over the larger region). Themean part of the advection term plays
a dominant role in the salinity budget in the subtropical gyre of
the North Atlantic (the mean part equals −0.11 ± 0.02 pss/yr
whereas the turbulent part equals−0.04±0.02 pss/yr). In the two
sub-regions the role of the advection terms starts to be clearer:
(1) the effect of the turbulent advection component is important
in the southern part during the autumn when it contributes to
a freshening; (2) in spring and summer Ekman advection brings
fresher water from the equatorial zone to the southern part of
the domain, whereas its salty water from the E-P maximum
region is transferred further North where it contributes to the
salinity increase; thus it explains the strong contribution of mean
component in the southern region, −0.18 ± 0.04 pss/year and
−0.06 ± 0.04 pss/year for the turbulent component. In the
temperature budget the value of the averaged advection term
over the period and domain plays a small negative (cooling) role
(−0.04 ± 0.02 C◦/yr) as the values of the mean and turbulent
advections are −0.16 ± 0.02 C◦/yr and 0.12 ± 0.02 C◦/yr,
respectively. This suggests that the turbulent advection has a
strong positive effect (warming) than mean advection but the
turbulent component is still small compared with the other
terms while the mean term varies throughout the year which
“compensate” when averaged over the year (not shown).

The entrainment component plays a role during autumn and
winter when mixed layer deepens. In the salinity budget this
term has a modest effect (−0.15 pss/yr) while in the temperature
budget it is the major component that compensates the effect of
the heat flux (−3.58 C◦/yr).

Despite the physical consistency of the results, the salinity
budget cannot be closed. The surface forcing term has a strong
influence on the salinity and temperature budgets. Errors on this
term induce errors in the salinity budget estimation as suggested
by the fact that the residual terms (Figures 9A, 11C,D, 12) tend
to mirror the freshwater flux terms. Furthermore, the error
bar on freshwater flux (resulting from time-space variability)
exceeds 0.6 pss/yr in autumn and spring/summer seasons, the
periods where the residual term is large. In the autumn, there is
also the possibility that the precipitation might not be correctly
estimated, whereas in the summer months, the comparison
with the mooring data suggested a possible overestimation
of evaporation in the ERA-Interim reanalysis used
here.

The error bars on advection terms are small but in some
region the AVISO product underestimates the geostrophic
velocity (comparison with surface drogued drifters, unpublished
results). This later effect could change our results a little but
probably not significantly as the results for the temperature
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TABLE 1 | Annual averaged means of the components in Equations (1) and (2).

Salinity change
∂〈S〉
∂t

Turb. adv. of salinity
〈

u′∇S′
〉

Mean adv. of salinity
〈

ū∇S̄
〉

Entrainment
(S10m−S−entr )

h

(

∂h
∂t +

〈

w−h
〉

)

Surface forcing
〈

(E−P)S
h

〉

Residual R

−0.014± 0.2 pss/yr −0.04± 0.2 pss/yr −0.11± 0.2 pss/yr −0.15 pss/yr 0.88 ± 0.3 pss/yr −0.36± 0.3 pss/yr

Temperature change
∂〈T〉
∂t

Turb. adv. of

temperature
〈

u′∇T ′
〉

Mean adv. of

temperature
〈

ū∇T̄
〉

Entrainment
(T10m−T−entr )

h

(

∂h
∂t +

〈

w−h
〉

)

Surface forcing
〈

(Q)
ρCph

〉

Residual R

1.5 ± 0.25 C◦/yr 0.12 ± 0.04 C◦/yr −0.16± 0.04 C◦/yr −3.58 C◦/yr 2.9 ± 1.34 C◦/yr −0.77± 1.5 C◦/yr

budget (Figure 12) with the same data sets show a much closer
budget. There is however also for that term the possibility
that the SMOS-product that we used presents too large errors
or smooths out some of the scales responsible for the meso-
scale advection (but see Appendix A in Supplementary Material,
which suggests that at least at 0-order it produces a reasonable
estimate).

The errors are also sensitive to the MLD chosen. In order to
estimate entrainment we use theMLD averaged over the domain.
This approach excludes the consideration of the horizontal
gradient, and salinity change by induction which may be not
negligible in the area (see for example Dohan et al., 2015; Dong
et al., 2015). This contributes to uncertainties in our results, and
obviously misses more local and smaller scale processes. At this
point the data used do not allow to evaluate the effect of a spatial
change in MLD at meso-scale. But the fact that this method gives
good results for SST budget means that the SSS is more sensitive
to the vertical processes such as restratification, mixing and etc.

Altogether we find large residuals from the salinity
budget∼ −0.3 pss/yr (or 47% of the average modulus of
∂〈S〉
∂t which varies in the range ±0.63 pss/yr), whereas they
are much smaller for the temperature budget, also with a
negative average, −0.77 C◦/yr (∼4% of the average magnitude

of ∂〈T〉
∂t which varies in the range ±18 C◦/yr) (see Table 1).

It is probably due to the strongest effect of the heat flux
on the temperature change that simplifies the estimation of
temperature budget, while the salinity variability strongly
depends on the ocean dynamics (Figure 8). The advection
is the most important component for the salinity budget in
this region and can be the main source of errors due to the
uncertainties in salinity field and underestimation of velocity
field that was discussed above. Moreover it is thus difficult to
blame a choice of a too shallow mixed layer in the summer
months, as it would contribute to a negative residual in the
SSS budget, but also in the SST budget. Small scale processes
such as are found near filaments or fronts, could be a source
of asymmetry between the SST and SSS budgets. Indeed, in
the southern part of the domain, Kolodziejczyk et al. (2015c)
showed that SSS spatial variability dominates the surface density
gradients. This was also witnessed in summer during the Strasse
cruise (Reverdin et al., 2015), and in early spring during the
Midas cruise (Busecke et al., 2014). Dynamical processes that
induce mixed layer restratification would thus contribute to
an average SSS decrease, but with little notable effect on SST
(Shcherbina et al., 2015). In addition, vertical mixing with

salt fingering at the lower boundary of the mixed layer would
also contribute to a larger SSS negative term compared with
SST, but this would happen preferentially when there is a large
salinity vertical stratification compared to temperature, and
thus probably not in the summer months. In some studies
the mismatch (residual) is parameterized by eddy horizontal
diffusion terms, as in Dong et al. (2015) when such a term
contributes to the MLS changes with the averaged magnitude
of −0.28 ± 0.01 pss/yr thus comparable with our residual term
(−0.3 pss/yr).

Using other data sets (for precipitation, evaporation, MLD,
etc.) to estimate the salinity budget could help better understand
the mechanism of formation of the salinity maximum of the
subtropical North Atlantic and its seasonal variability. Further
testing other ways to estimate entrainment or a relevant mixed
layer depth would also improve the reliability of these results.
In further work we will also estimate the SSS and SST budget
based on Mercator PSY2V4R4 simulation data to improve the
entrainment estimation method, to validate the model data on
the meso-scale and to estimate subscale horizontal diffusion and
impact of vertical processes.
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