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Abstract

This thesis describes the W boson mass measurement with the ATLAS detector based on the

2011 data-set recorded by ATLAS at a centre-of-mass energy of
√
s = 7 TeV, and corresponding to

4.6 fb−1 of integrated luminosity. Measurements are performed through template fits to transverse

momentum distributions of charged leptons as well as to transverse mass distributions of the

W boson in electron and muon decay modes in various kinematic categories. All the individual

measurements are found to be consistent and their combination leads to a value of

mW = 80371.1± 18.6 MeV,

The measured value of the Wboson mass is compatible to the current world average of mW =

80385 ± 15 MeV. The uncertainty is competitive to the current most precise measurements per-

formed by the CDF and D0 collaborations.

Keywords : LHC, ATLAS, W boson mass, Standard Model.

Résumé

Motivation. Après la découverte des bosons W et Z au collisionneur SPS du CERN, les

particules massives qui sont responsables de la force faible, les efforts ont été orientés vers la

détermination précise de leurs propriétés. Les masses des bosons W et Z sont des paramètres clés

du modèle standard de la physique des particules. Le modèle standard possède 25 paramètres

libres pour décrire les masses des quarks, des leptons et des neutrinos, du boson de Higgs, ainsi

que les paramètres de la matrice de mélange des quarks et les couplages entre particules. Certains

d’entre eux sont mesurés directement, parfois avec grande précision; les autres sont contraints par

la mesure de grandeurs physiques reliées par la théorie. De telle manière, grâce aux corrections

radiatives, la valeur de MW est reliée aux masses du Z, du boson de Higgs et du quark top qui

sont les particules les plus massives du modèle standard. La masse du Z a été mesurée avec une

grand précision au LEP et apporte une contrainte fondamentale au modèle standard. Avant la

découverte du boson de Higgs, la sensibilité intrinséque de MW a MH et mt permettait d’imposer

des contraintes sur la valeur de la masse du Higgs. Maintenant, le boson de Higgs est découvert

et donc la masse du W peut être prédite. Autrement dit, la mesure des masses MW , MH et mt

peut être utilisée pour valider la cohérence du modèle standard. Si les valeurs predite et mesurée

de MW sont en accord, il est possible de placer des limites sur l’existence de nouvelles particules

qui se couplent au boson W.

La première mesure de la masse du boson W été effectuée lors de la découverte grâce au

collisionneur proton-antiproton au CERN, avec une valeur de WW = 81 ± 5 GeV. Plus tard, sa

valeur a été mesurée avec une erreur relative mieux que 1% par les plusieurs expériences dans

le collisionneur electron-positron LEP au CERN et dans le collisionneur proton-antiproton au

Tevatron de Fermilab. Les mesures effectuéess avec les expériences des collisionneurs LEP et

Tevatron ont permis de diminuer la précision considérablement. Maintenant, la valeur combinée

est MW = 80370 ± 15 MeV qui correspond à une précision relative de 0.02%. La valeur la plus

precise est obtenue avec le detecteur CDF a Fermilab. D’un autre côté, la valeur MW est prédite

avec une précision de l’ordre de 0.01%, ce qui dicte la précision souhaitée pour les mesures directes

pour pouvoir tester le modéle standard.

Cette thèse présente les resultats de la première mesure de MW avec le détecteur ATLAS au

collisionneur proton-proton du CERN, le LHC, exploitant 4.7 fb−1 de données collectées en 2011

à
√
s = 7 TeV. Au LHC, les bosons W sont produits principalement par la réaction d’annihilation

d’un quark et d’un antiquark. Contrairement à la production des W en collisions proton-antiproton

au Tevatron, où un antiquark de valence participe, au LHC seulement les antiquarks de la mer,

issus de la séparation de gluons, peuvent produire des W. La connaissance des fonctions de struc-

ture du proton (PDFs) pour les quarks de la mer, et particulièrement des quarks de la seconde



ii

génération, est donc d’une importance particuliere. Pour atteindre une precision de mesure simi-

laire au TeVatron, il est necessaire de contraindre les incertitudes correspondantes en utilisant les

données du LHC.

Une autre difficulté sur la mesure de mW est liée au grand nombre d’interactions inélastiques

simultanees ayant lieu a chaque croisement de faisceaux au LHC. Ces interactions additionnelles

compliquent considérablement la reconstruction des particules dans le detecteur, et seules les

désintégrations leptoniques du W peuvent être reconstruites avec une efficacité suffisante et un

bruit de fond réduit. Les produits de désintégration leptoniques utilisés pour la presente mesure

sont un électron ou un muon accompagné d’un neutrino. En fait, le neutrino échappe à la détection,

mais sa présence est signalee par un déséquilibre d’impulsion dans le plan transverse aux faisceaux.

Son impulsion transverse, pνT , peut alors être mesurée indirectement à partir du lepton et du

système hadronique qui recule face au W.

Méthodologie. Trois variables cinématiques sont sensibles à MW : l’impulsion transverse du

lepton chargé, p`T , l’impulsion transverse du neutrino, pνT , et la masse transverse construite comme

mW
T =

√
2p`T p

ν
T (1− cos∆φ). Les distributions d’impulsions transverse du lepton et du neutrino

sont maximales à la valeur de MW /2, tandis que la distribution de la masse transverse est maximale

à MW . La distribution en impulsion transverse du W elargit ces distributions. La valeur de MW

peut être extraite de ces distributions dand les données, par la méthode des ‘templates‘. Dans

cette méthode, des échantillons sont simulés en supposant des valeurs différentes de MW . Les

distributions sensibles à MW sont comparées aux données, et l’échantillon en meilleur accord avec

les données donne la valeur mesuree de MW .

Cette methode est sensible a diverses sources d’incertitude. Des exemples typiques sont l’efficacité

de reconstructions des leptons, la calibration de la mesure de l’impulsion transverse des leptons et

de l’impulsion manquante, le bruit de fond, et les mécanismes de production et de désintégration

de bosons W. Ces effets peuvent introduire un biais dans la mesure et doivent être suffisamment

mâıtrisés.

Les corrections expérimentales. Expérimentalement, la distribution de p`T est principale-

ment affectée par la calibration des leptons chargés, tandis que la distribution de pmissT est est

egalement sensible à la calibration du recul hadronique uT . La distribution de mW
T est construite

en utilisant p`T et pmissT , et est par conséquent egalement affectée par les deux effets. Un bon accord

entre les valeurs de MW extraites des differentes distributions valide les corrections appliquées.

En raison d’incertitudes liees a l’alignement et a la résolution du détecteur, au champ magnétique,

et a la quantité de matériau passif dans le détecteur, il faut corriger les simulations utilisées dans

cette analyse. La procédure de calibration est basée sur les événements Z → ``, qui ont l’avantage

de contenir peu de bruit de fond (moins de 0.1% pour les électrons). Les corrections d’énergie des

électrons et d’impulsion des muons sont obtenues en exploitant la position du pic de la distribution

de masse invariante des paires des leptons dans l’état final autour de la mass MZ qui est connue

très précisément. De plus, la résolution en énergie des électrons et en impulsion des muons est

corrigée en exigeant une description exacte des données par la simulation.

Une autre quantité qui dois être calibrée est le recul hadronique dans le plan transverse. Le recul

hadronique est defini comme la somme vectorielle de tous les dépôts d’énergie dans le calorimètre,

à l’exception des depots associés aux leptons : ~uT =
∑ ~ET,i. Le recul est calibré en utilisant

l’egalite attendue entre uT et l’impulsion transverse p``T des leptons de desintegration du boson Z.

En particulier, les projections parallèle (uZ|| ) et perpendiculaire (uZ⊥) à la ligne de vol du Z sont

sensibles respectivement à la réponse et la résolution du détecteur. Les corrections sont ensuite

transférées à simulation du boson W .

La sélection des leptons chargés tend rejeter les particules de bruit de fond et a maximiser

l’efficacité pour le signal. Tout d’abord, les muons et les électrons doivent declencher l’acquisition

du detecteur. Ensuite, les traces reconstruites associées aux leptons chargés doivent être isolées,

c’est-à-dire qu’aucune d’activité importante ne doit etre observée autour de la trace. Dans le
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cas des électrons, des sélections d’identification sont définies afin de rejeter davantage le bruit

de fond venant des hadrons. Ces selections utilisent des coupures sur neuf variables qui car-

actérisent le développement latéral et longitudinal de la gerbe électromagnétique des électrons

dans le calorimètre, et certains critères reliés à la qualité de la trace associee. Les désaccords entre

données et simulation sur l’efficacité de selection, en particulier si elles dependent de p`T , peuvent

introduire un biais dans la mesure. Dans cette analyse les corrections ont été calculées séparément

dans des catégories en pseudo-rapidité des candidats et en pT afin de faire correspondre données

et simulation avec suffisamment de precision.

Étude du calorimètre électromagnétique. La description latérale des gerbes électro-

magnétiques des électrons dans la simulation est imparfaite. En particulier, les profils latéraux de

dépôt d’énergie des électrons simulés dans le code GEANT4, utilisé pour la simulation du detecteur,

sont plus étroits que dans les données. En conséquence, cette différence perturbe les distributions

des variables d’identification, qui à leur tour augmentent l’incertitude dans la mesure des corrections

d’identification des electrons. De plus, la différence observée entre données et simulation peut être

une source d’augmentation d’incertitude systématique sur la calibration d’énergie des électrons

et des photons. Une explication potentielle est liée à l’effet de la diaphonie dans le calorimètre

électromagnétique, qui a été etudiée en détail dans cette these. La diaphonie est une perturbation

du signal électronique à cause des couplages parasites présents dans les électrodes. Ces couplages

sont des trois types: capacitif, résistif et inductif. A cause de cette diaphonie, une partie de

l’énergie déposée dans la cellule “fuit” dans les cellules voisines. De par la symétrie du calorimètre,

la diaphonie doit être uniforme le long de φ, mais peut changer en fonction de η. Si l’effet de la

diaphonie est sous-estimé dans la simulation, le corriger peut mener a élargir les profils latéraux

et donc à une meilleure description des donnees.

La diaphonie a été mesurée en etudiant la réponse du calorimètre électromagnétique à des

muons d’evenements Z → µµ. Cette methode s’appuie sur la connaissance précise de la trace

mesurée dans le détecteur interne. Presque toute l’énergie perdue par les muons est deposee dans

la cellule traversee. La mesure des dépôts d’énergie dans les cellules voisines permet donc de

quantifier la modelisation de la diaphonie. La méthode est testée en utilisant des échantillons

simulés avec et sans diaphonie. Cependant, cette mesure demande des connaissances précises de la

position réelle des cellules. Plusieurs effects peuvent causer un déplacement des cellules: la rotation

et le déplacement global du calorimètre, la contraction du calorimètre en raison de la température,

et la déformation du calorimètre sous son poids. Dans cette these, on presente une méthode pour

la determination precise de la position des cellules de la première couche du calorimètre avec des

muons. Après correction de la position des cellules, la diaphonie est mesurée dans les première et

seconde couches du calorimètre tonneau (|η| < 1.4) dans les données et comparée avec simulation.

Les valeurs moyennes de la diaphonie sont en accord entre les données et la simulation pour

|η| < 0.8 (environ 8%), tandis qu’une différence est observée pour 0.8 < |η| < 1.4 (environ 4% dans

la simulation, 7% dans les données) et dans la seconde couche (environ 1% dans MC, 1.5% dans

les données).

Les corrections théoriques. L’étude de la production des bosons vecteurs W et Z est affectée

par des complications significatives liées à l’interaction forte. L’impulsion transverse des bosons

W et Z est non nulle à cause l’emission de quarks et de gluons dans l’état initial. La majorité

des événements sont à faible valeur d’impulsons transverse. Dans ce domaine, les logarithmes

divergents doivent être éliminés et les effets non-perturbatifs doivent être inclus dans les predictions

QCD soit à l’aide des modèles de parton shower, soit à l’aide des calculs basés sur une approche

analytique. Simultanément, les corrections QCD affectent la polarisation des bosons vecteurs et

introduisent une asymétrie dans les distributions angulaires des leptons. En resume, la distribution

de p`T est élargie par la distribution en pT du boson, et est sensible aux états d’hélicité du W , a

leur tour influencés par les PDFs du proton.

Les échantillons utilisés dans cette analyse sont simulés avec le code Powheg+Pythia. Afin

d’inclure les effets d’ordre supérieur QCD, les distributions de rapidité du boson vecteur et les
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distributions angulaires des leptons de l’état final sont corrigés à l’aide des prédictions d’ordre

NNLO basées sur les PDF CT10nnlo. De plus, les simulations sont corrigées à l’aide du code

PHOTOS pour prendre en compte les effets de QED affectant l’état final. Les incertitudes liees

aux corrections electrofaibles d’ordre supérieur ont été estimées à l’aide du code WINHAC.

La modélisation de la distribution en impulsion transverse pW,ZT est basée sur Pythia 8. Les

paramètres QCD decrivant cette distribution dans Pythia 8 sont contraintes en utilisant la distri-

bution de pZT mesurée avec les données à 7 TeV. Ces predictions sont utilisées pour la modélisation

de pWT . L’ensemble complet des coefficients angulaires peut être mesuré précisément pour la pro-

duction de bosons Z. La prédiction NNLO des coefficients angulaires est validée par comparaison

à la mesure dand les evenements Z et extrapolée à la production de bosons W .

Les échantillons des signaux et du bruit de fond utilisent les PDF CT10nnlo. Cettes fonctions

décrivent les distributions en impulsion des partons dans le proton, et jouent un rôle important dans

l’analyse. La connaissance des PDFs est limitée par les incertitudes théoriques et experimentales.

Ces incertitudes sont ameliorees en utilisant des mesures précises des sections efficaces différentielles

Z et W mesurees avec ATLAS.

Estimation du bruit de fond QCD. Après la selection d’evenements de grande impul-

sion transverse manquante et contenant un lepton de grande impulsion, l’échantillon est com-

posé d’événements signal W → `ν et d’une part significative de bruits de fond, processus autres

que la production du boson W . Ces processus incluent la production du boson Z, des dibosons

WW,WZ,ZZ, des quarks top t ou de paires tt̄, ainsi que des événements multijet avec un jet iden-

tifié comme lepton ou à cause de désintégrations semi-leptoniques de hadrons. Ces distributions

diffèrent de celles du signal et doivent donc être correctement modélisées. Les contributions des

bruits de fond électrofaible et top peuvent simulées précisément, mais le bruit de fond multijets

est difficile à simuler et des technique d’estimation de ce bruit de fond à partir des données sont

utilisées. Dans cette methode, la forme des distributions est extraite des données dans une région

d’espace des phases dominee par les événements multijet, ou les critères d’isolation des leptons

doivent échouer mais les coupures cinematiques sont inchangees. La normalisation des distribu-

tions correspondant au bruit de fond multijets est estimée grâce à une méthode de template fit

dans une région basée sur des sélections d’événements où les coupures cinématiques sont relâchées.

Les normalisations relatives des événements contenant un vrai lepton venant du signal W ou du

bruit de fond multijets sont ajustées pour reproduire les distributions observees dans les données.

Simultanément, la contribution des événements du signal et des bruits de fond simulés sont pris

en compte par la simulation. La corrélation entre les variables cinématiques et l’isolation du lep-

ton est pris en compte en decoupant les echantillons par critères d’isolation des leptons. Enfin,

l’évolution de la forme des distributions multijet liee à la corrélation entre isolation et distributions

cinematiques est prise en compte.

Validation de la methode sur MZ . Les corrections théoriques et expérimentales sont vérifiés

avec les événements de Z → `` en effectuant des mesures de MZ par la même méthode que celle

utilisée pour déterminer la masse du W . La détermination de MZ à partir de la masse invariante

des paires de lepton fournit un premier test de l’étalonnage en énergie des leptons. De plus, la

détermination de MZ à partir de distribution de p`T teste les corrections d’efficacité, la modélisation

de l’impulsion transverse du Z et de sa polarisation. Un test de l’étalonnage du recul hadronique

peut également être réalisé en utilisant des observables mZ
T et EmissT , qui peuvent être définies en

traitant un des leptons de désintégration comme un neutrino. La compatibilité entre les valeurs

de mZ extraites à partir des distributions m``, p
`
T et mZ

T valide la procédure de mesure qui est

appliquée à la mesure de MW . La précision de cette procédure de validation est limitée par la taille

finie de l’échantillon de bosons Z, qui est environ dix fois plus petit que l’échantillon de bosons W.

Resultats. La valeur finale mesurée de MW est obtenue à partir de la combinaison de mesures

différentes effectuées dans les canaux de désintégration des électrons et des muons, séparés par

charge, et dans des catégories de pseudo-rapidité des leptons. Les mesures de MW utilisées

dans la combinaison sont basées sur les distributions p`T et mW
T , qui sont partiellement corrélées.
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Les mesures de MW basées sur les distributions EmissT sont utilisees afin de tester la methode.

La cohérence des résultats dans les canaux électron et muon fournit un test des étalonnages

expérimentaux, tandis que la cohérence des résultats mesurés dans les catégories en pseudo-rapidité

|η`| et en charge des leptons teste la modelisation theorique. D’autres tests sont effectués en

mesurant de MW dans des catégories du nombre moyenne d’interactions inélastiques simultanees,

dans deux intervalle du recul hadronique, ainsi que sans appliquer de coupure sur EmissT . Ces tests

permettent de vérifier la calibration du recul hadronique et la modélisation de la distribution en

impulsion transverse du boson W .

L’avantage de la catégorisation de la mesure est qu’elle permet une réduction significative des

incertitudes théoriques en comparaison avec une mesure inclusive, grâce aux impacts différents

des incertitudes des PDF dans les différentes catégories et distributions utilisées pour la mesure.

Toutes les mesures individuelles sont compatibles et leur combinaison conduit à une valeur de

mW = 80371.1± 6.7 MeV(stat.)± 10.7 MeV(exp.sys.)± 13.6 MeV(mod.sys.)

= 80371.1± 18.6 MeV,

La valeur mesurée est compatible avec la prédiction du modèle standard, avec les valeurs

mesurées aux collisionneurs LEP et TeVatron et avec la moyenne mondiale. Cette mesure est la

plus précise à ce jour. Cette analyse a été effectuée avec les seules données enregistrées en 2011.

L’analyse de plus de données permettra de réduire l’incertitude statistique (actuellement 7 MeV)

et certaines incertitudes systématiques expérimentales.
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Chapter 1

Theoretical background

1.1 Introduction

The dream of all particle physicists is to understand how the Universe works from the most

fundamental principles. The first attempts to describe nature with axioms is referred to ancient

Greek philosophers. In particular, Democritus introduced the concept of atoms as small indivisible

objects, called particles, that constitute matter. This has been allowed to describe all phenomena

observed at that time as motion and collision of atoms in empty space. The huge amount of

progress has been made since that time and now the Universe is proven to be much richer that

makes it even more interesting to explore. As far as we understand it now, all of the matter around

us is mostly composed of a few lightest elementary particles: the electron, the up quark and the

down quark. There is also a slew of other elementary particles, but they are massive, and therefore

forced to transform (or ‘decay‘) into less-weight particles. The need to consider such heavy particles

as fundamental arises from the fact that they can be distinguished by unique characteristics, called

quantum numbers. These particles interact through three fundamental forces - electromagnetic,

strong and weak. The fourth known elementary force, the gravitational, is far too weak to cause

a measurable effect at microscopic scale.

A continuing collaboration between theorists and experimentalists brought us to a small set of

fundamental laws and two simple theories upon which all modern physics is based. The Standard

Model (SM) of particle physics describes the electromagnetic, strong and weak interactions of

particles. The General Relativity focuses only on gravity for understanding the Universe in regions

of large scale. Up to now, the SM has been successfully explained almost all experimental results

within its appropriate domain of applicability. Scientists tried to fit gravity into the framework of

the SM, but this came out to be a difficult challenge. Besides the omission of the gravity, the SM

contains no candidate for dark matter or dark energy, evidence of which comes from astrophysical

observations. In order to construct a single all-encompassing theory able to explain all phenomena,

more experimental inputs are needed.

1.2 The Standard Model

1.2.1 Elementary Particles

In the Standard Model there are two kinds of particles: fermions and bosons. Fermions obey

Fermi-Dirac statistics and thus they respect Pauli exclusion principle, i.e. two fermions in the

same quantum state can not exist in the same place at the same time. Such particles have half-

integer spin in units of reduced Planck constant h. Bosons, on the other hand, obey Bose-Einstein

statistics and due to spin-statistics theorem they have integer spin values. Within the SM, all the

matter is composed of fermions and all force carrying particles are bosons.

. Fermions

The modern particle physics was born after discovery of electron, the first elementary particle,

as well as the proton and neutron, the building blocks of the nuclei. With the construction of large

particle accelerators, the world exploded with hundreds newly discovered particles, called hadrons.
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In order to properly classify such particles, Murray Gell-Mann and George Zweig have proposed

a model in which hadrons are composed of even smaller particles, named quarks. Existence of

quarks has been experimentally confirmed from proton’s structure studies. Originally the model

contained only three quark flavours, the up(u), down(d) and strange(s). But after discovery of

J/ψ and Υ mesons it was extended with charm(c) and bottom(b) quarks. The arrangement of the

quark flavours in doublets led to prediction, and later to discovery, of the top(t) quark, which has

been found to be extremely heavy that prevents it to form hadrons.

1st Generation 2nd Generation 3rd Generation Charge [e]

Quarks

up (u) charm (c) top (t)
+2/3

m = 2.3+0.7
−0.5 MeV m = 1.275± 0.025 GeV m = 173.2± 0.7 GeV

down (d) strange (s) bottom (b)
-1/3

m = 4.8+0.5
−0.3 MeV m = 95± 5 MeV m = 4.18± 0.03 GeV

Leptons

Electron e− Muon µ− Tau τ−
-1

m = 511 keV m = 105.7 MeV m = 1.8 GeV

Electron neutrino νe Muon neutrino νµ Tau neutrino ντ
0

m < 2 eV m < 0.19 MeV m < 18.2 MeV

Table 1.1: Generations of quarks and leptons with their masses and charges.

The model also contains a set of six other elementary particles, called leptons. Such leptons

include the electron (e), muon (µ), tau (τ), and their complemented partners, the neutrinos (ν).

In general, the quarks and leptons are grouped in pairs, or doublets, and each doublet is arranged

in generations as shown in Tab.1.1. Within each generation, the quarks are classified into one has

charge +2/3 (up-type) and one has −1/3 (down-type), while the leptons are classified into one

has electric charge −1 (electron-like) and one is neutral (neutrino). Each of higher generations has

particles with higher mass and thus tends to decay to lower generation. This explains why the

ordinary matter is made of the first generation particles.

Except the electric charge, the quarks have other intrinsic quantum numbers, called ‘colour

charge‘. This notion was proposed to the model to allow the same-flavour quarks coexist in

hadrons, i.e. ∆++ baryon, without violating the Pauli principle. Within the SM each quark has

one of three colours, commonly denoted red, green and blue. The number of unique colour charges

was experimentally confirmed in the π0 → γγ decay rate measurement as well as the ratio R of

total e+e− hadronic cross-section to the cross-section for the µ+µ− production.

All leptons and quarks have spin 1/2 and are thus fermions. For each lepton and quark exists

an associated antiparticle with the same mass but opposite charge. Most familiar example of anti-

matter particle is positron which is antiparticle of the electron. This type of particles is known to

form anti-matter. If a particle collides with its respective antiparticle, they will annihilate. Why

the Universe has more matter than antimatter remains one of the most important questions facing

the SM.

. Bosons

Additionally to the elementary fermionic particles, experiments also established the existence

of 12 elementary bosonic particles. One of such particles is the photon (γ), known in some form

since Isaac Newton’s times. The experimental investigations of the properties of the photon gave

a push to the development of the quantum physics, the theory used to describe the micro world

and on which the SM is based. The photon has zero rest mass and it does not carry a charge.

Another set of elementary bosonic particles are gluons that ‘glue‘ quarks together forming

hadrons. Unlike the quarks, the gluons carry colour and anticolour pairs. Due to colour confinement
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hypothesis, stating that only colourless particles can be found individually, eight independent

combinations and, therefore, eight gluons exists. The mass of the gluons is known to be strickly

zero.

In order to explain ‘weak‘ processes, such as nuclear β decays, a new theory was proposed

by Yang and Mills [1] and then improved by Glashow, Weinberg and Salam [2–4]. The Glashow-

Weinberg-Salam electroweak model predicted existence of three massive W+, W− and Z spin-1

bosons, as well as the spin-0 Higgs boson. The masses of the predicted bosons happened to be

so large that it took many years to build accelerators powerfull enough to produce them. The W

and Z bosons have been discovered at CERN in 1983 by the UA1 and UA2 collaboration [5,6] and

their masses were found to be about 80 GeV and 91 GeV respectively. The Higgs boson has been

discovered at CERN in 2012 by the ATLAS and CMS collaborations [7,8] and its mass is measured

to be about 125 GeV.

Boson Mass Charge [e] Spin Interaction Range Act on

photon 0 0 1 Electromagnetism ∞ charge

8 gluons 0 0 1 Strong 10−15 m colour

W+ 80.4 GeV +1 1

W− 80.4 GeV -1 1 Weak 10−18 m isospin

Z 91.2 GeV 0 1

Higgs 125 GeV 0 0

Table 1.2: The Standard Model bosons with their masses and ‘charges’, and corresponding inter-

action types.

1.2.2 Fields and Interactions

In our modern understanding, the particles that carry ‘charge‘ are sources of quantum fields.

The fields, such as electric field, give rise to forces that act on elementary particles. The forces are

transmitted by the exchange of related particles, which are ‘quanta‘ of the fields. So the elemen-

tary particles and their interactions are governed by quantized, relativistic and locally interacting

fields. There are three conventionally taken fundamental forces (other than gravitation) - electro-

magnetic, weak and strong. They are successfully described by a class of quantum field theories

constrained by various symmetry principles and by condition of infinity cancellations (renormal-

izable). The electroweak theory unifies the electromagnetic and weak forces, while the quantum

chromodynamics is used to describe the strong forces. The mediators of the electromagnetic force

are the photons and the strong force is mediated by eight gluons that act on the colour charge. In

contrast, the weak force is mediated by massive W and Z bosons as summarized in Tab.1.2.

. Electromagnetism

In the same spirit as in classical field theory, each quantum field theory is formulated using

Lagrangian formalism. For example in QED, for a freely propagating fermion the Lagrangian is a

function of fermion field ψ(x, t) and its derivative ∂ψ(x, t) in time and space:

L0 = ψ̄iγµ∂µψ −mψ̄ψ (1.1)

where γµ are gamma matrices, ∂µ is differential operator and m is the mass of the particle. It is

assumed that the Lagrangian depends on only the field value and its first derivative but not the

higher derivatives. Then the Hamilton’s principle leads to the classical Dirac equation of motion

for the fermion fields. A transformation that changes the field configuration but does not change
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the observable quantities is called gauge transformation. The quantum electrodynamics is gauge

theory, so the Lagrangian should be invariant under the ψ → eiαψ gauge transformation of the

field. The requirement of the Lagrangian to be invariant under the local gauge transformation,

where α(x) is a general function of space-time, leads to additional terms in the Lagrangian and a

new gauge field Aµ that represents the photon

L = ψ̄iγµ∂µψ −mψ̄ψ − eψ̄γµψAµ − 1/4FµνF
µν (1.2)

which is the free Dirac Lagrangian plus an interaction term that couples the vector gauge field and

the fermion field with strength (e), plus the kinetic term that describes the propagation of the new

gauge field. Here

Fµν = −Fµν = ∂νAµ − ∂µAν (1.3)

is the field-strength tensor for the electromagnetic force, as described by Maxwell equations. As

a mass term of a form m2AµA
µ would spoil the gauge invariance, it is not added to (1.3). This

is in agreement with the observation that the photon is massless. Under such local U(1) phase

rotation, the photon field transforms as Aµ(x)→ Aµ(x)−∂µα(x). Thus the coordinate-dependent

U(1) gauge symmetry leads to the existence of massless photon.

. Strong interactions

Additionally to U(1) symmetry with only one related transformation (or generator) of the field,

the SM also has SU(2) and SU(3) gauge symmetries with three and eight generators respectively.

The requirement of local invariance for each of SU(2) and SU(3) symmetries leads to the existence

of additional gauge bosons, number of each turns out to correspond to the number of generators.

The strong force respects the SU(3) symmetry and has eight generators constructed with Gell-

Mann matrices that correspond to eight gluons. The expression for the locally gauge invariant

Lagrangian of QCD which describes interactions of quarks of mass m and massless gluons is

LQCD =
∑

flavours

ψ̄a(iγ
µ∂µδab − gsγµtCabACµ −mδab)ψb − 1/4FAαβF

Aαβ (1.4)

where the ψa(x) are quark-field spinors for a quark with mass m, with a color-index a = 1, 2, 3.

The ACµ are the gluon fields with C = 1, 2, .., 8 that transform under the adjoint representation

of the SU(3) group. The tCab are the generators of the SU(3) group, the quantity gs corresponds

to strong coupling constant that determines the strength of interactions between coloured objects.

The strong field tensor is defined as

FAµν = ∂µA
A
ν − ∂νAAµ − gsfABCABµACν (1.5)

where fABC are the structure constants of the SU(3) group satisfying [tA, tB] = ifABCtC . Because

of non-Abelian nature of SU(3) group, in contrast to QED, the field tensor of the QCD includes

the gluon triplet and quartic self-interactions, ultimately leading to the property of asymptotic

freedom. This property predicts that the coupling of quarks and gluons is large at large distances.

so that neither quarks nor gluons are observed as free particles. At the same time the coupling

is predicted to be small at short distances so that quarks behave as free particles within hadrons

as probed by deep inelastic photon. The effect of running coupling forces to consider separately

the QCD at sufficiently large energy scale using perturbative expansions in the coupling (pQCD),

leading to Feynman rules of QCD. For the non-perturbative regime, the methods of lattice QCD

are extensively used.
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. Electroweak interactions

In the electroweak theory, the electromagnetic and weak interactions are unified and can be

derived from the combined U(1)× SU(2) symmetry, following the same strategy as for QED. The

U(1) group has one generator Y , which is called ’weak hypercharge’, and the SU(2) isospin algebra

has three generators T1, T2 and T3 constructed with Pauli matrices. Then the Lagrangian of the

theory can be written as

L = L0 − eY ψ̄γµBµψ − gW ψ̄γµ(T ·Wµ)ψ − 1/4FµνF
µν − 1/4W i

µνW
iµν (1.6)

where gW is the weak coupling to the fermionic fields. The field strength tensor for the weak gauge

fields W i is defined as

W i
µν = ∂µW

i
ν − ∂νW i

µ − gW εijkW i
µW

j
ν (1.7)

The third non-Abelian term in Eq.(1.7), similar as in QCD model, gives rise to the weak boson

self-interactions.

Need to note that experimental observations [9] require to decompose the fermions into left-

handed and right-handed chirality types. For massless fermions, the definition of chirality is the

same as hilisity and refers to the relation between a particle’s spin and direction of motion. For

massive fermions the chirality is trickier to define. Remarkably, the weak force interacts only

with left-handed particles and right-handed antiparticles, violating the P-symmetry. Thus, only

left-handed leptons and left-handed neutrinos can form weak isospin doublets

ψL = γL

(
νe
e−

)
, γL

(
νµ
µ−

)
, γL

(
ντ
τ−

)
(1.8)

where γL = 1/2(1−γ5) in the limit of massless leptons. Similarly the quarks form three left-handed

doublets

ψL = γL

(
u

d′

)
, γL

(
c

s′

)
, γL

(
t

b′

)
(1.9)

The primed quarks q′ differ from mass eigenstates by a transformation q′i =
∑

j Vijqj , and matrix V

is known as Cabbibo-Kobayashi-Maskawa (CKM) matrix. The magnitudes of the CKM elements

determine couplings of W boson to physical up and down-type quarks. It is convenient to assume

that right-handed neutrinos do not exist and the right handed leptons and quarks ψR = 1/2(1+γ5)ψ

are all SU(2) singlets. But in this representation the fermion mass term −mf ψ̄ψ of the Lagrangian

links left-handed and right-handed components ψ̄LψR + ψ̄RψL that transform differently under

SU(2) and U(1). This term does not respect the local gauge invariance and is forbidden. So one

can see that the model still can not describe the real world as we know experimentally that fermions

have mass. Moreover, it contains four massless bosons while in reality only a photon is massless.

The addition of explicit mass terms to Lagrangian would break the local gauge invariance.

1.2.3 The EW symmetry breaking

In the SM, the SU(2) × U(1) symmetry is broken to the remaining U(1)EM symmetry by

introducing a doublet of complex fields φh which interacts with all the SM particles, including EW

bosons, and generates their masses. The Higgs potential is chosen to be of the form

V (φh) = −µ2φ†hφh + λ(φ†hφh)2 (1.10)

With parameters λ, µ2 > 0 this potential has minimum not at zero, but equal to the vacuum

expectation value |φ| =
√
µ2/2λ = v/

√
2, where v ≈ 246 GeV. Redefinition of the new ground

state φ = (v+H)/
√

2 spontaneously breaks the SU(2) symmetry, and only one neutral scalar field
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H remains giving rise to the physical Higgs boson. Three other degrees of freedom are used up

in giving mass to gauge bosons. At low energies the value of Higgs field can be replaced by the

constant value, allowing fermions to have mass, mf = gfv/
√

2, through the Yukawa term in the

Lagrangian:

LY = −gf ψ̄ψφh → −gf ψ̄ψ
v√
2

(1.11)

This appears only after EW symmetry breaking. The gf is Yukawa coupling and represents the

strength of H to ψ coupling. Note that the property of the Higgs field is that it flips handedness

of the fermion fields. The fact that right-handed neutrinos do not exist, therefore the left-handed

neutrinos can not interact with Higgs field and are, thus, massless.

It is convenient to redefine the electroweak fields in terms of electrically neutral and charged

electroweak fields corresponding to charge and mass eigenstates:

Aµ = Bµ cos θW +W 3
µ sin θW

Zµ = −Bµ sin θW +W 3
µ cos θW

W±µ = (W 1
µ ∓ iW 2

µ)/
√

2

(1.12)

Then the interaction Lagrangian after symmetry breaking can be expressed in terms of these

physical fields:

LEW =
∑
f

ψ̄f (iγµ∂µ −mf − gW
mfH
2MW

)ψf

− gW
2
√

2

∑
f

ψ̄fγ
µ(1− γ5)(T+W+

µ + T−W−µ )ψf

−e
∑
f

Qf ψ̄fγ
µψfAµ − gW

2 cos θW

∑
f

ψ̄fγ
µ(Vf −Afγ5)ψfZµ

(1.13)

where the angle θW is the Weinberg angle, fixed by the ratio of SU(2) and U(1) coupling constants

θW = tan−1(g′W /gW ). The Weinberg angle is determined from experiment to be sin2 θW = 0.23.

Due to the coupling of the photon to fermion has to be equal to that in QED, the gW and g′W
couplings are related to the elementary charge through e = gW sin θW . The second term in (1.13)

represents the V-A charged-current interaction, where T+ = T 1 + iT 2 and T− = T 1 − iT 2 are the

weak isospin raising and lowering operators. The third term describes electromagnetic interactions

with pure vector couplings. The last term is the weak neutral-current interaction with a mix of

vector and axial vector couplings of the fermions to the Z boson that depend on the quantum

numbers of the fermion

Vf = T 3
f − 2Qf sin2 θW , Af = T 3

f (1.14)

Here T 3
f and Qf are the weak isospin and charge of the fermion respectively.

After the rotation defined in (1.12), the boson masses can be obtained from the quadratic terms

in the vector boson fields in terms of vacuum expectation value v and the coupling constants gW
and g′W :

MW = 1
2gW v

MZ = 1
2

√
g2
W + g′2W v = MW

cos θW

MH =
√

2λv

(1.15)

Note that these relations are given at low energies (i.e. at lowest order). The photon remains

massless as there are no terms quadratic in the field Aµ. At low energies the Fermi model works well

that allows us to make the relation
g2W

8M2
W
≡ 1

2v2
= GF /

√
2, where the value GF = 1.66 · 10−5 GeV−2

is the Fermi constant which is derived from the muon lifetime measurement. This yields to the

vacuum expectation value of the Higgs field v = 246 GeV.

As a consequence of spontaneous symmetry breaking, the charged and neutral gauge bosons get

masses MW and MZ respectively, the fermions acquire masses through the corresponding Yukawa

couplings. While masses of the weak bosons are predicted in the SM, the mass of the Higgs boson

is not predicted and could have any value.
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1.3 W boson mass

1.3.1 Prediction in the SM

As shown above, the fundamental parameters of the EW sector of the SM after spontaneous

breakdown of the symmetry are the mass of the Higgs boson, the large number of charged lepton

and quark masses as well as quark mixing matrix, together with two coupling constants gW and g′W
and vacuum expectation value of the Higgs field. At low energies the effect of Higgs mass on the

physical observables is small. Thus, neglecting the fermion masses, only three independent input

parameters remain to make predictions with the SM. It is convenient to choose those parameters

which are measured with a high precision. These are taken to be the value of fine-structure

constant, αem = e2/4π, the Fermi constant GF , and the mass of the Z boson MZ determined with

high accuracy from Z lineshape scan at LEP1:

α−1
em = 137.035999074(44)

GF = 1.1663787(6)× 10−5 GeV−2

MZ = 91.1876(21) GeV

(1.16)

At this level, the W boson mass in eq.(1.15) can be rearranged via these parameters

M2
W = M2

Z

(
1

2
+

√
1

4
− αemπ√

2GFM2
Z

)
(1.17)

that predicts MW = 80.939± 0.0026 GeV. However, the W mass measurement can be performed

at sufficiently large energy scale Q2 = M2
W . Thus, the predictions should be calculated at these

energies in order to describe precision experiments adequately. The standard procedure is to define

the running αem(Q) = αem
1−∆r(Q) , and calculate αem(Q2 = M2

W ) by including radiative corrections

arising from higher order loop contributions to W boson propagator and vertices, which enter via

∆r. The expression (1.17) takes then form

M2
W = M2

Z

(
1

2
+

√
1

4
− αemπ√

2GFM2
Z(1−∆r)

)
(1.18)

The complication is that in perturbation theory the calculation of loops results in divergences.

The way to cancel them is through renormalization procedure for couplings, fields and masses.

When these corrections are renormalized in the ’on-shell’ scheme, the one-loop contributions to ∆r

can be decomposed as

∆r = ∆α− cos2 θW

sin2 θW
∆ρ+ ∆rrem (1.19)

where ∆α is the fine-structure shift due to light fermionic loop corrections ∆α ∼ logmf , the ∆ρ

is the shift of classical ρ parameter that contains the weak part of the one-loop contributions,

including the quadratic dependence on the top quark mass, as a consequence of a large mass

splitting in the isospin doublet [10]. The ρ parameter is defined as

ρ =
M2
W

M2
Z cos2 θW

(1.20)

and should be equal to unity at tree level according to relation (1.15). The ∆rrem collects the

remaining contributions from higher order expansions, where the dependence on the Higgs mass

enters. In practice, the hadronic contributions to the ∆α can not be precisely calculated, as

masses of the light quarks are not well-known (and/or non-pertubative regime at low Q). Therefore,

the fine-structure shift is usually divided in two categories: from leptonic loops ∆αlep and light

quark loops ∆αhad. The hadronic part is best determined from experiments by analysing e+e−

annihilation and τ decay data.
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Figure 1.1: Prediction of MW as a function of mt as obtained from electroweak fit, including

(blue contour) and excluding (grey contour) Higgs boson mass MH , as compared to the direct

measurement (vertical and horizontal green bands and black dot).

In summary, the quantity ∆r = ∆r(αem,MZ ,MW ,mt,MH) includes the top quark and Higgs

masses which are not present at the tree level expression. The Higgs loops enter to the ∆r with a

contribution proportional to the logarithm of the MH , with positive sign. On another hand, the

heavy-light (top-bottom) doublet loop results to ∆r with a term proportional to −m2
t and leads to

sizable dependence on the top quark mass. The ∆r also depends on the W boson mass itself, thus

the numerical calculations are done with iteration procedures. In practice, the procedure converges

quickly and only a few iterations are required.

The size of one-loop contributions results to ∆r(α) ≈ 0.03, indicating that even more higher

order corrections are needed to satisfy the current level of experimental precision. At present, the

corrections are calculated at full two-loop order O(α2) and O(ααs), and partially for three and

four-loop at order O(αα2
s), O(α2m2

tα
2
s), O(α3m3

t ) and O(αmtα
3
s). The contributions from unknown

higher-order corrections are estimated using well-tested assumption that the perturbation series

follow a geometric growth. The largest correction is expected to be from unknown O(α2αs), O(α3)

and O(α3
s) terms and these are taken as sources of theoretical uncertainties. The overall theoretical

uncertainty amounts to δtheoMW = 4 MeV [11].

The prediction of the W boson mass results from a global least-square fit to all experimental

data that enter in eq.(1.20). The experimental uncertainty of each input parameter is additional

source of uncertainty on the MW . The fit determines the W mass to be [12]

MW = 80.3584 ±0.0046mt ± 0.0030δtheomt ± 0.0026MZ
± 0.0018∆αhad

±0.0020αs ± 0.0001MH
± 0.0040δtheoMW

GeV

= 80.358 ±0.008tot GeV

(1.21)

which is more precise than the direct measurement (see Section 1.3.3). At present, the largest

uncertainties are due to mt, both theoretical and experimental, following by the theory and MZ

uncertainties.

1.3.2 W boson mass beyond the SM

The SM cannot be a fundamental theory of the particle physics as there are questions that

cannot be answered satisfactory within its framework. For example, the SM does not include

the gravity, it has no solution to the hierarchy problem, it does not explain the dark matter. In

order to answer at least some of these question, a number of new physics models are studied, in

particular the Minimal Supersymmetric Standard Model (MSSM). Supersymmetry is an extension
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Figure 1.2: Prediction of MW as a function of mt. The green region corresponds to parameter

scan within MSSM model. The red strip indicates the overlap region of the SM and the MSSM,

with MSM
H = 125.6± 0.7 GeV.

of the SM. It predicts that for each fermionic particle exists a bosonic supersymmetric partner and

vice versa. It turns out that superpartner particles are out of the SM and they are so massive

that are not directly detected yet. Although the currrent energy regime in the experiments is too

low, the effect of a new physics can be present via virtual effects of not yet discovered particles.

Various models predict different radiative correction ∆r due to different particle content and their

interactions. The precision measurement of the SM observables, in particular the W mass, provides

a powerfull probe of a new physics. A deviation of the experimental measurement of the MW from

its prediction in the SM implies the existence of other undiscovered particles that enter either

through loop contributions or are heavy resonances, such as heavy W ′. However this requires high

precision of both the experimental results and the theoretical predictions.

In the MSSM, the radiative corrections to the MW also contain contributions from sfermions,

charginos, neutralinos and the Higgs bosons that enter at one-loop level and can give significant

contributions. As the masses of these particles are unknown, it is practical to scan the MSSM

parameter space for comparison of MW prediction and its experimental result. The variation

range of SUSY parameters is wide, the masses of unknown particles are usually varied within

100 GeV-2000 GeV independently of each other. The evaluation of MW prediction is currently

done for full one-loop contributions and partially for higher order corrections. It turns that the

largest one-loop contributions arise from the stop-sbottom doublet, similar to top-bottom doublet

in the SM, as well as from single squark loops. In general, the lighter the squark masses and the

larger stop-sbottom mass splitting, the larger contribution to the W mass. The total radiative

correction in the supersymmetric sector can reach several hundred MeV [13], as shown in Fig.1.2.

1.3.3 Direct measurements

The W boson has been discovered by UA1 and UA2 collaborations in proton-antiproton colli-

sions at the SPS collider in 1983. The detector was tuned to look for energetic electrons. Out of

the several thousand million collisions which had been collected, the UA1 and UA2 announced only
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Figure 1.3: Left: combined LEP W+W− cross-section measurements as a function of the center-

of-mass energy compared with the SM predictions using MW = 80.35 GeV. Right: Measurements

of the W-boson mass by the LEP and Tevatron experiments. The world-average uncertainty

(15 MeV) is indicated by the yellow band.

six and four W candidates respectively. The energy imbalance of particles around a W decay point

indicated about presence of a neutrino. Despite such a low statistics, both teams could already

obtain values for the W mass of 81 ± 5 GeV [5] and 80 + 10 − 6 GeV, that agrees with the SM

prediction.

Later, the W boson mass has been also measured in the Large Electron-Positron Collider (LEP)

at CERN. The LEP has been constructed in 1989 and it was designed to accelerate electrons and

positrons to a total energy of about 45 GeV each, aiming to produce Z bosons. Later it was

upgraded and from 1995 to 2000 its collision center-of-mass energy,
√
s, was gradually increased

from Z pole up to 209 GeV. During 1996-2000 the LEP operated above the threshold for W+W−

production and recorded significant number of events for precision measurements. The W+W−

decay modes are measured to be fully hadronic qq̄qq̄(45%), mixed hadronic-leptonic qq̄lν̄l(44%)

and leptonic l+νll
−ν̄l(11%). The clear W-pair decay topology at LEP allowed to identify these

events with a high purity.

The scan of the e+e− → W+W− cross-section with energy has shown the threshold behavior

close to
√
s = 161 GeV that corresponds to two times of the W mass (see Fig.1.3 (left)). In

the threshold region the cross-section is dominated by the t-channel (ν exchange diagram) that is

proportional to the W velocity:

σ(W+W−) ∼
√

1− 4M2
W /s (1.22)

This allows to determine directly the W mass by fitting data points with this function. The

combined result of this method from ALEPH, DELPHI, L3 and OPAL experiments [14] is

MLEP
W (threshold) = 80.42± 0.20stat ± 0.03syst GeV (1.23)

where the systematic uncertainty is dominated by imperfect knowledge of the beam energy. How-

ever, the LEP operated mostly at energies significantly above the W-pair production threshold,

which is less sensitive to the MW . At these higher energies, the four LEP experiments recorded

data that corresponds to about ten thousand W+W− events each. Here the W invariant mass
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was directly determined with high precision by reconstructing the W-pair decay products mainly

in fully hadronic and semileptonic decay channels. The W+W− → qq̄qq̄ events are reconstructed

from hadronic jets associated with particle tracks and energy deposits in the calorimeter. In case

of semileptonic decay channel, the W mass is determined by reconstructing hadronically decaying

W boson. The mass of the second leptonically decaying W can also be determined as the neutrino

momentum can be calculated through the momentum balance. This method is limited by energy

resolution of reconstructed jets. The combined LEP W mass value from direct reconstruction

method [15] is

MLEP
W (direct) = 80.376± 0.025stat ± 0.022syst GeV = 80.376± 0.033 GeV (1.24)

and is indicated in Fig.1.3.

The mass of the W boson has been also measured in Tevatron collider at Fermilab. The

two detectors, CDF and D0, recorded proton-antiproton collisions during two periods 1987-1996

(Run-I) and 2002-2011 (Run-II) at center-of-mass energy of
√
s = 1.8 TeV and

√
s = 1.96 TeV

respectively. At the Tevatron, the W bosons are produced mainly in quark-antiquark annihilation

processes. The W mass is determined from comparisons of kinematical distributions of subsequent

W → lν decay products reconstructed in data with those ones that are simulated with different

assumption of the mW value. As the longitudinal component of the neutrino momentum cannot

be measured in hadron colliders, all the kinematic variables are considered in the transverse plane

with respect to the beam direction. These distributions depend not only on the detector effects,

which must be accounted for the simulations, but also are sensitive to the W boson kinematics

and parton distribution functions (PDFs) of the interacting hadrons. In contrast to the lepton

colliders, imperfect knowledge of these quantities limits the precision of the W mass determination

in hadron colliders. However, in high-energy hadron colliders the W production rate is high. That

allowed both CDF and D0 to measure the MW with higher precision than the combined LEP

result. The combined value of the W mass from both Tevatron experiments is [16]

MTevatron
W = 80.387± 0.016 GeV (1.25)

The uncertainty here is equally dominated by the detector calibration, physics modeling and statis-

tics. The combination with LEP result (1.24) leads to the world average value

MW = 80.385± 0.015 GeV (1.26)

1.4 W and Z production at hadron colliders

1.4.1 Structure of the proton

One of the ways to produce vector bosons, W or Z, is through quark-antiquark annihilation

processes qq̄′ → W , qq̄ → Z, but the quarks are confined in colourless hadrons and cannot be

observed freely. Thus, in hadron colliders like the LHC and Tevatron, the vector bosons V are

produced by colliding hadrons h1 and h2, which are more complicated objects composed of the

quarks and gluons (commonly called ’partons’)

h1(p1) + h2(p2)→ V +X (1.27)

where p1, p2 are the momenta of incoming hadrons, and X represents the accompanying final state.

In order to study the physics (properties and characteristics) of the produced W bosons at hadron

colliders, one needs to understand the physics starting from protons.

The protons are known to be made up of two up and one down quarks uud. They are called

valence quarks and together determine the quantum numbers of the proton. The valence quarks

strongly interact between each other through the gluon exchange. Due to non-Abelian nature of
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Figure 1.4: The CT14 parton distribution functions at Q = 2 GeV and Q = 100 GeV for

u, ū, d, d̄, s = s̄ and g [17].

the QCD, the gluons can self-interact and produce more gluons. Moreover, each gluon can produce

a pair of sea quarks that can also contribute to the W boson production in proton collisions. So

the dynamics of products of two colliding protons is determined by the dynamics of partons inside

each proton. The additional complication is that it involves the non-perturbative regime of the

QCD.

The structure of the proton has been extensively studied in deep inelastic lepton-proton scat-

tering (DIS) experiments. Measurements of DIS structure functions allowed to determine how

the proton’s momentum is distributed among the partons. The momentum distribution functions

fi(x,Q
2) of parton i = u, d, .., g within the proton are called Parton Distribution Functions(PDFs)

and represent the probability density to find a parton carrying momentum fraction x at energy

scale Q. In general, the PDFs are solutions of DGLAP evolution equations providing the Q2

dependence, but only in the perturbative domain. The x dependence at a given Q2 cannot be

calculated analytically but rather are extracted from global fits to data from many experiments,

including deep inelastic scattering, vector boson production and inclusive jet production. Examples

of parton distributions in the proton is shown in the Fig.1.4 at two energy scales Q = 2 GeV and

Q = 100 GeV. There are different PDF sets which use different fitting methods and experimental

data.

1.4.2 W and Z boson production and rapidity distributions

The processes that appear in collisions of hadrons in general involve both ’hard QCD’ and ’soft

QCD’ regimes. The hard QCD processes, such as vector boson production, correspond to large

momentum transfers Q2 of interacting partons and can be calculated perturbatively. In contrast,

the soft processes correspond to low Q2 and large αs(Q) that makes perturbative treatment impos-

sible. However, the parton density functions fi(x,Q
2) considered at sufficiently large energy scale

Q2 = µ2
F can absorb divergencies of non-perturbative processes. According to the factorization

theorem, the total cross section of the hard scattering process in Eq.(1.27) can be obtained by

weighting the sub-process cross section σqq̄→V with the PDFs:

σV (h1(p1), h2(p2)) =
∑
a,b

∫ 1

0
dxadxbfa/h1(xa, µ

2
F )fb/h2(xb, µ

2
F )× σab→V (xap1, xbp2, µ

2
F ) (1.28)
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Figure 1.5: Standard model cross sections as predicted at the Tevatron (first vertical green line)

and LHC (second vertical green line) colliders. The second vertical line corresponds to designed

LHC energy of
√
s = 14 TeV.
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Figure 1.6: The rapidity distribution of the differential cross sections for W+,W− and Z boson

productions at
√
s = 7 TeV.

where µF is the factorization scale that separates hard and soft QCD regimes. The sum runs over

all partons that can contribute to the process. The partonic cross section can be expanded in terms

of αs as

σab→V = σ0 + αs(µ
2
R)σ1 + α2

s(µ
2
R)σ2 + ... (1.29)

Here the µR is the renormalization scale of the running coupling. In general, the cross section

calculated at all orders of perturbative expansion does not depend on choice of the µF and µR
parameters. But the processes of lepton pair production through mechanism of quark-antiquark

annihilation are known only up to next-to-next-to-leading order (NNLO). In this case it is necessary

to make a specific choice of µF and µR values to the cross section predictions. For such processes

the standard choice is µR = µF = MW ,MZ , the mass of the vector boson [18]. Figure 1.5 shows

the predictions for some important Standard Model cross sections at pp and pp̄ colliders, calculated

using the above formalism at NLO.

In the center-of-mass frame of the two colliding hadrons, the four-momenta of the incoming

partons can be assumed collinear with the colliding hadrons

pa =
√
s

2 (xa, 0, 0, xa)

pb =
√
s

2 (xb, 0, 0,−xb)
(1.30)

where
√
s denotes the center-of-mass energy of the colliding hadrons h1 and h2. The partonic

collision energy is related to the overall hadronic collision energy by ŝ = (pa + pb)
2 = xaxbs. With

this approximation, the hadronic cross section for vector boson production in equation (1.28) can

be rewritten at lowest order of perturbative expansion and at threshold energy with mass M as

σ(h1h2 → V +X) =

∫ 1

0
dxadxbδ(xaxbs−M2)×

∑
a,b

σab→V0 (M)fa(xa,M
2)fb(xb,M

2) (1.31)

where the partonic cross sections for vector boson V = W,Z production have form [18]

σqq̄
′→W

0 =
√

2πGFM
2
W

3 |Vqq′ |2

σqq̄→Z0 =
√

2πGFM
2
Z

3 (g2
V + g2

A)
(1.32)

where Vqq′ is the appropriate Cabibbo-Kobayashi-Maskawa matrix element, and gV (gA) is vector

(axial vector) coupling of the Z to the quarks.
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Figure 1.7: Differential cross section as a function of rapidity (left) and transverse momentum

(right) for W+ boson for different initial parton flavours.

The rapidity of the vector boson with energy E and longitudinal momentum pz is defined as

y =
1

2
log

E + pz
E − pz

(1.33)

Using (2.2.1), the latter can be represented in terms of the parton momentum fractions by y =
1
2 log(xaxb ), and hence

xa =
M√
s
ey, xb =

M√
s
e−y (1.34)

Therefore, the differential cross section as a function of boson rapidity distribution is

dσ

dY
=

1

s

∑
a,b

σab→V0 (M)fa(xa,M
2)fb(xb,M

2) (1.35)

with xa, xb given by (1.34). As can be seen, the vector boson rapidity distribution at leading

order directly depends on parton distribution functions of the colliding hadrons. By measuring the

rapidity distribution at energy scales Q2 = M2, one can constrain the PDFs for different values

of parton x. At the LHC, the accessible rapidity range is |y| < 4.3 for
√
s = 7 TeV and expected

to be |y| < 5 for
√
s = 14 TeV, that allows to probe the parton x = 1.7 · 10−4 and x = 4.2 · 10−5

respectively.

Figure 1.6 shows the rapidity distributions of the differential cross sections for W+,W− and

Z boson production at
√

7 TeV [19]. The difference between W+ and W− rapidity distributions

are due to the difference of the u(x) and d(x) parton density distributions seen in Fig.1.4 (right).

Therefore, in particular, the charge asymmetry can be used to constrain the ratio u(x)/d(x). Figure

1.7 (left) shows the expected rapidity distributions for W+ boson production for different initial

parton flavours. As can be seen, processes involving only sea quarks generate on average more

central rapidity distributions, while the processes involving a valence quark are more forward. If a

particular PDF set mis-models the partonic fractions, it can result in a mis-modeling of the overall

rapidity distribution. Such discrimination between W boson rapidity distributions produced by

sea and valence quarks could also provide an additional constraining power for the parton density

functions. Similarly, Figure 1.7 (right) shows the expected W boson momentum distributions pWT
trasnsverse to the beams direction for different initial parton flavours. The processes involving

heavy quarks generate on average a harder boson pT than those involving only first generation

quarks.

1.4.3 Boson transverse momentum

At leading order calculations for W and Z production cross section the momentum of the

vector boson in transverse plane with respect to the beam axis is expected to be zero if momenta
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of incoming partons are defined as in equation (2.2.1). However, the intrinsic non-perturbative

motion of partons inside the colliding hadrons can also give a contribution. This effect has been

studied in fixed-target proton-neutron collisions and it was determined that the average intrinsic

transverse momentum is kT ≈ 0.76 GeV [20]. In addition, the processes from higher order QCD

corrections that lead to radiation of additional quarks and gluons in transverse plane can generate

large transverse momentum of produced boson. Low pT is generated dominantly by multiple soft

or almost collinear partons, while higher pT spectrum is dominated by emission of one or more hard

partons. The relevant next-to-leading processes are qq̄ → V g and qg → V q etc. The amplitudes

of these processes can be easily obtained from Feynman diagrams and the resulting partonic cross

sections for W production are expressed by the Mandelstam variables

σqq̄
′→Wg

1 ∼ αs
t2+u2+2sM2

W
tu

σqg→Wq′

1 ∼ αs
s2+u2+2tM2

W s
−su

(1.36)

The NLO results for partonic cross section of the Z boson production are similar. The transverse

momenta distributions dσ/dpT then can be obtained by convoluting (1.36) with parton density

functions. In a similar way the NNLO perturbative corrections can be obtained from gluon emission

processes like qq̄′ → V gg. At present, the corrections up to NNL order, including virtual loop

corrections, have been calculated [21].

For pT >> M , the (1.36) leads to the differential cross section of the form dσ
dp2T
∼ αs/p

2
T .

However, the poles at t = 0 and u = 0 in (1.36) lead to divergencies in the cross section at small

pT . These divergencies are of the form αns log2n−1(M2/p2
T ) for n-th order. When αs log2(M2/p2

T )

become close to one, the high order terms cannot be neglected. Fortunately, the leading logarithms

can be resummed to all orders in perturbation theory. The resummed procedure for the W boson

gives
dσ
dp2T

= σ d
dp2T

exp(−αsCF
2π log2M2

W /p
2
T ) (1.37)

This describes the basic shape of pWT distribution but it does not include the case when the multiple

gluons are emitted with kT ∼ pT or
∑~kT,i ∼ ~pT. The RESBOS generator [22–24] is tuned to

model low pT regime by resumming the leading order contributions up to the next -to-next-to-

leading logarithms (NNLL).

Another numerical approach is provided by parton showers which are implemented in programs

such as PYTHIA [25], HERWIG [26] and SHERPA [27]. In this approach the energy scale of

partons that participate in hard interaction (vector boson production) can be related to an energy

scale of the protons ΛQCD. This is possible because of the parton shower approach provides such

evolution of the parton fragmentation functions through the DGLAP formalism. Free parameters

of such parton shower algorithms can be tuned to match pT distributions measured in data. As

an example, a parton shower algorithm in PYTHIA has been tuned to match pZT data from the

Tevatron [28].

The pWT distribution has been measured at the Tevatro using
√
s = 1.8 TeV data collected by

both CDF [29] and D0 [30], as well as at the LHC using ATLAS detector [31].



Chapter 2

The Large Hadron Collider and the

ATLAS detector

2.1 LHC

The Large Hadron Collider (LHC) is a circular accelerator of hadrons with a circumference of

27 kilometers. The LHC was designed to accelerate and collide proton beams with a center-of-mass

(CM) energy up to 14 TeV as well as heavy ions, in particular lead nuclei, at 2.3 TeV per nucleon.

In principle, a collider can be designed for different particle species with their own advantages and

disadvantages. The choice of the particles depends on the key objective of the collider project.

The lepton colliders, such as LEP, are better suited for high precision measurements as the CM

energy of collided leptons is precisely defined. In hadron colliders, such as Tevatron and LHC, the

collisions occur between pairs of quarks and gluons that carry only a certain fraction of the hadron

energy and therefore the CM energy can vary. On another hand, the hadrons are heavy and loose

only a small fraction of energy during acceleration in form of the synchrotron radiation that allows

to accelerate them to high CM energies. In addition, the interaction rate at hadron colliders is

much higher with respect to lepton colliders. These features offer good discovery potential that

satisfies the key objectives of the LHC.

The LHC has been built in already existing LEP tunnel at a depth varying from 50 to 170

meters underground. Approximately 22 km of the LHC ring consists of curved sections. The

remaining 5 km of the tunnel consist of 8 straight sections that provide space for the experiments,

elements for the injection and extractions of the beam, acceleration and beam cleaning devices.

The bending of accelerated beams in arcs is ensured by 1232 dipole magnets of 15 meters in length

each. In addition, 392 quadrupole magnets, each 3-7 meters long, provide a strong reflection of

stray particles of the beam towards the designed orbit. The strength of the focusing magnets is

required to be high to squeeze the transverse beam sizes and, thus, increase the chances of collisions.

The balance between the maximal beam energy and the transverse beam size is reflected in the

trade between maximising space for the dipoles and keeping sufficient space for quadrupoles. The

adopted design at the LHC is approximately 80% of the arcs is filled with dipole magnets. Dipoles

are also equipped with sextupoles, octupoles and decapoles, function of which is to correct non-

linear dynamics of the beams.

Inside the LHC accelerator two counter rotating proton beams are used. They are accelerated

in two separate vacuum beam pipes that require opposite dipole magnetic fields. The only option

to avoid the construction of two separate beam pipes and use opposite dipole fields would be the

use of protons and anti-protons, as this has been implemented at the Tevatron. However, the

current production rate of the anti-protons is too low for the LHC.

In circular proton machines the maximum energy is limited by the strength of the bending

magnets. Keeping 7 TeV proton energy beam on the designed orbit implies the use of magnetic

bending fields of 8.4 T. Generation of such field requires to use superconducting magnets at the

limit of the existing technologies. Approximately 96 tonnes of liquid helium is needed to maintain

the superconductivity of the magnets at operational temperature of 1.9 K (−271.3 ◦C), making

the LHC the largest cryogenic facility in the world. The LHC dipoles, made of niobium-titanium

(NbTi), are constructed with novel 2-in-1 design where the two magnetic coils share a common

cryostat. Such dipoles allow the compact installation of two separate beam apertures into the
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existing tunnel. To protect the superconducting magnets from the spray particles, there are two

dedicated cleaning sections in the ring, where the absorbers remove protons significantly deviated

from the reference orbit before they reach the sections with magnets.

2.1.1 Accelerator complex

The acceleration of proton beams to their maximum energies is performed through several steps.

Before they reach the LHC, the protons are sped up in a series of interconnected linear and circular

accelerators. The accelerator complex is illustrated in Figure 2.1. The protons are derived from

the hydrogen gas using an electric field to strip electrons. The process of the acceleration starts

from the linear accelerator Linac 2, which accelerates the protons up to 50 MeV. The beam is then

injected into the Proton Synchrotron Booster (PSB). The PSB accelerates the protons to 1.4 GeV

and feeds the Proton Synchrotron (PS), where the protons are further accelerated to 25 GeV. The

next chain is the Super Proton Synchrotron (SPS), which is 6.9 km long. Here the protons reach

the energy of 450 GeV before they are transferred to two beam-pipes of the LHC main ring. It takes

several minutes to fill the LHC ring and about 15 minutes to accelerate beams to their maximum

energy of 3.5 TeV. Eight radio frequency (RF) cavities, oscillating voltage at fRF = 400 MHz

along the beam axis, are used to accelerate the beams within the LHC. They are placed in straight

sections in four cryomodules which keep the RF cavities working in a superconducting state. In

this way, the particle beam is sorted into discrete packets called bunches spaced with 50 ns.

Figure 2.1: Illustration of the LHC accelerator complex.

The two beams are brought into collision in four straight sections of the LHC ring where four

detectors are placed - ATLAS, CMS, LHCb and ALICE. Two of them, ATLAS and Compact

Muon Solenoid (CMS), are general purpose detectors, focusing on looking for sign of new physics

and Higgs boson hunt and studies. LHCb is focused on the precise b-physics studies. The ALICE

detector is designed to study the physics of strongly interacting matter at extreme energy densities,
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where quark-gluon plasma is formed.

2.1.2 Luminosity

An important characteristic of the LHC machine is the luminosity L, which defines the number

of collision events that can be delivered to the experiments

dNpp→X(t)

dt
= L(t) ·σpp→X , (2.1)

where σpp→X is a production cross section for an inelastic process pp → X. The luminosity is

process independent quantity, which is entirely determined by the proton beam parameters:

L =
frev ·nb ·N2

b

2πσxσy
·F (φ, σx,y, σs). (2.2)

Here frev denotes the revolution frequency of the accelerated protons (11245 Hz) synchronized

with fRF ; nb is the number of bunches per beam; Nb is the number of particles per bunch; σx
and σy are the transverse RMS beam sizes at the interaction point (IP) and 2πσxσy represents

the effective transverse area in which collision takes place assuming the particles in a beam are

Gaussian distributed. The F is the geometrical reduction factor that depends on the crossing angle

φ between two beams, transverse beam sizes and the bunch length σs. It is convenient to express

the transverse beam size in terms of the normalized transversed emmitance εn and the betatron

function β∗ at the IP as σx,y =
√
εnβx,y/γr, where γr is relativistic gamma factor. The LHC

luminosity can be then parametrized as:

L =
frev ·nb ·N2

b · γr
2πεnβ∗

·F (2.3)

Several factors limit the maximum luminosity that can be achieved at the LHC:

. Beam-beam effect is electromagnetic interaction between bunches of two beams as well as

the interaction between particles of the same bunch. This can lead to beam distortions from

the orbit and results in an increase of the emittance.

. Crossing angle is introduced to avoid unwanted collisions outside the interaction point.

Due to the crossing angle θc the luminosity is decreased by factor F =
√

1 + (θcσs/2σx,y)2.

. Beam offset can result from the beam-beam effects, quadrupole misalignment and appears

if the beams are colliding with a small transverse offset. Such beam offsets induce a loss of

luminosity at the interaction point.

. Hourglass effect appears when beams are colliding at a point which is away from the IP.

As the beams are focused to the interaction point, the beam sizes and the betatron function

are increased.

An accurate measurement of the delivered luminosity is crucial for the ATLAS physics program.

For cross-section measurements, the uncertainty on the delivered luminosity is often one of the

major systematic uncertainties. The precise knowledge of the luminosity is also important for

evaluation of backgrounds to beyond SM searches. The instantaneous luminosity is determined

from measuring the average number of interactions per bunch crossing times an efficiency of the

luminosity algorithm for the certain detector µvis, and the effective cross section σvis which is

luminosity calibration constant:

L =
frev ·nb ·µvis

σvis
(2.4)
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There are several methods for the luminosity measurement.

. Luminosity monitoring algorithms. The LHC luminosity is determined in real time

approximately once per second using a variety of detectors and algorithms for measuring µvis.

The following devices are used to measure the interaction rate µ (only ATLAS specific devices

are listed): Minimum Bias Trigger Scintillators, Cerenkov detector LUCID, EM/Forward

calorimeter [32]. They use the event-, hit- or track-counting algorithms. The basic time unit

for storing luminosity information for later use is the Luminosity Block (LB). The length of a

LB is approximately two minutes. Luminosity information is stored as delivered luminosity.

Corrections for data acquisition dead-time and other sources of data loss are performed when

the integrated luminosity is calculated.

. Absolute luminosity determination from the beam parameters. This method used

to determine the σvis and requires a good measurement of the lateral beam sizes outside of the

IP. This can be done using wire scanners or synchrotron light monitors. To obtain reliably the

beam size in the IP, one needs to know precisely the betatron function. The betatron function

at the IP can be determined using so-called K-modulation of the nearest quadrupoles. The

typical uncertainty of this method is up to 5%. A more precise method, known as van Der

Meer scans, allows to directly measure the effective beam sizes σx,y and shape by recording

the relative interaction rates µvis as a function of the transverse beam separation δx,y [33].

However, an assumption that the luminosity profile is factorisable L(δx, δy) = fx(δx)fy(δy)

is often the dominant uncertainty. An independent beam-gas imaging method allows to

extract directly the density distributions by reconstructing beam-gas interaction vertices.

The visualizing gas used is a residual gas in the vacuum beam-pipe or a specially injected

one. The beam-gas imaging method is limited by vertex resolution, especially when the beam

sizes become smaller than the resolution.

. Absolute luminosity determination from the SM processes. The processes that

have well-known cross sections can be used for luminosity determination by measuring the

corresponding production rate. The relatively clean Z → ll and W → lν processes are suited

for this purpose. Their theoretical cross section are known with precision of about 5%. In

addition, other processes such as muon pair production via two photon exchange pp→ ppµµ

can also be used but this is limited statistically.

In 2011 the maximal instantaneous luminosity at the LHC was 3.5 × 1033 cm−2s−1, whereas

the design luminosity is 1034 cm−2s−1. The parameters of the LHC accelerator were different

during the data acquisition. The Figure 2.2 shows the integrated luminosity delivered to the

ATLAS experiment in 2011 that is about Lint = 4.58 fb−1. Knowing the cross section of the W

boson production, one can evaluate the number of events available for the analysis as NW→lν =

Lint ·σpp→W ·BR(W → lν) that leads to about 8M events in each channel.

An accurate knowledge of the integrated luminosity is important for the W boson mass deter-

mination. It plays a significant role of the data-driven multijet background estimates that will be

discussed in Section 7.

2.2 The ATLAS detector

The ATLAS (A Toroidal LHC ApparatuS) experiment at the LHC is a multi-purpose particle

detector [34] with a forward-backward symmetric cylindrical geometry with respect to the IP.

It consists of an inner tracking detector (ID) surrounded by a thin superconducting solenoid,

electromagnetic and hadronic calorimeters, and a muon spectrometer (MS) incorporating three

large superconducting toroid magnets. The aim of the tracking detector is to track charged particles

by detecting their interactions with medium at discrete points. The calorimeters measure the
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Figure 2.2: The total integrated luminosity recorded by ATLAS detector during 2011 data-taking

period.

energy and direction of those particles that are stopped in the calorimeter. The MS is designed

for additional measurements of the muons penetrating through the calorimeter. The two magnet

systems bend the charged particles in the ID and MS allowing their momenta to be measured and

the corresponding charge to be identified.

2.2.1 Coordinate system

The nominal interaction point is defined as the origin of the coordinate system, while the beam

direction defines the z−axis and the x− y plane is transverse to the beam direction. The positive

x−axis is defined as pointing from the interaction point to the center of the LHC ring and the

positive y−axis is defined as pointing upwards. The side-A of the detector is defined as that with

positive z and side-C is that with negative z. The azimuthal angle φ is measured as usual around

the beam axis, and the polar angle θ is the angle from the beam axis. The pseudorapidity is defined

as

η = − ln[tan(θ/2)]. (2.5)

In case of massive particles such as W and Z bosons the rapidity y introduced in equation (1.33)

is used instead. The pseudorapidity is Lorentz invariant under longitudinal boosts. It is also

preferred to be used instead of θ because of distribution of particles recorded is approximately

flat with respect to η. The transverse momentum pT, the transverse energy ET and the missing

transverse energy EmissT are defined in the x − y plane. The distance ∆R between particles is

usually measured in the pseudorapidity-azimuthal angle space as

∆R =
√

∆η2 + ∆φ2 (2.6)

which is also Lorentz invariant if the involved particles are massless. Once the transverse momen-

tum, the polar angle and pseudorapidity of a particle are measured, the cartesian momenta can be

obtained from
px = pT cos(φ) py = pT sin(φ)

pz = pT sinh(η) p = pT cosh(η)
(2.7)
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2.2.2 The Inner Detector

The ATLAS Inner Detector (ID) [35] is designed to provide hermetic and robust pattern recog-

nition, excellent momentum resolution and both primary and secondary vertex measurements

for charged tracks above approximately 0.5 GeV. Its acceptance covers the pseudorapidity range

|η| < 2.5. It also provides electron identification over |η| < 2.0. The physics goals at the LHC

impose the requirements on the ID to operate at very large track density environment, so the high-

precision measurements must be made with fine detector granularity. The ID consists of three types

of tracking components listed from innermost one: Silicon Pixel Detector (PIX), SemiConductor

Tracker (SCT) and Transition Radiation Tracker (TRT). The outer radius of the tracker is about

115 cm, fixed by the inner dimension of the cryostat containing the liquid argon EM calorimeter.

The total length of the ID is 7 m, limited by the position of end-cap calorimeters. The ID is divided

into the barrel part (|z| < 80 cm) and two end-caps. The magnetic field of 2 T is provided by a

solenoid inserted between the ID and the EM calorimeter. The positions of signals, called hits,

caused by charged particles traversing the ID are used to reconstruct particle trajectories inside

the tracker. Each track is expected to be reconstructed with 3 hits in Pixel Detector, 8 hits in

SCT and 36 hits in TRT on average. The ID layout is illustrated in Figure 2.3.

The semi-conductor pixel detector is situated the closest to the beryllium beam-pipe and

has the highest granularity. The main limitation of the pixel detector is the radiation hardness as

the expected fluence is at the tolerable limit. Here wide sensors 400× 50 µm of n+/n silicon type

250 µm thick are used. The PIX consists of three layers in the barrel region at R = 50.5, 88.5

and 122.5 mm, and three discs in the end-cap regions on each side positioned at |z| = 495, 580 and

650 mm. The first layer of the pixel detector with highest granularity, so-called B-layer, plays a

crucial role in finding of short-lived particles such as b-quarks and τ−leptons as well as photons

converting to electron-positron pair. In total there are about 80 million readout channels in the

whole Pixel Detector. The intrinsic spatial resolution of individual Pixel Detector modules is 10

µm in Rφ and 115 µm in z.

Figure 2.3: Left: Cut-away view of the ATLAS inner detector. Right: Illustration of the ID sensors

and structural elements traversed by a charged track in the barrel inner detector (|η| = 0.3)

The SCT is a silicon detector with micro-strips which surround the Pixel Detector layers

providing four space point measurements and contributing to the measurement of momentum,

impact parameter and vertex position. It has coarser granularity as the track density decreases

with increasing the radius. The silicon p/n single-sided strips are 80 µm wide and 12 cm long

leading to the resolution of 16 µm in Rφ and 580 µm in z (R) in barrel (end-cap). The barrel SCT

consists of four layers to provide precision points in Rφ and has small stereo angle to measure z.

The four complete barrels at radii of 300, 373, 447 and 520 mm are linked together. The forward

modules are mounted onto nine end-cap wheels on each side. The tracks can be distinguished if
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separated by more than ∼ 200 µm. There are 6.3 millions readout channels for the SCT.

The TRT component is composed of gaseous proportional counters (straws), 4 mm in diameter

and 1.44 m long. The straws are filled with gas mixture of 70% Xe, 27% CO2 and 3% O2. The

xenon gas provides an electron identification capability by detecting transition-radiation photons

created by radiator between the straws. This yields to much larger signal amplitudes from electrons

than from minimum-ionizing charged particles which are detected by high-threshold discriminator

in the radiation-hard front-end electronics [36]. To keep the TRT performance to be constant, the

close-loop gas system is used maintaining the correct gas fractions. Possibility to use argon-based

mixture instead of xenon, which is much cheaper, is also studied since recent times. The straws

are arranged to be parallel to the beam-pipe in the barrel and perpendicular in the end-cap region.

The intrinsic radial resolution is about 130 µm. There are about 50k straws in the barrel and 320k

straws in the end-cap providing a large number of measurements for each track.

The Figure 2.4 shows the coverage of each Inner Detector components with their active posi-

tions.

Figure 2.4: The R− z view of individual ATLAS Inner Detector components

Sub-detector Element size Resolution [µm] Hits per track

Pixel 50µm× 400µm 100× 15 3

SCT 80µm 17 8

TRT 80mm 130 30

Table 2.1: Summary of the main characteristics of the three ATLAS ID sub-detectors [37].

Tracks are described using the parameters of a helical trajectory at the point of closest approach

to the z-axis: the transverse impact parameter, d0, the z coordinate, z0, the angles of the momen-

tum direction, θ and φ, and the inverse of the particle momentum multiplied by the charge, q/p,

as illustrated in Figure 2.5 (left). The typical track resolution of these parameters is summarized

in Table 2.2. The tracks are reconstructed using special algorithms such as global-χ2 and Kalman-

filter techniques. The global-χ2 fitter finds the track among all possible candidates by solving a

set of linear equations. The Kalman method is used in the search for compatible measurements

in the next detector layer when track is extrapolated from a seed. The track finding algorithms

also include the corrections for interactions with material. The ID is designed with effort to keep

the material in the tracking volume to a minimum. For example, the photons can convert inside

the tracker. The material also provokes bremsstrahlung in electrons and affects both the energy

measurement in the calorimeter and the track momentum measurement. The multiple scattering

of hadrons and muons also degrades the impact parameter resolution. All these examples allow to
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make improvements to the ATLAS material simulation. An estimated amount of material budget

before the calorimeter is shown in Figure 2.5 (right).

Figure 2.5: Left : Illustration of the parameterised track [38]. Right : Amount of material traversed

by a particle, in units of radiation length X0, as a function of |η|.

The ID provides a transverse momentum resolution of σpT/pT = 0.05%pT GeV⊗ 1% in central

η region.

Parameter d0 z0 φ0 θ q/p

Units [µm] [µm] [mrad] [mrad] [ GeV−1]

Typical resolution 20 110 0.15 0.9 5 · 10−4

Table 2.2: Typical resolutions for track parameter with pT > 30 GeV [36].

2.2.3 Calorimetry

The aim of the calorimeter in ATLAS is to measure accurately the energy and position of

electrons and photons as well as jets. It also allows to measure the missing transverse energy and

provides the separation of electrons and photons from hadrons and jets. The ATLAS Calorimeter

system consists of an EM calorimeter covering the rapidity region |η| < 3.2, barrel hadronic

calorimeter covering |η| < 1.7, hadronic end-cap calorimeter covering 1.5 < |η| < 3.2, and forward

calorimeter covering 3.1 < |η| < 4.9 (Figure 2.6). The calorimeter system is contained in a cylinder

of outer radius 2.25 m and has the total length between |z| < 6.65 m. The Tile calorimeter system

has an outer radius of 4.23 m and a length spanning ±6.10 m.

2.2.3.1 EM calorimeter

The ATLAS electromagnetic (EM) calorimeter is a sampling calorimeter with accordion shaped

Kapton electrodes and lead absorbers as shown in Figure 2.8. The accordion geometry provides

a very high granularity, full azimuthal symmetry without cracks and fast signal read-out. Liq-

uid argon (LAr) is used as an active material for the signal collection. The advantages of LAr

calorimetry, such as radiation hardness, intrinsic linear behavior, cheapness comparing to other

noble gases, have been considered to outweigh the difficulties associated with the need of cryostats

and signal feedthroughs.

The EM calorimeter is divided into two identical half-barrels (|η| < 1.475) and two endcaps

(1.375 < |η| < 2.5) and is segmented in three longitudinal layers called respectively strip, middle

and back. The thickness of each layer changes with |η| as illustrated in Figure 2.7. The two barrels

area separated by a small gap (4 mm) at z = 0. The middle layer in the barrel region is equipped
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Figure 2.6: Three-dimensional view of the ATLAS calorimetry.

with ∆η × ∆φ cells of size 0.025 × 0.025 while the strip layer has 8 times finer granularity in

the |η| direction, as shown in Figure 2.8, providing a precise η measurement of incident particles.

In addition, the strip sampling is used to enhance the particle identification, such as γ/π0, e/π

separation. On the other hand, there is no need to have fine lateral strips size as the shower is

smeared in φ by the magnetic field. The back layer has a twice coarser granularity in η and the

same φ segmentation as in the middle layer. Each calorimeter cell is designed to point towards

the interaction point. Before the EM barrel calorimeter there is a presampler (PS) LAr detector,

covering range |η| < 1.8 and placed just behind the cryostat cold wall. It is placed to start the

shower before the calorimeter and is used to correct for the energy lost in the material upstream

the calorimeter. The thickness of LAr material in the presampler is 1.1 cm in the barrel and 0.5

cm in the end-cap.

Each end-cap calorimeter is mechanically divided into two coaxial wheels: an outer wheel

covering the region 1.375 < |η| < 2.5, and an inner wheel covering the region 2.5 < |η| < 3.2. The

boundary between inner and outer wheel is 3 mm wide and is located at |η| = 2.5. The external

and internal radii of the wheels are 2098 mm and 330 mm respectively. The end-cap calorimeter

also divided into longitudinal segments and has granularity of cells that vary with |η| as explicitly

given in Table 2.3. The lead thickness in the absorber plates has been chosen as a function η to

achieve optimized the EM calorimeter performance in terms of energy resolution. The lead plates

in the barrel are 1.53 mm thick for |η| < 0.8 and 1.13 mm thick for |η| > 0.8. In the end-cap the

lead plates have thickness of 1.7 mm for |η| < 2.5 and 2.2 mm for |η| > 2.5. The amplitude of

accordion waves increases with radius. Since the thickness of absorbers is constant, the LAr gap

also increases with radius.

The particles entering the EM calorimeter develop EM showers through their interactions with

absorbers. The ionization electrons drift to the electrode under electric field generated by the high

voltage of 2000 V. The size of the drift gap on each side of the electrode is 2.1 mm. The induced

current on the electrode has triangular shape and is initially proportional to the deposited energy

in the cell. The time of charge collection has order of 400 ns. The physical triangular signal is then

amplified, shaped by bipolar shaper and digitized every 25 nanoseconds. If signal is accepted by

trigger, the signal amplitude is determined from signal samples and transformed to the cell energy.
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EM calorimeter Barrel End-cap

Coverage |η| < 1.475 1.375 < |η| < 3.2

Longitudinal segmentation 3 samplings 3 samplings 1.5 < |η| < 2.5

2 samplings 1.375 < |η| < 1.5

2.5 < |η| < 3.2

Granularity ∆η ×∆φ

Strip sampling 0.025/8× 0.1 0.025× 0.1 1.375 < |η| < 1.5

0.025/8× 0.1 1.5 < |η| < 1.8

0.025/6× 0.1 1.8 < |η| < 2.0

0.025/4× 0.1 2.0 < |η| < 2.5

0.1× 0.1 2.5 < |η| < 3.2

Middle sampling 0.025× 0.025 0.025× 0.025 1.375 < |η| < 2.5

0.1× 0.1 2.5 < |η| < 3.2

Back sampling 0.05× 0.025 0.05× 0.025 1.5 < |η| < 3.2

Presampler Barrel End-cap

Coverage |η| < 1.52 1.5 < |η| < 1.8

Longitudinal segmentation 1 sampling 1 sampling

Granularity ∆η ×∆φ 0.025× 0.1 0.025× 0.1

Table 2.3: Rapidity coverage and granularity of the EM calorimeter.

Figure 2.7: Segmentation of the barrel EM calorimeter showing the corresponding thickness in

radiation length (upstream material included).

The energy response of the calorimeter needs to be calibrated in advance. The energy deposited

in the absorber can be taken into account by knowing the sample fraction of the calorimeter.

2.2.3.2 Hadronic calorimeters

The ATLAS hadronic calorimetry consists of components constructed using different techniques

and devices. In the range |η| < 1.6 the iron-scintillating-tiles technique is used for the barrel and



2.2. The ATLAS detector 27

47 cm

readout electrode
absorber

P

lead
glue

kapton

outer copper layer

outer copper layer

inner copper layer

stainless steel

HVHV

liq
ui

d 
ar

go
n 

ga
p

liq
ui

d 
ar

go
n 

ga
p

(~
2 

m
m

)

Figure 2.8: Read-out granularity and accordion shape of the EM calorimeter.

extended barrel Tile calorimeters in the range 1.5 < |η| < 4.9 the LAr is used. The important

parameter for the hadronic calorimeters is the thickness. It has to be large enough to contain the

hadronic showers and reduce the punch-through hadrons penetrating to the muon system. The

total thickness is chosen to be about 11 interaction lengths that allows to have good performance

on resolution for high energy jets.

The Tile calorimeter is situated behind the EM barrel calorimeter. The signal is provided

by scintillating tiles as active material while the iron is used as an absorber. The tiles are placed

perpendicular to the beam-pipe and are 3 mm thick. The total thickness of iron in each period

is 14 mm. It is composed of barrel and two extended barrel components. It has inner radius of

2.28 m and outer radius of 4.23 m. The Tile calorimeter is longitudinally sampled into three layers.

The granularity corresponds to ∆η ×∆φ = 0.1× 0.1 in first two layers and ∆η ×∆φ = 0.2× 0.1

in the last layer. A vertical gap of 68 cm wide between the barrel and extended barrel regions is

used for passage of cables from the ID and the EM calorimeter. The electronic noise in the cells is

about 20 MeV.

The Liquid Argon calorimeters cover end-cap and forward regions with 1.5 < |η| < 4.9.

Each end-cap calorimeter (HEC) consists of two independent wheels of equal diameter: one is built

with 25 mm absorber plates and another has 50 mm absorber plates. The copper is used as an

absorber material. The gap is equipped with 3 electrodes that split it in four drift spaces of 1.8 mm

each. The end-cap calorimeter is divided into front, middle and back longitudinal segments. The

values of electronic noise are about 250, 350 and 800 MeV in the respective segments. The outer

radius of the copper plates is 2.03 m, while the inner radius is 0.475 m. The forward calorimeter

(FCAL) is placed at a distance of about 5 meters from the interaction point. It is high density

detector consisting of three longitudinal sections. The first section is made of copper, while the

other two are tungsten. The sensitive material is LAr with the gap of 250, 375 and 500 microns

in first, second and third sections respectively. Such gaps ensure the fast signal collection in the

forward region where the pileup effects are expected to be large. The granularity of the hadronic

LAr calorimeter is ∆η ×∆φ = 0.1× 0.1 for 1.5 < |η| < 2.5 and 0.2× 0.2 for 2.5 < |η| < 3.2 while

the forward calorimeter has 0.2 × 0.2. The forward calorimeters are also capable to reconstruct

electrons.

2.2.4 Muon Spectrometer

The Muon Spectrometer (MS) is the outermost part of the ATLAS detector. It is designed to

detect muons exiting the calorimeter and measure their momentum in the pseudorapidity range
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of |η| < 2.7. In addition, it is used to trigger on the muons in the region of |η| < 2.4. The

MS consists of the large superconducting air-core toroid magnets, instrumented with separate-

function trigger and high-precision tracking chambers. The conceptual layout of the spectrometer

is shown in Figures 2.9. Over the range |η| < 1.4, magnetic bending is provided by the large barrel

toroid. For 1.6 < |η| < 2.7 region muon tracks are bent by two smaller end-cap magnets inserted

into both ends of the barrel toroid. Over 1.4 < |η| < 1.6, usually referred to as the transition

region, magnetic deflection is provided by a combination of barrel and end-cap fields. This magnet

configuration provides a field that is mostly orthogonal to the muon trajectories, while minimizing

the degradation of resolution due to multiple scattering

Figure 2.9: Side view of one quadrant (left) and transverse view (right) of the muon spectrometer.

Cost, performance requirements and the radiation tolerance lead to implementation of four

different technologies for the muon chambers. In the barrel region, tracks are measured in chambers

arranged in three cylindrical layers around the beam axis at radii of approximately 5 m, 7.5 m,

and 10 m; in the transition and end-cap regions, the chambers are installed vertically forming large

wheels and located at distances of |z| ≈ 7.4 m, 10.8 m, 14 m, and 21.5 m from the interaction point.

Over most of the pseudorapidity range, a precision measurement of the track coordinates in the

principal bending direction of the magnetic field is provided by Monitored Drift Tubes (MDTs).

At large pseudorapidity and close to the interaction point, Cathode Strip Chambers (CSCs) with

higher granularity are used to sustain the demanding rate and background conditions. Resistive

Plate Chambers (RPCs) in the barrel and Thin Gap Chambers (TGCs) in the end-cap region are

used as a trigger system. Both trigger chambers also provide a “second-coordinate” measurement.

The driving performance goal is a stand-alone transverse momentum resolution of approximately

10% for 1 TeV tracks, which translates into a sagitta along the z axis of about 500 µm, to be

measured with a resolution of 50 µm. In the center (η ≈ 0) of the MS a gap is made to allow for

services for the toroid magnet, the calorimeter and the ID.

The toroid magnets. The barrel toroid magnet system is situated around the calorimeters

with inner diameter of 9.4 m, outer diameter of 20.1 m and its length is 25.3 m. It consists of

eight flat coils assembled radially and symmetrically around the beam axis. The end-cap toroid

coils are rotated in azimuth by an angle of 22.5◦ with respect to the barrel coils to optimize the

bending performance in the overlap region. The magnetic field varies with η and provides for

typical bending powers of 3 Tm in the barrel and 6 Tm in the end-cap regions. Owing to the

finite number of coils, the field configuration is not perfectly toroidal and presents a regularly

rippled profile. The regions with low bending power in the overlap region exist leading to degraded

momentum resolution.

The Monitored Drift Tube chambers are aluminum drift tubes with a diameter of 29.970

mm, operating with Ar/CO2 gas (93/7) at 3 bar as shown in Figure 2.10. Each chamber consists of

two sections with three (inner station) or four (middle and outer station) layers of the drift tubes.
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RMS in measurement/track

Type Function z/R φ time barrel end-cap

MDT tracking 35 µm (z) — — 20 20

CSC tracking 40 µm (R) 5 mm 7 ns — 4

RPC trigger 10 mm (z) 10 mm 1.5 ns 6 —

TGC trigger 2-6 mm (R) 3-7 mm 4 ns — 9

Table 2.4: Parameters of the four sub-systems of the muon detector.

The electrons resulting from ionization are collected at the central tungsten-rhenium wire with a

diameter of 50 µm, at a potential of 3080 V. The maximum drift time can reach about 700 ns. The

signal is amplified, shaped and discriminated. The arrival time is interpreted as a drift-distance

providing the single hit resolution of about 80 µm per tube, or about 35 µm per chamber. The

main parameters are summarized in Table 2.4. The overall layout of MDTs is projective, i.e. the

layer dimensions and the chamber sizes increase with distance from the IP.

µ

29.970 mm

Anode wire

Cathode tube

Rmin

Figure 2.10: Mechanical structure of a MDT chamber (left) and transverse cross section of the

MDT tube (right).

The Cathode-Strip Chambers are multiwire proportional chambers with cathode planes

segmented into strips in orthogonal directions. This allows both coordinates to be measured from

the induced-charge distribution. The CSC are used in the innermost tracking layer due to their

higher rate capability and time resolution. Each chamber is arranged in 4 layers with 5 mm gap

filled with Ar/CO2(80%/20%). The resolution of a chamber is 40 µm in the bending plane and

about 5 mm in the transverse plane. Other important characteristics are small electron drift times

(≤30 ns) and good time resolution (7 ns).

The Resistive Plate Chambers are gaseous detectors which provide the triggering and

the measurement of the second coordinate in a direction orthogonal to the one measured in the

precision chambers. The basic RPC unit is a narrow gas gap of 2 mm formed by two par-

allel resistive electrodes, separated by insulating spacers. The gap is filled with a mixture of

C2H2F4/Iso-C2H2F4/SF6 (94.7/5/0.3). The electric field between electrodes is about 4.9 kV/mm

allows avalanches to form along the ionising tracks towards the anode. The signal is read out via

capacitive coupling by metal strips on both sides of the detector. The RPCs are arranged into

three concentric cylindrical layers around the beam axis. Figure 2.9 shows their position relative

to MDTs. Typical spaceâtime resolution of the RPCs is about 1 cm × 1 ns.

The Thin Gap Chambers provide the muon trigger capability in the end-cap and determine

azimuthal coordinate to complement the measurement of the MDTs. The TGCs are arranged in
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seven layers in each side: one triplet (M1) and two doublets (M2, M3) placed at |z| = 13.5 m, 14.7

m and 15 m respectively. EI (|z| = 7 m) and FI(|z| = 7.3 m) are the innermost TGCs, which are

used to suppress the fake hits and low momentum background tracks. Each TGC is a multiwire

proportional chamber filled with highly quenching gas mixture CO2/n − C5H12 (55%/45%) that

permits to operate in saturated mode. Wire-to-cathode distance of 1.4 mm and wire-to-wire

distance of 1.8 mm lead to good time resolution.

In addition, there are a specialized detectors such as Beam Conditions Monitor (BCM) that

consists of two stations containing diamond sensors at |z| = 1.84 m; forward LUCID Cerenkov

detector covering 5.4 < |η| < 5.9. Both are used to luminosity determination. Also there is forward

Zero Degree Calorimeter(ZDC) covering |η| > 8.3 and the Minimum Bias Trigger Scintillators

(MBTS) covering 2.1 < |η| < 3.8.

2.2.5 Trigger system and data acquisition

The purpose of the ATLAS trigger system is to reduce the input rate of the events generated in

pp collisions with 40 MHz bunch crossing rate to an output rate of about 200 Hz in order to record

them for further analysis. The system has three levels. The first level (L1) is a hardware-based

system using information from the calorimeter (L1Calo) and muon (L1Muon) subdetectors. At this

stage, the regions of interest (ROI) are identified and a decision to reject the background events

is made by specialized electronics within 2.5 µs after a collision occurred. The decision is based

on hit coincidences in different subdetector layers within certain windows. The accepted events

are read out from the front-end electronics into readout drivers (ROD) and then transmitted into

readout buffers (ROB), the starting points for the data acquisition (DAQ). The L1 trigger system

is responsible for reducing the rate to at least 75 kHz.

The second (L2) and third (Event Filter, EF ) levels are software-based systems using infor-

mation from all subdetectors. For each bunch crossing, the trigger system verifies if at least one of

hundreds of conditions satisfied. The triggers are based on identifying combinations of candidate

physics objects (signatures) such as electrons, photons, muons, jets, jets with b−flavour tagging

(b−jets) or specific B−physics decay modes. In addition, there are triggers for inelastic pp collisions

and triggers based on global event properties such as missing transverse energy and summed trans-

verse energy. Events selected by the EF are then sent to mass storage [39]. An average processing

time is about 4 s. Often the final output rate cannot be made small enough. In this case only

random events are selected and stored. Such triggers are called ”prescaled triggers”. In principle,

there are two types of triggers: primary and supporting. Primary triggers are main triggers with

tightly applied cuts needed for sufficient selection of electrons, muons, etc. Such triggers cannot

be prescaled. Supporting triggers are used to collect a sample of unbiased objects with looser cuts.

They are needed to build background-enriched regions that can be used in an analysis.

This thesis describes the analysis performed with proton-proton collision data collected at

center-of-mass energy of
√
s = 7 TeV with the ATLAS detector during 2011. In addition, the

calorimeter studies described in Section 4 is performed using data collected at
√
s = 8 TeV during

2012, which benefits from higher statistics. If there was a mechanical or a read-out problem in

a part of the detector during the data acquisition, the reconstructed object which is used in the

analysis could be affected. The data was used for the analysis only if relevant sub-detectors were

operational and magnet systems were on. The state of the detector (data quality) was monitored

during data acquisition and stored into the condition database according to corresponding data-

taking period or luminosity block. The detection of many problems is not fully automated and

manual input is required [40]. The high quality of data is guaranteed with Data Quality group

recommendations. After application of data quality requirements, the total integrated luminosity

corresponds to 4.59± 0.08 fb−1 for 7 TeV data and 20.3± 0.6 fb−1 for 8 TeV data, respectively.
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Event reconstruction and selection

3.1 Muon reconstruction and identification

Muons are identified and reconstructed in ATLAS by exploiting the Inner Detector and Muon

Spectrometer in order to cover wide range of pT and pseudorapidity η. The passage of muon in each

subdetector allows to measure its local position and direction, and thus providing the information

about a segment of its track. The global trajectory of muons cannot accurately be described by

an analytical model so a high precision numerical approximation is needed.

Figure 3.1: Illustration of the muon track reconstruction and sagitta definition in the Muon Spec-

trometer.

In the first step of the reconstruction in the MS, the muons are triggered in RPC/TGC if at

least one hit exists (see Figure 3.1), defining the region of activity (ROA). All the muon chambers

intersecting with the ROA are then selected as muon track candidates. In the next step, the track

segments are formed through the two-dimensional fit of the associated hits in MDT multilayers of

the same chamber. The χ2-fit takes into account the tubes with missing signal. Here the bending of

muons above few GeV is sufficiently small and their trajectories can be approximated by a straight

line. The fitted segments are required to point loosely towards the IP, in order to reject background

events and random hit combinations. In the final step, the muon track finding is performed by

extrapolation each of these segments to the other (i.e. to inner or outer if starting from a middle

one) stations using tracking in the magnetic field and taking into account the traversed material

that causes multiple scattering and energy loss. In the non-bending transverse (xy) plane of the
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spectrometer the trajectory of the muons is close to a straight line. Among all possible candidate

segments forming the track those are chosen that best satisfy the global χ2 fit.

An important parameter measured in the MS is ”sagitta” (S) as it directly determines the

particle momentum. The sagitta measurement is defined as the distance from the segment point

in the middle layer to the straight line connecting the two outer segments as shown in Figure 3.1.

The inverse momentum can be determined as

1/p =
8S

BL2
, (3.1)

where B is magnetic field. Thus, the sagitta resolution is crucial for the precise momentum

determination.

Figure 3.2: Illustration of the track reconstruction in the Inner Detector

In the Inner Detector the muons are reconstructed using a similar approach. When a particle,

in particular muon, traverses a tracking detector, it will generate points (”hits”) in individual

detector elements as shown in Figure 3.2. Among a big number of recorded hits, the tracks of

charged particles can be formed using pattern recognition algorithms. The task of the pattern

recognition is to determine which point belongs to which track, and ultimately to estimate the

track parameters. There are two modes of pattern recognition. In the first mode, the tracks are

seeded in the pixel and SCT detectors and then extrapolated to the TRT. An amount of passive

and active material of the detector is accurately accounted in the track extrapolation.

The second mode in which the track finding starts from the TRT can be used when no track is

found in the silicon detectors. This information is then given to the track fitting algorithm, which

tries to produce a track trajectory that is as close to the true trajectory as possible. The track

fitting is based on the χ2−minimization of the track-to-hit mismatching. The accuracy of the track

reconstruction is limited by the resolution of the detector elements, the knowledge of the magnetic

field and amount of the material in the detector. In addition, the possible misalignment can affect

the measured momentum and the measured impact parameter.

Muons used in this analysis are reconstructed independently in the ID and MS. A combined

track is formed from the successful combination of a MS track with an ID track based on a

statistical combination (staco algorithm) of the track parameters. This combination improves

the momentum resolution and provides better rejection of muons from secondary interactions and

from π/K decaying in-flight, collectively called as fake-muons. The reconstruction efficiency for
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combined muons is affected by acceptance losses in the MC due to lack of muon chambers in

η ∼ 0 and problematic transition region (1.1 < |η| < 1.3) between barrel and end-cap. For the

definition of the reconstructed muon kinematics, the ID measurement is retained as sole input,

as the MS measurement has a significant impact on the momentum reconstruction performance

for transverse momenta above 100 GeV. This choice allows a simpler calibration procedure, as it

avoids complications related to the above- mentioned energy loss; the cost in terms of resolution

is negligible in the transverse momentum range relevant for the present measurement.

3.2 Electron reconstruction and identification

Figure 3.3: The pulse shape in the ATLAS LAr calorimeters. The unipolar triangular pulse is the

current pulse in the liquid argon generated by fast ionising particles. td represents the drift time.

The shaped pulse is superimposed with circles indicating 25 ns intervals. [41].

The electrons and photons are reconstructed using the ATLAS EM calorimeter (see Section

2.2.3). When these particles enter the calorimeter, they develop the EM showers through their

interaction with matter. The showers initiated by electrons and photons are quite wide, therefore

they deposit energy in many calorimeter cells of each sampling. The EM showers ionise the

active material and the ionisation electrons induce an electrical signal on the electrodes which is

proportional to deposited energy in the active volume of the calorimeter. The induced signal has

triangular shape due to charge collection time of about 450 ns as illustrated in Figure 3.3. It is then

amplified, shaped by bipolar shaper and digitized every 25 nanoseconds. The signal amplitude is

then determined from signal samples and transformed to the cell energy as

Ecell = F ×
Nsamples∑
i=1

ai(si − p), (3.2)

where si are the samples of the shaped ionisation signal in Nsamples = 5 time slices spaced by 25 ns;

p is is the read-out electronic pedestal measured in the dedicated calibration runs; the ai weights

are the optimal filtering coefficients derived from the predicted shape of the ionisation pulse and

the noise autocorrelation. The noise in the cell is a combination of an electronic noise, which is

about 10 MeV in strip layer and about 30 MeV in middle and back layers, and the contribution

from pile − up particles. The pile-up contributions can be either due to particles coming from
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the same bunch crossing (in-time pile-up) or particles coming from previous bunch crossing (out-

of-time pile-up). The factor F which converts the collected signal into MeV and is determined

experimentally for each cell of the calorimeter in dedicated calibration runs.

In order to measure the total energy deposited in the EM calorimeter, the cells are grouped

into the EM clusters. To reconstruct the EM clusters, the EM calorimeter is divided into a grid

of Nη × Nφ towers of size ∆η × ∆φ = 0.025 × 0.025, corresponding to the granularity of the

calorimeter middle layer. Inside each of these elements, the energy of all cells in all longitudinal

layers is summed into the tower energy. These clusters are seeded by towers with total transverse

energy above 2.5 GeV and searched for by a sliding-window algorithm, with a window size of 3× 5

towers. Then, if the reconstructed cluster can be associated with at least one well-reconstructed

track in the ID, the candidate is classified as an electron. If several tracks are matched with the

EM cluster, tracks with silicon hits are preferred, and the track is chosen which is closest in terms

of ∆R =
√

∆η2 + ∆φ2. In order to reject the electrons coming from photon conversions (a photon

with energy above 1 GeV interacts with tracker material predominantly via e+e− production), the

track is required to be close to the IP. The track-to-cluster association accounts for the presence

of the solenoidal magnetic field and for the effect of bremsstrahlung losses due to electron bending

in this field. In the absence of a matching track, the cluster is classified as an unconverted photon

candidate

After a successful track-cluster matching, the electron clusters are rebuilt using an area of

calorimeter cells corresponding to 3×7 in the barrel and 5×5 in the end-cap in units of ∆η×∆φ =

0.025 × 0.025. Such lateral sizes are taken to contain the electron shower while minimizing the

pile-up and noise contributions. The larger size in φ in the barrel is needed because of magnetic

field causing the bremsstrahlung radiation smears the shower in φ.

The clusters associated with electron candidates must satisfy a set of identification criteria,

requiring their longitudinal and transverse profiles to be consistent with those expected for EM

showers induced by such particles. Three reference sets of cut-based selections, labeled loose,

medium and tight, have been defined for electrons with increasing background rejection power.

The variables used in these selections are summarized in Table 3.1. They include shower shape

variables, tracking variables and track-cluster matching variables. The information from hadronic

calorimeter is also used to veto particles giving rise to significant hadronic activity.

After the clusters are reconstructed, the electron position and energy are calculated. The EM

cluster properties, including its longitudinal development, and additional information from the ID,

are used to correct to the original electron and photon energy in simulated MC samples using

multivariate techniques. The calibration constants are determined using a multivariate algorithm

(MVA); a dedicated optimisation is performed for electrons. The main inputs to this calibration

procedure are Eps, Estr, Emid, Eback, the energies measured in in a given cluster of cells in the

corresponding calorimeter sampling. The total energy is also affected by the lateral leakage outside

the cluster (crosstalk effect) and is studied in Section 4. Corrections are made for the energy

deposited in front of the calorimeter and outside of the cluster, as well as for the variation of the

energy response as a function of the impact point on the calorimeter. The inputs to the energy

calibration algorithm are the measured energy per calorimeter layer, including the presampler, η

of the cluster and the local position of the shower within the second-layer cell corresponding to the

cluster centroid. The reconstructed electron kinematics are defined from the energy measured in

the EM calorimeter, and from the associated track angles η and φ.

3.3 Hadronic recoil reconstruction

While the charged leptons from the W or Z boson decays can be detected by the MS or

calorimeter as described in previous sections, the neutrino leaves the detector unseen. Thus the

neutrino transverse momentum ~pνT is determined from the missing transverse energy ~EmissT , which

can be calculated using the charged lepton transverse momentum ~plT and the recoil in transverse
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Type Description Name

Loose selection

Acceptance |η| < 2.47
Hadronic leakage Ratio of ET in the first layer of the hadronic calorimeter to ET of the EM cluster Rhad1

Ratio of ET in the hadronic calorimeter to ET of the EM cluster Rhad
Middle layer of EM Ratio of the energy in 3× 7 cells over the energy in 7× 7 cells Rη
calorimeter centered at the electron cluster position

Lateral shower width
√∑

Eiη2i /sumEi − (
∑
Eiηi/sumEi)

2 where Ei is the wη2

energy and ηi pseudorapidity of cell i and sum is within 3× 5 cells

Medium selection includes loose

Strip layer of EM Shower width,
√∑

Ei(i− imax)2
∑
Ei, where i runs over all strips wstot

calorimeter i a window of 0.0625×0.2, and imax - index of a strip with highest energy
Ratio of the energy difference between the largest and second largest energy Eratio
deposits in the cluster over the sum of these energies

Track quality Number of hits in the pixel detector (≥ 1) npix
Number of total hits in the pixel and SCT detectors (≥ 7) nSi
Transverse impact parameter (|d0| < 5 mm) d0

Track-cluster ∆η < 0.01 between the cluster position in the strip layer and the extrapolated track ∆η
matching

Tight selection includes medium

Track-cluster ∆φ < 0.02 between the cluster position in the middle layer and the extrapolated track ∆φ
matching Ratio of the cluster energy to the track momentum E/p

Tighter ∆η requirement (|∆η| < 0.005) ∆η
Track quality Tighter transverse impact parameter requirement (|d0| < 1 mm) d0

Total number of hits in the TRT nTRT
Ratio of the number of high-threshold hits to the total number of hits in the TRT fHT

Conversions Number of hits in the b-layer (≥ 1) nBL
Veto electron candidates matched to reconstructed photon conversions

Table 3.1: Definition of variables used for loose, medium and tight electron identification cuts.

plane ~uT. As shown in Section 1.4.3, the vector boson transverse momentum pW,ZT is expected to

be zero at LO calculations. The situation changes for higher order calculations and Parton Shower

models, which lead to a significant transverse momentum, peaking at 5 − 10 GeV. This results

from quark or gluon radiation in the initial state, which are then fragmented into multiple hadrons

and detected in the calorimeter. Thus, the transverse momentum of the vector boson has to be

balanced in the transverse plane by such hadrons, as the initial sum of transverse momenta before

the collision was zero (neglecting the Fermi motion):

~pW,ZT = ~plepton1
T + ~plepton2

T = −
∑

~pISRquarks,gluonsT (3.3)

where the ~pleptonT denote the transverse momenta of the decay leptons. The term
∑
~pISRquarks,gluonsT

accounts for all transverse momenta of the partons from initial state radiation, also called hadronic

recoil, which is denoted by ~uT. Hence, the transverse momentum of the neutrino can be indirectly

determined via

~pνT := ~EmissT = −(~uT + ~pl±T ) (3.4)

Similar to the transverse momentum of the charged lepton ~pl±T , also the hadronic activity ~uT

can be accessed experimentally, by measuring the reconstructed (topo-)clusters1 in the ATLAS

calorimeters and/or the reconstructed tracks in the ATLAS. The physical quantities are therefore

not ~EmissT and ~pl±T , but ~uT and ~pl±T .

The basic performance quantity is the projection of the hadronic recoil vector ~uT along the

transverse momentum vector of the vector boson as illustrated in Figure 3.4. This projection

results in a parallel component u|| and a perpendicular component u⊥. An ideal measurement of

the hadronic recoil would results in ~u|| = −pW,ZT and u⊥ = 0. However, the finite experimental

resolution of the hadronic recoil measurement leads to relatively wide distributions for the parallel

1 There are two calorimeter clustering algorithms in ATLAS. The ”sliding window” algorithm clusters the calorime-

ter cells within fixed-size rectangles and it is used for electrons, photon and τ−lepton reconstruction. The ”topological

algorithm” clusters those neighboring cells around a seed, which have large signal-to-noise ratio. The latter algorithm

is used for jet and missing transverse energy reconstruction in ATLAS [42].
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and perpendicular components. In addition, the reconstructed energies in the detector are not

only due to one proton-proton collision, but also include contributions from underlying event as

well as the residual energy in the detector from previous bunch crossings (out-of-time pileup). For

2011 data-set, where the pileup environment is not too high, the simple cluster-based approach

is taken for the recoil derivation. In later data-sets with higher pileup environment the combined

track/cluster based algorithm is planned to be used.

Vector	  Boson	  

Reconstructed	  
Hadronic	  Recoil	  

HR||	  

HR⊥	  	  

Figure 3.4: Projection of Hadronic Recoil on vector boson for the definition of u|| and u⊥.

As a basic concept of cluster-based approach, the hadronic recoil is computed by the vector

sum of all energy deposited in the calorimeters (sum of the reconstructed topo-clusters):

~uT =
∑

~EtopoT . (3.5)

Another informative quantity is scalar sum of all transverse energies of topo-clusters∑
ET =

∑
EtopoT (3.6)

that represents the hadronic activity of the event. With this simple approach, the transverse

energy of decay electrons will be counted twice, as well as the energy deposited in calorimeters

by showering muons. To solve this problem, the clusters falling inside a cone of size ∆R around

the lepton are excluded. While a cone size of ∆R = 0.05 still is too small to exclude all double

counting effects, a cone size of ∆R = 0.2 leads to a complete exclusion of the energy deposited by

signal leptons. However, the energy resolution of the hadronic recoil starts to degrade when more

and more information is removed from the recoil measurement.

In order to recover the recoil energy, the excluded clusters coming from the underlying event

have to be compensated. The situation is illustrated in Figure 3.5. For each event, two components

can be identified: the part of hadronic recoil in a cone around the lepton, that we will call for

simplicity the “removed cone” and is indicated as “zone B” in figure; and the hadronic recoil in the

rest of the calorimeter, that we will call “raw recoil” and is indicated as “zone A”. Two strategies are

used for the compensation: if the lepton is isolated, the magnitude of the removed cone is estimated

in a zone C which has the same surface, but is not overlapping with the removed cone self. We

will call the zone C “replacement cone”. The replacement cone is defined by a cone at the same

pseudo-rapidity of the removed lepton, but at different φ direction. The replacement cone cannot

overlap with the removed cone and has to be far from the direction of the raw recoil (∆φ > 0.6).
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If the lepton is not isolated, the value of the lepton isolation (the calorimetric isolation in a cone

of the same size of the removal cone) is used as estimate of the energy in the “removed cone”. In

Summary, the cluster-based hadronic recoil measurements involves three steps: 1) first summing

vectorially the pT of all topo-clusters deposited in calorimeters; 2) then removing clusters in a big

enough cone around the lepton to avoid the double counting problem; 3) finally compensating the

underlying event excluded in the cone to correct the recoil energy. The recoil energy correction is

especially needed for the recoil behavior in Z and W to be similar since the number of exclusion

cones which is equal to the number of leptons in the final states are different in W and Z samples.

A	  
C	  

B	  

Decay	  Lepton	  

Figure 3.5: Definition of different zones in the calculation of the cluster-based hadronic recoil.

3.4 W and Z boson selection

3.4.1 Muon selection

Muon candidates are formed from tracks reconstructed in the ID combined with MS. They are

required to have |η| < 2.4 due to muon trigger system coverage and pT > 15 GeV. Beside this,

selection requirements on the ID track kinematics are imposed as follows:

• require at least one expected B-layer hit if it is geometrically expected: Npixel > 1;

• expected pixel hits: Npixel +Npixel dead sensors > 1

where Npixel is the number of pixel hits and Npixel dead sensors is the number of crossed dead

pixel sensors;

• expected SCT hits: NSCT +NSCT dead sensors > 5

where NSCT is the number of SCT hits and NSCT dead sensors is the number of crossed dead

SCT sensors;

• Si holes: Npixel holes +NSCT holes < 3;

• TRT quality cuts:

for |η| < 1.9: NTRT +NTRT outliers > 5 and NTRT outliers < 0.9 · (NTRT +NTRT outliers);

for |η| ≥ 1.9 and NTRT +NTRT outliers > 5: NTRT outliers < 0.9 · (NTRT +NTRT outliers);
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where NTRT is number of TRT hits on the muon track and NTRT outliers is the number of

TRT outliers on the muon track.

In addition, muon candidates are required to have a longitudinal impact parameter |z0| < 10 mm

with respect to the primary vertex to reduce muons arising from cosmic and other non-collision

backgrounds. The candidates are also required to satisfy an ID-based isolation criteria in order be

isolated from other particles and to suppress background from heavy-flavour decays and decaying

in-flight pions and kaons. The isolation requires the scalar sum of momenta of ID tracks within a

cone ∆R =
√

∆η2 + ∆φ2 < 0.2 around the muon candidate (excluding the muon candidate itself)

to be less than 10% of the muon pT.

Iµ =
pcone20

T

pµT
< 0.1 (3.7)

3.4.2 Electron selection

Electron candidates are built from clusters of energy deposited in the electromagnetic calorime-

ter that are associated with at least one well-reconstructed track in the ID. They are required to

have pT > 15 GeV and |η| < 2.4 excluding the region 1.2 < |η| < 1.82. The electrons are required

to pass the tight identification criterion of a cut-based discriminating variables. In order to achieve

even better background rejections, a requirement on absence of an activity around electron tracks

is applied. The isolation cuts are imposed on the track-based pcone40
T and calorimeter-based Econe20

T

electron isolation variables, defined as

• track-based electron isolation pcone40
T defined as the scalar sum of the pT of tracks in a cone

of ∆R < 0.4 around the electron track, minus the pT of the electron.

• calorimeter-based electron isolation Econe20
T determined by the total ET of energy deposits in

the calorimeter within ∆R < 0.2 around the electron track (centroid of EM cluster), minus

ET of EM cluster.

The electron isolation cuts are pT- and η-dependent maintaining a uniform isolation efficiency of

97% for track- and 98% for calorimeter-based variables across a wide range of pT and η. In general,

these cuts vary in the range of pcone40
T < 2.0..3.0 GeV and Econe20

T < 2.5..4.5 GeV.

In addition, the LAr calorimeter had a few smaller problems in the 2011 run with dead Front

End Boards, noise bursts, as well as dead or noisy cells. The cuts were applied to remove the

affected regions.

3.4.3 W and Z boson selection

In order to further reduce the contributions from non-signal backgrounds, the W and Z boson

selections were tightened requiring the following cuts on the corresponding kinematical distribu-

tions:

→ W boson: plT > 30 GeV and EmissT > 30 GeV in order to reject high-background region;

pWT < 30 GeV and mW
T > 60 GeV in order to have more sensitive region for the mW

measurement2.

→ Z boson: plT > 25 GeV cut is decreased as the background level is much lower; dilepton

momentum cut is pllT < 30 GeV in order to be consistent with the W selection; tight invariant

mass cut is applied 81 GeV < mll < 101 GeV to minimize the background and the impact of

QED FSR on the signal acceptance (see Section 6) as well as to be consistent with the mass

window used to extract calibration scales in the electron channel. For muons, this range is

smaller and therefore a tighter mass range 84 GeV ≤ mll ≤ 98 GeV is used for the mass fits.

2Tighter cut on pWT sharpens the Jacobian peak used for the MW extraction (see Section 8.1.1)



Chapter 4

Calibration of the EM calorimeter

4.1 Introduction

The minimum ionizing particle, traversing the calorimeter, creates electron-ion pairs along its

track in the liquid argon gaps. The ionization electrons drift to the electrode under electric field

generated by the high voltage. The induced current on the electrode has triangular shape and is

initially proportional to the deposited energy in the cell. The time of charge collection has order

of 400 ns. The physical triangular signal is then amplified, shaped by bipolar shaper and digitized

every 25 nanoseconds. If signal is accepted by trigger, the signal amplitude is determined from

signal samples and transformed to the cell energy. The energy response of the calorimeter needs

to be calibrated in advance. The energy deposited in the absorber can be taken into account by

knowing the sample fraction of the calorimeter.

The value of reconstructed energy in an individual cell of the ATLAS electromagnetic calorime-

ter is affected by signal leakage from or to its neighbour cells. This effect is called crosstalk. The

crosstalk is caused by capacitive (strip-strip), resistive (strip-middle) or inductive coupling between

calorimeter cells. It can be observed as a pulse distortion in the cell, leading to the change of the

signal amplitude, and treated as an energy sharing between neighbouring cells. The crosstalk effect

has significant impact not only in the calibration runs, when a signal is injected in one individual

cell, but also can lead to wrong cluster energy, especially in the strips layer.

Detailed crosstalk studies have been performed in the calibration runs by investigating the

signal shape distortions. A complete map of the crosstalk was provided and implemented into the

reconstruction step of the MC simulation. Furthermore, the crosstalk tests with electron beams

were carried out and a discrepancy between Data and MC longitudinal development of electron

showers reconstructed in the EM calorimeter was observed. This discrepancy is assumed to be

caused by mis-modeling of the crosstalk effect in the calorimeter. Hence, additional crosstalk

studies are performed in this section using muons from Z → µµ decays recorded by ATLAS

detector with
√
s = 8 TeV 2012 collision data and results are reported here.

4.2 Methodology

The muons produced in Z → µµ decays are minimum ionizing particles and their energy

deposits are insensitive to amount of crossed material in front of the calorimeter. Such muons

initiate very localised shower along the trajectory and significant part of the energy is deposited in

the traversed cell of the electromagnetic calorimeter. In middle layer, almost full energy deposit

is localised in 3 cells along η direction, while in strip layer, where the granularity is finer, it is

enough to take into account 5 cells as shown in Figure 4.1. The approach of the irradiation of the

calorimeter cell with muons and reading the energy deposits in neighbouring cells provides a direct

sensitivity to the crosstalk and other effects caused by calorimeter miscalibration.

4.2.1 Data and MC samples

The goal of the analysis is to determine an amount of energy leakage between the calorimeter

cells by using muons from collision data. Hence, arises a need to study effects that could contribute

to energies measured in each cell. First of all, the pile-up noise has to be taken into account as it

can increase (in-time pile-up) or decrease (out-of-time pile-up) the energy deposits in calorimeter
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Why muons?

Most part of deposited energy muon leaves in the traversed cell
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Oleh Kivernyk (CEA/Irfu/SPP) Study of Cross-Talk in the ATLAS EM calorimeter using muons and effect of their non-projectivityAugust 18, 2014 6 / 18Figure 4.1: Average energies in central cell and its neighbour cells deposited by muons traversing

central cell of middle (left) and strip (right) layer.

cells. The understanding of average pile-up contribution is crucial especially in neighbouring cells

where energies left by muons are small. The electronic noise in the calorimeter cells is assumed

to be well simulated in MC samples. In addition, the measured energy can be biased due to not

perfect electronic calibration of the cell. Thus the L1/L2 (here L1 and L2 denote the strip and

middle layers) corrections are needed in data to adjust this effect.

This analysis uses the following Data and MC samples:

• Proton-proton collision data sample collected in 2012 at
√
s = 8 TeV, containing muons from

Z → µµ decays. The data sample contains about 33 M muons.

• Official Monte Carlo sample with muons from Z → µµ decays corresponding to
√
s = 8 TeV

pp collisions. The simulation includes the pile-up noise and already injected map of the

crosstalk effect between calorimeter cells obtained in previous crosstalk studies. This sample

contains ∼ 8 M muons.

• MC sample of single muons with pµT = 40 GeV with flat |η| < 2.5 and −π < φ < π

distributions. The pile-up effect in such sample is not present, while a map of the crosstalk

is applied to calorimeter simulation as well as the electronic noise in calorimeter cells. This

sample contains about 9 M muons.

• Similar MC sample of pµT = 40 GeV single muons, with crosstalk effect in the calorimeter is

disabled, providing the energies directly deposited by muons in the calorimeter cells. This

sample contains about 9 M muons.

4.2.2 Method description

This analysis is divided into three main steps. In the first step, the analytical model of the

energy leakage between cells of the same layer (strip→strip, strip→ 2ndstrip, middle→middle)

and between layers (middle→strip) is developed. The analytical expressions for the corresponding

crosstalks are derived and presented below. The use of both single muons MC samples with

disabled and enabled crosstalk effect allows to re-derive the crosstalk map already added to ATLAS

calorimeter simulation. The comparison of the athena1 crosstalk map and rederived one allows

to conclude if the analytical model works well and is applicable to data. In the second step, the

1The athena framework for data processing and analysis is an enhanced version of the Gaudi framework [43] that

was originally developed by the LHCb experiment but is now a common ATLAS-LHCb project.
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Figure 4.2: Block-scheme showing the strategy used for the crosstalk analysis.Horizontal Cross-Talk in Strip Layer

φ

Midd
le

Str
ip

η

µ

E−1

E0

Oleh Kivernyk (CEA/Irfu/SPP) Cross-Talk Measurement Using Muons January 12, 2015 25 / 25

Figure 4.3: Schematic illustration of muon energy deposits in cells of strip and middle layers of the

EM calorimeter.

crosstalk model is applied to the official Z → µµ MC sample that differs from the pµT = 40 GeV

single muons simulation by presence of pile-up. Effects caused by different pµT distributions are

assumed to be negligible. An average pile-up contribution to the calorimeter cells is then studied

and properly subtracted in order to re-derive already known crosstalk map. Finally, the developed

procedure of pile-up subtraction and crosstalk derivation can be applied to the data. To account

for not perfect electronic calibration of the calorimeter cells, the layer L1/L2 intercalibration

corrections must be applied in advance. The block-scheme in Figure 4.2 summarizes the strategy

for the derivation of the crosstalk in the EM calorimeter.

4.2.3 Muon selection

In this analysis the muons from Z → µµ decays requiring pµT > 25 GeV are used. The

muon’s track can be reconstructed by inner detector and muon spectrometer. The calorimeter cells

traversed by a muon are determined extrapolating the track to the entrance of the corresponding

calorimeter layer. The extrapolation procedure takes into account the magnetic field seen by muon

in the calorimeter.

To reach a satisfying precision of the crosstalk determination, the eta-projective muons are

required, i.e. the muons eminating near the interaction point in rapidity plane. The muon eta-

projectivity can be achieved by placing requirements on track impact parameter z0 with respect to

the IP. In current crosstalk studies the cut on muon projectivity |z0| < 100mm was applied which

is sufficient for middle layer. Given that the energy deposit of a muon is proportional to path
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length in active medium, the muon eta-projectivity ensures bigger energy deposit in the crossed

(central) cell and smaller energy deposits in its neighbour cells. This provides higher sensitivity to

the crosstalk effect. The z0 impact parameter distributions in data and MC are shown in Figure

4.4. To ensure that modeled muons have similar conditions in MC and data, the corresponding

impact parameter z0 has been reweighted in all MC simulations.
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Figure 4.4: Comparison of the z0 impact parameter distributions of selected muons in data and

MC.

If condition of muon eta-projectivity to the interaction point is fulfilled, five cells (central cell,

neighbour and second neighbour cells) of strips and middle layer that are close to the reconstructed

track are considered. But even these cells require additional cleaning cuts. In particular, the

energy deposit in crossed cell has to be above the electronic noise. In addition, muon track is

not perfectly reconstructed and uncertainty on muon rapidity is observed in data to be of order

∆η ≈ 0.001 for η = 0 direction that is compatible with strip width (∆ηstrip ≈ 0.003). Also possible

calorimeter misalignment can lead to the selection of non-projective muons. To guarantee that

muon is projective, crosses the central cell and deposits significant energy there, an additional

requirement was applied: energy deposit in central cell of strip layer should be larger than energy

deposit in its neighbouring cells.

Because this analysis is sensitive to the pileup effect, there is the need to reweight the Monte

Carlo pileup conditions to what is observed in Data. The current data is collected using pp collisions

with bunch separation of 50ns, so the convenient variable for reweighting is the average number

of pileup interactions µ. The µ distributions observed in data and simulated in MC are shown in

Figure 4.5. The ratio plot corresponds to weight applied to official MC sample.
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Figure 4.5: Average number of pileup interactions µ in data and MC.
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4.2.4 Energy spectra fits

The muons fulfilling selection requirements deposit a certain amount of energy in the calorimeter

that can be described by a Landau distribution. The observed energy distributions in the crossed

cell and its neighbours is given by the convolution of the Landau distribution with a gaussian

distribution corresponding to the electronic noise. The convolution model was used for the E0, E±1

and E±2 energy spectra fits of strips and middle layers and the most probable values (MPV) were

extracted. The following notations are taken

• E0 denotes the energy deposited by muon in the crossed (central) cell.

• E−1 and E+1 are energy deposits in the neighbour cells which are closer to η = 0 and further

from η = 0, respectively.

• E−2 and E+2 are energy deposits in the second neighbour cells which are closer to η = 0 and

further from η = 0, respectively.

Examples of E0, E−1 and E−2 fits for the middle layer requiring muon’s rapidity to be 0 <

η < 0.025 and for the strips layer requiring 0 < η < 0.003 are shown in Fig.4.6 and Fig.4.7

respectively. The center of the Gauss distribution that represents the electronic noise is fixed at

zero. In the E0 distribution of strip layer a low energy tail is due to strip displacement with respect

to its expected position. Therefore, a fraction of Gauss-Landau convolution determined from η−1

cell was added to fitting function of strip E0 distribution. After applying the corrections of the

calorimeter deformation (see later) the low energy tail disappears.
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Figure 4.6: Energy spectra deposited by muon in crossed cell E0, in the left neighbouring cell

E−1 and in second neighbouring cell E−2 of middle layer in data. The central cell corresponds to

0 < η < 0.025. Energy distributions are fitted with Gauss-Landau convolution. The center of the

Gauss distribution (magenta colour) that corresponds to the noise is fixed at zero. The landau

distribution (red line, shown only for central cell) represents the energy deposited by muon.
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Figure 4.7: Energy spectra deposited by muon in crossed cell E0, in the left neighbouring cell

E−1 and in second neighbouring cell E−2 of strip layer in data. The central cell corresponds

to 0 < η < 0.003. Energy distributions are fitted with Gauss-Landau convolution(plus additional

gauss term in central cell). The center of the Gauss distribution (magenta colour) that corresponds

to the noise is fixed at zero. The landau distribution (red line) represents the energy deposited by

muon. The additional gaussian term in central cell (green) is needed to model the low energy tail

caused by strip displacement (taken as distribution from the left strip).

In order to perform the fits of energy spectra and precisely extract muon’s most probable energy

deposits in the calorimeter cells, a uniformly distributed [-5MeV, 5MeV] smearing of energy deposit

of the selected muon was applied. This smearing smoothes out energy distributions and helps to

avoid a digitization problem in the cells of the calorimeter. It makes distribution wider but does

not change its maximum position.

4.3 Crosstalk analysis

4.3.1 Energy MPV distributions

Once the central cell for each muon is determined in the corresponding layers, the energy

response is then read out in this cell as well as in two neighbour cells on each side along η. The

observed muon energy distributions are fitted with the Gaussian-Landau convolution model and

the MPV values of the deposited energy are extracted as described in Section 4.2.4. The crosstalk

analysis is performed in terms of such MPV values. The MPV values of E0, E−1, E+1, E−2 and

E+2 of energy spectra as a function of muon pseudorapidity ηµ are shown in Figures 4.8 and 4.9 for

strip and middle samplings respectively. The distributions are shown for data and all MC samples

introduced in Section 7.1. The comparisons of red-green, green-black and black-blue distributions

already allows to get size of cross-talk and average pile-up contributions.

Because the selected muons are minimum ionising particles, the MPV (E0) value extracted

from central cell is proportional to the length of the muon track in active material. Thus, the
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MPV distributions corresponding to central cell reflect the geometrical depth of each cell in the

sampling.
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Figure 4.8: Most probable energy distributions E0, E−1, E+1, E−2 and E+2 of strip layer in muon’s

rapidity bins respectively. The distributions are shown for data and all MC samples. The error

bars correspond to the statistical uncertainty.

In addition, the MPV values of total muon energy deposits in five cells S = MPV (E−2 +

E−1 +E0 +E+1 +E+2) of each sampling are also useful to consider as here the effect of horizontal

crosstalk along η is canceled out (the muon shower is fully localised in five strips of the strip layer).

These distributions are shown in Figure 4.10.

4.3.2 Athena crosstalk rederivation

4.3.2.1 Previous measurements

As already mentioned above, the cross-talk between the cells in each sampling of the EM

calorimeter has been studied during the calibration runs [44], [45]. The sources of the crosstalk

effect are highlighted to be

• Capacitive crosstalk — Capacitive coupling between adjacent electrodes in all samplings.
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Figure 4.9: Most probable energy distributions E0, E−1, E+1, E−2 and E+2 of middle layer in

muon’s rapidity bins respectively. The distributions are shown for data and all MC samples. The

error bars correspond to the statistical uncertainty.

• Resistive crosstalk — High voltage resistor between strip and middle samplings.

• Inductive crosstalk — Inductive effects in middle layer coming from mother boards.

During the calibration runs the calorimeter cells were pulsed individually and the reconstructed

signal was studied. Each source of the crosstalk makes distortions of the readout signal shape in a

different way. The study of the readout signal in pulsed cell allows to estimate the crosstalk quan-

titatively as the reconstructed amplitude becomes smaller due to signal leakage to the neighbours.

A complete map of the crosstalk was provided and implemented in the ATLAS simulation. It is

illustrated in Figures 4.11 as a function of η (barrel region) for strip and middle layers. As shown,

the fraction of signal leaking from a middle cell to its horizontal neighbours is about 1-1.5%. The

crosstalk from strip cell to its closest neighbours is much larger and corresponds to about 8%.

Moreover, the total signal leakage from strip cell to second neighbours is not negligible amounting

to about 1%. The total crosstalk from middle cell to strip layer is expected to be about 0.6% and

has to be also taken into account in this analysis.
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Figure 4.10: Most probable energy distributions S = MPV (E−2 + E−1 + E0 + E+1 + E+2) in

middle and strip samplings as a function of muon η. The distributions are shown for data and all

MC samples. The error bars correspond to the statistical uncertainty.

The cross-talk analysis perfromed here benefits from the fact that the studies are performed

with physical signal from muons, while the previous results are based on the electrical pulses.

4.3.2.2 Rederivation of the crosstalk in MC

The crosstalk measurement using muons is based on the same principle as used in previous

studies with electronic pulses. The crosstalk map derived from studies of electronic pulses is

currently used in athena reconstruction software. In this approach each cell of the calorimeter

is irradiated with muons and energy response of five cells along η is read independently. The

advantage of this method is that it operates directly with physical data.

In order to derive the crosstalk in the EM calorimeter, the analysis starts with two Monte Carlo

samples (see Section 7.1) in which muons with constant energy Eµ = 40 GeV are used. One of

these samples has crosstalk disabled, so the comparison of energy responses in terms of MPVs in

each of five cells allows to derive the crosstalk. The analytical model for energy sharing due to

crosstalk is developed and described in Section 8.6. The main analytical results are

• Middle→Strip crosstalk can be obtained using equation (A.3). It is derived by comparing

the total muon energy deposits reconstructed in strip layer with crosstalk effect On/Off.

• Strip→Strip and Strip→ 2ndStrip crosstalks can be obtained using equations (A.7) and

(A.8) respectively. It is derived by comparing the muon energy deposits reconstructed each

cell of strip layer with crosstalk effect On/Off. The values of Middle→Strip crosstalk are

here as input.

• Middle→Middle crosstalk can be obtained using equation (A.11) which is derived in a

similar way as above.

An assumption of these derivations is that the energy flows between cells equally in both

directions. The results of reconstructed crosstalk in MC are compared with values injected in the

simulation and shown in Figure 4.11. Good agreement is observed meaning that the analytical

model works well.

4.3.3 Pile-up subtraction

Without the pile-up the energy distribution is given by the convolution of Landau distribution

describing the muon energy deposit, and a Gauss distribution that corresponds to electronic noise
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Figure 4.11: The crosstalk map in barrel EM calorimeter used in athena and reconstructed from

MC Eµ = 40 GeV simulations. The middle→ strip, middle→ middle+ 1, strip→ strip+ 1 and

strip→ strip+2 crosstalks are shown. The results for middle→ middle−1, strip→ strip−1 and

strip → strip − 2 are similar and thus omitted here. The error bars correspond to the statistical

uncertainty.

in the cell. In presence of pile-up the energy spectra Ei (i = 0,±1,±2) reconstructed in cells of

strip or middle sampling become

P (Edep)⊗ Landau(Edep)⊗Gauss(mean = 0, σnoise) (4.1)

where P (E) corresponds to pile-up energy spectrum reconstructed in a cell. Therefore, the pile-up

can affect the MPV of the energy reconstructed in a cell and this effect will be different in central

cell, first and second adjacent cells. Note, that the ATLAS calorimeter read-out is designed to

cancel such pile-up contribution for large number of events. However, this seems to not work for

small energies deposited by muons. For current studies we choose the following parametrization

which describes the MPV transformation under the pile-up:

E±2 → E±2 + PileUp

E±1 → E±1 +W1 ∗ PileUp
E0 → E0 +W0 ∗ PileUp

(4.2)

Here PileUp is a reference parameter. Natural choice is to extract it from E±2 second neighbour

cells where the pile-up contribution is dominant. The W0,W1 are parameters which depend on

pseudorapidity region η as muon energy deposits are η-dependent. To account for remaining

contribution from muon energy shower in these cells, the MC sample of single muons (crosstalk is

On) can be used:

PileUp =
∆E−2 + ∆E+2

2
, (4.3)

where ∆E = E(PU on)− EMC(PU off). The estimated pile-up contribution in MeV in data and

MC as a function of η is shown in Figure 4.12. Mismodeling of the pile-up contribution is observed
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to be about 3 MeV in middle and about 0.6 MeV in strip layers. The ratio of these values is close

to 4 that corresponds to ratio of cells in strip and middle layers. While the PileUp can be obtained

separately in MC and in data, the correction values W0,W1 are estimated from Monte Carlo and

applied to data for the pile-up subtraction. The W0,W1 parameters in η bins are shown in Figure

4.13 for strip layer and Figure 4.14 for middle layer.
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Figure 4.12: The estimated pile-up contribution using Eq.(4.4) in MeV in data and MC as a

function of η observed in second neighbour cells (low signal) of middle (left) and strip (right)

layers. Mismodeling of the pile-up contribution is observed to be about 3 MeV in middle and

about 0.6 MeV in strip layers.
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MC (see Eq.(4.2)).

4.3.4 Data/MC calibration. Intercalibration of first and second layers

The cells of the EM calorimeter can be not perfectly calibrated. This could affect the current

analysis results, thus additional correction has to be applied. An assumption can be used that the

ratio of reconstructed energies deposited by muon in strip and middle samplings of the calorimeter

is well modeled in MC. In addition, the total reconstructed energy should be equal in data and

MC. To account for the total muon energy profile in η, the two following cases are considered:

• Etot = MPV (E−2 + E−1 + E0 + E+1 + E+2)

• Etot = MPV (E−2) +MPV (E−1) +MPV (E0) +MPV (E+1) +MPV (E+2)

In the first step, the ratios of the MPVs of total energy in five cells in data and MC are shown

in Figure 4.15 for strip and middle layers. The corresponding L1/L2 intercalibration scale factor,
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Figure 4.15: Ratio Edata/MC = MPV (Edata)/MPV (EMC) as a function of η in strip (left) and

middle (right) layers.

α1/2, defined as the ratio Estripdata/MC/E
middle
data/MC is presented in Figure 4.16. Both definitions of

the energy summation provide the same result. The estimated distribution agrees with the one

obtained in [46]. Due the fact that the pattern observed in Figure 4.16 comes from middle layer,

the intercalibration correction is applied to L2 sampling as Ecorrmiddle = Emiddle/α1/2.
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Figure 4.16: The L1/L2 layer intercalibration scale factor α1/2.
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In the next step, the total deposited energy by muon in strip and middle layers has to be

equalized in data and MC. Such global energy scale factor is shown in Figure 4.17. This correction

is defined from data and MC after pile-up subtraction as

g =
(Sstriptot + Smiddletot /α1/2)data

(Sstriptot + Smiddletot )MC

(4.4)

and data corrected as Ecorr = E/g.
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Figure 4.17: The global energy correction applied to data to equalize the total muon energy deposits

in Data and MC.

4.4 Calorimeter alignment and deformation

4.4.1 Introduction

After applying the pile-up subtraction and the energy scale corrections discussed in previous

section, the crosstalk can be directly extracted from data in the same way as this is done in MC. But

an issue has been observed in data. In this analysis we assume that the horizontal energy leakage

due to crosstalk in the electronics is the same in both directions from a given cell. This actually

has been confirmed in previous measurements and the crosstalk values used in the Monte Carlo

are symmetric. Consequently, the MPV distributions in first neighbour cells extracted from strip

layer are compatible in MC as shown in Figure 4.18(right). In contrast, the similar distributions

extracted from data (see Figure 4.18(left)) show asymmetric behavior and this is not expected to

be from the crosstalk.

4.4.2 Overview of the possible effects

4.4.2.1 z0 reweighting as test of muon projectivity

Obviously, a muon originating from the z0 position far away from interaction point becomes

non-projective with respect to orientation of calorimeter cells. The balance between average energy

deposits in first neighboring strips of such muons is not kept anymore. To assess the size of this

effect, the additional reweighting that corresponds to significant z0 impact parameter shifts of

10 mm, 30 mm and 70 mm has been performed. The impact was verified on the MPV distribution

in first neighbour strip as shown in Figure 4.19. No significant change is observed at relatively

small shifts. To change average energy deposit in this cell by 1% need to shift z0 by ∼ 30 mm that

is large value.
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Figure 4.18: The comparison of the MPV distributions in first neighbour cells extracted from strip

sampling. The left side corresponds to data and the right side corresponds to MC. Distributions

are shown after pile-up subtraction and energy scale corrections in data.
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Figure 4.19: Impact of muon z0 impact parameter shifts on the energy deposits in neighbour cell

of strip layer.

4.4.2.2 Displacement of calorimeter cells

Another effect that could cause such asymmetry of energy distributions in neighbour cells is

connected with displacements of cells from their expected position (see Figure 4.20). If due to

such displacement the muon crosses the neighbour cell instead of central one, the energy deposit

is then decreased in the expected central cell and increased in the neighbouring one. The opposite

neighbouring cell collects lower energy deposit in this case and the mentioned asymmetry appears.

While the energy deposits in individual cells change due to such displacements, the total energy in

five cells almost does not change. This means that the impact on layer intercalibration is negligible.

The following sources of the cell displacements are considered:

• The contraction of the calorimeter due to temperature

• Global translations of the calorimeter compartments along z axis or in perpendicular plane

X,Y

• Rotation of the calorimeter

• Deformation of the calorimeter under its own wight

4.4.3 Methodology

A global survey of the calorimeter position and its deformations have been performed during

the installation. However these measurement have been done at a warm temperature and the
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Figure 4.20: Schematical illustration of cell displacement. Black arrow represents a muon direction

crossing the calorimter.

precision of some measurements is limited. In addition, a study of the calorimeter alignment with

respect to the Inner Detector(ID) has been performed using electrons [47]. In this section a new

in− situ method is introduced that allows to scan the calorimeter using muons. Due to the muon

shower in the calorimeter is narrow, the position of each cell can be tested individually.
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Figure 4.21: Profile of the deposited energy in strip cell crossed by muon as a function of ∆η

between muon track and expected cell center position in data and MC. The muon pseudorapidity

is required to have −0.15 < ηµ < −0.10.

This method is based on the scanning of the energy response of each cell by irradiating it with

muons with different η. The energy deposited by muon in a cell is defined by the track length

in the active LAr volume. Due to the projectivity of cells the energy response as a function of

muon η is expected to be an isosceles trapezoid. However, the muon η is one of muon track

parameters measured in the ID and it has an uncertainty. Moreover, the value η extrapolated to

the calorimeter is additionally smeared due to multiple scattering. Size of σ(η) is expected to be

about 0.001 in η = 0 direction that is quite large comparing to strip width ∼ 0.003. The resulting

energy response of the cell as a function of muon eta is then given by convolution of gauss and

trapezoid. The position of center of the cell corresponds to maximum energy deposit and it is used

in the method. Example of energy profile as a function of ∆η between muon track and expected
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cell center position is shown in Figure 4.21 for data and MC in strip layer. The distributions

are fitted by a Gaussian and the position of maximum is extracted. In the MC the center of cell

matches the expected position, while in data the maximum is displaced. The extracted difference

∆η between muon track and expected cell center position is treated as displacement of the strip

cell and used to study further the contributions of each source of the displacement.

It is convenient to separate the sources into φ−dependent and φ−integrated categories. The

φ−integrated shifts ∆η can be due to

• Longitudinal and radial contraction of the calorimeter

• Translations of the calorimeter compartments along z

The φ−dependent shifts ∆η are caused by

• Translations of the calorimeter in (X,Y ) plane

• Calorimeter rotations

• Deformation of the calorimeter under its own wight

4.4.4 φ−independent effects: contraction and z−shifts

The extracted displacements of the strip cells from data and MC are shown in Figure 4.22 in

η bins, including end-cap for completeness. As expected the result is zero for MC in barrel region

but |∆η| ∼ 0.0002 shifts are observed in end-cap region. In case of data, the six different parts are

seen which correspond to different compartments of the EM calorimeter.
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Figure 4.22: Observed displacement of strip cells in terms of ∆η with respect to expected position

as a function of η. The displacements are parametrized using Eq.4.9 and summarized in Table 4.1.

In order to derive the model which describes such displacements, we start with well-known

relation:

z = R · sinh(η) (4.5)

Contraction of the calorimeter. Assume the contraction is allowed to be longitudinal and

radial. Then from (4.5) we get

∆z = ∆R · sinh(η) +R · cosh(η)∆η (4.6)

After reorganizing the latter we have

∆η = (az − aR) tanh(η) = a · tanh(η) (4.7)
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where az = ∆z/z and aR = ∆R/R are longitudinal and radial temperature expansion coefficients.

Constant z−shifts. From the relation (4.5), the impact on ∆η displacements of strips (R =

1500 mm) from calorimeter z−shifts is expected to be

∆η =
ZC

1500 mm · cosh(η)
(4.8)

where ZC is a value of calorimeter z−shift. The data distribution in Figure 4.22 is then fitted with

∆η =
ZC

1500 mm · cosh(η)
− a · tanh(η) (4.9)

that combines both effects. The fit is performed for each of six η regions independently: four barrel

subregions −1.4 < η < −0.8, −0.8 < η < 0, 0 < η < 0.8, 0.8 < η < 1.4 and 2 endcap subregions

−2.4 < η < −1.4 and 1.4 < η < 2.4. The observed discontinuity of the distribution is due to

different z−shifts of separated parts of the calorimeter. The extracted temperature expansion

coefficient and shifts along z are summarized in Table 4.1. The estimated values a are equal in

symmetric regions with respect to η = 0. Differences between extracted contraction coefficients in

the inner and outer barrels can be due to different Pb thickness (1.5 mm and 1.1 mm respectively).

Note, the results of the fits in the endcap require more careful treatment as the orientation of

the absorbers is horizontal. While the orientation of absorbers in the barrel suppresses the radial

contraction, the horizontal orientation of endcap absorbers suppresses the longitudinal contraction.

However, this parametrization can be used for the corrections of the strip displacements in the

endcap. In addition, the MC also shows constant ∆η = 0.0002 displacements in the endcap

regions. This can be due to wrong definition of the cell positions in the endcap.

η range -2.4 – -1.4 -1.4 – -0.8 -0.8 – 0 0 – 0.8 0.8 – 1.4 1.4 – 2.4

a 0.00096 0.00120 0.00076 0.00078 0.00119 0.00213

ZC [mm] -4.9 -1.99 -0.93 0.46 1.55 2.20

Table 4.1: The temperature expansion coefficients in the calorimeter and z−shifts of different

compartments extracted from the fit of data.

4.4.5 φ−dependent effects: rotation and pear-shape deformation

To account for φ−dependent effects, each eta bin in Figure 4.22 is scanned against φ. Example

the extracted ∆η displacement of strip cells as a function of φ as shown in Figure 4.23 for 0.55 <

η < 0.6. The highest point at negative φ corresponds to the bottom of the calorimeter. The

observed pattern of the distribution seems to be mainly due to the deformation of the calorimeter

under the gravitation. However, the rotations and displacements in (X,Y ) plane must be also

considered and quantified. For this we do the following parametrization:

∆η = A0+

A1 cos(φ) +B1 sin(φ)+

A2 cos(2φ) +B2 sin(2φ) +A3 cos(3φ) +B3 sin(3φ) +A4 cos(4φ) +B4 sin(4φ)

(4.10)

where first therm includes the all φ−integrated effects; the second term describes the calorimeter

constant Xc, Yc-shifts and tilts; and the last therm describes the calorimeter deformation. Ex-

amples of fits are shown in Figure 4.24. Two models of pear-shaped deformation are considered:

asymmetric and symmetric, where B2, A3, B4 are dropped. As the gravity acts in vertical direction,

the symmetric model is preferable.

The comparisons of ∆R calorimeter deformation observed in survey and extracted from Z → µµ

analysis are shown in Figure 4.25. In the survey the measurements have been performed on P-

wheel(C-side) and M-wheel(A-side). In the current analysis the ∆R values were extracted from
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Figure 4.23: Observed displacement of strip cells in terms of ∆η as a function of azimuth in

0.55 < η < 0.6 region. The horizontal line indicates the φ−integrated ∆η displacement that

corresponds to Figure 4.22.
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Figure 4.24: Example of fits with φ−dependent model introduced in equation (4.12). The following

components are shown: black line represents φ−integrated A0 coefficient; blue line represents effect

of Xc, Yc−shifts and tilts(A1, B1); green-dashed line represents the pear-shape deformation.

η = −1.375 and η = +1.375 bins which are close to the survey measurements. Both results are

compatible.

The pear-shape deformation in (X,Y ) plane in different η regions is shown in Figure 4.26.

An impact of the pear-shape deformation of the calorimeter on the W boson mass extraction is

illustrated in Figure 4.27.

4.5 Results

4.5.1 Crosstalk in data

Once the actual position of each strip cell is estimated, the correction is applied to η of muons

in data as

ηcorrµ → ηµ + ∆η (4.11)

in order to point them to correct position of cell. The correction is applied in η bins, inclusive in

φ, using ∆η from equation (4.9). The (η, φ)−dependent correction using (4.12) provides the same

result. The central cell has to be redefined accordingly to new pseudorapidity of the muons. This
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Figure 4.25: Comparisons of ∆R calorimeter deformation observed in survey and extracted from

Z → µµ analysis. The survey has been performed at a warm temperature.
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Figure 4.26: The pear-shape deformation in (X,Y ) plane in different η regions.
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Figure 4.27: Impact of the pear-shape deformation of the calorimeter on the W boson mass ex-

traction using electrons. The MW values are plotted with respect to reference value.

is done with
if(ηc − ηcorrµ > 0.025

16 − a · |ηµ|)→ Ei = Ei−1, i = 0,±1± 2

if(ηc − ηcorrµ < −0.025
16 + a · |ηµ|)→ Ei = Ei+1, i = 0,±1± 2

(4.12)

where a ≈ 0.00065 is the temperature expansion coefficient (see Table 4.1) to account for the

contraction of the calorimeter cells.

After such correction is applied to data, the comparison of the MPV distributions in first
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neighbour cells extracted from strip sampling becomes compatible as shown in Figure 4.28. But

they differ from corresponding distributions in MC shown in Figure 4.18(right) that makes the

L1-L1 crosstalk to be different. The extracted middle → strip crosstalk values as a function of

η from data are shown in Figure 4.29. The agreement between data and MC is a consequence of

L1/L2 layer intercalibration.
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Figure 4.28: The comparison of the MPV distributions in first neighbour cells extracted from strip

sampling after correction of the position of strip cells.
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Figure 4.29: The middle→ strip crosstalk in barrel EM calorimeter used in athena, reconstructed

from MC Z → µµ simulation and from data after all corrections are applied. The errors are

statistical only.

The middle → middle ± 1, strip → strip ± 1 and strip → strip ± 2 crosstalks are shown

in Figure 4.30. The extracted crosstalk in middle layer is within 1σ. The crosstalk to second

neighbour strips shows also good agreement with MC. However the crosstalk to neighbouring cells

in data and in MC are different especially at high η.

For the cross-check, the difference between MPV values in data and MC of strip layer are

extracted and shown in Figure 4.31. The difference between data and MC for total energy deposits

in strip layer is zero as a consequence of the layer intercalibration and global data/MC calibration

of the calorimeter. As can be seen, at the calorimeter region |η| < 0.6 the Data agrees well with

MC and muon energy profiles in the strip layers are well modeled. But in the region of |η| > 0.6

the shower profile in Data is broader than in MC, that can be either due to discrepancy of the

crosstalk modeling (strip→ strip crosstalk in Figure 4.30) or due to problems of the modeling of

the shower in the MC.
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Figure 4.30: The crosstalk map as a function of η in barrel EM calorimeter used in athena,

reconstructed from MC Z → µµ simulation and from data after all corrections are applied. The

middle→ middle−1, middle→ middle+1, strip→ strip−1, strip→ strip+1, strip→ strip−2

and strip→ strip+ 2 crosstalks are shown. The errors are statistical only.

4.5.2 Uncertainties

One of the possible sources of the uncertainty on the crosstalk estimations is an uncertainty

coming from muon energy scale variation. This was tested by varying the muon energies deposited

in strip αEstr and middle αEmid layers of the EM calorimeter. The energy scale variations were

taken to be 0.95 < α < 1.05 and 0.95 < α < 1.05. The impact of these variations on the

middle → middle, strip → strip and strip → 2ndstrip cross-talk was tested on the MC sample

and results are shown in Figure 4.32.

Other systematic uncertainties on the cross-talk estimates can be due to:

• Possible contribution from third layer (no impact on the strip→ strip results is expected)

• Uncertainty on the extraction of strip cell position in η (expected to be small)
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Figure 4.32: Impact of muon energy scale variation on the middle → middle, strip → strip and

strip→ 2ndstrip cross-talk derivation in MC as a function of η.

• Contraction of strips due to temperature (width of cell)

• Pile-up subtraction model

These uncertainties still need to be estimated.
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4.6 Summary

This chapter summarizes the studies on the response of the EM calorimeter to muons. The

results presented here have a perspective to improve a mismodeling of electron energy tails (see

Section 5.3.4), energy response as a function of azimuth (see Section 5.3.3). In addition, these re-

sults have a potential to improve the modeling of the shower shape variables, and as a consequence,

to improve the electron and photon identification, as well as their energy scale and resolution.





Chapter 5

Calibration of the reconstructed

objects

The knowledge of the lepton energy and momentum response, in particular the energy and

momentum scale, has a significant impact on the mW measurement, as it directly affects the peak

position of the kinematic distributions. A relative precision on the scale of about 0.1% leads to an

uncertainty of about 20 MeV on the mW using the p`T distribution [48]. The ATLAS simulation

already includes the knowledge of the detector geometry, material distribution, and physics model

of the lepton interactions with detector, which were studied during previous years. However, addi-

tional corrections are needed to compensate the remaining mis-modelings at the highest possible

level of precision. The lepton momentum scale and resolution obtained from the reconstruction of

MC simulated events need to be corrected to precisely reproduce the characteristics of the lepton

momentum reconstructed in real data. The corresponding correction factors can be derived from

studying the mass distribution of dilepton resonances J/ψ → l+l− (mll ≈ 3.1 GeV) and Z → l+l−

(mll ≈ 91.2 GeV) which are available with high statistics.

The efficiency of the detector to trigger and reconstruct leptons, in particular the dependence

on the lepton momenta and pileup conditions, has to be also taken into account in the modeling.

This is implemented in additional class of corrections: efficiency corrections. These are obtained

with so-called Tag-and-Probe method described in this section.

5.1 Muon momentum corrections

5.1.1 Methodology

The mass of a reconstructed X → `` candidate (X being Z or J/ψ for example) is computed

as:

m`` =
√

2E1E2(1− cos(θ12)), (5.1)

where E1 and E2 are the energies of the two leptons measured by the detector and θ12 is the

opening angle between two leptons. Residual mis-calibration, due to imperfect detector modeling

are parametrised in the following way for a given region:

pmeas
T = preco

T (1 + αi), (5.2)

where pmeas
T is the measured lepton transverse momentum, preco

T is the reconstructed transverse

momentum of the perfectly calibrated muons, and αi represents the ”departure” from a perfect

calibration, in a given phase space region (for example pseudorapidity range) labeled i. The factor

1 + α reflects imperfect knowledge of radial dimensions of the detector, magnetic field in the ID

and material distribution. Neglecting second-order terms and assuming that the opening angle

between the two leptons is perfectly measured, the effect on the di-lepton invariant mass is:

mmeas
ij ' mreco

ij (1 +
αi + αj

2
) = mreco

ij (1 +
αij

2
), (5.3)

where mmeas is the measured di-lepton mass, mreco is the di-lepton mass computed from the true

perfectly calibrated lepton momentum.



64 Chapter 5. Calibration of the reconstructed objects

As described in Ref [49], the muon fractional momentum resolution σ(pT)
pT

can be parametrised

by the quadratic sum of three terms:

σ(pT)

pT
= p0/pT ⊕ p1 ⊕ p2 · pT, (5.4)

each term accounts for a physics effect influencing the experimental resolution: fluctuations of

the energy loss in the traversed material produce the first term (proportional to 1/pT), multiple

scattering and any other angular deviation effect along the muon trajectory introduces the second

term (constant in pT), whilst the third term (proportional to pT) describes the intrinsic resolution

caused by the spatial resolution of the detector components and by any residual misalignment.

Equation 5.4 is valid for a wide range in pT, from O(1) GeV to O(1) TeV.

The following equation shows the parametrization of the correction procedure:

pmeas
T = preco

T × (1 + α(η))× (1 + βMULT(η)G1(0, 1) + βCURV(η)G2(0, 1)preco
T ), (5.5)

where preco
T is the uncorrected muon transverse momentum as obtained from the simulation, G1(0, 1)

and G2(0, 1) are normally distributed random variable with mean 0 and width 1, and the correction

factors α(η), βMULT(η) and βCURV(η) are defined in 24 η regions of the detector. With respect

to the resolution parametrization described by Equation 5.4, no correction term is associated to

p0/pT (i.e. energy loss fluctuation contribution) because of the low material density before the ID.

For simplicity it is assumed that muon resolution is dominated by the multiple scattering term

in J/ψ → µ+µ−, and intrinsic resolution term in Z → µµ events (and consequently for W → µν

events). Hence in the fit only one type of the resolution is considered. The intrinsic resolution

term will be referred to as curvature in the text.

5.1.2 Sagitta correction

Deformations parametrised with Eq. 5.2 describe the ones that are charge independent. Apart

from the radial scale one has to consider charge dependent momentum corrections, referred to as

sagitta bias corrections in the text. These classes of deformations consist of detector movements

orthogonal to the track trajectory, and hence affect the reconstructed track curvature oppositely for

positively and negatively charged particles. The simplest example of the sagitta bias deformation is

the curl distortion typical for systems with a concentric cylindrical layout. It consists of azimuthal

rotation of detector layers proportional to their radius. Another example is the linear twist of the

detector around the z-axis which is likely to occur in the disk detector layout found in forward

regions of the tracking systems. These deformations are parametrised in the following way:

pmeas
T = preco

T /(1 + q × δsagitta × preco
T ). (5.6)

The δsagitta is a universal bias parameter for all measured momenta and uniquely defines the de-

formation, and q is muon charge. The absolute momentum bias due to a sagitta deformation is

proportional to the square of the transverse momentum (Eq. 5.6) and for that reason high-pT

tracks are more suitable to detect them. Sagitta bias is of high relevance for mW measurement at

the LHC due to different amount of W+ and W− produced.

Two methods are used for the determination of the sagitta biases. The first one exploits

the Z → µµ events to simultaneously determine the radial scale corrections and the sagitta bias

differentially in η:

pmeas
T,i = preco

T,i · (1 + αi)/(1 + q × δsagitta × preco
T ). (5.7)

Such a differential modeling is obtained by dividing the Z → µµ events into categories according to

charge and η (50 bins in η). For each of these categories, the Z mass peak position was determined

for both data and simulation, and the ratio of these αdata/MC

mZ = mdata
Z /mMC

Z is estimated. The
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minimisation of the χ2 yields a simultaneous determination of the radial αi and sagitta δsagitta

biases. The correlation between the sagitta and radial bias is found to be negligible.

The second method uses the EM calorimeter as a reference system, so-called E/p method.

This allows to probe sagitta bias measured in the ID by using the ratio of the measured energy

deposited in the calorimeter (E) and of momentum as measured by the ID (p) of electrons and

positrons from W → eν decays. This measurement is performed under the assumption that the

calorimeter response is independent of the charge of the incoming particle. Charge-dependent

momentum biases introduced by the alignment procedure in the ID are expected to be seen as

differences in the mean value of E/p distribution for electrons and positrons. Since the energy of

the electron and positron does not depend on the charge, the difference of the E/p mean values is

used to extract sagitta bias correction using the following equation

δsagitta = (< E/p >+ − < E/p >−)/2× < ET > . (5.8)
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Figure 5.1: Combined values of δsagitta from E/p and Z → µµ measurements.

As one is interested only in the difference between e+ and e−, the majority of other effects

(material effects, energy and momentum resolution, and fit model) cancel. For this purpose a

clean sample of W → eν events with tightly identified electrons are selected. The advantage of

this method comes from higher statistics of W → eν events with respect to Z → µµ, which allows

probing the charge dependent corrections not just as a function of η but also along ϕ coordinate.

Another important advantage of E/p method is that it is sensitive to the global bias that could

be present in the ID measurement of the track pT. This bias would cancel out in the Z → µµ

measurement. The corrections are derived in 40 η and 40 φ bins. Measurement of δsagitta in

Z → µµ events is not sensitive to the global bias, appearing as a constant shift between the values

measured with two methods.

The measurements using both methods are combined in order to decrease uncertainty especially

in high η region. The uncertainty is found to be dominated by the statistical uncertainty. The

combined corrections and uncertainties vs η and integrated in ϕ is shown in Figure 5.1.

5.1.3 Momentum scale and resolution

For the muon momentum scale and resolution determination the template method is used.

It exploits the sensitivity of the invariant mass peak of a dilepton resonance (J/ψ, Z) to the



66 Chapter 5. Calibration of the reconstructed objects

momentum scale of the leptons originating from resonance decay. At the LHC such events are

available with a high statistics. The method allows to extract the radial scale and resolution

correction simultaneously by taking into account correlation between the two fitted parameters.

Template histograms are created from the simulation, adding scale and resolution perturbations

to the reconstruction-level quantities , in a range covering the expected uncertainty in narrow

steps. Templates are built separately for the various lepton pseudo-rapidity configurations (ηi, ηj).

Analogous distributions are built from the data. Each template is then compared to data and the

best-χ2 configuration determines the muon momentum scale and resolution parameters.

The corrections are extracted in narrow pseudorapidity bins for 24 detector regions defined to

maintain an uniform structure (and therefore similar momentum resolution) of the ID components

within each segment. These bins have uniform width of 0.2, in range -2.4< η <2.4. Muons in

the bin 2.4< |η| <2.5 are discarded.The results of the Z → µµ scale and smearing are shown in

Figure 5.2, assuming that ID is uniform in φ. The results extracted from the J/ψ resonance are

similar. Although the J/ψ sample has four times higher statistics comparing to Z → µµ, it was

chosen to use the Z−based calibration for W analysis, since the muon pT is significantly closer

leading to smaller extrapolation uncertainties. After the extracted corrections are applied to the

Z decay muons, the modeled dilepton invariant mass distribution becomes in a good agreement

between data and MC as shown later in Fig.8.4 of the W mass analysis section.
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Figure 5.2: Muon momentum scale corrections (a) and additional curvature resolution term (b)

obtained from the Z → µµ events. The resulting scale corrections are shown as function of η. The

shown uncertainties are statistical.

5.1.4 Momentum calibration as a function of muon azimuth

The momentum measurement corrections performed above are functions of muon η only. This

assumes that all physics and detector effects can be integrated over φ in a way that does not

depend on the physics process. However, this is not perfectly true: although the muon azimuthal

distribution is nearly perfectly uniform in the Z → µµ channel (50% of muons have φ > 0, and

50% have φ < 0), the W → µν channel is less balanced, with 53% of muons having φ > 0 and

47% having φ < 0. Hence the φ averaged momentum calibration measured in Z events does not

perfectly apply to the W sample.

A second calibration iteration vs φ was performed to verify the impact of this asymmetry. An

example of this study is illustrated in Figure 5.3. As can be seen, before correction the φ dependence

of the calibration has an amplitude of maximally 0.1% . After corrections, no significant difference

remains. It was verified that this procedure does not change the overall momentum scale, which

remains constant within about 10−5, well within the momentum scale systematic uncertainties

discussed in the previous section.
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Figure 5.3: Azimuthal dependence of the momentum calibration, before and after the φ−dependent

correction. The plot corresponds to −2.0 < η < −1.4 bin.

|η| range 0.0< |η| <0.8 0.8< |η| <1.4 1.4< |η| <2.0 2.0< |η| <2.4 Inclusive

Fitting observable p`T mT p`T mT p`T mT p`T mT p`T mT

δmW [MeV]

Momentum scale 9.0 9.0 14.4 14.5 27.5 27.6 114.0 114.0 8.6 8.6

Momentum resolution 1.4 1.4 1.0 1.0 1.1 1.1 1.7 1.7 1.0 1.0

Curvature bias 1.0 1.2 2.8 2.8 3.8 1.7 4.8 10.5 1.8 1.8

Reconstruction and

isolation efficiencies 4.0 3.6 5.1 3.7 4.8 3.5 6.4 5.5 4.3 3.6

Trigger 5.6 5.0 7.1 5.0 11.8 9.1 12.1 9.9 6.2 4.9

Total 11.5 11.0 17.1 16.1 30.6 29.3 114.9 115.0 11.6 10.7

Table 5.1: Impact of muon performance corrections on the mW measurement uncertainties.

The bias on the mass fit is typically δmW /mW ∼ δf × δα, where δf is the difference between

the event fractions with φ > 0 and φ < 0 in W events, and δα the average calibration difference

between these two regions. Injecting δf ∼ 6% and δα ∼ 0.05%, averaged over ηµ, yields an effect

of about 3 MeV on the mass fit result.

5.1.5 Uncertainties and impact on the mW

Possible sources of systematic uncertainties on the radial scale and resolution are those due to

backgrounds and physics modeling of the Z production, the fitting range of the dilepton invariant

mass, non-linearity, uncertainties due to the method, and those due to material distribution in

the ID. The largest systematic uncertainty is due to extrapolation from the Z boson mass scale

to the W boson mass. Table 5.1 summarizes the effect of the momentum scale and resolution

uncertainties on the determination of mW .

5.2 Muon selection efficiency

The accuracy of the ATLAS detector simulated in Monte Carlo to model the lepton measure-

ment efficiency plays a crucial role on the W mass analysis. In particular, the dependence of

the detector efficiency on the lepton momentum can introduce a bias to the mW measurement.

Thus, in order to obtain the reliable result, the MC predictions should be corrected to reproduce

efficiencies measured in data.

The selection of muon candidates in W → µν and Z → µµ events requires an isolated track,

which is reconstructed in both the inner detector and the muon spectrometer. In addition, these
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Figure 5.4: Illustration of the Tag-and-Probe method. One strongly selected muon candidate in a

Z → µµ event is used as tag, while the other is used as a probe to investigate the reconstruction,

trigger and isolation efficiencies, respectively.

events are required to pass a single muon trigger. Measurement of the efficiency to find and

select such muons is divided into three components, namely reconstruction, isolation and trigger

efficiencies. The total efficiency for muons is then calculated as

εtot = εreconstruction · εisolation · εtrigger (5.9)

The reconstruction efficiency here means the efficiency of a muon already reconstructed as a track

in the inner detector to be reconstructed as a combined Staco muon. The trigger efficiency is

the probability for a muon, having passed the offline reconstruction and isolation requirements,

to also fire the trigger. The isolation cut efficiency is the efficiency of a signal muon to pass a

detector-based isolation requirement.

The muon reconstruction, trigger and isolation efficiencies are estimated using the Tag-and-

Probe method (see Figure 5.4) on data and MC sample. The method employs events containing

well-known resonance decays Z → µµ. Such events are selected requiring two muon candidates

which are likely to originate from a Z decay. At least one of them has to be always a combined,

isolated muon candidate, which fired the corresponding single muon trigger, thereby acting as tag

for the event. The other muon candidate is used as probe and its reconstruction, trigger or isolation

efficiency is measured. In order not to bias the selected probe sample, all possible tag-probe pairs

in the event are considered, so that the same muon can be a tag in one pair, but the probe in

another pair. The standard approach is then to correct the MC using the correction factors, called

scale factors (SF), given by the ratio of data and MC efficiencies:

SF (η, φ, pT, u
`
||) =

εD(η, φ, pT, u
`
||)

εMC(η, φ, pT, u`||)
. (5.10)

The efficiencies are derived simultaneously in three dimensions, pT, u`|| and the detector region. The

u`|| is defined as the parallel component of the projection of the hadronic recoil onto the transverse

momentum of the decay lepton. The detector region is defined by certain regions in the η, φ plane

of the muon spectrometer and takes into account special features of the detector geometry like

the crack or transition regions. It was found that the efficiencies dependence vs. u`|| is modeled

very well by MC, i.e. the resulting SF are constant. Therefore only the pT and region dependence

is taken into account for the W boson mass analysis. All SFs are derived inclusively for the full
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data-set, with the exception of the trigger SFs, which are derived independently for two different

run periods. The muon reconstruction, trigger and isolation efficiencies measure in data and MC

are illustrated in Figures 5.5, 5.6 and 5.7 respectively. The corresponding ratios represent the scale

factors.
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Figure 5.5: Determined reconstruction efficiency by the tag- and probe-method for Data and MC.

From left to right, top to bottom: η,φ,pT,ul||. Only statistical uncertainties are shown.
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Figure 5.6: Determined trigger efficiency by the tag- and probe-method for Data and MC. From

left to right: η, pT, ul||. Only statistical uncertainties are shown.

Reapplying the derived corrections to Z → µµ MC sample is a first closure test of the described

methodology. After correcting the MC efficiencies in Z → µµ MC sample, the muon η and φ

distributions, which are not sensitive to physics modeling uncertainties, are in good agreement

between data and MC as shown in Figure 5.8.

The dominant uncertainty for all derived scale-factors in each bin is from the limited statistics of

the selected Z boson events in data. The largest systematic uncertainties are due to uncertainties in
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Figure 5.7: Isolation efficiencies for Powheg, pcone20
T /pT < 0.1. From left to right, top to bottom:

η, φ, pT, ul||.

multijet background contribution and momentum scale uncertainties. No significant pT dependence

of the SFs in each detector region could be observed, leading to a modest uncertainty on the mW

measurement in the order of 5 MeV. It should be noted that ID tracking efficiencies for muon

candidates are found to be above 99.5% without any significant pT dependence in data and detector

simulation. No associated uncertainties are therefore assigned. An overview of all uncertainties

associated to the muon efficiency corrections is shown in Table 5.1.

5.3 Electron calibration corrections

5.3.1 Electron energy pre-corrections

The electron energy calibration used in this analysis is based on the electron and photon

calibration paper [46]. The reconstruction of electron energies, briefly described in Section 3.2, is

optimised using multivariate MVA algorithms. Some steps of the calibration procedure have been

repeated in the Section 4. A brief overview of the calibration correction procedure is given below.

1) The starting point of the calibration corrections procedure is the intercalibration of the strip

and middle layers of the EM calorimeter. These corrections are needed in data to adjust

residual effects not perfectly accounted for by the cell electronic calibration. The intercali-

bration procedure uses muons from Z → µµ decays as shown in Section 4.3.4. The L1/L2

layer intercalibration scale factor α1/2 are determined as a function of detector pseudorapid-

ity region η (see Figure 4.16) and used to correct the energy response of the middle layer. No

dedicated intercalibration of the back layer is carried out, as its contribution is negligible.
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Figure 5.8: Comparison of the data and MC distribution for positive (left) and negative (right)

charged muons vs. η (top) and φ (bottom) in Z → µµ events with applying all corrections factors

to the muon reconstruction, muon isolation cut and muon trigger efficiencies.

2) The amount of passive material upstream of the presampler is corrected in the MC exploiting

the expected correlation between energy deposited by electron in presampler E0 and the ratio

of energies E1/E2 deposited in strip and middle layers. As such material initiates the electron

shower development, the difference of the passive material between data and MC will cause

the different energy deposits in each layer. The correlation is studied by adding extra material

in the simulation.

3) The determination of the PS energy scale wPS = Edata0 /EMC
0 exploits the PS energy distribu-

tions of electrons in data and simulation, after effective corrections for possible mis-modeling

of the upstream passive material. The measured PS energy scale wPS defines the correction

factor that is applied to the data.

5.3.2 Energy scale and resolution corrections

After all pre-corrections, the Z → ee resonance is used to determine the absolute energy

scale correction as in bins of electron pseudorapidity ηe. The methodology is similar to muons as
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Figure 5.9: The dielectron invariant mass distributions reconstructed in data and MC after com-

plete electron calibration procedure.

described in Section 5.1.1.

The mass of a reconstructed Z → ee candidate is computed as :

M =
√

2E1E2(1− cos(θ12)) (5.11)

where E1 and E2 are the energies of the two electrons measured by the calorimeter and θ12 is the

angle between the electrons measured by the tracker. Residual mis-calibration, due to calorimeter

inhomogeneities or imperfect simulation of passive material, are parametrised in the following way

for a given zone:

Emeas = Etrue(1 + αi) (5.12)

where Emeas is the measured electron energy, Etrue is the true electron energy and αi represents the

departure from a perfect calibration, in a phase space region (in practice, a range in pseudorapidity)

labeled i. The derived factors are used to correct data energies.

The expected resolution (divided by energy) for the electromagnetic calorimeter can be written as:

σ(E)

E
=

a√
E
⊕ b

E
⊕ c (5.13)

A smearing correction is derived for the MC under the assumption that the sampling term a is well

modeled by the simulation. The noise term b used in the simulation is taken from calibration runs,

so that any additional resolution correction must be proportional to the energy, as an additional

constant term ci in a range in pseudorapidity labeled i Ref [50].

σcorr = σMC ⊕ ci × E (5.14)

An overall energy scale correction is determined as a function of electron pseudorapidity ηe
from Z → ee decays, comparing the reconstructed mass distributions in data and simulation.

Simultaneously, an effective constant term for the calorimeter energy resolution is extracted by

adjusting the width of the reconstructed dielectron mee in simulation to match the distribution in

data. After applying the complete calibration procedure the dielectron invariant mass distributions

reconstructed in data and MC are compatible as shown in Figure 5.9
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5.3.3 Energy calibration as a function of electron azimuth

The electron energy measurement corrections performed above are functions of electron η only.

Due to reasons explained in Section 5.1.4, the φe dependency has to be taken into account.

A dependence of the energy calibration on φe can be caused by several effects: spatial variations

of the LAr temperature; absorber sagging in the endcap; cylinder deformation in the barrel; and

passive material variations coming from global calorimeter displacements within the cryostat. The

mechanical deformation of the EM calorimeter has been also studied in Section 4.4.5. Disentangling

these effects is beyond the scope of this work, and only an effective calibration is performed here.

Two methods were attempted to improve on this situation: the first based on an extension

of the Z invariant mass method in (η, φ) space, and the second using the measured electron

energy/momentum ratio, E/p. As a first attempt, a second calibration iteration was performed

on top of existing one, including the φe dependency. The result of this procedure is illustrated in

Figure 5.10(a) for one region of electron pseudorapidity. As can be seen, before correction the φ

dependence of the calibration has an amplitude of typically 0.15% in the barrel. In the end-cap

it reaches 0.5-0.6%. After correction, this is reduced to less than 0.05%. It was verified that this

procedure does not change the overall energy scale.
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Figure 5.10: (a) Azimuthal dependence of the energy calibration in −1.2 < ηe < −0.6 region,

before and after the mee-based correction described in the text; (b) Azimuthal dependence of the

E/p distribution mean in −1.2 < ηe < −0.6 region, after the mee-based correction described in the

text.

However, after this calibration iteration, analyzing the E/p profile shows remaining modula-

tions, as illustrated in Figure 5.10(b). This is qualitatively understood as coming from the fact

that Z decay electrons are typically back to back, and that the period of the energy response

modulation is roughly 2π; as a result, the modulations approximately cancel in the Z invariant

mass, and their effect is only seen via boosted events; this leads to an underestimation of the actual

effect. Therefore, the preferable method for the energy inter-calibration is from the E/p profile.

This method presents the additional advantage that the electrons from W → eν decays can be

used, with significantly enlarged statistics compared to the Z sample used above.

However, the E/p method requires corrections p for the momentum scale and sagitta bias

discussed in Sections 5.1.2 and 5.1.3. The sagitta bias correction is responsible for the e+/e−

differences observed in Figure 5.10(b). The effect of this correction is illustrated in Figure 5.11.

The intercalibration is estimated from the ratio of the means of the E/p distribution in data and

MC. Because of the large tails at high E/p, the distributions are truncated, requiring 0.6 < E/p <

1.5. Probing a scaling of the energy response using the mean of a truncated distribution however

underestimates the effect. Therefore an iterative correction procedure is applied; the procedure

converges after 3 iterations. The resulting corrections are illustrated in Figure 5.12. As expected,
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Figure 5.11: Relative difference between the E/p profiles for positrons and electrons, as a function

of |η|, before (left) and after sagitta bias corrections (right). The empty region 1.4 < |η| < 1.82

corresponds to the crack region in the calorimeter.

the correction is found to be larger with this method than with the mee method, with a relative

increase of about 25% especially in the endcaps. An overall scaling is applied to the corrections,

in each η bin, in order to preserve the phi-averaged energy scales

Although the impact of this φe dependence is obviously as large as the miscalibration itself

when performing W boson mass fits at given φe, it is much smaller when performing a φ integrated

measurement: the bias on the φ-integrated mass fit is typically δmW /mW ∼ δf × δα, where

δf is the difference between the event fractions with φ > 0 and φ < 0 in W events, and δα

the energy calibration difference between these two regions. Injecting δf ∼ 4% and δα ∼ 0.2%,

averaged over η, yields an effect of about 6 MeV, which corresponds to the expected impact of the

present correction on the mass fit result. As shown in Figure 5.13, the intercalibration correction

significantly improves the mW measurement uniformity.

5.3.4 Impact of energy tails

To complement the assessment of the energy scale and resolution uncertainties, checks are

performed on possible tails in the energy response. The checks are prompted by the discrepancy

between data and simulation observed at low values of E/p distribution and illustrated in Fig-

ure 5.14. For values below E/p ' 0.98, the data-to-simulation ratio grows to about 1.3, very

similarly in W and Z events.

As high values of this observable are essentially associated to electrons with large bremsstrahlung

and underestimated momentum, this behavior suggests a mis-modeling of tails in the energy re-

sponse. To verify this assumption, the comparison is repeated, for Z events, separating the electrons

according to the number of TRT hits attached to the track, i.e. not outliers. While the presence

of TRT hits is part of the Tight identification requirements, these hits are by default allowed to be

outliers; the categorization performed here imposes at least (respectively less than) 15 TRT hits

actually attached to the track. As can be seen in Figure 5.15, while this cut visibly reduces the

high tails of the E/p distribution, the mis-modeling at low values is not affected, confirming that

it reflects a mis-measurement of the energy rather than the track.

A possible reason for this behavior is mis-modeling of detector material in the ID or in front

of the calorimeter. The E/p distribution is compared in simulation for various detector geome-

tries representing the current uncertainty on the modeling of the passive material in front of the

calorimeter. Figure 5.16 uses the following simulation tags:

• s1748 (ATLAS-GEO-21-02-02): nominal ATLAS geometry;

• s1814 (ATLAS-GEO-21-04-02): 5% increase Inner Detector passive material (full η range);
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Figure 5.12: Azimuthal dependence of the E/p distribution mean, used to the define the φ inter-

calibration correction. The points represent the mean of the E/p distribution, calculated within

the range 0.6 < E/p < 1.5 for Z → ee events. The 12 φ bins cover −π < φ < π in bins of size π/6.

The η bins are, from top left to bottom right, −2.4 < η < −1.8, −1.2 < η < −0.6, −0.6 < η < 0,

0 < η < 0.6, 0.6 < η < 1.2, 1.8 < η < 2.4.

• s1816 (ATLAS-GEO-21-12-02): 5% X0 added between ID and presampler (barrel); 7.5% X0

added at SCT/TRT endcap;

• s1895 (ATLAS-GEO-21-19-02): Beam pipe material changed from Beryllium to Aluminum;

• s1818 (ATLAS-GEO-21-14-02): Extra material in barrel: +5% X0 between the barrel pre-

sampler and calorimeter; +5% X0 between ID and presampler. Extra material in the barrel-

end cap crack. 5% increase of Inner Detector passive material; 15% relative increase of SCT

and Pixel services; 7.5% X0 at SCT/TRT endcap; 7.5% X0 at ID endplate.

As can be seen, none of these geometry distortions reproduces the observed discrepancy. One

partial exception is s1818, which conservatively sums all material distortions simultaneously; the

impact on the E/p distribution matches the pattern observed in data, but only about 30% of
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Figure 5.13: Measured value of mW as a function of φe, before (left) and after (right) the intercal-

ibration correction based on E/p.
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Figure 5.14: Comparison of the E/p distribution in data and simulation, for W → eν and Z → ee

events.

its magnitude. As larger distortions are strongly disfavored, we conclude that passive material

uncertainty can not explain the bulk of the observed discrepancy.

A plausible hypothesis is that the observed E/p tails reflect the mis-modeling of the lateral

shower shapes in the calorimeter. Electromagnetic showers are wider in data than in simulation,

which leads to slightly worse containment. Verifying this assumption is left for future work.

To quantify the impact of this mis-modeling on the W boson mass measurement, mass fits were

performed including a cut E/p > 0.98, to remove the problematic region of this variable, and the

results were compared to the nominal result. This cut has an efficiency of 93.5% per electron in

data, i.e. 93.5% for W events, and 87.4% for Z events.

The fits are performed for Z events using the electron pair invariant mass distribution (i.e.

this is the same analysis as the energy scale determination discussed in Section 5.3.2), and for

W events using the peT and mW
T distributions. The results are shown in Table 5.2. We observe

that the E/p > 0.98 cut induces a positive shift of order 15-20 MeV on all fits, which clearly

indicates the correlation of these tails with the electron energy measurement. The uncertainties
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Figure 5.15: Comparison of the E/p distribution in Z → ee data and simulation, for electrons with

and without TRT hits associated to the nominal track.

Selection mZ fit (mee) m+
W fit (peT) m−W fit (peT) m+

W fit (mW
T ) m−W fit (mW

T )

No E/p cut 2.6±5.0 -9.1±11.6 30.5±12.9 -21.2±16.8 16.2±18.9

E/p > 0.98 21.3±5.4 7.1±12.0 50.4±13.4 -4.5±17.3 23.3±19.4

Difference, no recal. +18.7±1.9 +16.2±3.1 +19.9±3.4 +16.7±4.4 +7.5±4.9

Difference, with recal. 0.0±1.9 -0.7±3.1 +3.0±3.4 -0.2±4.4 -9.4±4.9

Table 5.2: Comparison of Z and W boson mass fit results with and without E/p cut, before and

after the corresponding recalibration. The shown results are differences with respect to a blinded

reference value of mW , and are given in MeV.

on the differences account for the correlation between the complete samples and the sub-samples

verifying E/p > 0.98. With the selection efficiencies given above, this correlation is ρ = 0.967 for

W events, and ρ = 0.935 for Z events.

However, repeating the calibration for electrons with E/p > 0.98 absorbs the Z mass shift in

the effective energy scale, with a shift of δα = (21±2)×10−5 (α defined as in Equation 5.12). The

last line in Table 5.2 reports the mass shifts after this recalibration. The E/p mis-modeling leaves

an effect on mW of about 1 MeV on average when using peT, and about 5 MeV when using mW
T .

No significant effect is seen within the statistical accuracy of this test. Since the underlying effect

is not fully understood, we take the statistical accuracy of the test as a measure of the systematic

uncertainty to be assigned, giving 2.3 MeV for peT, and 3.3 MeV for mW
T , combining the W+ → eν

and W− → eν statistical uncertainties.

5.3.5 Impact of the LAr hole

For the 2011 data taking periods denoted here as E-H, corresponding to about 20% of the

data, the LAr calorimeter suffered from 6 dead front end boards. This situation was reflected in

the simulation, for a corresponding fraction of the simulated events. This section presents some

basic checks of the modeling of the feature of the data.

As can be seen in Figure 5.17, top row, which represents the reconstructed electrons η × φ

distribution during periods E-H, the failure affects the region 0 < η < 1.475 and −0.9 < φ < −0.5.

As can be seen in the middle and bottom rows, the electron η and φ distributions in data are

equally well modeled by the simulation for data taken during periods E-H and outside of these
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Figure 5.16: E/p distributions in Z → ee simulation, for the nominal ATLAS geometry (s1718)

and geometries with Inner Detector material distortions described in the text (from top left to

bottom right: s1814, s1816 barrel region, s1816 endcap region, s1895 and s1818). Since s1816

contains two independent material variations located in the barrel and in the endcap respectively,

the comparison with the nominal geometry is performed separately for barrel and endcap electrons.

The ratio panels show the ratio between the distorted geometry and the nominal geometry.
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periods. The fraction of affected events is 20.1%, agreeing in data and simulation within 0.1%.

The impact of this defect is quantified by comparing W boson mass fit results obtained sep-

arately for the data taken during and outside periods E-H (this selection is applied consistently

on data and simulation). As can be seen in Table 5.3, the peT fits differ by less than one standard

deviation. For the transverse mass fits, the difference is about -0.8 standard deviations for the W+

sample, and +1.8 standard deviations for the W− sample. The deviations are opposite in direc-

tion, and the charge-averaged difference is 18.3±28.2 MeV. Since the effect is clearly identified and

taken into account in the simulation, we conclude that the LAr failure is well modeled and has no

significant impact on the measurement.

Data m+
W fit (peT) m−W fit (peT) m+

W fit (mW
T ) m−W fit (mW

T )

All data -9.1±11.6 30.5±12.9 -21.2±16.8 16.2±18.9

Periods E-H -4.3±25.0 14.0±27.6 -9.7±32.7 -41.1±36.0

Other periods -22.5±12.9 36.5±14.5 -39.3±19.3 36.3±22.0

Difference (other periods – E-H) -18.2±28.1 22.5±31.2 -29.6±38.0 77.4±42.2

Table 5.3: Comparison of the W mass fit results for data taken during periods E-H and outside of

these periods. The shown results are differences with respect to a blinded reference value of mW ,

and are given in MeV.

5.3.6 Uncertainties and impact on the mW

The electron energy resolution uncertainty has been assessed in the electron calibration paper

[46] and applied to the W mass analysis without modification. In short, the resolution uncertainties

receive contributions from

• the effective corrections measured using Z events. Includes the statistical and systematic

uncertainties derived as a correction to the resolution constant term (c in Eq. 5.13);

• the pile-up uncertainty. Corresponds to a variation of the resolution noise term (b in Eq. 5.13)

by ±100 MeV;

• passive material uncertainties. Derived from variation the passive material in the detector

geometry of the simulation;

All these uncertainties lead to the uncertainty on the mW measurement of about 3 MeV.

The dominant uncertainties on the energy response are found to be from

• finite statistics of the Z → ee sample

• physics modeling of the Z → ee resonance (missing higher-order EW corrections)

• algorithm of the energy scale determination itself - estimated by varying the mee mass window

in which the fitting is performed and from closure test

The impact coming from the backgrounds is negligible. The overall impact of the energy scale

uncertainty on the W mass measurement is found to be about 8 MeV.

Besides the Z−based energy scale correction uncertainties, possible differences in the energy

response between electrons from Z and W decays are taken into account. The response linearity is

affected by uncertainties on the layer intercalibration, passive material and calorimeter read-out.

The impact of these uncertainties on the mW is assessed to be about 4 MeV.

The impact of the electron energy calibration of the mW measurement is summarized in Table

5.4.
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Figure 5.17: Top row: geometrical view of the “LAr hole” in W events (left) and Z (right) events

taken during periods E-H. Middle and bottom rows: electron η and φ distributions for the data

affected (left) or not (right) by the EM calorimeter failure.
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|η| range 0.0< |η| <0.6 0.6< |η| <1.2 1.82< |η| <2.4 Inclusive

Fitting observable p`T mT p`T mT p`T mT p`T mT

δmW [MeV]

Energy scale 10.3 10.3 10.9 10.9 16.0 16.0 8.0 8.0

Energy resolution 3.9 3.9 7.0 7.0 16.0 16.0 3.1 3.1

Energy linearity 4.9 5.4 7.4 7.2 4.6 5.1 4.2 4.5

Energy tails 2.3 3.3 2.3 3.3 2.3 3.3 2.3 3.3

Reco. efficienciy 8.5 7.4 9.2 7.8 12.4 10.6 6.8 6.0

ID efficienciy 9.2 7.8 10.6 8.5 12.2 11.3 6.7 5.7

Trigger & Isolation efficienciy 0.2 0.5 0.3 0.5 2.0 2.2 0.8 0.9

Total 17.5 16.6 20.6 19.1 29.1 28.2 13.7 13.2

Table 5.4: Impact of electron performance corrections on the mW measurement uncertainties.

5.4 Electron selection efficiency

The electron selection efficiencies matter for the mW measurement as they can be dependent

on the electron energy used for the mW extraction. Their dependence on the electron energy ET

induces a direct experimental uncertainty on the lepton ET distribution, and to a lesser extent

on the mW
T distribution, due to the averaging of the ET-dependent efficiencies at given mT. In

addition, they have an impact on the multijet background estimation that will be explained in

Section 7. For these reasons, it is important to correct the MC predictions to reproduce efficiencies

measured in data.

Similar to muons, the electron efficiency measurement is divided into components, namely

reconstruction, identification, isolation and trigger efficiencies. The procedure of the electron

triggering, reconstruction and identification are described in details in Section 3.2. The total

efficiency for electrons is then calculated as

εtot = εreconstruction · εidentification · εisolation · εtrigger (5.15)

The reconstruction efficiency is defined as the probability for an electron to pass the reconstruction

algorithm, given the existence of an EM cluster. The loose, medium and tight identification

efficiencies are defined as the probability for an electron passing the reconstruction step to also

pass the corresponding identification cuts. The trigger efficiency corresponds to the probability of

reconstructed electron candidate passing the identification criteria to pass also the trigger. The

variable εisolation denotes the electron isolation efficiency with respect to the electrons satisfying

the identification criteria.

The inputs to this analysis are taken from the published 7 TeV electron efficiency measurement

results [51]. Here the electron efficiency corrections are determined using Tag-and-Probe method

on the samples of W → e±ν, Z → e+e− and J/φ → e+e−, and measured separately for electron

reconstruction, identification and trigger efficiencies [51], as a function of electron pseudorapidity

η and ET. No φ dependency of the electron selection is assumed. In case of W → e±ν, the missing

transverse energy has been used as a tag and an electron probed the corresponding efficiencies.

As explained in Section 3.4.2, the electron isolation requirement consists on cuts applied to the

track-based pcone40
T and calorimeter-based Econe20

T variables. These cuts are ET- and η-dependent

maintaining a uniform isolation efficiency of 97% for track- and 98% for calorimeter-based, leading

to the total isolation efficiency of εisolation = εtrack · εcalo = 0.95%.

In the ET >30 GeV range relevant for the W mass analysis, the total electron efficiency

corrections are at the accuracy level of 0.1-0.2% in the barrel and 0.3% in the endcap. This leads

to the total systematic uncertainty on the mW measurement of about 8 MeV for both ET and mW
T

fits. The corresponding uncertainties on mW due to the electron-efficiencies corrections are shown
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Figure 5.18: Comparison of the data and MC distribution as a function of electrons pseudorapidity

η (left) and φ (right) in Z → ee events after applying all efficiency correction factors. The

calorimeter crack region 1.2 < |η| < 1.8 has been excluded.

in Table 5.4. After applying these corrections, good agreement between data and MC is achieved

for electron η and φ distributions from Z → e+e−, as shown in Figure 5.18.

5.5 Hadronic recoil calibration

The hadronic recoil affects the mW measurement via its direct impact on the Emiss
T and mW

T

distributions. In addition, the decay lepton transverse momentum p`T is also sensitive to the recoil

due to migration effect of Emiss
T and mW

T cuts.

In contrast to the decay lepton, the hadronic recoil ~u to the W or Z boson is more complex

quantity, involving many particles. In order to perform reliable mW measurement, the predicted

recoil system has to be calibrated to data with a high precision. Instead of precise calibration of the

calorimeter response to each particle individually, it is preferable to calibrate the recoil effectively as

a whole system. The reason of this is that additional energy from the underlying event and pileup

activity which is measured in the calorimeter is easier to disentangle. It is also easier to address

the systematic uncertainties from the recoil system instead of jet energy scale and resolution.

As was introduced in Section 3.3, the hadronic recoil ~u can be decomposed into parallel ~u|| and

perpendicular ~u⊥ components with respect to the boson pT. The parallel component corresponds

to ”hard” recoil that balances the boson transverse momentum. The perpendicular component

contains ”soft” contributions including underlying event activity, pileup, electronic noise etc.

The W and Z bosons are produced at a similar Q2 and thus they have similar recoils. Since the

transverse momentum of the Z boson can be determined via the hadronic recoil measurement, but

also via the precise measurement of the 4-vectors of its decay leptons, a data-driven calibration

of the hadronic recoil measurements is possible. The typical energy resolution of the measured

hadronic recoil in a pVT ≈ 20 GeV event is in the order of ≈ 15 GeV, while the direct reconstruction

of the vector boson pT via its decay leptons is roughly 1 − 2 GeV. Hence the reconstruction of

the Z-Boson pT via the decay leptons allows for a precise determination of the expected hadronic

recoil. After the calibration of the hadronic recoil measurement via Z boson events, the derived

corrections can be transferred to W boson events ensuring the systematics of this transfer are

evaluated carefully.

The hadronic recoil correction procedure consists of four main steps. At a first step, a standard

reweighting as a function of average interactions per bunch crossing < µ > is performed to equalise
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the amount of pile-up present in data and MC. The second step is to correct residual discrepancies

of the ΣET−u distribution, by defining the Smirnov transform for ΣET−u distribution in MC so

it matches the Data. The next step is correcting the modulation of the ϕ distribution of hadronic

recoil. The final step is defining additional correction for the mean and resolution of the hadronic

recoil distribution. All these steps are performed in the muon decay channel only and tested in

the electron channel afterwards.

5.5.1 Pile-up correction

Pile-up has significant impact on reconstruction of ~u and ΣET (Eq.3.6). The MC samples are

simulated taking into account in-time and out-of-time pile-up conditions. The pile-up is modeled

by overlaying simulated hits from events with exactly one signal collision per bunch crossing with

hits from minimum bias events that are produced with Pythia 8 with the appropriate ATLAS

tune. Then, all generated particles are propagated through the ATLAS detector using GEANT4.

However, the detector condition can change over the data-taking period, so the simulated pile-up

can differ from the one in data. Regulation of the pile-up in the MC is best to perform by adjusting

the average number of additional proton-proton collisions per bunch crossing < µ >. In order to

account for mismodeling of the pile-up in Data and MC, a scale factor α should be applied on

< µ >. The optimal value of α = 1.10+0.04
−0.03 has been found providing the best data/MC agreement

of distributions relevant to mW analysis, such as ΣET, ΣET − u, u⊥ and u||, as well as number

of primary vertices NPV . The < µ > distribution in Data is continuous, while in MC is discrete,

therefore the rescaling of < µ > is done on Data (simply by dividing the distribution < µ > /1.1).

The distribution of < µ >, NPV , ΣET and ΣET − u after rescaling by 1.10 are shown in Figure

5.19.

5.5.2 Correction of the ΣET − u distribution

After the < µ > rescaling, residual corrections are needed to correct for the remaining differ-

ences between data and MC in the scalar sum of the hadronic activity ΣET and ΣET − u. One

method to correct them is through the transformation applied to the ΣET − u in MC in order to

match the Data. This transformation (Smirnov transform) is extracted from the Smirnov inverse

probability integral transform [52]. It goes beyond a simple Gaussian smearing correction and can

in principle transform one histogram to another (barring issues with numerical stability, empty

bins, low statistics). If a given variable x is distributed according to the probability distribution

function hData(x) in Data, and according to hMC(x) in MC, the respective cumulative distribution

functions are:

HData(x) =

∫ x

−∞
hData(t) dt;

HMC(x) =

∫ x

−∞
hMC(t) dt (5.16)

The Smirnov transform function is mapping, in MC, the ΣET − u variable to a transformed

variable (ΣET − u)tr, that is by construction distributed as ΣET − u in data. It is defined as:

(ΣET − u)tr = H−1
Data[HMC(ΣET − u)], (5.17)

and the distribution h′ of this variable satisfies

h′MC((ΣET − u)tr) ≡ hData(ΣET − u) (5.18)

Figure 5.20 shows an example of this procedure for ΣET−u. The result of the transformation, for

ΣET − u distribution is shown on Figure 5.21.
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Figure 5.19: (a) Mean number of interactions per bunch crossing, (b) number of vertices, (c)

ΣET distribution and (d) ΣET − u distribution in Data (points) and MC (solid line) after pile-up

reweighting and rescaling the < µ > distribution by 1.1.

The transform can be defined inclusively or in bins of boson pT. In Z events, the ΣET − u
data/MC discrepancy is observed to depend on pZT, and incorporating this dependence results in

better performance of the correction.

The pT-independent Smirnov transform can be defined directly on W events, comparing Data

and MC:

hWMC(ΣET − u) → h′WMC((ΣET − u)tr) ≡ hWData(ΣET − u), (5.19)

but a pT-dependent Smirnov transform on W ’s has to be defined indirectly from Z events, since

the boson pT is measured with poor resolution in the W events. For this purpose the following

approximation is used:

h̃WData(ΣET − u; pT) ≡ hZData(ΣET − u; pT)×
hWData(ΣET−u)

hWMC(ΣET−u)

hZData(ΣET−u)

hZMC(ΣET−u)

, (5.20)
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Figure 5.20: An example of the Smirnov transform procedure for ΣET− u distribution for the bin

10 < pT(Z) < 20 GeV.
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Figure 5.21: ΣET−u distribution in Data and MC before and after the transformation as described

in the text, where MC T in the legend denotes the transformed ΣET − u distribution. The

transformation is defined in bins of pZ
T.

where the double ratio accounts for the overall data/MC difference between W and Z events,

but assumes the pT dependence of the discrepancy follows the behavior seen in Z events. The
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pT-dependent transform is defined such that

hWMC(ΣET − u; pT) → h′WMC((ΣET − u)tr; pT) ≡ h̃WData(ΣET − u; pT). (5.21)

5.5.3 uY correction

The hadronic recoil vector is expected to have no preferred ϕ direction. However, due to

calorimeter non uniformity - there are places where the density is lower or higher then the average,

the beam position - any an offset from the detector center is resulting that some clusters which are

closer to the interaction point have a larger averaged measured energy, mismodelng of ϕ distribution

of the hadronic recoil is observed. Figure 5.22 shows x and y component of the hadronic recoil, as

well as ϕ distribution.
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Figure 5.22: Hadronic recoil distribution in Data (points) and MC (solid line) in Z → µ+µ− events:

(a) x-component of the hadronic recoil, (b) y-component of the hadronic recoil, (c) ϕ distribution

of the hadronic recoil. Distributions are obtained after the pile-up reweighting and rescaling the

< µ > distribution by 1.1.

This mismodeling of the ϕ(u) distribution can be corrected by shifting the mean of uX and

uY distributions. The corrections are obtained by studying the slopes of the mean of uX and uY

distributions as a function of ΣET − u and ϕµµ in Z → µµ events which is illustrated on Figure

5.23.

The corrections are applied to the uX and uY distributions in MC according to Data to MC

difference shown on Figure 5.23 (a) and (b) as a function of ΣET − u:

u′X = uX + (< uX >Data − < uX >MC) u′Y = uY + (< uY >Data − < uY >MC) (5.22)

As can be seen, there is a constant shift in < uY > vs φ of about 0.6 GeV between data and MC,

which is equivalent to the slope in ΣET − u distribution.

5.5.4 Residual Recoil Corrections

The hadronic recoil is difficult to model, from detector and physics point of view. After rescaling

the < µ > distribution by 1.1, the transform of the ΣET − u distribution and correction of the

ϕ(u) mismodeling, there are still differences between Data and MC for hadronic recoil in Z events

(which can be seen in Figure 5.24). The recoil distributions as well as their projections are not

affected by the Smirnov transform of the ΣET − u distribution. In order to improve simulation to

better match the data, additional correction to the hadronic recoil is defined.

The mean and the width of the projection of hadronic recoil with respect to boson pT are

corrected in bins of boson pT and ΣET−u. Since the boson pT and ΣET are correlated, it is better

to derive the corrections as a function of ΣET − u instead of ΣET. Corrections are derived from
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Figure 5.23: Mean of uX and uY distributions in Data (black points) and MC (blue points) in

Z → µ+µ− events: (a) and (b) as a function of ΣET − u, (c) and (d) as a function of ϕ of the

di-muon system. Distributions are obtained after the pile-up reweighting and rescaling the < µ >

distribution by 1.1.

Z → µµ events. By using correction factors that depend explicitly on boson pT and ΣET − u,

all remaining differences between Z and W boson events are taken into account and therefore the

derived residual correction factors can be applied directly on simulated W boson events. Remaining

differences between Data and MC for pT(W ) and ΣET − u in W boson events can be corrected

independently from the residual hadronic recoil corrections. This correction is applied on MC to

the mean and width of parallel and perpendicular projection of the hadronic recoil with respect to

true boson pT, in this way the correction is universal and can be applied to both, Z and W events.

The correction procedure is schematically shown on Figure 5.25. The first step is to define

different resolution curves as a functions of ΣET − u and pT (Figure 5.25 is showing only as a

function of ΣET−u) for Data, MC and (ΣET−u)tr in MC. One part of the difference in resolution

between Data and MC comes from mismodeling of the ΣET− u distribution, this is accounted for

with the transform (step from (1) to (2) on Figure 5.25). Therefore, the correction for the resolution
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Figure 5.24: Hadronic recoil distribution in Data (points) and MC (solid line) in Z → µ+µ− events:

(a) parallel projection of the hadronic recoil on the transverse momentum of the vector boson,

(b) sum of parallel projection of the hadronic recoil and the vector boson pZ
T, (c) perpendicular

projection of the hadronic recoil on the transverse momentum of the vector boson, (d) hadronic

recoil distribution. Distributions are obtained after the pile-up reweighting, rescaling the < µ >

distribution by 1.1 and applying the uX and uY correction.

is defined from the difference in resolution between Data and MC evaluated at (ΣET − u)tr, for a

given ΣET − u value (difference between (2) and (3) on Figure 5.25):

r =
(3)

(2)
=
σData
u⊥

((ΣET − u)tr)

σ′MC
u⊥

((ΣET − u)tr)
, σ′MC

u⊥
((ΣET − u)tr) ≡ σMC

u⊥
(ΣET − u) (5.23)

This procedure accounts for data/MC differences in the resolution curves as a function of ΣET−u,

and for differences in the ΣET − u distribution itself.

The correction for the mean is defined the same way from the difference in mean for u‖ + pT

in Data and transformed MC. This method allows the mean and resolution to be evaluated at

the same value of ΣET − u. It is possible to use a different approach for this method, instead of
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ΣET − u in MC; step 2 → 3 is the actual resolution correction (difference in resolution between

Data and MC for a given value of (ΣET − u)tr.
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Figure 5.26: The RMS of u⊥ as a function of < µ > in Z boson events for Data and MC.

calculating additional resolution curve, calculate the difference between Data and MC but for two

different values of ΣET − u and transformed ΣET − u. These two approaches are equivalent and

give the same result.

In order to derive correction factors for mean and resolution for parallel and perpendicular

component of the hadronic recoil, mean and RMS of the corresponding distributions are extracted

from Data and MC in bins of ΣET − u and pT. The parallel component of the hadronic recoil
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is corrected for mean and resolution, while the perpendicular component is corrected only for

resolution. Parallel and perpendicular component of the hadronic recoil (w.r.t. boson pT) are

corrected in MC according to the equations:

u′‖ = b(pT, (ΣET − u)tr)+ < u‖ >Data +(u‖− < u‖ >Data) · r(pT, (ΣET − u)tr), (5.24)

u′⊥ = u⊥ · r(pT, (ΣET − u)tr), (5.25)

where correction for the mean is the difference in the means for u‖ + pT in Data and MC:

b =< u‖ + pT >Data − < u‖ + pT >MC, (5.26)

and the resolution correction r(pT, (ΣET − u)tr) is the ratio of the u⊥ distributions RMS in Data

and MC, as defined in Equation 5.23.

The correction for the resolution is derived from u⊥ and applied to both parallel and perpen-

dicular component of the hadronic recoil. The mean is only corrected for the u‖ component of the

recoil. The correction presented with previous equations is applied event by event.

The resolution of u⊥ depends on the pile-up and therefore the < µ > distribution. The

resolution of u⊥ as a function of < µ > is illustrated in Figure 5.26. In order to gain sensitivity,

this correction procedure is defined in three < µ > bins, i.e. for low pile-up for < µ >∈ (2.5, 6.5),

medium for < µ >∈ (6.5, 9.5) and high pile-up for < µ >∈ (9.5, 16.0), the sample approximately

corresponds to 40%, 30% and 30% of the events for the 3 < µ > bins respectively.

5.5.5 Validation of the corrections

The hadronic recoil distribution and its parallel and perpendicular projection for Z → µµ

events are shown on Figure 5.27 inclusively in < µ >.

The recoil corrections derived from Z → µµ were applied to Z → ee events. The hadronic

recoil distribution and its parallel and perpendicular projection for Z → ee events are shown on

Figure 5.27 inclusively in < µ >. As can be seen, the impact of the hadronic recoil corrections on

Z boson events is quite small.

5.5.6 Propagation of the corrections to W → µν and W → eν

Since the ΣET − u distribution itself is different among Z, W+ and W− events, the overall

corrections derived from Z are not fully applicable to W. There is approximately 20 GeV difference

in mean and about 10 GeV difference in RMS between ΣET −u in Z’s and W ’s. Furthermore there

is a difference between W+ and W−. Thus, when applying the recoil corrections to W boson, a

new ΣET − u transformation is defined (as explained in Section 5.5.2), one for W+ and one for

W−. After the transformation ΣET − u, the distributions in Data and MC agree by construction.

The result of applying this correction on W → µν is shown in Figure 5.29 with the hadronic recoil

(pW
T ) distribution.

5.5.7 Uncertainty and impact on the mW

The uncertainties associated to the recoil calibration procedure include the uncertainty on the

< µ > rescaling value, uncertainty due to Smirnov transformation of the ΣET − u distribution,

statistical uncertainties in the residual correction factors and their dependence on the boson pT,

uncertainty on the uX,Y distribution correction, and expected differences in the hadronic response

between Z- and W -boson events.

As the < µ > rescaling value is chosen to be 1.10, the values of 1.07 and 1.14 are taken to be

upper and lower variations. An impact of this uncertainty on the MW is estimated to be below

1 MeV. The Smirnov transform of ΣET− u is defined separately for W+ and W− in order to take

into account the charge dependent pWT distributions. The systematic uncertainty related to the
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Figure 5.27: Hadronic recoil distribution in Data and MC before and after the hadronic recoil

corrections in Z → µ+µ− events inclusive in < µ >. (a) Projection of the hadronic recoil to the

parallel to the transverse momentum of the vector boson. (b) Sum of parallel projection of the

hadronic recoil to the transverse momentum of the vector boson and the transverse momentum

of the vector boson. (c) Projection of the hadronic recoil to the perpendicular to the transverse

momentum of the vector boson. (d) Hadronic recoil distribution.

dependence of this correction on pT is estimated by comparing with the results of a pT-inclusive

correction. It is estimated to contribute to MW uncertainty of about 1 MeV using p`T fits and

of about 11 MeV using mW
T fits. As the momentum scale and resolution corrections in Eq.(5.24)

and Eq.(5.25) are derived from Z and applied to W, the difference in the response between both

bosons is considered as uncertainty. The resolution can be compared, after ΣET − u reweighting

between Z, W+ and W− in simulation on Figure 5.30. This difference in recoil resolution can

originate from ’genuine’ differences in the boson kinematic between Z and W events, or can be the

consequence of different selection criteria and reconstruction biases. Systematic uncertainties in

the corrections of the uX,Y distributions are found to be small compared to the other systematic

uncertainties and are neglected.
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Figure 5.28: Hadronic recoil distribution in Data and MC before and after the hadronic recoil

corrections in Z → e+e− events inclusive in < µ >. (a) Projection of the hadronic recoil to the

parallel to the transverse momentum of the vector boson. (b) Sum of parallel projection of the

hadronic recoil to the transverse momentum of the vector boson and the transverse momentum

of the vector boson. (c) Projection of the hadronic recoil to the perpendicular to the transverse

momentum of the vector boson. (d) Hadronic recoil distribution.

The impact of the uncertainties of the recoil calibration on the extraction of the W -boson mass

from the p`T and mW
T distributions are summarised in Table 5.5. As expected, the determination of

mW from the p`T distribution (typically 3 MeV) is marginally affected by the uncertainties of the

recoil calibration, whereas larger uncertainties are estimated for the distribution (about 13 MeV).

The largest uncertainties are induced by the ΣĒT corrections and by the extrapolation of the recoil

momentum-scale and momentum-resolution corrections from Z- to W -boson events.

Table 5.6 summarizes the total systematic uncertainty of the recoil calibration in different

< µ > bins using p`T, mW
T or Emiss

T distribution for the mW extraction. The systematic uncertainty

has been added to the Figure 5.29 for the recoil distributions of the W boson.
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Figure 5.29: Hadronic recoil distribution in W± (a), W+ (b) and W− (c) for inclusive < µ > after

recoil corrections with systematics uncertainties due to variation of all corrections.

|η| range W+ W− W±

Fitting observable p`T mT p`T mT p`T mT

δmW [MeV]

µ scale factor 0.2 1.0 0.2 1.0 0.2 1.0

ΣĒT correction 1.1 12.6 1.2 9.0 1.2 11.4

Effective corrections (stat.) 2.0 2.7 2.0 2.7 2.0 2.7

Effective corrections (Z →W extrap.) 0.1 5.8 0.1 4.3 0.1 5.1

Table 5.5: Impact of recoil performance corrections on the mW measurement uncertainties.

Bin p`+T p`−T p`±T mW+
T mW−

T mW±
T Emiss+

T Emiss−
T Emiss±

T

MuBin1 2.6 2.7 2.7 21.0 12.2 17.9 52.4 24.6 41.1

MuBin2 2.4 2.4 2.4 14.1 14.1 14.1 29.2 29.2 29.2

MuBin3 3.4 3.4 3.4 9.0 9.0 9.0 26.3 26.3 26.4

Inclusive 2.7 2.7 2.7 14.5 10.8 13.2 34.8 23.8 28.5

Table 5.6: Summarised results of total uncertainty from the hadronic recoil corrections. The

systematics on mW are given in MeV.
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Figure 5.30: Perpendicular component of hadronic recoil distribution in (left) data and MC for Z

events and (right) MC for Z, W+ and W− events, after ΣET reweighting.





Chapter 6

Production and decay model

6.1 Introduction

Physics corrections to the final state distributions predicted by the Monte Carlo samples are

based on the ansatz of the factorization of the cross section [53] in four pieces, according to the

following formula:

dσ

dp1dp2
=

(
dσ(m)

dm

)(
dσ(y)

dy

)(
dσ(pt; y)

dpt

1

σ(y)

)(
ΣiAi(y, pt)Pi(cos θ, φ)

)
(6.1)

where p1 and p2 are the lepton and anti-lepton 4-momenta, m, pT, and y, are the invariant mass,

transverse momentum, and rapidity of the dilepton system, cos θ and φ are the polar and azimuthal

angle of the lepton in a given rest frame of the dilepton system, Ai are angular coefficients, and Pi
are spherical harmonics.

Variations of dσ(m)
dm with respect to the the value of the pole mass of the W -boson are modeled

with a Breit-Wigner distribution, including EW corrections. The differential cross section dσ
dy ,

and the Ai(y, pt) angular coefficients are modeled with perturbative QCD fixed order predictions.

The transverse momentum spectrum at given rapidity, dσ(pt,y)
dpt

1
σ(y) , is modeled with predictions

including parton shower or analytic resummation [54].

Various ancillary measurements of W - and Z-boson production are used to validate and con-

strain the modelling of the fully-differential leptonic Drell-Yan cross section. The PDF central

values and uncertainties, as well as the modelling of the differential cross section as a function

of boson rapidity, are validated by comparing to the 7 TeV W - and Z-boson rapidity measure-

ments [55], based on the same data sample. The QCD parameters of the parton shower model are

determined by fits to the transverse-momentum distribution of the Z boson measured at 7 TeV.

The modelling of the Ai(pT, y) coefficients is validated by comparing the theoretical predictions to

the 8 TeV measurement of the angular coefficients in Z-boson decays [56].

6.2 Resonance parameterisation

As the baseline Monte Carlo program,Powheg+Pythia, used in the mW analysis includes

EW contributions only at LO, corrections have to be applied to its description of the W and Z

lineshapes.

Defining the gauge interactions and couplings according to

LNC =
∑
i=γ,Z

αi f̄ γµ (vf i − af i γ
5) f V µ

i ,

LCC = αWVff̄ ′ f̄
′ γµ (1− γ5) f Wµ, (6.2)

the parton-level qq̄ → ll and qq̄′ → lν cross sections can be generically written as follows, at leading

order:

σ̂(ŝ) ∝
∑
i,j

αi αj Vi Vj Bij Pij(ŝ);

Bij = (vi vj + ai aj)in (vi vj + ai aj)out;

Pij(ŝ) = ŝ
(ŝ−m2

i ) (ŝ−m2
j ) +mimj Γi Γj

[(ŝ−m2
i )

2 + (mi Γi)2] [(ŝ−m2
j )

2 + (mj Γj)2]
; (6.3)
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where the sum runs over the exchanged gauge bosons in the s-channel. The indices i, j only take

one value (W ) in charged-current interactions, and two (γ, Z) in neutral-current interactions. The

diagonal terms i = j represent the squared amplitude corresponding to the exchange of a given

boson; the cross-terms, i 6= j, describe the γ−Z interference. The mass and width of gauge boson

i are denoted mi and Γi, and ŝ is the available energy for the parton-level process. The gauge

coupling constants αi, the generation-mixing terms Vi and the vector and axial couplings vi, ai for

the incoming and outgoing fermions are summarised in Table 6.1.

i γf f̄ Zff̄ Wff̄ ′

αi αem Gµm
2
Z/(2

√
2π) Gµm

2
W /(
√

2π)

vi Qf I3f − 2Qf sin2 θW I3f

ai 0 I3f I3f

Vi 1 1 Vff ′

Table 6.1: Gauge coupling constants, fermion vector and axial-vector coupling factors, and gener-

ation mixing terms in the Standard Model.

The expression above corresponds to the fixed-width Breit-Wigner parametrization. In the

running-width form, every factor of mΓ is replaced by ŝ
mΓ, and primed quantities are used to

clarify that running masses and widths differ from their fixed-width values:

P ′ij(ŝ) = ŝ
(ŝ−m′2i ) (ŝ−m′2j ) + ŝ2

m′im
′
j

Γ′i Γ′j

[(ŝ−m′2i )2 + ( ŝ
m′i

Γ′i)
2] [(ŝ−m′2j )2 + ( ŝ

m′j
Γ′j)

2]
. (6.4)

While the fixed-width form is most often used in generators, the running-width form was used

at LEP for the measurement of mZ . It was observed in Ref. [57] that equations 6.3 and 6.4 are

equivalent upon a redefinition of the resonance parameters, following:

mi = m′i /
√

1 + (Γ′i/m′i)2; (6.5)

Γi = Γ′i /
√

1 + (Γ′i/m′i)2. (6.6)

which allows to translate the former parametrization into the latter. In particular, Z boson

exchange according to Eq. 6.4 should be described using the values measured at LEP, m′Z =

91.188 GeV and Γ′Z = 2.495 GeV, or equivalently according to Eq. 6.3 with mZ = 91.154 GeV

and ΓZ = 2.494 GeV. The W boson mass measured in earlier experiments is also defined in the

running-width parametrization.

6.3 Electroweak corrections

6.3.1 Final state photonic QED corrections

The formalism described above holds in the absence of real photon emission corrections. For

most samples used in ATLAS, such corrections are applied with the help of Photos [58], analysing

the event record returned by the generators above, generating photon emissions and modifying the

final state lepton kinematics accordingly.

Starting from the Born-level final state (no QED radiation), Photos generates multiple photon

radiation in the full available phase space. The emission of each photon is calculated according to

the corresponding QED matrix element; the algorithm is applied iteratively, updating the available

phase space after each emission and using the same perturbative accuracy for each iteration. The

iteration ends when the photon energy is smaller than 10−7 times the energy of the parent in the

decay rest frame. The approach is illustrated in Figure 6.1. The ATLAS samples are generated



6.3. Electroweak corrections 97

using an exact NLO QED matrix elements [59]. The systematic uncertainties on the present

analysis are evaluated comparing these two settings. This study is performed by generating events

using Powheg+Pythia and Photos as done for the main analysis samples, only changing the

settings in Photos.

W

γ

Phase space left

used as “new vertex”

γ

Phase space left

used as “new vertex”

γ

...Phase space left

used as “new vertex”

1

Figure 6.1: FSR treatment as applied in ATLAS using Photos. The dot represents the matrix

element for a single photon emission. After each photon emission, the outgoing lepton lines (right

of the dashed line) are considered by Photos again for further photon emissions, in an interactive

way.

Illustrative kinematic distributions are shown in Figure 6.2, with and without FSR corrections,

to show the overall size of this effect. Muon kinematics are presented “bare”, i.e. after FSR-induced

momentum loss. The electron kinematics are presented “dressed”, recombining the bare electron

with all photons emitted within ∆R < 0.1, as a naive emulation of the collection of collinear

photons within the electron calorimeter cluster. For dressed electrons, the height of the invariant

mass peak is reduced by about 8%, and the tails are enhanced accordingly at low mass. A similar

effect is seen on the Jacobian peak for bare muons, with a reduction of the peak by about 5%. The

difference between the two Photos settings studied below is not visible on this scale.

In figures 6.3-6.4, the settings used for the simulated samples and the optimal mode are com-

pared. The comparisons are performed applying pseudo-rapidity cuts on the charged leptons

(|η| < 2.4), and an invariant mass cut in the lepton pairs (66 < m`` < 116 GeV). No transverse

momentum cuts are applied. The effect of the correction to the exact one-photon matrix element

for each photon emission is visible, and largely universal between electrons and muons. It was also

verified that for each lepton flavour, the size of the correction does not depend on whether the

leptons are considered bare or dressed. For W production, the effect is larger than 0.1% only for

pT < 15 GeV. For pT > 30 GeV, the effect is very small. Similarly, no significant effect is visible

in the transverse mass spectrum, for mT > 40 GeV. These effects contribute to the W modeling

uncertainty and directly affect the mass determination.

For Z production, the effect is larger, and exceeds 0.1% already for pT < 25 GeV. In the

electron channel, the recombined invariant mass distribution shows a 0.3% step for mee < 85 GeV.

An effect of similar size, but with a smoother mass dependence is observed in the muon channel.

These effects are counted as contributions to the Z modeling uncertainty and affect the electron

energy scale and muon momentum scale determinations.

Photos, as used in mc11, only handles the final-state photonic corrections (FSR), which dom-

inate the overall higher order electroweak corrections to W and Z production. While the Pythia

parton shower addresses photon radiation in the initial state, the interference of these with the

FSR emissions is neglected, as is fermion-pair production via the radiation of virtual photons, and

interference between successive FSR photon emissions. The size of the uncertainty due to these

missing effects is estimated in Sections 6.3.2 and 6.3.3.
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Figure 6.2: Comparison of the electron pair invariant mass distribution (left) and the muon trans-

verse momentum distribution (right) at various levels of QED corrections. “No FSR” refers to

Born-level leptons; “approx ME” and “exact ME” refer to the implementations of references [60]

and [59] (see text).

6.3.2 Final state fermion pair emissions

A new version of Photos under development adds the emission of at most one fermion (elec-

tron or muon) pair to the photon radiation described above. Version 3.60 was tested interfaced

to PYTHIA8.175. Half a billion events were generated for each of the four channels under study,

W → `ν(nγ, `+`−) and Z → `+`−(nγ, `+`−), in two configurations: Photos with only exponen-

tiated photon radiation (Exp) or Photos with exponentiated photon radiation and pair emission

(Exp+PE). For W events generated with Exp+PE, for instance, an additional electron pair is

emitted in 1.2 10−3 of the events and a muon pair is radiated in 1.4 10−4 of the events.

In figures 6.5-6.6, a comparison between the setting used for the analysis (Exp) and the set-

ting including final state lepton pair emission (Exp+PE) is performed. In the case of W decays

(figure 6.5), the charged lepton is the leading one in pT among the ones with |η| < 2.4. In the

case of Z decays (figure 6.6), the positively and negatively charged leptons are chosen among the

ones with |η| < 2.4 as the leading ones in pT and the pairs are kept only if their invariant mass

lies between 66 and 116 GeV. In this way, figures 6.5-6.6 are directly comparable to figures 6.3-6.4.

In W leptonic decays, the effect of final state pair emission is of the order of 0.1 % on charged

lepton pT except at very low pT (below 10 GeV) and of the order of 0.1 % on W transverse mass.

In Z leptonic decays, the effect is less that 0.2 % all over the pT range except below 10 GeV.

The structure of the invariant mass ratio (figure 6.6, bottom line) cannot be explained, neither by

acceptance cuts nor by recombination of electrons with nearby photons (for dressed leptons, the

transverse momentum of all photons emitted in a cone of radius ∆R = 0.1 around the lepton is

added to the lepton pT ). In fact, the dips around 70 and 85 GeV and the threshold at 90 GeV are

also present in figure 6.4, so it might be a feature of correction implementation in Photos.

The theoretical uncertainty on the effect of final state lepton pair emission may be estimated by

comparing Photos to SANC [61] which implements the complete NLO QED radiative corrections

whereas Photos uses kernel approximations and only takes into account the diagrams of figure 6.7

(no ISR and no interference between ISR and FSR). Figure 6.8 shows for Z → µ+µ− events the

relative difference between bare muons after the eventual radiation of an electron pair and born

muons as a function of the µ− pT . The photon emission has been switched off to give the pair

emission effect alone. From this comparison, the two implementations differ by about 30%. Since

Photos predicts the largest effect, it will be used to evaluate the systematic uncertainty from not

including this process in the simulated samples.

An impact on the vector boson mass extraction has been assessed for the different definitions

of charged leptons (bare or dressed) and is reported in Table 6.2. Results in both electron and



6.3. Electroweak corrections 99

Figure 6.3: Ratios between the “exact ME” and “approx ME” predictions (“Exp+ME/Exp” in

the plots), for W → eν (left) and W → µν (right). The observables shown are charged lepton

pT (top), neutrino pT (middle), and transverse mass (bottom). Events were generated using

Powheg+Pythia, interfaced to Photos.



100 Chapter 6. Production and decay model

Figure 6.4: Ratios between the “exact ME” and “approx ME” predictions (“Exp+ME/Exp” in

the plots), for Z → ee (left) and Z → µµ (right). The observables shown are negatively charged

lepton pT (top), positively charged lepton pT (middle), and lepton pair invariant mass (bottom).

Events were generated using Powheg+Pythia, interfaced to Photos.
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Figure 6.5: Ratios between the ”Exp+PE” and ”Exp” predictions, for W → eν (left) and W → µν

(right). The observables shown are leading charged lepton pT (top), neutrino pT (middle) and

transverse mass (bottom). No selection is applied except to require that |η| < 2.4 for the leading

charged lepton. Events were generated using Pythia+Photos.

muon channels respect universality of behaviour between leptons and the presented results are the

weighted averages of the results in each individual channel. The shifts are always negative which

corresponds to the loss of energy of the final state leptons because of lepton pair emission. Not

taking into account final state lepton pair emission induces a bias of a 4.4 MeV on the W mass

if the chosen distribution is the charged lepton pT and a bias of less than 1 MeV in the case of

mT . The results are comparable for bare and dressed leptons. These shifts have to be decreased

by the constraint coming from energy calibration on the Z dilepton mass, i.e. around 1 MeV for

bare leptons and 2 MeV for dressed leptons.

6.3.3 Effect of O(α) electroweak corrections

An evaluation of the remaining higher-order EW effects is presented. The effects not addressed

by the above studies include the interference between initial and final state photon radiation, and
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Figure 6.6: Ratios between the ”Exp+PE” and ”Exp” predictions, for Z → ee (left) and Z → µµ

(right). The observables shown are leading negatively charged lepton pT (top), leading positively

charged lepton pT (middle) and leading lepton pair invariant mass (bottom). No selection is

applied except to require that |η| < 2.4 for the leading charged leptons. Events were generated

using Pythia+Photos.

γ/Z γ γ/Z
`+

`−γ

1

Figure 6.7: Examples of pair emission in Drell-Yan process: virtual pair (left) or real pair (right)

NLO correction.

genuine weak corrections such as vertex and box diagrams.

Two programs were used to study this effect. They are briefly described below:

• Powheg EW [62, 63]: a program combining O(αS) and O(α) corrections to W and Z
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Figure 6.8: Contribution of pair emission to the NLO QED corrections shown as δ = σNLO−σBorn
σBorn

as a function of the µ− pT in Z → µ+µ− events. For the estimation of σNLO the electron pair

emission only has been switched on, there is no photonic radiation.

Shift on the vector boson mass [MeV]

Bare leptons Dressed leptons

W → `ν, pT −(4.4± 1.4) −(3.6± 1.4)

W → `ν, mT −(0.8± 0.3) −(0.8± 0.3)

Z → ``, pT −(2.3± 1.2) −(3.6± 1.2)

Z → ``, m`` −(0.9± 0.1) −(1.8± 0.1)

Table 6.2: From the comparison between Exp and Exp+PE versions of Photos, shift on the vector

boson mass induced by not taking into acccount final state lepton pair emission, for the different

tested distributions and with the two definitions of boson decay leptons, either bare or dressed.

The uncertainties are from the finite size of the generated samples.

production; the Pythia parton shower for further initial state parton and photon emissions;

and Photos for further final state photon emissions. The Pythia and Photos emissions

are “vetoed”, i.e. avoid double counting with the emissions from the hard matrix element;

• Winhac [64], based on SANC [61] for W production described at O(α), Pythia for initial

state parton and photon emissions; and two implementations of final state radiation: Photos
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as above, and the YFS formalism widely used at LEP.

Starting from a set of well-measured fundamental constants, electroweak corrections can be

computed in several schemes. Two schemes are used below:

• the α0 scheme: the Born-level predictions are expressed in terms of the W and Z boson

masses mW , mZ , and of αQED(Q2 = 0) ∼ 1/137;

• the Gµ scheme: the predictions are expressed in terms of mW , mZ and Gµ, implying a

tree-level QED effective coupling constant given by αGµ =
√

2Gµ sin2 θWm2
W

π ∼ 1/133.

The latter is generally considered more accurate, as the initial value of the electromagnetic coupling

constant already accounts for part of its evolution between α(Q2 = 0) ∼ 1/137 and α(Q2 = m2
Z) ∼

1/128, therefore incorporating a subset of corrections formally beyond O(α).

In the following sections, we present a study of the decomposition of the EW corrections using

Winhac, a comparison of the Powheg EW and Winhac predictions, and finally an evaluation of

the impact of these corrections on the measurement. All distributions are shown at the generator

level and without any cuts, to maximize the sample statistics and the size of the observed effects.

6.3.3.1 Decomposition of the NLO EW corrections

Winhac provides handles to study separately the effect of FSR, full QED (ie FSR, ISR, and

ISR/FSR interference), and full O(α) corrections (i.e. QED + remaining weak corrections). Fig-

ure 6.9 illustrates the various contributions, for the m`,ν , mT, p`T and pνT distributions. The QCD

parton shower is switched off, ie pWT ∼ 0; the O(α) corrections are computed in the Gµ scheme.

Comparing to the Born prediction (left column) shows, as expected, that the FSR corrections

dominates the full correction, representing about 99% of the overall effect. The effect is largest on

the m`,ν distribution.

Removing the Born prediction (Figure 6.9, right column), and comparing the remaining pre-

dictions to the FSR distributions obtained using YFS shows that

• the YFS and Photos FSR predictions match perfectly, in agreement with the small uncer-

tainty on this component discussed in Section 6.3.1;

• non-FSR QED effects represent about two thirds of the total remaining corrections; pure

weak effects are sub-leading;

• the corrections are largest in the p`T distribution and minimal in the pνT distribution. The

mT distribution, built from the previous two, is in between.

The study is repeated in Figure 6.10, with the QCD parton shower switched on. As expected,

the m`,ν and mT predictions are unaffected, as the QCD emissions typically have low pT compared

to the invariant mass of the final state, and hardly limit the phase space available for the hard

process. In contrast, the effect on p`T and pνT distributions are washed out due to the non-trivial

pWT distribution.

The differences between the FSR- and EW-corrected distributions in the presence of the parton

shower, i.e. the right columns in Figure 6.10, are relevant to quantify the effects missing in the

MC samples. The relative differences are at the level of 0.1% or below, with a smooth behavior

around the Jacobian peaks.

6.3.3.2 Comparison of NLO EW corrections in Winhac and Powheg

Similar distributions were produced using Powheg. Although the FSR-level distributions

agree perfectly with Winhac, very different results were obtained for the full EW corrections.
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Figure 6.9: FSR, full QED and full NLO EW corrections from Winhac, in absence of QCD

radiations effects (i.e. the parton shower is switched off), for W → µν events using bare kinematics.

Left column: the ratios are taken to the Born distributions; right column: the ratio is taken to the

FSR-corrected distribution.
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Figure 6.10: FSR, full QED and full NLO EW corrections from Winhac, with QCD corrections

from the Pythia parton shower, for W → µν events using bare kinematics. Left column: the

ratios are taken to the Born distributions; right column: the ratio is taken to the FSR-corrected

distribution.
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Investigations on this effect are summarized in Figure 6.11, where the effect of QCD corrections

on the distributions is studied at various levels of the electroweak corrections. The Born, FSR and

full O(α) distributions are compared in absence and presence of QCD corrections as provided

by both programs. The mlν distribution is used as main probe, as it is most sensitive to EW

corrections and least sensitive to QCD corrections.

In the case of Winhac, the invariant mass distributions are compared with and without parton

shower, separately at the Born level, after FSR and at full O(α). As expected and discussed above,

the impact of this variation is very small in all cases.

For Powheg, the parton shower is applied in both cases, and the QCD variation consists of

switching on and off the O(αS) correction. That is:

• without the O(αS) correction, only the parton shower is run and the prediction is equivalent

to Winhac from the QCD point of view;

• with the O(αS) correction, the first parton emission is generated by Powheg, and the parton

shower handles additional radiation, which is constrained to be have lower pT than the parton

generated by Powheg.

In practice, both treatments are very close in terms of the resulting pWT distribution, and the main

effect is on the process cross section, which is now normalized to NLO in QCD. The impact of the

QCD variation applied in Powheg is thus much smaller than the one applied in Winhac, as far

as the final state distributions are concerned.

Nevertheless, as shown in Figure 6.11, the QCD correction in Powheg has a 1.5% effect on

the low side of the mlν distribution, only when EW corrections are applied. As the pattern of the

initial state emissions are essentially identical in all cases, it is at present hard to understand what

justifies this behavior. Discussions with the authors of both programs are ongoing on this issue. At

this stage, the most likely situation is that the interplay of NLO QCD and EW corrections leads

to unnatural behavior in the case of Powheg, and we base the rest of this study on Winhac only.

6.3.3.3 Scheme dependence and impact on the mW measurement

Similar distributions are shown in Figure 6.12, comparing the EW-corrected distributions to

the FSR-level ones, with and without parton shower. The latter represent the missing effects in the

full simulation samples, as mentioned above. The O(α)-corrected predictions are shown in the Gµ
and α0 schemes. For the relevant distributions (p`T, pνT and mT, with parton shower corrections),

the scheme dependence of the corrections is comparable to the value of the correction itself, and

typically at the level of 0.1% or below.

To evaluate the impact on the mW measurement, pseudo-data are generated including full

O(α) corrections, and templates are generated for different values of mW and including only FSR

corrections. The W boson mass is then fitted and the difference between the fitted and injected

values is taken as systematic uncertainty related to this effect. This exercise is repeated for both

schemes, with parton shower switched on.

The results are summarized in Table 6.3. The effects are generally found larger for Gµ, with

typically 3.5 MeV for the p`T distributions, 2.5 MeV for mT, and 0.6 MeV for pνT. The statistical

accuracy on these estimates is about 0.2 MeV. As these effects are absent from the full simulation

samples, the full size of the effect found for Gµ is taken as uncertainty estimate.

6.3.3.4 Summary of uncertainties from higher-order EW corrections

This section summarizes the quality of the IBA in the context of the mW measurement. The

systematics are estimated by applying the template fit method which is used for W mass extraction

and is described later in Section 8.1.1. The signal regions are defined as follows:
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Figure 6.11: Effect of QCD corrections on the muon-neutrino invariant mass distribution. Left

column: effect of switching the parton shower on and off in Winhac, on the Born-level distribu-

tion (top), on the distribution after FSR (middle), and for the NLO EW distribution (bottom).

Right column: effect of switching the O(αS) correction on and off in Powheg, while keeping the

parton shower active. Born-level distribution (top), distribution after FSR (middle), and NLO

EW distribution (bottom).
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Figure 6.12: Comparison of the EW-corrected kinematic distributions, in the Gµ and α0 schemes,

to the FSR-corrected predictions, using Winhac. Left: without parton shower; right: with parton

shower.
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Scheme peT meν
T pνT pµT mµν

T

Gµ 3.3 2.5 0.6 3.5 2.5

α0 2.4 0.8 < 0.1 0.8 0.5

Table 6.3: Systematic effect on the mW measurement (in MeV) from EW corrections beyond FSR,

in the Gµ and α0 schemes.

• W : |η| < 2.4; p`T > 30 GeV; pνT > 30 GeV; mW
T > 60 GeV; pWT < 30 GeV;

• Z : |η| < 2.4; p`T > 25 GeV; 66 < m`` < 116 GeV.

Using the reweighting technique described there, plT, mT and m`` distributions are produced for

different W and Z boson masses. Minimizing the χ2 between the templates and the pseudodata

yields the fitted W boson mass, and the difference between the injected mass and the fitted mass

for each pseudo-data sample defines the corresponding uncertainty. The fitting ranges are, for

W events, 30 < plT < 50 GeV, 60 < mT < 100 GeV; and for Z events, 25 < plT < 55 GeV,

80 < m`` < 100 GeV.

This procedure is applied to the Z process, to estimate modeling uncertainties affecting the

energy and momentum scale determination, and to the W process to estimate the impact on the

mW measurement itself. For the Z analysis, an additional uncertainty contribution is induced

by the experimental accuracy on mZ , δmZ = 2.1 MeV. The results are summarized in Tables 6.4

and 6.5. The pair emission uncertainties result from Section 6.3.2, and the O(α) uncertainties from

Section 6.3.3.

Source mee peT mµµ pµT
FSR (real) 0.4× 10−5 3.0× 10−5 0.3× 10−5 3.0× 10−5

FSR (pair production) 2.0× 10−5 4.0× 10−5 1.0× 10−5 2.5× 10−5

Weak + interf. corrections – – – –

δmZ 2.3× 10−5 2.3× 10−5 2.3× 10−5 2.3× 10−5

Total 3.1× 10−5 5.5× 10−5 2.5× 10−5 4.5× 10−5

Table 6.4: Relative systematic uncertainties on the energy and momentum scale measurement,

from higher-order EW corrections in Z → `` events. The table entries express relative energy scale

uncertainties. The dashes indicate cases where the effect is negligibly small.

Source peT meν
T pνT pµT mµν

T

FSR (real) – – – – –

FSR (pair production) 3.6 0.8 – 4.4 0.8

Weak + interf. corrections 3.3 2.5 0.6 3.5 2.5

Total 4.9 2.6 0.6 5.6 2.6

Table 6.5: Systematic uncertainties on the mW measurement (in MeV), from higher-order EW

corrections in W → lν events, in MeV. The dashes indicate cases where the effect is negligibly

small.

6.4 Rapidity distribution and angular coefficients at O(α2
S)

The differential cross section as a function of boson rapidity, dσdy , and the angular coefficients as

a function of boson y and pT, Ai(y, pt), are modeled with fixed order perturbative QCD predictions,

at O(α2
S) in the perturbative expansion of the strong-coupling constant.
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Figure 6.13: Differential cross section of W+ (left) and W− (right) production as a function of

rapidity for the CT10nnlo PDF set. The blue line and the red line show predictions to the W -

and Z-boson rapidity measurements, respectively. The shadowed bands correspond to the PDF

uncertainty.
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Figure 6.14: Ratio of differential cross section of W+ (left) and W− (right) production as a function

of rapidity for the CT10nnlo (blue), CT14nnlo (red), and MMHT2014nnlo (green) PDF sets. The

shadowed bands correspond to the PDF uncertainty.

6.4.1 Differential predictions as function of rapidity with CT10, CT14, and
MMHT PDFs

Figure 6.13 shows the differential cross section of W+ and W− production as a function of

rapidity at NNLO, for the CT10nnlo PDF and for the CT10nnlo PDF profiled to the W - and

Z-boson rapidity measurements.

Figure 6.14 shows the comparison of CT10nnlo, CT14nnlo [65] and MMHT2014nnlo [66] PDF

sets.

To validate the theoretical predictions used for the modeling in the current analysis, Figure 6.15

illustrates the comparisons of predicted Z-boson differential cross-section as a function of rapidity

and W -boson differential cross-section as a function of lepton pseudorapidity to the corresponding

measurements using
√
s = 7 TeV data. Agreement between experimental measurements and

theoretical predictions is observed.

6.4.2 Angular coefficients in Powheg, Dynnlo

The angular distribution of the W and Z decay leptons are determined by the boson polari-

sation state. In amplitudes at higher order than tree level, initial-state QCD interactions of the

colliding partons provide transverse momentum to the W or Z, in turn affecting the polarization
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Figure 6.15: (a) Differential Z-boson cross-section as a function of boson rapidity, and (b) dif-

ferential W+ and W− cross-sections as a function of charged decay-lepton pseudorapidity at√
s = 7 TeV [55]. The measured cross sections are compared to the DYNNLO predictions us-

ing the CT10nnlo PDF set. The vertical bars show the total experimental uncertainties, including

luminosity uncertainty, and the bands show the PDF uncertainties of the predictions.

states. The full five-dimensional differential cross-section describing the kinematics of the leptons

from the boson decay can be decomposed as a sum of nine harmonic polynomials, which depend on

the polar cosθ and azimuthal φ angles of the lepton in the rest frame of the boson, multiplied by

corresponding helicity cross-sections that depend on the boson transverse momentum pT, rapidity

y and invariant mass M . It is a standard convention to factorise out the unpolarised cross-section

and to present the five-dimensional differential cross-section as an expansion into nine harmonic

polynomials Pi(cosθ, φ) and dimensionless angular coefficients Ai, which represent ratios of helic-

ity cross-sections with respect to the unpolarised one and are functions of the boson kinematic

variables.

dσ

dp2
TdydMd cos θdφ

=
3

16π

dσ

dp2
TdydM

× [(1 + cos2 θ) +A0
1

2
(1− 3 cos2 θ)

+A1 sin 2θ cosφ

+A2
1

2
sin2 θ cos 2φ

+A3 sin θ cosφ

+A4 cos θ

+A5 sin2 θ sin 2φ

+A6 sin 2θ sinφ

+A7 sin θ sinφ]

(6.7)

The Ai coefficients nearly vanish towards pT = 0, except for A4, which is sensitive to the elec-

troweak mixing angle sin2 θW and responsible for the forward-backward lepton asymmetry in cos θ.

The A5−A7 coefficients appear at second order in αS and are expected to be small; they are there-

fore not considered here.

To extract the Ai coefficients from simulated Monte-Carlo samples, one can calculate moments

of each harmonic polynomial as:

< Pi(cos θ, φ) >=

∫
Pi(cos θ, φ)σ(pT, y,M, θ, φ)d cos θdφ∫

σ(pT, y,M, θ, φ)d cos θdφ
(6.8)

where σ(pT, y,M, θ, φ) is a shorthand for the l.h.s of Equation 6.7; P0(cosθ, φ) = 1 − 3 cos2 θ,
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P1(cosθ, φ) = sin 2θ cosφ, etc. The integration is performed over the full angular phase space,

leading to:

A0 =
2

3
+

10

3
< (1− 3 cos2 θ) >

A1 = 5 < sin 2θ cosφ >

A2 = 10 < sin2 θ cos 2φ >

A3 = 4 < sin θ cosφ >

A4 = 4 < cos θ >

A5 = 5 < sin2 θ sin 2φ >

A6 = 5 < sin 2θ sinφ >

A7 = 4 < sin θ sinφ >

(6.9)

In general, these coefficients are a function of pT, y and M . The mass dependence is however

negligible, and we map them only as a function of pT and y. Angular coefficients obtained from

Powheg and Dynnlo [67], a program for fixed-order W and Z cross section calculation at NLO

and NNLO, are shown in Figure 6.16 for Z, W+ and W− events, as a function of pT(W,Z). The

coefficients are computed in the Collins-Soper (CS) rest frame. The CS rest frame is reached from

the laboratory frame via a Lorentz boost along the laboratory z axis into a frame where the z

component of the lepton pair momentum is zero, followed by a boost along the transverse momen-

tum of the pair. At pT = 0, the CS and laboratory coordinate systems are the same. Dynnlo

is shown for comparison to the baseline Monte-Carlo used in this analysis, Powheg+Pythia8

(ME+PS NLO generator). Dynnlo provides an inclusive fixed-order pQCD predictions at NLO

and at NNLO with the CT10 pdf NLO and NNLO configurations. The polarisation coefficients A3

and A4 from Dynnlo at NLO and NNLO have been scaled, in Z events, by a factor 0.65 to account

for radiative corrections to the weak mixing angle, modifying these coefficients with respect to the

LO value used by default in this program. Significant differences are observed in the coefficients.

For A0, Powheg differs from Dynnlo at low pT. For other coefficients, NNLO effects are large

when compared to the NLO predictions. This is particularly true for A1 and A2.

The effect of these differences are potentially large on the final state kinematics distributions.

This is illustrated in Figure 6.17 where, using a reweighting in full (pT, y, Ai) space, the Powheg

angular coefficients are transformed to the Dynnlo prediction. The effect of this change on the

lepton pT spectrum is very significant, with a ∼ 1% distortion near the Jacobian peak (pT ∼
40 GeV). The pZT distribution is unaffected, as expected. This corresponds to a shift of about

90 MeV in the mass measurement.

The validity of the modeling of the angular coefficients in Z-boson events is tested by comparing

the predictions of Ai as a function of pT to the ATLAS measurement at
√
s = 8 TeV. Figure 6.18

shows the comparison for A0 and A2 as a function of the transverse momentum of the Z boson.

6.5 Transverse momentum distribution

Predictions of the vector boson pT spectrum for the extraction of the mass of the W -boson

cannot rely solely on fixed order perturbative QCD. The majority of the W -boson events used for

the analysis are at low values of boson transverse momentum, pWT < 30 GeV, where large logs of the

type log(mV /pT) need to be resummed, and non-perturbative effects must be included, either with

parton showers or predictions based on analytic resummation. The modeling of the transverse-

momentum spectrum of vector bosons at given rapidity is based on the parton shower MC generator

Pythia8. The predictions of vector-boson production in the Pythia8 MC generator employ

leading order matrix elements for the qq̄′ → W,Z/γ∗ processes, complemented by a reweighting

of the first parton shower emission to the leading order V+jet cross section, with V = W,Z/γ∗.
The resulting prediction of the boson transverse-momentum spectrum is comparable in accuracy
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Figure 6.16: Angular coefficients for the Z, W+ and W− bosons for Powheg+Pythia8, Dynnlo

nlo and Dynnlo nnlo .
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Figure 6.17: pT distributions of the Z boson (left) and decay lepton (right) at the truth level before

and after polarisation reweighting of the angular coefficients from Powheg to Dynnlo.
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Figure 6.18: The (a) A0 and (b) A2 angular coefficients in Z-boson events as a function of pT .

The measured coefficients are compared to the DYNNLO predictions using the CT10nnlo PDF set.

The vertical bars show the total experimental uncertainties, and the bands show the uncertainties

assigned to the theoretical predictions.

to those of NLO parton shower generators as POWHEG, and of resummed predictions at next-

to-leading logarithmic order [68].

6.5.1 Baseline prediction

The optimal values for the QCD parameters used in Pythia8 were determined by fitting the

predictions to the Z-boson transverse momentum distribution measured with the ATLAS detector

at a centre-of-mass energy of
√
s = 7 TeV. Three QCD parameters were considered in the fit: the

intrinsic, or primordial, transverse momentum of the incoming partons, the value of the strong-

coupling constant at the Z-boson mass used for the QCD ISR, and the value of the ISR infrared

cut-off. The resulting values of the Pythia8 parameters constitute the AZ tune, and they are used

for predicting the pWT spectrum. The modelling of the transverse-momentum spectrum is validated

by comparing the Z-boson pT distibution from the simulated samples to the measurement used to

determine the AZ tune.

The modelling of the transverse-momentum spectrum is validated by comparing the Z-boson

pT distibution from the simulated samples to the measurement used to determine the AZ tune. As
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Figure 6.19: Measured differential cross section of pT(Z) (left) and the differential cross-section ratio

of σ(W )/σ(Z) vs. pT(V=W,Z) (right) compared to the Powheg+Pythia prediction, reweighted

to the AZ tune. Statistical and experimental systematic uncertainties are indicated.

a further validation, the predicted differential cross-section ratio

RW/Z(pT) =

(
dσW (pT)

dpT
· 1

σW

)(
dσZ(pT)

dpT
· 1

σZ

)−1

is compared to the corresponding ratio of ATLAS measurements of vector-boson transverse mo-

mentum. The comparisons are shown in Figure 6.19, the theoretical predictions are in agreement

with the experimental measurements.

6.5.2 Uncertainties on the pWT distribution with Pythia

Since the pZT distribution is constrained using data, and the W distribution is predicted with

corresponding parton shower parameters, the modeling uncertainty on the pWT distribution gets

three contributions:

• the accuracy of the Z data, which translates into an uncertainty on the parton shower

parameters which directly applies to pWT ;

• the uncertainty on the pWT /pZT distribution ratio, under variation of the model parameters

that are assumed fixed in the Z tune;

• the uncertainty on the pWT /pZT distribution ratio under variation of the PDF used in the

matrix element. This contribution is actually part of the PDF uncertainty on the description

of the process (the rapidity and polarization uncertainties are evaluated using fixed-order

QCD, as discussed above), but included here.

The first contribution is evaluated using the eigentune variations illustrated in Figure 6.20.

For each variation, an uncertainty of about 0.3% is obtained in the low pWT region. Summing in

quadrature, 0.5% is found.

The following parton shower model parameters were assumed fixed for the AZ’ tune, and varied

here:

• the factorization scale, µF = k · pT, within a factor 2 around its default value k = 1;

• the charm quark mass, varied between 1 and 2 GeV for a default value of 1.5 GeV;

• the bottom quark mass, varied between 4 and 5.5 GeV for a default value of 4.8 GeV;
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Figure 6.20: Ratio between the pWT distribution obtained from the tune variations (1±, 2±, 3±)

and the nominal tune.

• the LO PDF used in the parton shower to determine the evolution. Following the previous

section, CTEQ6L1, CT14LO [65] and NNPDF2.3LO [69] are used as variations with respect

to MMHTLO [66].

The results of these variations are shown for the separate processes in Figures 6.21-6.24.

The charm quark mass variation has a ∼ 0.5% effect at low pT, specifically for W . The b mass

variations has negligible impact on all processes. The effects of the quark mass variations are found

to be very similar for W+ and W− and shown only for W±.

The LO PDF choice also has a correlated impact on W and Z production, but differences

of about 1% are visible; as shown in Figure 6.23, the W+/Z differences tends to be opposite in

direction to the W−/Z ones.

The effect of the µF variations is very similar for W and Z production, and the uncertainty

on the W/Z transverse momentum distribution ratio appears very small when the effect of the

µF variations is assumed fully correlated between the two processes. This can be questioned, as

the involved partonic sub-processes differ, notably in the fractions of incoming heavy quarks. To

test this a decorrelation model was designed with independent µF variations for four categories of

process: heavy flavour Z production (cc and bb), heavy flavour W production and light flavours

(W and Z together).

Separate histograms of the boson pT were produced using Pythia for each combination of the

initial state quarks. These were:

• uū, dd̄, ss̄, cc̄ and bb̄ ( Z )

• ud̄, us̄, cd̄, cs̄ ( W+ )

• dū, sū, dc̄, sc̄ ( W− )

Bottom initiated W production is neglected. Each of these histograms were produced for up and

down variations of µF, as well as for the nominal value. Note in the following the contributions

from W+ and W− are summed together and referred to as W .

The four sub-process categories for which independent variations are performed are:

• Light quark induced production: uu→ Z, dd→ Z, ss→ Z, and ud→W , us→W

• Charm-induced Z production: cc→ Z

• Bottom-induced Z production: bb→ Z
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Source Typical size

Eigentune variations 0.5% (three independent contributions)

Factorization scale 1.3%

Charm mass 0.5%

Parton shower PDF +1.5% (W+), −1% (W−)

Total 2.1% (W+), 1.8% (W−)

Table 6.6: Summary of the sources of uncertainty in the pWT distribution.

• Charm-induced W production: cx→W

The quantity of interest is the ratio of the W pT spectrum to the Z pT spectrum. The W and Z

spectra are normalised before the ratio is taken. The nominal (nom) ratio is given in Equation 6.10.

Nom =
ud(nom) + us(nom) + cd(nom) + cs(nom)

uu(nom) + dd(nom) + ss(nom) + cc(nom) + bb(nom)
(6.10)

The ratio definitions for the µF up variations are given in Equations 6.11 to 6.14. To obtain

the µF down variations replace (up) with (down).

LightUp =
ud(up) + us(up) + cd(nom) + cs(nom)

uu(up) + dd(up) + ss(up) + cc(nom) + bb(nom)
(6.11)

ccZUp =
ud(nom) + us(nom) + cd(nom) + cs(nom)

uu(nom) + dd(nom) + ss(nom) + cc(up) + bb(nom)
(6.12)

bbZUp =
ud(nom) + us(nom) + cd(nom) + cs(nom)

uu(nom) + dd(nom) + ss(nom) + cc(nom) + bb(up)
(6.13)

cxWUp =
ud(nom) + us(nom) + (cd(up) + cs(up))/2

uu(nom) + dd(nom) + ss(nom) + cc(nom) + bb(nom)
(6.14)

The total up and down variations are defined as follows:

TotalUp =
√

(LightUp-Nom)2 + (ccZUp-Nom)2 + (bbZUp-Nom)2 + (cxWUp-Nom)2 (6.15)

TotalDown =
√

(LightDown-Nom)2 + (ccZDown-Nom)2 + (bbZDown-Nom)2 + (cxWDown-Nom)2

(6.16)

The total uncertainty is taken as symmetric around the nominal and defined as (TotalUp +

TotalDown)/2). This is displayed in the bottom plot of Figure 6.24, as well as the contributions

from the individual component uncertainties. The size of the uncertainty is approximately 2.5%

at very low pT and at higher pT values. In the region from 5 to 10 GeV the uncertainty decreases

to around 0.5%.

The parton shower sources of uncertainty in the pWT distribution are recapitulated in Table 6.6.

The uncertainty sizes are evaluated in the low-pT region and are typical numbers, given for reference

only; the induced uncertainty in mW is evaluated by reweighting the pT distribution over the entire

range relevant for the measurement. For the baseline fitting ranges of 30 < p`T < 50 GeV and

65 < mT < 100 GeV, the induced systematic on mW is 19.6 MeV for p`T fits, and 14.0 MeV for

mT fits.

Finally, the impact of PDF uncertainties in the hard process is discussed here. These uncer-

tainties are evaluated by reweighting the Pythia distribution according to the incoming parton

flavour and momentum fraction:

w =
f ′q1(x,Q2)f ′q2(x,Q2)

fq1(x,Q2)fq2(x,Q2)
, (6.17)
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Figure 6.21: Top row : relative effect on the boson transverse momentum distribution of varying

the charm quark mass for W± (top) and Z (middle). Effect of varying the bottom quark mass for

Z (bottom).
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Figure 6.22: Relative effect on the boson transverse momentum distribution of varying the LO

PDF in the parton shower, compared to MMHTLO, for Z (top), W+ (middle), W− (bottom).



120 Chapter 6. Production and decay model

 [GeV]
T

p

0 5 10 15 20 25 30 35 40

N
om

in
al

)
Zσ/

Wσ
) 

/ (
Zσ/

Wσ(

0.96

0.97

0.98

0.99

1

1.01

1.02

1.03

1.04

Nominal
+Uncertainty - W

 [GeV]
T

p

0 5 10 15 20 25 30 35 40

N
om

in
al

)
Zσ/

Wσ
) 

/ (
Zσ/

Wσ(

0.96

0.97

0.98

0.99

1

1.01

1.02

1.03

1.04

Nominal
-

Uncertainty - W

Figure 6.23: Uncertainty on the pW
+

T /pZT and pW
−

T /pZT distribution ratios from LO PDF variations.

The uncertainty is defined from the CT14 LO PDF, as this PDF gives the strongest difference

between the W+, W− and Z pT distributions
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Figure 6.24: Relative effect on the boson transverse momentum distribution of varying the parton

shower factorization scale, µF, for W± (top) and Z (middle). Bottom: ratio of the W and Z pT

distributions varying the values of µF using the decorrelation model described in the text.
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where W is the event weight, f are the CT10nnlo nominal PDFs, and f ′ the CT10nnlo uncertainty

set variations. These variations are calculated for W and Z production, and the uncertainty in the

pWT distribution is evaluated with the constraint that the pZT distribution remains constant, since

it is fixed by the data. This constraint is applied by defining the uncertainty variations as:(
dσW
dpT

)′
var

=

(
dσW
dpT

)
var

/

[(
dσZ
dpT

)
var

/

(
dσZ
dpT

)
nom

]
(6.18)

where “var” and “nom” on the r.h.s refer to the usual eigenset variations, and the primed variation

on the l.h.s represents the pZT-constrained uncertainty. Figure 6.25 illustrates the PDF-induced

uncertainties on the pWT distribution, with and without the constraint. These variations will be

included in the PDF uncertainties.

6.6 Propagation of QCD uncertainties to mW

There are various sources of uncertainty affecting the QCD modeling of the Drell-Yan process,

that can give rise to sizable uncertainties for the extraction of the mass of the W -boson at hadron

colliders. They include PDF uncertainties, uncertainties on fundamental QCD parameters such as

the value of the strong-coupling constant at the scale of the Z-boson mass, αs(mZ), and the values

of the charm-quark and bottom-quark masses mc and mb, and uncertainties on the modeling

of the angular coefficients. In order to reduce the uncertainties of the QCD modeling, precise

measurements of the W - and Z-boson production can be used to constrain the parameters of the

QCD models.

The incomplete knowledge of the parton density functions (PDFs) is an important source of

uncertainty for the extraction of theW -boson mass, and it motivates a detailed discussion related to

the sources of these large uncertainties. In particular, when mW is determined from the transverse

momentum spectrum of electrons and muons produced in the leptonic decay of the W boson, the

PDFs uncertainty is expected to be among the dominant sources of theoretical uncertainties.

This section discusses the uncertainties on mW resulting from the QCD modeling uncertainties

discussed above. These uncertainties can are classified as PDF, pWT and polarization uncertain-

ties. The first section below discusses a general method to reweight the vector boson kinematical

distributions, that will be applied to evaluate the PDF, pWT and polarization uncertainties. The

following sections discuss the uncertainties themselves.

6.6.1 Reweighting in (pT, y, Ai) space

In order to estimate the QCD modeling uncertainties, all the event distributions have to be

produced according to each parameter variation. However the direct reproduction of the MC

samples is time-consuming process. However this can be achieved by reweighting an available

prediction to another physics model. This section presents a fairly economical and sufficiently

accurate method to perform this reweighting.

Equation 6.7 suggests that any prediction of the kinematic distributions of vector bosons and

their decay products can be transformed into any other using a simple reweighting of the three-

dimensional boson phase space distribution, followed by a reweighting of the decay angle distribu-

tions. Starting from the (pT, y,M) distributions and tabulated values of the the Ai coefficients for

a source and a target generator prediction, the phase space weight is just a ratio of histograms,

and the angular weight is defined as

w =
1 + cos2 θ +

∑
i A
′
i fi(θ, φ)

1 + cos2 θ +
∑

i Ai fi(θ, φ)
. (6.19)

where A′i and Ai are the coefficients for the target and source generator respectively, and the fi(θ, φ)

can be read off of Equation 6.7. This scheme is very flexible, as it is possible to study separately
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the effect of each coefficient, by keeping A′i = Ai everywhere, except for the coefficient of interest.

This method is used both to transmit the QCD predictions described in Sections 6.4-6.5 to the

initial Powheg distributions, and to evaluate the impact of the PDF and pWT uncertainties.

A simplification is introduced considering the fact that the boson invariant mass distribution is

very peaked, and essentially insensitive to PDF variations (insensitivity of the mass distribution to

initial state effects was also noted in Section 6.3.3). We therefore neglect this dimension, and base

the reweighting on two-dimensional (pT, y) phase space, and Ai coefficients tabulated accordingly.

In practice the reweighting happens in two steps:

• the rapidity distribution is reweighted according to the O(α2
S)predictions of Section 6.4;

• at given rapidity, the pW,ZT distribution is reweighted to the AZ prediction (Section 6.5).

This procedure gives the desired pW,ZT distribution without distorting the NNLO rapidity distribu-

tion.

6.6.2 PDF uncertainties

To estimate the PDF uncertainties, 25×2 nominal CT10nnlo uncertainty variations are cal-

culated using Dyturbo 1, and used to generate pseudodata. Each pair corresponds to a ±1σ

variation of the corresponding fitted PDF parameter. The uncertainty on the W mass corre-

sponding to each variation is estimated from template fits, comparing the mass obtained from the

central CT10nnlo PDF and the one obtained for each PDF variation i: ∆mi
W = mi

W −m0
W . PDF

variations are propagated, for each eigenset, via their impact on the rapidity distribution and the

polarization coefficients.

Symmetric PDF uncertainties are defined taking the mean value of the up and down variation

for each set, giving rise, in case of a single measurement, to a total uncertainty of

(∆mW )2 =
24∑
i=0

((m2i+1
W −m2i+2

W )/2)2.

The effect of asymmetric eigenset variations was checked by calculating correspondingly asymmetric

mW uncertainties; after summing separately the negative and positive uncertainty contributions in

quadrature, the overall uncertainty is still found symmetric within 0.2 MeV, and consistent with

the symmetric estimate within the same amount. Therefore the simple symmetric treatment is

kept.

The PDF-induced uncertainty on the pWT distribution is conservatively represented by a ±2%

distortion of the distribution with respect to the central PDF prediction, over the range 0 < pWT <

30 GeV. This uncertainty is taken fully correlated across |η| and W boson charge, and contributes

10 MeV for the pT fits, and 3 MeV for the mT fits.

When the measurement is performed in several categories, the combined uncertainty can be

derived as follows. The covariance matrix between 2 categories i and j is given by

E = Cov(mi
W ,m

j
W ) =

24∑
k=0

δmi,k
W δmj,k

W .

The combined error is then computed using

σ2 = α̃Eα,

where α is the vector of the weighting factors given by

α = E−1U/(ŨE−1U),

1 Dyturbo is a fast tool for theory calculations developed by ATLAS members.
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and U being the unity matrix.

Tables 6.7-6.8 summarize the PDF uncertainties on mW for CT10nnlo. These numbers are

estimated from plT and mT fits, and take into account the correlation between measurement cate-

gories. The CT10nnlo PDF uncertainty is in the range 25–35 MeV for each measurement category.

Combining |η| bins for a given boson charge brings this uncertainty down to about 17–10 MeV,

depending on the observable. As expected, combining the electron and muon channels for a given

boson charge does not bring much, but combining W+ and W− measurements improves further

to about 14 MeV for pT, and 10 MeV for mT.

Channel Uncertainty [MeV] Channel Uncertainty [MeV]

W+, 0.0 < |ηµ| < 0.8 28.4 W−, 0.0 < |ηµ| < 0.8 31.0

W+, 0.8 < |ηµ| < 1.4 24.3 W−, 0.8 < |ηµ| < 1.4 22.8

W+, 1.4 < |ηµ| < 2.0 29.1 W−, 1.4 < |ηµ| < 2.0 23.8

W+, 2.0 < |ηµ| < 2.4 35.4 W−, 2.0 < |ηµ| < 2.4 36.9

W+, 0.0 < |ηe| < 0.6 28.5 W−, 0.0 < |ηe| < 0.6 31.7

W+, 0.6 < |ηe| < 1.2 23.7 W−, 0.6 < |ηe| < 1.2 24.8

W+, 1.8 < |ηe| < 2.4 28.4 W−, 1.8 < |ηe| < 2.4 26.9

W+ → µν combined 15.8 W− → µν combined 15.0

W+ → eν combined 14.2 W− → eν combined 12.7

All W+ combined 14.2 All W− combined 13.4

All combined 7.5

Table 6.7: 68% CL PDF uncertainties on the mW measurement with CT10nnlo using p`T fits. The

pZT constraint is applied.

Channel Uncertainty [MeV] Channel Uncertainty [MeV]

W+, 0.0 < |ηµ| < 0.8 28.9 W−, 0.0 < |ηµ| < 0.8 31.3

W+, 0.8 < |ηµ| < 1.4 23.6 W−, 0.8 < |ηµ| < 1.4 22.3

W+, 1.4 < |ηµ| < 2.0 27.4 W−, 1.4 < |ηµ| < 2.0 23.3

W+, 2.0 < |ηµ| < 2.4 33.2 W−, 2.0 < |ηµ| < 2.4 34.4

W+, 0.0 < |ηe| < 0.6 29.0 W−, 0.0 < |ηe| < 0.6 31.9

W+, 0.6 < |ηe| < 1.2 23.6 W−, 0.6 < |ηe| < 1.2 24.0

W+, 1.8 < |ηe| < 2.4 27.6 W−, 1.8 < |ηe| < 2.4 28.6

W+ → µν combined 16.0 W− → µν combined 14.7

W+ → eν combined 14.1 W− → eν combined 13.8

All W+ combined 14.6 All W− combined 13.6

All combined 7.4

Table 6.8: 68% CL PDF uncertainties on the mW measurement with CT10nnlo using mT fits.

6.6.3 Non-PDF uncertainties on the pWT distribution

For each variation of the pWT model parameters described in Section 6.5, pseudo-data are gener-

ated according to the variation and fitted to templates constructed using the nominal model. The

resulting uncertainties in mW are given in Table 6.9.

The quadratic sum of the eigentune, factorization scale and charm mass variations gives

11.7 MeV for the pT fits, and 7.2 MeV for the mT fits. These uncertainties are correlated be-

tween the electron and muon channels, W+ and W− processes, and measurement bins. The effect

of the LO PDF variation is taken from the table, and is anticorrelated between W+ and W−.
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Source δmW (pT fits) [MeV] δmW (mT fits) [MeV]

Eigentune variations (+5 -7) (+1.5 -2)

Factorization scale 9.8 7.0

Charm mass 2.5 0.8

LO PDF +7.5 (W+), -5.1 (W−), +2.5 (W±) +1.9 (W+), -1.3 (W−), +0.6 (W±)

Table 6.9: Summary of the sources of uncertainty in mW from the pWT distribution. Except for the

LO PDF case, the uncertainties apply identically for W+, W− and W±.

6.6.4 Non-PDF polarization uncertainties

The full set of polarization coefficients can only be measured accurately for Z events, although

the W polarization states can be partly measured in data at high pWT [70]. Consequently we need

to rely on Z data to identify a proper theoretical calculation, and assume its correctness for W

production. We make use of the ATLAS Z polarization measurement performed using 8 TeV

data [71] to identify this prediction and assign corresponding uncertainties.

According to the Z measurement results described in [71], the O(α2
S) calculation of Dynnlo

agrees with the data within its accuracy, except for A2. The uncertainty on the corresponding

W predictions receives contributions from the Z Ai measurement uncertainties (essentially saying

that the Dynnlo prediction is validated within the limits of the data accuracy), and from the

discrepancy between data and theory for A2.

Figure 6.26, left, compares the Z data and the corresponding Dynnlo predictions, for A0–

A4. With the exception of A2, the predictions agree everywhere with the data. For A2, a ∼ 20%

discrepancy develops starting about pZT ∼ 25 GeV. This discrepancy is parametrized using a second

order polynomial and used to define the first source of uncertainty, as shown in the left column

of plots. The same variation is shown for W Dynnlo predictions in the right column. The

discrepancy observed for the Z process can be assumed to be representative of W production,

since the NNLO-NLO corrections for this coefficient are very similar in both processes (and, if

anything, slightly smaller for the latter), indicating that the missing corrections beyond NNLO,

necessary to restore agreement with data, are of similar size as well.

The corresponding uncertainty on mW is estimated as follows. Templates of the W decay lepton

transverse momentum are built for different values of mW and assuming the nominal DYNNLO

prediction for the A′is, and pseudo-data distributions are defined by the parametrized A′is with

the full differences between data and MC as measured on Z events. The fit of the pseudo-data by

the templates gives a difference of 1.6 MeV compared to the nominal mass. This is taken as an

uncertainty due to the measured discrepancy between data and Dynnlo for A2.

The second source of uncertainty is estimated propagating the Z data uncertainties as de-

scribed below. Templates of the W transverse mass and of the decay lepton transverse momentum

are built for different values of mW and assuming the nominal DYNNLO prediction for the A′is,
and pseudo-data distributions are defined by fluctuating the A′is within their uncertainties (sta-

tistical+systematics in the region |y| < 2) and preserving the correlations of the measurement

uncertainties. The Ai uncertainties and correlations are illustrated in Figures 6.27-6.29. The typ-

ical measurement accuracy is at the level of 1% or below. For most coefficients, the measurement

tend to be anti-correlated between neighboring pZT bins. No correlations are observed among differ-

ent coefficients at given pZT. For each pseudo-data distribution, the W mass is fitted as described

in Section 8.1.1, and the spread of the fit results defines the uncertainty.

Figure 6.30 shows the fitted mass difference wrt the nominal template (∆MW ), using the decay

lepton transverse momentum of W+, for each toy considering only the statistical uncertainties from

the Z measurement on the left and the full uncertainties on the right. The quoted uncertainty is

6.2 MeV on the W mass measurement dominated by the correlated PDF systematic uncertainties
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in pT bins for A0. Similar results were obtained when fitting the W transverse mass.

In summary, a total uncertainty of 6.4 MeV on mW is presently assigned from polarization

uncertainties. The effect is dominated by the Z data accuracy. This estimate is thought to be

conservative, as it allows for variations of all Ai coefficients by 0.5-1% near pT ∼ 0, where most

coefficients should vanish up to small O(α2
S) effects.

6.7 Summary

This chapter presents the physics of vector boson production and decay, its uncertainties and

their impact on the mW measurement. The samples used for the analysis are generated with

Powheg+Pythia8, completed by Photos for QED final state corrections. While the latter part

is accurately modeled, corrections need to be applied to the vector boson rapidity distribution,

to the description of polarisation coefficients, and to the rapidity dependence of the vector boson

pT distribution. In addition, the effect of missing higher-order electroweak corrections needs to

be evaluated. In the absence of a complete generator describing all physics effects needed for an

accurate W mass measurement, a compound model has been constructed combining predictions

from specialized tools.

Electroweak higher-order corrections were estimated using Winhac, and found to contribute

about 5.5 MeV when using the p`T observable, and 2.5 MeV when using mT. These uncertainties

are presently sub-leading. For future measurements, they could be divided by a factor 2-3 by

incorporating them in the simulation, using a suitable Monte Carlo program.

PDF uncertainties initially contribute about 7.5 and 7.4 MeV for lepton transverse momentum

and transverse mass fits respectively, when using the nominal CT10 PDF for the estimation (with

uncertainty variations scaled down to cover 68%CL). These uncertainties are expected to improve

when reconsidering the profiled PDFs using the W,Z inclusive cross section measurements at 7

TeV. Performing the measurement in |η| categories, and combining the W+ and W− measurements

provides a factor 2–3 improvement compared to the single categories. In the future, additional W,Z

cross section measurements, inclusive and in association with heavy quarks, should allow to further

reduce these uncertainties.

Beyond PDFs, non-perturbative QCD effects and generally any parameter that affects the pWT
distribution contributes uncertainty. These effects were addressed using resummation tools and

parton shower programs, and the former were discarded due to unsatisfactory behaviour at low

pWT . The Pythia parton shower was tuned to the available 7 TeV pZT data, and the related mW

uncertainties were evaluated to about 11.7 MeV for pT fits, and 7.2 MeV for mT fits. Finally,

polarization uncertainties contribute 6.4 MeV, with 6.2 MeV contributed by the Z data accuracy,

and 1.6 MeV from the discrepancy observed for A2.

In summary, a total physics modeling uncertainty of about 16.2 MeV can be expected for

the lepton transverse momentum fits. This number reduces to about 12.3 MeV when using the

transverse mass. These numbers are indicative as they are estimated in the absence of other

systematic uncertainties and for initial fitting range of 30 < pT < 50 GeV and 65 < mT < 100 GeV,

and are evaluated in the full measurement context in the mW measurement Section 8.
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Figure 6.25: PDF-induced uncertainty on the the pWT distribution, with and without the pZT con-

straint, for W+ (left) and W− (right).
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Figure 6.26: Left: comparison of the measured and predicted Ai coefficients, for Z production as a

function of pZT. In the case of A2, an uncertainty on the prediction is defined from a parametrization

of the observed discrepancy with the data. Right: the corresponding predictions and uncertainties

for W production.
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Figure 6.27: Measurement uncertainty on the Ai coefficients, as a function of pZT [71].
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Figure 6.28: Correlations of given angular coefficient measurements across the pZT range used for

the measurement [71].
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Figure 6.29: Correlations among the measured Ai coefficients, in a choice of fixed pZT bins [71].

Figure 6.30: Toy MC error propagation. Left: considering only statistical uncertainty from the Ai
measurement on Z data. Right: considering full (statistical+systematics) uncertainties from the

Ai measurement on Z data.



Chapter 7

Event selection and background

determination

7.1 Data samples and Monte Carlo simulations

. Data samples

The measurement is performed with proton-proton collision data collected at center-of-mass

energy of
√
s = 7 TeV with the ATLAS detector. The data is used for the analysis only if relevant

sub-detectors were operational in normal conditions and magnet systems were on with nominal

fields during data acquisition. This guarantees that the computed energies and momenta of the

selected objects does not deviate from their expected behavior. After application of data quality

requirements (see Section 2.2.5), the total integrated luminosity corresponds to 4.64±0.08 fb−1 [72].

The muon candidates in this analysis are selected using a single muon trigger with requirements

that have been changed with time of data acquisition. In the beginning the trigger with requirement

on the transverse momenta of at least 18 GeV was used. A second part of data has been recorded

with additional requirement on the muon isolation. The recorded electron candidates have been

passed a single-medium-electron trigger with imposed requirements on the transverse momenta

changed during the data acquisition: first peT > 20 GeV, and later raised to peT > 22 GeV. The

looser versions of triggers were also used for the W → eν background studies.

. Monte Carlo samples

Monte Carlo samples for W and Z boson production at NLO and their decays in electron,

muon and tau channels were generated with POWHEG framework [73] using CT10 parton distribution

function (PDF) set [74]. The parton showering, hadronization and underlying event simulation were

performed via the POWHEG interface to PYTHIA [75] with parameters set up according to the AUET2B

tune [76]. The Photos program [58] was used to simulate the effect of final state radiation (FSR)

and τ lepton decays were simulated with Tauola [77]. The masses of the W and Z bosons were

assumed to be MW = 80385 MeV and MZ = 91187 MeV respectively for the nominal simulations.

Top quark pair and single top production were modeled using MC@NLO [78], and gauge boson

pair production (WW, WZ, ZZ) were simulated using HERWIG. Both programs are interfaced to

CT10 PDF set. The multijet background events, pp → bb̄ and cc̄, that can lead to fake muons

in final state, were simulated using PYTHIA. Both multijet background samples were used for the

cross-checks with data-driven background estimation methods that have been used in the analysis.

All the simulated samples were processed through the GEANT4 based simulation [79] of the

ATLAS detector. The events were reconstructed within the ATLAS software framework with the

same analysis chain as data. The simulated samples were overlaid with additional proton-proton

interactions (’pile-up’) generated with PYTHIA and the appropriate ATLAS tune AMBT1 [80].

For the electroweak processes of vector boson production, considered as signal or background,

the samples are normalized according to cross sections calculated at NNLO using the FEWZ

program [81]. The uncertainties on the cross section are obtained to be about 5% and include the
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uncertainties from the choice of PDF set used in computation(∼ 3−4%), the choice of factorization

and renormalization scales(< 1%), and the uncertainty on the strong coupling constant (∼ 2%).

The cross sections on the vector boson pair production are also taken from [81] with relative

uncertainty 7%. The tt̄ cross section σtt̄ = 177 ± 11pb is calculated at NNLO with a top quark

mass of 172.5 GeV. The single top cross sections are taken from [82]. Table 7.1 summarizes the

simulated samples used in this analysis and their cross sections. The cross sections for the multijet

cc̄ and bb̄ samples indicated in the table are computed using PYTHIA and used in the analysis only

for their relative normalization to compare with data-driven methods of the multijet background

estimates. The cross sections for the signal and background electroweak samples, as well as for top

pair and single top samples, are used for their relative normalization that together with multijet

background defines the distributions used for the W mass extraction. Moreover, these cross section

are to estimate an amount of electroweak and top contaminations in a multijet control region (see

later).

Process Generator σ × BR[pb] Nevt Lint[fb
−1]

Signal Samples

W+ → µ+ν Powheg+Pythia8 6344.9 9.544 · 107 15.042

W− → µ−ν Powheg+Pythia8 4376.5 6.517 · 107 14.891

W+ → e+ν Powheg+Pythia8 6344.9 9.376 · 107 14.778

W− → e−ν Powheg+Pythia8 4376.5 6.592 · 107 15.062

Background Samples

W+ → τ+(→ e+, µ+)ν Powheg+Pythia8 930.04 1.488 · 107 16.000

W− → τ−(→ e−, µ−)ν Powheg+Pythia8 603.63 9.990 · 106 16.550

Z → µµ Powheg+Pythia8 990.3 2.949 · 107 29.784

Z → e+e− Powheg+Pythia8 990.3 2.952 · 107 29.808

Z → τ+τ−(→ e, µ) Powheg+Pythia8 260.42 5.871 · 106 22.543

WW Herwig 20.86 2.457 · 106 11.781

ZZ Herwig 1.54 2.478 · 105 160.883

WZ Herwig 6.97 9.920 · 105 142.332

tt̄ MC@NLO 101.51 1.146 · 107 112.950

st tchan eν MC@NLO 6.83 1.758 · 105 25.737

st tchan µν MC@NLO 6.82 1.755 · 105 25.731

st tchan τν MC@NLO 6.81 1.748 · 105 25.670

st schan eν MC@NLO 0.46 2.512 · 105 546.170

st schan µν MC@NLO 0.46 2.513 · 105 546.370

st schan τν MC@NLO 0.46 2.514 · 105 546.608

st Wt MC@NLO 14.37 7.897 · 105 54.954

Table 7.1: MC samples used in the analysis. The quoted cross-sections, except multijet samples,

are used to normalize NNLO estimates of expected number of event.

. Applied corrections

The modeled MC samples do not take into account certain detector effects and they are sim-

ulated only according to certain theoretical models. The samples can be corrected to account for

the detector effects and/or to desired physical model through reweighting procedure. The weights

for physics corrections are applied at truth level.

The following corrections are applied:

• Pileup reweighting in < µ > bins (described in Section 5.5.1) and primary vertex z reweight-

ing
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• Muon momentum scale and resolution corrections (described in Section 5.1)

• Muon reconstruction, identification, trigger and isolation efficiency corrections (described in

Section 5.2)

• Electron energy scale and resolution corrections (described in Section 5.3.2)

• Electron reconstruction, identification, trigger and isolation efficiency corrections (described

in Section 5.4)

• Recoil response corrections (described in Section 5.5)

• Boson pT reweighting in boson rapidity bins (described in Section 6.5): Pythia8 AZ tune

• W polarization reweighting (described in Section 6.4.2): DYNNLO predictions

• PDF and parton shower corrections to CT10nnlo PDF set

• Lineshape correction

7.2 Definition of the signal region

. Muon selection

Muon candidates are selected using single-muon trigger with high muon transverse momenta

that ensures good distribution of the W → µν events from background. The muon track pa-

rameters are reconstructed separately in ID and MS, the corresponding tracks are matched and

muon parameters are statistically combined using Staco algorithm. The muon pseudorapidity cut

|η| < 2.4 is imposed that corresponds to ID and trigger system coverage. Moreover, the selected

muons are required to have a minimum number of hits in the ID. This ensures a high quality of

reconstructed muons. The muon selection cuts are described in details in Section 3.4.1. Events

are requested to pass Good Run List (GRL) requirements ensuring all subsystems were working

properly. The events falling in period L3-L4 are rejected because of an RPC timing problem.

In addition, muon candidates are required to have a z position of muon track extrapolated to the

beam axis with respect to the coordinate of the primary vertex to be |zextr−zPV | < 10 mm to reduce

muons arising from cosmic and other non-collision backgrounds. The candidates are also required

to satisfy a loose isolation criteria in order to suppress background from heavy-flavour decays. The

isolation requires the scalar sum of momenta of ID tracks within a cone ∆R =
√

∆η2 + ∆φ2 < 0.2

around the muon candidate (excluding the muon candidate itself) to be less than 10% of the muon

pT.

. Electron selection

Electron candidates are built from clusters of energy deposited in the electromagnetic calorime-

ter that are associated with at least one well-reconstructed track angles η and φ in the ID (see

Section 3.2). They are required to have pT > 15 GeV and |η| < 2.4 excluding the calorimeter

crack region 1.2 < |η| < 1.82, and to pass the tight identification criterion of a cut-based dis-

criminating variables. An event LAr veto is applied to veto events if a calorimeter jet falls in

the vicinity of a LAr hole due to missing LAr FEBs. Furthermore, the electrons that involve the

problematic regions (such as dead or noisy cells, dead readout boards) of the LAr calorimeter in

the reconstruction were removed with the “LAr Error” flag.
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In order to further reduce large background contributions, the various electron identification

(ID) cuts are applied requiring electron to be ’tight’, as described in Section 3.4.2. Besides, the

two additional cuts are imposed on the track-based pcone40
T and calorimeter-based Econe20

T electron

isolation variables, defined as

• track-based electron isolation pcone40
T defined as the scalar sum of the pT of tracks in a cone

of ∆R < 0.4 around the electron track, minus the pT of the electron.

• calorimeter-based electron isolation Econe20
T determined by the total ET of energy deposits in

the calorimeter within ∆R < 0.2 around the electron track (centroid of EM cluster), minus

ET of EM cluster.

Unlike simple cut on muon isolation variable, the electron isolation cuts are pT- and η-dependent

maintaining a uniform isolation efficiency of 97% for track- and 98% for calorimeter-based variables

across a wide range of pT and η. In general, these cuts vary in the range of pcone40
T < 2.0..3.0 GeV

and Econe20
T < 2.5..4.5 GeV.

. W boson selection

Events containing a W boson candidate are selected starting from selection of energetic leptons

passing corresponding criteria explained above. The parameters (four-momenta) of selected muons

used in this analysis are built from ID only, whereas the kinematics of the selected electrons are

defined from the energy measured in the EM calorimeter, and from the associated track angles η

and φ. The events with more than one selected lepton in the collection are rejected. The number

of tracks associated with reconstructed primary vertex is required to be at least three.

Finally, the cuts on the W kinematics are the following

• Lepton transverse momentum: p`T > 30 GeV

• Hadronic recoil as a measure of pWT : uT < 30 GeV

• Neutrino transverse momentum defined as missing energy: Emiss
T > 30 GeV

• W boson transverse mass: mW
T =

√
2p`TE

miss
T · (1− cos(peTll, E

miss
T )) > 60 GeV

The selection requirements have been optimized to reduce the multi-jet background contribution,

as well as to minimize model uncertainties on the W mass measurement.

The hadronic recoil, ~u, is calculated from the vector sum of all cluster momenta measured in

the calorimeter. Although the neutrino from the W boson decay leaves the detector unseen, its

transverse momentum can be indirectly determined via the measured hadronic recoil and lepton

transverse momentum as
~pνT = ~Emiss

T = −~u− p`T (7.1)

The definition and the calculation of the hadronic recoil observable and its importance for the W

boson mass measurement is described in details in Section 3.3.

The resulting cut-flow in data and signal MC for both W → µν and W → eν channels,

separated by charge, are shown in Table 7.3 and Table 7.2 respectively.

7.3 EW and top backgrounds

The W events with leptonic final states are contaminated with relatively low background. The

expected background for the W → eν and W → µν channels results from W → τν, Z → ``,

Z → ττ , as well as dibosons decays, top processes and multijet events. The electroweak and top
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Cut Data W+ → eν W− → eν

No cut 185039772 29129499 20092555

(100.000) (100.000)

LarError 184421049 29129499 20092555

(100.000) (100.000)

Good PV 184249665 28998609 20014265

(99.551) (99.610)

GRL 167449232 28998609 20014265

(99.551) (99.610)

Trigger 153832216 13838494 8929879

(47.507) (44.444)

pe
T > 30 GeV 129628319 6079159 4296406

(20.869) (21.383)

Veto loose++ 16051922 6075906 4294068

(20.858) (21.371)

One tight++ 16051922 6075906 4294068

(20.858) (21.371)

Trigger Matching 16046360 6075769 4293961

(20.858) (21.371)

Jet Cleaning 16029602 6073567 4292459

(20.850) (21.363)

LAr simple veto 15986316 6067694 4287952

(20.830) (21.341)

Econe20
T 14072267 5996666 4236090

(20.586) (21.083)

pcone40
T 12702703 5864655 4144350

(20.133) (20.626)

pWT < 30 GeV 8318577 4404741 3090396

(15.121) (15.381)
W
T > 60 GeV 6606062 3699063 2637032

(12.699) (13.124)

Emiss
T > 30 GeV 5812035 3278407 2335110

(11.255) (11.622)

Table 7.2: Cut-flow in the W → eν channel in the signal region. Electrons are requested to be

tight++. Numbers in brackets represent cumulative efficiency (in %) of the given cut.

processes (tt̄, as well as single t production) are modeled with good accuracy: their respective cross-

sections are measured with good agreement with the theoretical expectations, and Monte Carlo

is used to implement them. The corresponding samples are described in Section 7.1. Table 7.6

reports the electroweak and the top background fractions with respect to the data. Total MC

(signal + background) is normalised to the data with data driven multijet background subtracted.

The level of the multijet background is given in the next section.

The impact of the uncertainty from the EW and top backgrounds has been evaluated by chang-

ing their normalization within uncertainty, rebuilding the templates accordingly, and comparing the

corresponding fit results with the nominal results. A relative uncertainty of 2% on the W → τν

background fraction is assumed, according to the experimental uncertainty on the ratio of the

W → τν branching fraction relative to the electron and muons ones. For the Z → `` background

the relative cross section with respect to the measured W+ and W− cross section is used. The

relative uncertainty on the cross section is 1.8% and 2.25% for the W+/Z and W−/Z [55]. For the
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Cut Data W+ → µν W− → µν

No cut 154532753 29129499 20092555

(100.000) (100.000)

GRL 140976111 29129499 20092555

(100.000) (100.000)

Good PV 139003866 28956395 19991586

(99.406) (99.497)

Trigger 116109480 14838771 9035835

(50.941) (44.971)

Muon Sel. 43803081 12776948 7934334

(43.863) (39.489)

pµT > 20 GeV 42951700 12713212 7903333

(43.644) (39.335)

Muon veto 41153751 12713068 7903195

(43.643) (39.334)

Trigger Matching 41044423 12710370 7901520

(43.634) (39.326)

Jet Cleaning 40996618 12705864 7898825

(43.619) (39.312)

LAr simple veto 40915645 12694963 7891061

(43.581) (39.274)

LAr noise bursts 40801743 12694963 7891061

(43.581) (39.274)

Muon pT ≥ 30 GeV AND remove periods L3+L4 16077674 7670767 5181689

(26.333) (25.789)

pWT < 30 GeV 10811788 5814759 3894645

(19.962) (19.384)
W > 60 GeV 8851402 4885304 3322739

(16.771) (16.537)

Emiss
T > 30 GeV 7844778 4342572 2950049

(14.908) (14.682)

Table 7.3: Cut-flow in the W → µν channel in the signal region. Muons are requested to have

pTcone20/pT < 0.1. Numbers in brackets represent cumulative efficiency of the given cut.

tt̄ cross section uncertainty of 3.9% is used [83] while for single top 12% samples is applied. For

the diboson backgrounds, a relative normalization uncertainty of 5% is assumed. The results are

summarised in Table 7.7. Tables 7.4 and 7.5 summarize the resulting cut-flow in background MC

samples for both W → µν and W → eν channels.

It should be noted, that the veto of a second lepton in the events, requires the application

of an MC correction scale-factor for the probability to not reconstruct the lepton if it is within

the fiducial volume of the detector. This plays in particular a role for Z → µµ events, having an

impact of about 20%. The missing electron scale factor for Z → ee events is found to be about

4%.

The dominant background contribution in both decay channels is due to Z → `` events, when

one lepton escapes detection and mimics missing transverse momentum. The production cross-

section, as well as the kinematic distribution of Z boson events at the LHC is very well understood

and hence the corresponding background contribution is estimated by MC predictions. The second

largest background contribution is due to decays, where the τ decays further leptonically into

electrons or muons. Table 7.6 reports the electroweak and the top background fractions with
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Cut W → τν Z → ee top WW/WZ/ZZ Z → ττ

No cut 7041098 4546477 871755 134852 1195589

LarError 7041098 4546477 871755 134852 1195589

Good PV 7003914 4525771 871377 134588 1191224

GRL 7003902 4525798 871377 134588 1191208

Trigger 848239 3163313 217990 44386 173267

pe
T > 30 GeV 193216 1985745 127053 24958 46958

Veto loose++ 192891 722570 119395 19886 44699

One tight++ 192891 722570 119395 19886 44699

Trigger Matching 192886 719803 119365 19870 44683

Jet Cleaning 192805 721532 119246 19865 44629

LAr simple veto 192383 712095 117400 19715 44439

Econe20
T 190418 702760 113485 19289 43960

pcone40
T 186619 686673 105506 18454 43035

pWT < 30 GeV 106547 204069 11724 5829 17517
W > 60 GeV 67383 106894 10220 5038 8558

Emiss
T > 30 GeV 58459 81136 9223 4528 6967

Table 7.4: Cut-flow in the W → eν channel for background processes. The numbers represents

number of events normalised according to the cross sections listed in Table 7.1 and normalised to

the integrated luminosity of the data sample.

Cut W → τν Z → µµ top WW/WZ/ZZ Z → ττ

No cut 7041098 4546477 871755 134852 1195589

GRL 7041098 4546477 871755 134852 1195589

LarError 7003914 4519068 871377 134588 1191224

Trigger 1319622 3304329 230939 45372 249997

Muon Sel. 930906 3109210 181726 39130 183105

pµT > 20 GeV 912106 3102010 181127 38989 179908

Muon veto 912084 1423848 172580 34813 175628

Trigger Matching 911863 1369356 170252 34646 175123

Jet cleaning 911546 1365933 170045 34604 174768

LAr simple veto 910452 1364188 167347 34396 174181

LAr noise bursts 910452 1364188 167347 34396 174181

Muon pT ≥ 30 GeV AND remove L3+L4 242669 839816 118148 23370 54751

pWT < 30 GeV 142062 577069 13784 7688 22405
W > 60 GeV 90351 476111 11859 6652 10715

Emiss
T > 30 GeV 78674 420111 10666 5971 8721

Table 7.5: Cut-flow in the W → µν channel for background processes. The numbers represents

number of events normalised according to the cross sections listed in Table 7.1 and normalised to

the integrated luminosity of the data sample.

respect to number of the W candidates in data.

7.4 Multijet background estimation

7.4.1 Methodology

The signal W → `ν events are accompanied by multijet background which contributes signif-

icantly due to its large cross-section. The multijet events become a background to the W → µν
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Channel W → τν Z → ee Z → µµ Z → ττ WW , WZ, ZZ top

W → e+ν 0.99 1.23 – 0.11 0.06 0.11

W → e−ν̄ 1.03 1.63 – 0.14 0.08 0.13

W → µ+ν 1.00 – 4.83 0.10 0.06 0.09

W → µ−ν̄ 1.01 – 6.12 0.13 0.07 0.11

Table 7.6: Electroweak and top background fractions (%) with respect to data candidate events

selected in signal region in muon and electron channels, separately for W+ and W−.

W → τν Z → ττ Z → `` Diboson top

Impact, W → eν [MeV] ∓ 2.2 ∓ 0.5 ± 0.5 ± 0.2 ± 0.3

Impact, W → µν [MeV] ∓ 2.2 ∓ 0.5 ± 2.0 ± 0.2 ± 0.3

Table 7.7: Impact of the EW and top background normalisation on the mass determination fitting

the peTll distribution.

signal if they contain a real muon and a neutrino from either semileptonic decays of b- and c-quarks

or in-flight decays of pions or kaons within the tracking region. Furthermore, long-lived hadrons

passing through the calorimeter constitute an additional source of background as they can mimic

a muon signal. The main sources of multijet background to the W → eν channel are semileptonic

heavy-flavour decays, photon conversions, and hadrons misidentified as electrons where the missing

energy is mismeasured by the detector.

While electroweak and top processes are well modeled with MC simulation, the multijet back-

ground cannot be simulated reliably. It is therefore necessary to use a data-driven method for the

multijet background estimate in the signal region. In this method, the multijet background sample

is constructed from a jet-enriched control region in data by reversing or relaxing some of the lepton

isolation requirements. Such control region is assumed to provide a shape of the background for

all variables which are used for the mW extraction. The normalisation for the multijet sample

is determined from the fraction fit method using another discriminating variable in a fitting

region before applying some cuts to ensure significant contribution from the multijet background.

The fraction fit method is based on binned maximum likelihood fit of the combination of all sam-

ples modeling in Monte Carlo ( signal, multijet, top, electroweak backgrounds) to the observed

candidate events from data. In this fit, the relative normalisation of all modeled in Monte Carlo

samples (signal W → `ν and backgrounds W → τν, Z, tt̄, ...), is fixed according to pp cross-

sections, whereas the normalizations of the multijet background and total MC-based contributions

are allowed to float. The normalization of multijet background that satisfies the fitting phase space

is assumed to be global, i.e. the same in any phase space. This allows to estimate the amount

of background events in signal region as the normalization times the number of multijet events

extracted from the control region. After the fit is performed and multijet sample is normalized,

a fraction of multijet background is calculated in the signal region as a ratio of the number of

multijet events to the number of all selected events in data.

7.4.2 Fits to kinematical distributions in the muon channel

. Simple case of control region definition

The track-based muon isolation is effective discriminant between signal and multijet background

due to the fact that the muons originating from semileptonic heavy-flavour decays are typically

surrounded by tracks from other particles. Thus, in the muon channel, the multijet-enriched

sample control region is created using data with the same W → µν signal selection requirements
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as described in section 7.2, but the muon track in the ID is required to have an activity of 0.2 <∑
ptrkT /pT < 0.4 (anti-isolation criteria) in a cone of ∆R ≤ 0.2 around the muon candidate. Such

jet-enriched data sample is contaminated by W signal events, electroweak and top backgrounds.

By applying the same selection criteria to MC samples, the contamination can be found according

to corresponding integrated luminosity and subtracted. At this step, a ’pure’ sample of multijet

events is available. For simplicity, the sample with isolated muons is named signal region (SR)

while the sample with anti-isolated muons is named control region (CR) (see Table 7.8).

At the next step, the normalisation of the pure multijet sample has to be found as its cross

section is unknown in contrast to MC-based backgrounds. This is done with the fraction fit to the

following discriminating variables:

• The Emiss
T distribution of the background events is peaked at lower value comparing to signal

W → µν events.

• The W transverse mass mW
T constructed using background events tends to be small.

• The ratio pµT/m
W
T containing angular information between muon-like object and a neutrino.

This distribution is peaked at 0.5 for well-balanced signal W → µν events, while the balance

can be disregarded in multijet events leading to presence of tail in the distribution.

In order to give an access to multijet dominant regions for the fraction fits (low mW
T and

Emiss
T , high pµT/m

W
T ), the fitting region is constructed by removing the Emiss

T > 30 GeV and

mW
T > 60 GeV cuts (FR1). For the cross-check, another fitting region with additional relaxation

of pWT < 30 GeV cut (FR2) is also considered providing significant discriminative power between

the multijet background and W → µν signal. The Table 7.8 summarises the definitions of the

signal region and all the control and fitting regions.

Cuts Lepton isolation Emiss
T mW

T pWT
Selection SR sample CR sample

Signal region Emiss
T > 30 GeV mW

T > 60 GeV pWT < 30 GeV

FR1 Iso < 0.1 0.2 < Iso < 0.4 - - pWT < 30 GeV

FR2 - - -

Table 7.8: Table which summarises the definitions of the signal region and all the control and

fitting regions. ’Iso’ corresponds to muon isolation
∑
ptrk

T /pT variable.

An idea of the fraction fit method is the following (taking an example of fit to Emiss
T distribution

in FR1):

(1) Produce the SR sample for Data and total MC with isolated muons. Fill corresponding Emiss
T

distributions in the FR1. This results in NFR1−iso
data events in data and NFR1−iso

mc events in

MC. In parallel, fill the Emiss
T distributions in the signal region that results in NSR−iso

data events

in data and NSR−iso
mc events in MC.

(2) Produce the CR sample in Data and MC with anti-isolated muons. Fill corresponding

Emiss
T distributions in the FR1. Subtract MC from Data. This results in NFR1−anti−iso

jet =

NFR1−anti−iso
data (1−fFR1−anti−iso

MC ) pure multijet events. Here fFR1,anti−iso
MC is a fraction of EW

contamination. Repeat this step with all cuts applied corresponding to signal region. This

results to NSR−anti−iso
jet = NSR−anti−iso

data (1− fSR−anti−isoMC ) pure multijet events.

(3) Combine the multijet and MC Emiss
T distributions in order to match data in FR1-iso

T ·NFR1−anti−iso
jet + α ·NFR1−iso

mc = NFR1−iso
data (7.2)
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where T and α are free parameters. They are extracted from a binned likelihood fit of

corresponding distribution. In general α ≈ 1 as expected as the MC sample is normalized

according to cross sections. The parameter T represents a global transfer factor that scales

the multijet sample. Since the fitting regions exist as isol and anti-isol variants, the FR1-iso

is used to indicate this.

(4) An amount of multijet background in SR is then calculated as

NSR−iso
jet = T ·NSR−anti−iso

jet (7.3)

and the corresponding multijet fraction is calculated as fjet = NSR−iso
jet /NSR−iso

data .

The steps introduced above can be repeated for fits to mW
T and pµT/m

W
T in the FR1 as well as FR2.

Examples of the fits to Emiss
T ,mW

T and pµT/m
W
T are shown in figures 7.1 and 7.2 respectively for

W → µ+ν and W → µ−ν̄ channels. The extracted T−values are indicated for each case.

Cut Name NName−anti−iso
Data fNameMC [%] T NSR−iso

jet

Channel W+ → µν

p`T > 30 GeV FR2 1457290 0.6 0.71±0.08 17287±1948

pWT < 30 GeV FR1 181947 2.1 1.00±0.01 24348±243

mW
T > 60 GeV 37305 11.1 - -

Emiss
T > 30 GeV SR 28148 13.5 - -

Channel W− → µν

p`T > 30 GeV FR2 1424729 0.5 0.70±0.07 16294±1629

pWT < 30 GeV FR1 174374 2.5 0.97±0.01 22579±233

mW
T > 60 GeV 35128 9.3 - -

Emiss
T > 30 GeV SR 26272 11.4 - -

Table 7.9: Cutflow of the data selection and expected EW contamination in the W+ → µν and

W− → µν channels, requiring muons to be anti-isolated within 0.1 <
∑
ptrk

T /pT < 0.4. MC

corresponds to simulated signal and background contamination normalized to their cross sections.

The Table 7.9 summarizes the cutflow of selected events in the control region sample and amount

of corresponding EW contamination. The normalization value T of data-driven background sample

is found from the multijet fit using three variables mentioned above. The column with T ±∆T is a

spread found from the multijet fit using mW
T , Emiss

T and pµT/m
W
T variables in corresponding FR. The

corresponding multijet yield in SR is calculated as NSR−iso
jet = T ·NSR−anti−iso

Data (1 − fSR−anti−isoMC )

and uncertainty ∆NSR−iso
jet = ∆T ·NSR−anti−iso

Data (1−fSR−anti−isoMC ). The multijet yields derived from

the fits to kinematical distributions in the FR1 are in a good agreement, giving 24348±243 events

for W+ and 22579±233 events for W− channel. However the results are significantly spread for

the FR2: 17287±1948 events for W+ and 16294±1629 events for W−. In addition, the background

fractions have lower values with respect to FR1 results. Correspondingly, the Data/MC agreement

is not perfect, with O(5%) discrepancy depending on the fitting variable (see ratio plots in figures

7.1 and 7.2).

The reason for this behavior is intrinsic to our definition of the hadronic recoil which, in short,

consists of a vector sum of all calorimeter cluster energies in the event, excluding the clusters located

in a cone of radius ∆R = 0.2 around the leptons selected in the analysis. This removal is adapted for

W and Z events where the leptons are typically isolated, and is needed to make the recoil insensitive

to energy deposits by the leptons, making its response identical in all channels of interest (W → eν,

W → µν, Z → ee and Z → µµ). This however implies that the recoil reconstructed in events with

non-isolated leptons is biased along the lepton direction, as the energy present around the lepton
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Figure 7.1: Example of multijet template fits of Emiss
T , mW

T and pµT/m
W
T distributions in FR1

and FR2, for integrated W+ → µ+ν̄ selection. Multijet distribution is extracted from 0.2 <∑
ptrk

T /pT < 0.4 region. The fitting range is indicated by the dashed arrow. The estimated

multijet fraction in the SR is specified in the figure.
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Figure 7.2: Example of multijet template fits of Emiss
T , mW

T and pµT/m
W
T distributions in FR1

and FR2, for integrated W− → µ−ν selection. Multijet distribution is extracted from 0.2 <∑
ptrk

T /pT < 0.4 region. The fitting range is indicated by the dashed arrow. The estimated

multijet fraction in the SR is given in the figure.
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Figure 7.3: Emiss
T in data and simulation with multijet background injected with the same

fraction, but extracted from different isolation regions: 0.10 < pcone20
T /pµT < 0.13 (left) and

0.37 < pcone20
T /pµT < 0.40 (right). The cuts Emiss

T > 30 GeV, mW
T > 60 GeV and pWT < 30 GeV are

removed in order to increase the impact of the multijet background.

in this case is underestimated in the present approach. As a result, the kinematic distributions

that depend on the recoil (Emiss
T , mW

T and pµT/m
W
T ) measured in the anti-isolated control regions

do not exactly represent the actual background in the isolated signal region.

. Scanning of the isolation variable

Due to the problems explained above, an improved multijet background estimation method

has been used which allows to reduce the spread of the results caused by the choice of fitting

region or variable. The method consists in testing of different muon isolation slices as control

regions by repeating the procedure explained above. The multijet distribution extracted from the

isolation slice near the signal region is closer to the truth than that one which is extracted from

high isolation region. Thus, the final multijet yield can be obtained by extrapolating the results

extracted from different isolation slices to the signal region. Figure 7.3 shows the Data/MC for

the Emiss
T distribution in the region with removed Emiss

T ,mW
T and pWT cuts for two isolation slices

from which the multijet background is extracted. The data and MC distributions are the same,

while only the shape of multijet background is different. The fraction of the multijet background

in both cases is equal. As expected, the agreement is better when using the multijets from lower

isolation values.

In Fig.7.4 the multijet background yield in the signal region is plotted versus the range of

the isolation variable used to define the data-driven distributions. Each curve corresponding to

different fitting region/variable is then extrapolated to the signal region. As can be seen, the curves

converge when moving to the signal region. Good agreement using different fitting regions and

variables (i.e. small spread between lines at zero isolation) is obtained. The fact that these curves

match in the signal region confirms the validity of the method. The final background yield and its

systematic uncertainty are estimated with the following procedure:

• Determine the lines that correspond to highest and lowest multi-jet yield at zero isolation

Nmax
jet and Nmin

jet .

• The central value of multi-jet background yield is calculated as (Nmax
jet +Nmin

jet )/2 (center of

ellipses in Fig.7.4)
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Figure 7.4: Fitted multijet background yield in the signal region plotted in bins of the isolation

variable used to define the data-driven distributions. Error bars at each point are the combination

of statistical uncertainty coming from the fraction fits and uncertainties due to ±2.5%σ variations

of predicted non-multijet contamination in the CR. The center of black/red ellipse at pcone20
T /pµT ∼ 0

is the expected average isolation value of the multi-jet background in the signal region, while the

radius of red (black) ellipse is equal to total (method) uncertainty.

• The uncertainty of multi-jet background yield is calculated as σmethod = (Nmax
jet − Nmin

jet )/2

(major radius of black ellipse in Fig.7.4)

• Vary cross section for EW background by ±2.5% up or down and repeat the previous steps.

Difference between old and new central value is taken as systematic uncertainty σEW coming

from EW cross section variation.

• Add both types of uncertainty in quadrature to obtain the total uncertainty σtot (major

radius of red ellipse in Fig.7.4)

The choice of 2.5% variation refers to W cross section measurement at 7 TeV.

The results are shown in Table 7.10 for the W → µ+ν and W → µ−ν̄ channels separately. The

multijet background is estimated with a relative precision of less than 10%. The error bars in each

point in In Fig.7.4 correspond to the combined statistical ⊕ systematic uncertainty. Systematic

uncertainty comes from variation of predicted EW contamination in the CR by ±2.5%. The

systematic uncertainty coming from variations of fitting range for each variable is found to be

small.

Channel Multijet background fraction (%) Multijet background yield

W → µ+ν 0.51±0.04 23325±1692

W → µ−ν̄ 0.68±0.05 21948±1480

Table 7.10: Multijet background estimates using fits to kinematical distributions, for the W → µ+ν

and W → µ−ν̄ channels, inclusively in η and < µ >.

7.4.3 Fits to kinematical distributions in the electron channel

Similar to muon channel, an electron-like object with large jet activity around its track is more

like to be a background electron present in light- and heavy-flavour jets. Thereby a background

dominated sample is selected with modified electron isolation criteria keeping the electron identifi-

cation requirement as ”tight”. Unlike simple cut on muon isolation variable, the complex electron
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isolation includes both the track-based pcone40
T and calorimeter-based Econe20

T electron isolation

variables. Various control (anti-isolated) regions with enriched multijet background can be defined

by requiring to fail one isolation cut and keep, remove or invert the requirement on another one.

In this analysis, the nominal multijet background control region is chosen to be constructed by

requiring 4GeV < pcone40
T < 8GeV cut and removing Econe20

T cut. Higher values of pcone40
T are

excluded as it is too far from the signal region which is within pcone40
T < 4GeV . The signal and EW

background contamination is taken into account using MC samples normalised to corresponding

cross-sections.

Once the multijet sample is created, its normalisation can be found from the fraction fit using

the following discriminating variables (similar to muon channel):

• The Emiss
T distribution of the background events is peaked at lower value comparing to signal

W → eν events.

• The W transverse mass mW
T constructed using background events tends to be small.

• The ratio peT/m
W
T containing angular information between electron-like object and a neutrino.

This distribution is peaked at 0.5 for well-balanced signal W → eν events, while the balance

can be disregarded in multijet events leading to presence of tail in the distribution.

In order to give an access to multijet dominant regions for the background fits, the fitting region

is constructed with removed Emiss
T > 30 GeV and mW

T > 60 GeV cuts (FR1). For the cross-check,

another fitting region with additional relaxation of pWT < 30 GeV cut (FR2) is also considered

providing significant discriminative power between the multijet and EW templates. Examples of

the fits are shown in figures 7.5 and 7.6 respectively for W → e+ν and W → e−ν̄ channels.

Cut Name NName,anti−iso
Data fNameMC [%] T NSR,iso

jet

Channel W+ → eν

p`T > 30 GeV FR2 475655 10.0 1.77±0.11 26129±1624

pWT < 30 GeV FR1 143466 23.1 2.21±0.06 32624±886

mW
T > 60 GeV 49677 55.3 - -

Emiss
T > 30 GeV SR 39365 62.5 - -

Channel W− → eν

p`T > 30 GeV FR2 1424729 7.6 1.77±0.10 26593±1502

pWT < 30 GeV FR1 132930 18.0 2.20±0.05 33054±751

mW
T > 60 GeV 42435 47.1 - -

Emiss
T > 30 GeV SR 32876 54.3 - -

Table 7.11: Cutflow of the data selection and expected EW contamination in the W+ → eν and

W− → eν channels, requiring electrons to be anti-isolated requiring 4GeV < pcone40
T < 8GeV

and removing Econe20
T cuts. MC corresponds to simulated signal and background contamination

normalized to their cross sections.

Table 7.11 summarizes the cutflow of selected events in the control region sample and amount

of corresponding EW contamination. The column with T ±∆T is a spread found from the mul-

tijet fit using mW
T , Emiss

T and pµT/m
W
T variables in corresponding FR. The corresponding mul-

tijet yield in SR is calculated as NSR−iso
jet = T ·NSR−anti−iso

Data (1 − fSR−anti−isoMC ) and uncertainty

∆NSR−iso
jet = ∆T ·NSR−anti−iso

Data (1 − fSR−anti−isoMC ). Note that an amount of EW contamination

fNameMC in the nominal control region is significantly higher than in the muon channel leading to

larger the systematic uncertainty. The normalization value T is found from the multijet fit using

three variables mentioned above. The results are different when using different fitting regions and

this is traced to a correlation between the electron isolation and the recoil-based variables used
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for the template fit, as discussed in the previous section. So the improved method of scanning

isolation variable, introduced in the previous section, has to be used.

. Scanning of the isolation variable

The nominal control region has been splited into subregions by means of pcone40
T as shown in

Fig.7.7. Each curve corresponding to different fitting region/variable is then extrapolated to the

signal region. The central value of multijet yield and its total uncertainty are defined in the same

way as for muon channel.

The results are shown in Table 7.12 for the W → e+ν and W → e−ν̄ channels separately.

Good agreement using different fitting regions and variables is obtained. The multijet background

is estimated with a relative precision of less than 10% and number of background events is com-

patible between W+ and W− channels. The error bars in each point correspond to the combined

statistical ⊕ systematic uncertainty. Systematic uncertainty comes from variation of predicted EW

contamination in the CR by ±2.5%. The systematic uncertainty coming from variations of fitting

range for each variable is found to be small.

Channel Multijet background fraction (%) Multijet background yield

W → e+ν 0.83±0.09 27897±3179

W → e−ν̄ 1.21±0.10 29477±2496

Table 7.12: Multijet background estimates using fits to kinematical distributions, for the W → e+ν

and W → e−ν̄ channels, inclusively in η and < µ >.

. Cross-checks with other control regions

As mentioned above, the nominal multijet background control region in electron channel is

chosen to be constructed by inverting pcone40
T cut and removing Econe20

T cut. However, various

control regions can be defined by requiring to fail one isolation cut and keep, remove or invert the

requirement on another one. In general, the scanning procedure for all of them has to lead to the

same result of multijet yield in the signal region. This conclusion comes from the fact, that the

method takes into account the evolution of each background component (type) when moving from

high to low values of isolation variable without their separate consideration (evaluation).

Figure 7.8 illustrates the amount of multijet background with respect to total W event candi-

dates in the charge-blinded signal region using three definitions of multijet control region. All of

them converge to the same result of about 1% of multijet fraction.

7.4.4 Independent cross-check of the multijet background estimates with W
and Z cross section analysis at

√
s = 7 TeV

To verify the multijet background estimates in the W → µν and W → eν analyses with an

independent method, the signal region was extended to exactly the same phase space as in the W

cross section measurement, i.e. p`T > 25 GeV, Emiss
T > 25 GeV, mW

T > 40 GeV and no cut on the

pWT . Moreover, the missing energy has been changed from HR-based to more complex calorimeter-

based definition (MET RefFinal). Despite careful synchronization, a few known minor differences

remain between the analyses:

• Used W → `ν signal MC samples, physics and detector corrections and calibrations are

slightly different between the analyses
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Figure 7.5: Example of multijet template fits of Emiss
T , mW

T and peT/m
W
T distributions in FR1 and

FR2, for integrated W+ → e+ν̄ selection. Multijet background templates are derived from data

using an anti-isolation requirement on the pcone40
T variable, as described in the text. The fitting

range is indicated by the dashed arrow. The estimated multijet fraction in the SR is given in the

figure.
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Figure 7.6: Example of multijet template fits of Emiss
T , mW

T and pµT/m
W
T distributions in FR1 and

FR2, for integrated W− → e−ν selection. Multijet background templates are derived from data

using an anti-isolation requirement on the pcone40
T variable, as described in the text. The fitting

range is indicated by the dashed arrow. The estimated multijet fraction in the SR is given in the

figure.
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Figure 7.7: Fitted multijet background yield in the signal region plotted in bins of the isolation

variable used to define the data-driven distributions. Error bars at each point are the combination

of statistical uncertainty coming from the fraction fits and uncertainties due to ±2.5%σ variations

of predicted non-multijet contamination in the CR. The center of black/red ellipse at pcone20
T ∼ 0

corresponds to the central value of multi-jet background, while the radius of red (black) ellipse is

equal to total (method) uncertainty.
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Figure 7.8: Fitted multijet background fraction in the charge-blinded signal region using three

definitions of multijet control region. The figure (a) corresponds to the nominal control region.



150 Chapter 7. Event selection and background determination

Cutflows were cross-checked on both data and MC and agreement to typically ∼ 1% level was

obtained. Given this level of good agreement, it is expected, that the amount of QCD multijet

background expressed as fraction w.r.t. the selected data, fQCD, can be directly compared between

the analyses.

In short, the differences of the W cross section method compared to method presented here

are:

• W → µν

— The method uses the fits to kinematical distribution, similar as in Section 7.4.2

— The control region is defined to be within the muon isolation range 0.15 <
∑
ptrk

T /pT < 0.30

which is quite close to signal region

• W → eν

— The control region is defined to have ’loose-not-medium’ electron ID that pass some additional

track cuts

— The isolation requirement is dropped. Instead, require anti-isolation Econe30
T /ET > 0.2

— The charge requirement is dropped. The same QCD templates are used for W ∗+ and W−

The Figure 7.9 compares the measured QCD multijet background fractions fQCD for the four

channels W+ → µν, W− → µν, W+ → eν and W− → eν graphically. Both the integrated

number (the first bin) and the numbers in several |η`| bins are given. For technical reasons the

ηell bins different between cross section analysis and W mass analysis methods. The integrated

numbers fully comparable and covers the same η` range. In the W → eν channel the agreement is

satisfactory at the level of ∼ 1σ. In the W → µν channel the agreement is excellent at the level

of < 0.5σ total uncertainty. The results obtained in ηell and inclusively are summarized in Table

7.13.

|η| range 0 – 0.8 0.8 – 1.4 1.4 – 2.0 2.0 – 2.4 Integrated

W± → µν 3.27±0.15 2.81±0.08 2.29±0.04 1.81±0.10 2.64±0.08

W+ → µν 2.86±0.13 2.40±0.04 1.91±0.06 1.47±0.08 2.23±0.07

W− → µν 3.81±0.17 3.40±0.14 2.86±0.04 2.37±0.12 3.24±0.10

|η| range 0 – 0.6 0.6 – 1.2 - 1.8 – 2.4 Integrated

W± 1.99±0.12 2.88±0.11 - 5.36±0.67 3.62±0.24

W+ 1.69±0.12 2.51±0.06 - 4.35±0.56 2.96±0.16

W− 2.39±0.14 3.51±0.11 - 7.15±0.90 4.23±0.28

Table 7.13: Measured multijet background fractions (%) in the four channels W+ → µν, W− → µν, W+ → eν and
W− → eν

7.4.5 Multijet background estimation for W cross section measurement at
√
s =

8 TeV

The method of multijet background estimates explained in this section has been applied in the

W cross section analysis in W → µν channel at center-of-mass energy of 8TeV. The signal region

is defined to have p`T > 25 GeV, Emiss
T > 25 GeV, mW

T > 40 GeV cuts and no cut on the pWT .

The three different definitions of the missing energy were tested:

• Track based Emiss
T

• Calorimeter based Emiss
T
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Figure 7.9: Comparison of measured QCD multijet background fractions in the four channels

W+ → µν, W− → µν, W+ → eν and W− → eν obtained with the cross section analysis (full

black dots) and W mass analysis (open circles) methods. The first point shown at |ηl| < 0

shows the value when integrating over the full ηl range.
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Figure 7.10: Comparison of measured multijet background yield in the W+ → µν channel using

three different missing energy definitions: track-based (left), calorimeter-based (middle) and HR-

based (right) as used in W mass analysis.

• Hadronic recoil based Emiss
T (similar as for MW analysis)

Usage of all of them gives similar multijet yield as shown in figures 7.10 and 7.11.

7.4.6 Multijet fractions in the measurement categories

Following the measurement categorisation introduced in section 8.2.2, the multijet background

estimates are performed inclusively, separately for W+ and W−, as well as for each η×µ bin. The

background fractions are shown for standard signal selection in Tab. 7.14 for muon and Tab. 7.15

for electron channels.

7.4.7 Correction of the multijet background shapes

As described in the previous section, an amount of multijet background events is estimated by

probing an evolution of the multijet distributions extracted from enriched control regions which are

defined by changing the lepton isolation requirements towards the signal region. Such a method

allows to obtain the background yield without an exact knowledge of the shape of multijet distri-

bution in signal region. However, the W mass extraction relies on the precise modeling not only

of the background yield, but also the shapes of relevant distributions. The shapes available in the

control region not always represent the shapes in the signal region. Even if the control region is

defined to be close to signal region, the shape mismodeling can introduce a bias to the extracted

mW value.

This section describes a method of multijet shapes correction using information about their

evolution in background enriched control region. In order to quantify how each distribution

(peTll,m
W
T , Emiss

T , ηl, recoil) changes over lepton isolation criteria, two control regions are defined:

one is close to signal region (CR1) and one is further away (CR2). The ratio of these distributions

is then used for the shape extrapolation to signal region (linear assumption).
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Figure 7.11: Comparison of measured multijet background yield in the W− → µν channel using

three different missing energy definitions: track-based (left), calorimeter-based (middle) and HR-

based (right) as used in W mass analysis.

|η| range 0 – 0.8 0.8 – 1.4 1.4 – 2.0 2.0 – 2.4 inclusive

W± 0.72±0.07 0.57±0.04 0.51±0.03 0.49±0.03 0.58±0.04

µ-inclusive W+ 0.66±0.07 0.50±0.04 0.44±0.03 0.40±0.03 0.51±0.04

W− 0.79±0.07 0.67±0.05 0.62±0.04 0.61±0.04 0.68±0.05

|η| range 0 – 0.8 0.8 – 1.4 1.4 – 2.0 2.0 – 2.4 inclusive

W± 0.48±0.03 0.37±0.03 0.34±0.02 0.33±0.03 0.38±0.03

2.5 < 〈µ〉 < 6.5 W+ 0.40±0.03 0.35±0.03 0.31±0.03 0.28±0.06 0.33±0.02

W− 0.57±0.05 0.40±0.04 0.39±0.03 0.43±0.04 0.47±0.04

|η| range 0 – 0.8 0.8 – 1.4 1.4 – 2.0 2.0 – 2.4 inclusive

W± 0.66±0.05 0.55±0.03 0.50±0.03 0.55±0.06 0.57±0.03

6.5 < 〈µ〉 < 9.5 W+ 0.65±0.07 0.46±0.04 0.39±0.04 0.49±0.09 0.50±0.03

W− 0.64±0.05 0.65±0.05 0.69±0.04 0.61±0.10 0.66±0.04

|η| range 0 – 0.8 0.8 – 1.4 1.4 – 2.0 2.0 – 2.4 inclusive

W± 1.13±0.06 0.89±0.04 0.77±0.03 0.67±0.08 0.89±0.04

9.5 < 〈µ〉 < 16 W+ 1.01±0.09 0.74±0.04 0.70±0.04 0.49±0.09 0.78±0.03

W− 1.24±0.07 1.06±0.08 0.84±0.07 0.80±0.09 1.04±0.05

Table 7.14: Measured multijet fractions (%) in W → µν channel as a function of muon pseudorapid-

ity |η| and pile-up µ obtained from fits to kinematical distributions by scanning of pcone20
T /pt > 0.1

control region.
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Using the corrected multijet sample, a value of the mW is extracted. In order to confirm that

the shape correction procedure works properly, another method of the mW extraction is used which

has similar spirit with the method for the multijet background yield estimates. In this method,

the values of mW are extracted assuming different multijet shapes from different control regions

which are defined by changing the lepton isolation requirements. For all cases the backgrounds

are injected with the same fraction, so only an effect of its shape is probed. Then the fitted value

of mW is extrapolated to the signal region. The comparison of mW results extracted using both

methods is used as a cross check.

. Muon channel

To estimate how multijet distributions change over muon isolation criteria, two control regions

are defined:

• CR1: muon isolation requirement is 0.1 < pcone20
T /pµT < 0.25;

• CR2: muon isolation requirement is 0.25 < pcone20
T /pµT < 0.4.

Examples of pµT,m
W
T , Emiss

T and ηµ distributions are shown in Figure 7.12. The ratios CR1/CR2

are parametrized using functions of the following form:

R(x) = 1 +
2∑
i=1

ai
(x− bi)i

.

These functions are evaluated with x = pµT,m
W
T , Emiss

T and quantify the difference in the multi-

jet distributions between < pcone20
T /pµT >∼ 0.325 and < pcone20

T /pµT >∼ 0.175. The correction is

not interpolated as a function of ηµ. The corrected multijet distributions are obtained by multi-

plying the distributions observed in CR1 by Rα=0.175/0.15, extrapolating the shape to the region

pcone20
T /pµT ∼ 0. Here, 0.15 is the difference of the average isolation values of the two control regions

(CR1 ∼ 0.175; CR2 ∼ 0.325), for which the shape difference is measured. The value 0.175 is the

extrapolation from CR1 to the signal region.

. Electron channel

Similarly, the electron multijet background shape evolution is probed using two control regions:

• CR1: electron isolation requirement is 4 GeV< pcone40
T <7 GeV, removed requirement on

Econe20
T

• CR2: electron isolation requirement is 7 GeV< pcone40
T <12 GeV, removed requirement on

Econe20
T

Examples of peT,m
W
T , Emiss

T and ηe distributions are shown in Figure 7.13. The ratios CR1/CR2

are fitted as above. The averaged isolation values in CR1 and CR2 are about 5.3 GeV and 9.3 GeV

respectively, so that the functions correspond to a shift of the isolation value by 4 GeV towards

the signal region. Thus, the corrected multijet distributions are obtained as Rα=5.3/4 times the

reference distributions extracted from CR1. As can be seen from Figure 7.13, the multijet enriched

control region in the electron channel has poor statistics with respect to the muon channel, which

limits the precision of the jet background shape correction.

. Impact of shape corrections on mW

The impact of the multijet shape correction on mW is illustrated in Figures 7.14 and 7.15,

for the muon and electron channels respectively. For both methods, the multijet shape correction

and the direct, linear extrapolation of the fitted mW value to the signal region lead to comparable
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Figure 7.12: Examples of pµT,m
W
T , Emiss

T and ηµ multijet distributions extracted from CR1 and

CR2 and corresponding transfer functions (shown in the ratio) in the W+ → µν channel.

results. Since the method uses data control regions as basic input, the corresponding statistical

uncertainty on these methods needs to be evaluated.

For the direct extrapolation method (red points and line in Figures 7.14,7.15), the straight line

fit was rerun several times, each time removing a single point from the set. This procedure was

repeated for all points in the set, and the spread of the corresponding line fit intercepts was taken

as uncertainty.

For the shape extrapolation method, the error propagation was done using the Toy MC method :

the “CR1” and “CR2” histogram bin contents were fluctuated within their statistical uncertainties,

and the parametric fit was rerun on the resulting CR1/CR2 ratio. The result was then injected

as MJ background distribution in the templates, and the mW fit was rerun. This procedure was

repeated 500 times, and the spread of the mW fit result distribution was taken as uncertainty for

this method.

The statistical uncertainties for both methods are represented as ellipses in Figures 7.14 and

7.15. The results of both methods overlap within uncertainties. Given the good compatibility

between the two methods. Since the black ellipses always lead to larger uncertainties, we define

the associated uncertainty only via the black ellipses and assign no further uncertainty.

The impact of the multijet correction on the mW fit central value is summarized in Table 7.16.

These values are taken from Figures 7.14 and 7.15 as mW differences resulting from the injection

of extrapolated shape (empty circular point) and nominal multijet shape (indicated by black lines)

used before correction. As can be seen, the impact is larger for mW
T distributions comparing to p`T

distributions. Such shape corrections lead to mW values which are more compatible between mW
T

and p`T fit results.

It should be noted, that we assume that the multi jet background shapes are the same for

positive and negative charged lepton decay channels and hence combine the extracted shapes
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Figure 7.13: Examples of peT,m
W
T , Emiss

T and ηe multijet distributions extracted from CR1 and CR2

and corresponding transfer functions (shown in the ratio) in the W+ → eν channel.

to decrease statistical uncertainties. Once the multi jet background shapes are combined, i.e.

charge-blind, we repeat the full procedure to extract the associated background estimates and

uncertainties.

7.4.8 Impact of multijet background uncertainty on MW

The multijet background fractions are summarized for standard signal selection in Tab. 7.14 for

muon and Tab. 7.15 for electron channels. The spread of multijet fractions f ±∆f corresponds to

the spread of the fitted lines extrapolated to signal region using different variables and fitting regions

for multijet fit (see Figure 7.3). The central value of multijet yield corresponds to equidistant point

from uppermost and bottommost. The total uncertainty includes the uncertainty from the method

(radius of black ellipse on the MJ extrapolation plots) combined with the uncertainty from ±2.5%

variation of the EW contamination in the control region.

Propagation of the MJ background uncertainty to the W mass measurement is performed

by injecting the multijet background with fraction that corresponds to the central value and up

(or down) variation. In each case the mW is extracted from the W mass template fit and the

uncertainty δmW is taken as corresponding difference |mW (fQCD) − mW (fQCD + ∆fQCD)|.
The procedure is repeated for each measurement category in electron and muon channels and the

results are summarized in Tables 7.17 and 7.18.

The uncertainty coming from the multijet background shapes modeling, as described in Section

7.4.7, injected into the distributions used for the W mass extraction are also summarized in Tables

7.17 and 7.18. The multijet fraction and shape uncertainties are then added in quadrature that

yields to the total uncertainty on the multijet background modeling.
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Figure 7.14: Extracted mW values for different shapes of the multijet background using template

fits on pµT, mW
T and Emiss

T distributions in W+ → µν (left) and W− → µν (right) channels. Error

bars are statistical only. The values are plotted in bins of the isolation variable used to define the

data-driven distributions. Two triangular points correspond to multijet shapes extracted from CR1

and CR2 described in the text. The mW obtained after shape correction procedure is indicated

by circular point. Red points correspond to shapes from smaller isolation slices, which are then

extrapolated to the signal region with a linear fit.
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Figure 7.15: Extracted mW values for different shapes of the multijet background using template

fits on peT (upper row), mW
T (middle row) and Emiss

T (lower row) distributions in W+ → eν (left)

and W− → eν (right) channels. Error bars are statistical only. The values are plotted in bins of the

isolation variable used to define the data-driven distributions. Two triangular points correspond

to multijet shapes extracted from CR1 and CR2 described in the text. The mW obtained after

shape correction procedure is indicated by circular point. Red points correspond to shapes from

smaller isolation slices, which are then extrapolated to the signal region with a linear fit. It should

be noted that the fully correct extrapolation point would be the average isolation value *for the

jet background* in the signal region. Since there is currently no reliable method to estimate this,

we extrapolate to 0 as it is simpler (i.e. well defined) and always conservative.
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7.5 The distributions

Kinematic distributions for W candidate events passing the selection requirements described in

Section 7.2 are presented in this section. The data and Monte Carlo samples used here are intro-

duced in Section 7.1. The following correction procedure are applied on the signal (PowhegPythia)

and background Monte Carlo samples:

• line-shape reweighting, incorporating EW corrections, to a blinded mass value: mW =

80399 + b MeV

• reweighting of the vector boson pT(V ) in bins of y(V ) according to the ATLAS AZ tune.

Keep in mind, that the rapidity distribution is unchanged by this reweighting

• reweight the rapidity distribution following a fixed order NNLO prediction (via an improved

version of DYNNLO) and the CT10 PDF Set

• reweight the QCD angular coefficients Ai in bins of y(V ), m and pT(V ) according to our

fixed order NNLO prediction

• vertex-reweighing

• all experimental corrections to the electron, muon and hadronic recoil described in Section 5

The distributions of the EW and top backgrounds are fully simulated and their normalizations fixed

according to pp cross-sections. The multijet background is estimated with data-driven method as

described in Section 7.4. All the distributions correspond to blinded W boson mass.

The distributions of the EW and top backgrounds are fully simulated and their relative nor-

malization is fixed according to pp cross-sections. The multijet background is estimated with

data-driven method as described above. All the signal distributions correspond to blinded W bo-

son mass. All the χ2 values shown on the plots include statistical and systematic uncertainties

with no bin-to-bin correlations.

The lepton η, ϕ and transverse momentum distribution for both W → eν and W → µν channels

with uncertainty bands are shown in Figures 7.16, 7.17, 7.18. Transverse mass, missing transverse

energy, hadronic recoil with its parallel and perpendicular projection with respect to the lepton

pT are shown in Figures 7.19, 7.20, 7.21, 7.22 and 7.23. The distributions in different lepton |η|
categories are summarized in Appendix C.

Distributions that have worse Data/MC ratio are the lepton η and ϕ, particularly in the electron

channel. The ratio of data/MC of the lepton η distribution in the electron channel is compatible

between positively and negatively charged leptons (χ2/ndf = 38/35 including systematic uncer-

tainties on the efficiencies). Similarly, mW is fitted in the azimuthal bins of the lepton, and good

agreement is found between the bins. Excluding the bins just around φ ∼ −2 (this bin has the

largest discrepancy in the control plot) will has marginal impact on the fitted value of mW. Hence,

these imperfections are not relevant for the presented measurement.

Lepton transverse momentum, transverse mass, missing transverse energy, hadronic recoil with

its parallel and perpendicular projection with respect to the lepton pT for each η category are

shown in Figures C.1 – C.24 of Appendix 5. The most prominent discrepancy is observed for the

peT distribution, with a dip in the distribution around peT ∼ 41 GeV and an excess at higher values.

To understand this feature, cross checks were performed on all the components of the analysis

corrections and uncertainties:

• electron performance : energy resolution and efficiency scale factors (reconstruction, identi-

fications, isolation, trigger);

• multijet background uncertainties;
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• physics corrections: polarization effects; and the influence of the electron pseudorapidity

distribution.

For all these effects, the corrections were varied within their uncertainties, or entirely switched off.

No obvious explanation was found.
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Figure 7.16: Lepton pseudorapidity distribution from W → eν (left) and W → µν (right); W+ →
eν (left) and W+ → µν (right); W− → eν (left) and W− → µν (right). (W± : upper row, W+ :

middle row, W− : lower row).
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Figure 7.17: Lepton ϕ distribution from W → eν (left) and W → µν (right); W+ → eν (left) and

W+ → µν (right); W− → eν (left) and W− → µν (right). (W± : upper row, W+ : middle row,

W− : lower row)
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Figure 7.18: Lepton p`T distribution from W → eν (left) and W → µν (right); W+ → eν (left) and

W+ → µν (right); W− → eν (left) and W− → µν (right) with the best mass fit template for each

category. (W± : upper row, W+ : middle row, W− : lower row)
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Figure 7.19: Transverse mass distribution from W → eν (left) and W → µν (right); W+ → eν

(left) and W+ → µν (right); W− → eν (left) and W− → µν (right) with the best mass fit template

for each category. (W± : upper row, W+ : middle row, W− : lower row)
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Figure 7.20: Missing transverse energy distribution from W → eν (left) and W → µν (right);

W+ → eν (left) and W+ → µν (right); W− → eν (left) and W− → µν (right) with the best mass

fit template for each category. (W± : upper row, W+ : middle row, W− : lower row)
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Figure 7.21: Hadronic recoil distribution from W → eν (left) and W → µν (right); W+ → eν

(left) and W+ → µν (right); W− → eν (left) and W− → µν (right). (W± : upper row, W+ :

middle row, W− : lower row)
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Figure 7.22: Parallel projection of hadronic recoil distribution with respect to lepton pT from

W → eν (left) and W → µν (right); W+ → eν (left) and W+ → µν (right); W− → eν (left) and

W− → µν (right). (W± : upper row, W+ : middle row, W− : lower row)
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Figure 7.23: Perpendicular projection of hadronic recoil distribution with respect to lepton pT

from W → eν (left) and W → µν (right); W+ → eν (left) and W+ → µν (right); W− → eν (left)

and W− → µν (right). (W± : upper row, W+ : middle row, W− : lower row)
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|η| range 0 – 0.6 0.6 – 1.2 1.8 – 2.4 inclusive

W± 0.58±0.08 0.76±0.09 1.73±0.19 0.99±0.10

µ-inclusive W+ 0.47±0.08 0.67±0.09 1.36±0.19 0.83±0.09

W− 0.73±0.09 0.90±0.09 2.33±0.18 1.21±0.10

|η| range 0 – 0.6 0.6 – 1.2 1.8 – 2.4 inclusive

W± 0.41±0.08 0.50±0.09 1.29±0.11 0.68±0.09

2.5 < 〈µ〉 < 6.5 W+ 0.34±0.09 0.44±0.10 0.94±0.12 0.53±0.09

W− 0.54±0.08 0.63±0.10 1.82±0.13 0.88±0.10

|η| range 0 – 0.6 0.6 – 1.2 1.8 – 2.4 inclusive

W± 0.51±0.08 0.69±0.09 1.12±0.23 0.82±0.11

6.5 < 〈µ〉 < 9.5 W+ 0.36±0.10 0.63±0.12 0.83±0.23 0.64±0.11

W− 0.75±0.10 0.82±0.08 1.63±0.19 1.07±0.10

|η| range 0 – 0.6 0.6 – 1.2 1.8 – 2.4 inclusive

W± 0.93±0.10 1.25±0.11 3.20±0.20 1.61±0.12

9.5 < 〈µ〉 < 16 W+ 0.90±0.13 1.15±0.13 2.71±0.22 1.45±0.12

W− 0.97±0.14 1.44±0.14 3.94±0.19 1.83±0.12

Table 7.15: Measured multijet fractions (%) in W → eν channel as a function of electron pseudo-

rapidity |η| and pile-up µ obtained from fits to kinematical distributions by scanning of the pcone40
T

variable in control region with removed Econe20
T cut.

mW shift [MeV]

muons

|η| range (0 – 0.8) (0.8 – 1.4) (1.4 – 2.0) (2.0 – 2.4) Inclusive

W± 6.8 13.6 3.2 -7.2 5.4

W+ p`T 7.9 13.0 3.4 -1.3 5.0

W− 8.2 15.4 7.4 -10.2 6.7

W± 18.6 23.1 13.8 3.2 12.5

W+ mT 23.5 19.1 10.6 17.4 12.9

W− 15.3 32.8 22.9 -10.5 14.0

electrons

|η| range (0 – 0.6) (0.6 – 1.2) – (1.8 – 2.4) Inclusive

W± 3.2 3.5 – 28.0 5.9

W+ p`T 5.5 -0.9 – 28.0 7.2

W− 0.6 7.6 – 26.5 2.5

W± -9.8 3.2 – 36.0 6.4

W+ mT 4.0 5.2 – 54.3 12.8

W− -17.9 -3.2 – 0.7 -1.8

Table 7.16: Impact of the multijet shape correction on the fitted value of mW .
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δmW [MeV]

muons: uncertainty on the jet fraction

|η| range (0 – 0.8) (0.8 – 1.4) (1.4 – 2.0) (2.0 – 2.4) Inclusive

W± 4.1 2.0 1.2 1.6 3.0

W+ p`T 3.5 1.8 1.9 2.2 2.3

W− 3.7 2.8 2.6 3.6 3.1

W± 5.9 4.8 1.9 2.3 4.6

W+ mT 6.2 3.0 2.9 3.1 3.6

W− 6.0 4.3 3.9 5.1 4.7

muons: uncertainty on the jet shape

|η| range (0 – 0.8) (0.8 – 1.4) (1.4 – 2.0) (2.0 – 2.4) Inclusive

W± 2.7 2.8 3.0 5.5 1.7

W+ p`T 3.5 3.9 4.1 7.6 2.1

W− 4.0 5.2 6.0 11.1 2.8

W± 3.6 4.1 4.2 9.9 2.1

W+ mT 4.9 6.2 5.9 8.8 2.5

W− 6.2 9.2 7.7 19.9 3.5

Table 7.17: The propagated multijet background uncertainties on the W mass in W → µν channel.

δmW [MeV]

electrons: uncertainty on the jet fraction

|η| range (0 – 0.6) (0.6 – 1.2) – (1.8 – 2.4) Inclusive

W± 4.5 3.9 – 4.0 3.8

W+ p`T 4.5 3.8 – 3.2 3.3

W− 5.1 4.2 – 3.9 4.1

W± 7.1 8.2 – 16.3 8.9

W+ mT 7.3 8.7 – 16.0 8.2

W− 7.7 7.6 – 16.2 8.7

electrons: uncertainty on the jet shape

|η| range (0 – 0.6) (0.6 – 1.2) – (1.8 – 2.4) Inclusive

W± 5.0 5.7 – 10.7 4.2

W+ p`T 5.7 7.5 – 14.2 5.6

W− 8.1 8.0 – 21.1 7.3

W± 8.0 9.0 – 19.5 6.6

W+ mT 9.0 12.5 – 19.7 8.0

W− 13.3 13.9 – 36.5 11.4

Table 7.18: The propagated multijet background uncertainties on the W mass in W → eν channel.



Chapter 8

W boson mass measurement

8.1 Methodology

8.1.1 Introduction to the template fit method

The W boson is an unstable particle and it decays either to jets or to lepton-neutrino pair.

While the energy resolution of the reconstructed jets suffers from high hadron activity at hadron

colliders, the energetic leptons can be reconstructed with a high precision that makes the leptonic

channel to be convenient for the W boson studies. In contrast to the Z boson, one of the W

boson decay products, the neutrino, leaves the detector unseen that makes the reconstruction of

the invariant mass impossible. However the magnitude and direction of the neutrino momentum

in the transverse plane with respect to the beam direction, ~pνT, can be determined from momentum

imbalance of the visible particles in an event. All the kinematic variables are thus considered in

the transverse plane.

Although the invariant mass of the W boson is not reconstructable, the transverse distributions

of its decay products carry all information needed for the W mass extraction. The most important

observables, which depend on the mass of the W boson are

• Transverse momentum of the charged lepton p`T

• Missing transverse energy Emiss
T = pνT

• Transverse mass of the lepton-neutrino system mW
T =

√
2p`TE

miss
T · (1− cos(p`T, E

miss
T ))

The determination of the W boson mass exploits the kinematic peaks of these distributions. In

particular, in the rest frame of decaying W, the charged lepton and the neutrino are back-to-back,

so the lepton transverse momentum and missing transverse energy spectra have Jacobian peaks at

pT = mW /2, whilst the transverse mass spectrum peaks at mW
T = mW . In reality, these peaks are

’smeared’ out by non-zero pWT distribution (see Section 1.4.3) and by detector effects. Therefore,

the accurate modeling of the pWT and precise understanding of the detector performance is required.

µT,
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Figure 8.1: The p`T spectra in muon (left) and electron (right) channels at truth level with and

without requirement on low pWT values, and with detector effects.
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Figure 8.2: Templates of the p`T (left) and mW
T (right) distributions for three different assumed

MW masses using a typical LHC detector response.

The basic idea of the mW determination is to use the correlation between the W boson mass

and the resulting energy and momentum of its decay products. Technically this is realised by a

so-called template fit approach. For different assumed W boson masses, the expected final state

distributions, i.e. templates, which would be measured in the detector are calculated and compared

to the actual measurement. The minimal residual difference between the different simulated mW

hypotheses and the measurement then provides a handle on the actual W boson mass. This basic

principle is illustrated in Figure 8.2 where pµT and mW
T templates for three significantly different

masses MW = 79.3, 80.3, 81.3 GeV are compared.

Due to the large statistics required, a single mass point is simulated, namely mW = 80.399 GeV.

The analysis then exploits the natural width of the W resonance to reweight the boson invariant

mass distribution from a given mass point to another, using the formalism described in Section

6.2. The reweighting is performed analytically. This reweighting can also be extend to introduce

different W boson width values (ΓW ), i.e. allow for a combined variation of mW and ΓW . However,

in this first analysis, the width of the W boson is kept fixed to its Standard Model prediction. The

uncertainty on this prediction is 1-2 MeV, which has a negligible impact on the measurement.

Therefore, the fully simulated MC events, can be reweighted to any given value of mW within the

width of mW .

The comparison of each template distribution with the observed distribution in data is per-

formed through the χ2-test. For each χ2-test, both the data histogram h1 and the template

histogram h2 are normalized to unity, and the χ2 is calculated as follows:

χ2 =
N∑
i=1

(f1,i − f2,i)
2

σ2
f1,i

+ σ2
f2,i

(8.1)

with f1,i being the number of entries in bin i of h1, f2,i the number of entries in bin i of h2. The

quantities σf1,i and σf2,i are the uncertainties on bin i in h1 and h2, respectively. Then the χ2 is

plotted against the MW of the corresponding template.

Since the templates are only produced for disjunct points in parameter space, interpolation

has to be done to find the global minimum of the χ2 curve, as shown in Figure 8.3c. For this

interpolation, the fact is used that the χ2 curve can be approximated by a parabola close to its

minimum. The equations used is

χ2 ≈ χ2
min + (M temp

W −MW )2 (8.2)

where χ2
min denotes the minimum value of χ2 and MW is the measured W boson mass value where

the minimum is reached. The total statistical uncertainty is estimated from with of the parabola

and corresponds to deviation from measured MW to M temp
W with χ2

min + 1.
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This method relies on fully simulated samples described in Section 7.1 to predict histograms of

several observables — lepton pT, mW
T and Emiss

T . All known detector data/MC corrections and all

known model corrections are applied.

The method has been used in previous experiments, e.g. by CDF and D0 at the Tevatron

collider, for the W boson mass determination. In contrast to more sophisticated approaches, e.g.

profiled measurements, it has the advantage to allow a detailed study of the impact of different

experimental and model dependent systematic uncertainties.

8.1.2 Consistency Test

To test the consistency of the template fit method, the signal MC sample with central MW =

80.399 GeV is split into two disjunct samples, A and B, of equal size. One of these samples is

treated as data, the other as MC. Then the templates were generated from the MC sample using

MW reweighting procedure and the template fit method described above has been applied. Figure

(8.3) shows a sample of control plots for the fits of subsample A vs B using three kinematical

variables p`T,m
W
T , Emiss

T . The mass fitting ranges were chosen 30 GeV< p`T <50 GeV, 30 GeV<

Emiss
T <50 GeV and 65 GeV< mW

T <100 GeV. The χ2 was interpolated with a parabola close to

its minimum and corresponding value of the W mass was extracted. As summarized in Table 8.1,

the result of the fit agree with the truth value within statistical uncertainty.

It is visible that Emiss
T has a much smaller sensitivity to MW than the other two observables, as

it directly depends on the measurement of all other particles in the detector, that is complicated

at hadron colliders. In contrast, the highest statistical sensitivity is seen for the p`T observable that

is due to excellent lepton reconstruction with the ATLAS detector at these energies.

Observable pµT mW
T Emiss

T

Extracted W mass [MeV] 80399 80399 80399

Statistical error [MeV] 7 12 15

Table 8.1: Extracted W mass value and expected statistical uncertainty in the consistency test of

the template fit method.

8.2 Measurement strategy

8.2.1 Introduction

Due to the relatively limited resolution of Emiss
T on the transverse momentum of the neutrino,

it is expected that a fit in this observable has only a limited sensitivity on mW . In contrary,

the experimental resolution on the pT of the charged decay leptons is excellent and hence a high

sensitivity on mW is expected. While the experimental resolutions have the smallest impact on mW

for the pT distributions, the model uncertainties due to the PDF uncertainties and the modeling

of the transverse momentum of the W boson plays the largest role. The statistical sensitivity of

mW
T observable is worse than the pT, but at the same time it has the advantage that its spectrum

is less sensitive to the boson pT dynamics (∼ q2
T/M

2
W ).

In order to test the consistency and the understanding of experimental and - in particular -

model uncertainties, the fit of mW is performed not only inclusively but also in several disjunct

kinematic categories and channels. The mW measurement is performed for four channels W+ →
e+ν, W− → e−ν, W+ → µ+ν and W− → µ+ν. The usage of both lepton decay channels, allows

for the test of consistencies of experimental uncertainties, A consistent charge dependency of mW

would point to a problem of the underlying physics model, while the agreement of m+
W and m−W

in the muon channel but not in the electron channel, would point to an experimental problem.
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(c) pT: χ2 distribution

WMASS = 80420
60 70 80 90 100 110

3
10×

N
um

be
r 

O
f E

ve
nt

s

10000

20000

30000

40000

50000

60000

70000

Data

Signal MC for WMASS = 80420

Background MC

 = 87.16/1002χ
p = 0.817

 [MeV]Tm
60 70 80 90 100 110

310×

σ/∆

-4
-3-2
-1
01
2
34

(d) MT: Best fitting template
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(f) MT: χ2 distribution
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Figure 8.3: Selected control plots from the consistency tests. The ’best’ fitting template corre-

sponds to the template which leads to the minimal χ2 value, while the ’worst’ fitting template

leads to the highest tested χ2 value in the given fitting range of mW .

In addition, these four measurements are performed in 3-4 bins for different lepton η regions,

which allows to test the consistency for PDF and Ai QCD coefficient uncertainties. The stability

against the pile-up environment and also the impact of the modeling of the W boson transverse

momentum on mW is tested, by performing the fits also in bins of the hadronic recoil and the

number of interactions per bunch-crossing. A detailed description of the different measurement

categories is given in the next Section 8.2.2.

In addition, the W mass measurement procedure and the applied corrections for the detector

effects can be validated by performing the measurements of the Z boson mass MZ , which is well-

known. A measurement based on the lepton pair invariant mass directly tests the consistency of the

lepton energy calibration. The p`T-based measurement tests the pT-dependent efficiency corrections,

the Z boson transverse momentum and polarization models. The test of recoil calibration can also

be performed using pseudo observables Emiss
T and mZ

T, which can be defined treating one of the

decay leptons as a neutrino.

Finally, the measurement results for both MW and MZ in bins of lepton azimuth angle allows

to test the corresponding detector performance. In addition, the stability of the fit result against

the fitting range is also tested. The choice of the nominal fitting range is based on the balance
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between statistical and systematic uncertainties.

8.2.2 Measurement categories

The measurement introduced above is performed in signal region defined in Section 7.2 for

four channels: W+ → e+νe, W
− → e−ν̄e, W+ → µ+νµ, and W− → µ−ν̄µ. It comes in several

variations:

• Inclusively, in the following phase space: one category per channel:

– lepton transverse momentum: p`T > 30 GeV;

– lepton pseudo-rapidity: 0 < |ηl| < 1.2 or 1.8 < |ηl| < 2.4 in the electron channels, and

0 < |ηl| < 2.4 in the muon channels;

– transverse mass: MW
T > 60 GeV;

– recoil: u < 30 GeV.

– Two alternative selections: Emiss
T > 30 GeV, or no cut on Emiss

T .

• Separately in the following pseudo-rapidity bins: 3 (4) independent measurements in the

electron (muon) channels:

– 0 < |ηl| < 0.6, 0.6 < |ηl| < 1.2 and 1.8 < |ηl| < 2.4 in the electron channels;

– 0 < |ηl| < 0.8, 0.8 < |ηl| < 1.4 , 1.4 < |ηl| < 2.0 and 2.0 < |ηl| < 2.4 in the muon

channels;

– two alternative selections: Emiss
T > 30 GeV, or no cut on Emiss

T ;

– other cuts as in the inclusive measurement.

• Separately in the following pseudo-rapidity and recoil bins: 18 (24) independent measure-

ments in the electron (muon) channels:

– |η| ranges as above;

– 0 < u < 15 GeV, 15 < u < 30 GeV;

– pile-up categories: 2.5 << µ >< 6.5, 6.5 << µ >< 9.5, 9.5 << µ >< 16;

– two alternative selections: Emiss
T > 30 GeV, or no cut on Emiss

T ;

– other cuts as in the inclusive measurement.

Number of selected W candidate events in data in different |η| vs µ categories are summarized

in Tab.8.2 for muon channel and Tab.8.3 for electron channel.

|η| range 0 – 0.8 0.8 – 1.4 1.4 – 2.0 2.0 – 2.4 inclusive

W+ → µ+ν
µ-inclusive

1283332 1063131 1377773 885582 4609818

W− → µ−ν̄ 1001592 769876 916163 547329 3234960

W+ → µ+ν
2.5 < 〈µ〉 < 6.5

601431 489215 627327 403488 2121461

W− → µ−ν̄ 470382 354059 416797 249015 1490253

W+ → µ+ν
6.5 < 〈µ〉 < 9.5

354451 297637 388891 249892 1290871

W− → µ−ν̄ 275880 215022 258688 154340 903930

W+ → µ+ν
9.5 < 〈µ〉 < 16

326670 275660 360718 231653 1194701

W− → µ−ν̄ 254719 200290 240125 143636 838770

Table 8.2: Data statistics in the |η| vs 〈µ〉 categories in W → µν channel.
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|η| range 0 – 0.6 0.6 – 1.2 1.8 – 2.4 inclusive

W+ → e+ν
µ-inclusive

1233960 1207136 956620 3397716

W− → e−ν̄ 969170 908327 610028 2487525

W+ → e+ν
2.5 < 〈µ〉 < 6.5

502383 491697 397090 1391170

W− → e−ν̄ 394395 368783 251819 1014997

W+ → e+ν
6.5 < 〈µ〉 < 9.5

368292 360155 283949 1012396

W− → e−ν̄ 289498 271419 180856 741773

W+ → e+ν
9.5 < 〈µ〉 < 16

362571 354631 275074 992276

W− → e−ν̄ 284740 267635 177010 729385

Table 8.3: Data statistics in the |η| vs µ categories in W → eν channel.

8.3 Validation on Z boson mass measurement

The Z → ll sample constitutes a powerful cross-check for the W → lν analysis. It allows to test

the template fitting technique used for high precision MW measurement, as the Z decay lepton

momenta pT are very similar to those from the W decay. Moreover, it provides a consistency check

of the lepton and recoil calibration, efficiency corrections as well as the relevant physics corrections

applied to the W → lν events. The remaining differences not covered by Z are the selection

criteria, the backgrounds and residual physics corrections. With about ten times less statistics but

two leptons per event, the statistical accuracy of these tests is expected to be only about factor

two worse than that of the W sample.

8.3.1 Z boson selection

The event selection used for Z → ll analysis follows the W selection as described in Section

7.2. The main differences are:

• Select two leptons with opposite charge instead of one

• The cuts on the lepton pT > 25 GeV are lower than in the W analysis to account for smaller

mW

• The requirement on the dilepton momentum is imposed p``T < 30 GeV in order to select

events kinematically closer to the W selection, which requires a cut on the hadronic recoil of

30 GeV

• Tight invariant mass cut is applied 81 GeV < m`` < 101 GeV

This analysis is based on the same data and Monte Carlo samples used for the W selection as

described in Section 7.1. Here the modeled signal samples refer to Z → ll (l = e, µ) processes and

background samples to Z → ττ , dibosons, tt̄ + single top, W → lν and heavy flavour production.

The amount of background arising from top and electroweak processes is estimated using MC

simulation. The fraction of events passing the selections is normalized to the theoretical cross

section calculated at NNLO accuracy. The amount of multijet background in muon channel is

estimated with bb̄/cc̄ → µ + X MC samples and normalized using the corresponding LO cross

sections to the integrated luminosity. With the tight invariant mass cut the amount of the multijet

background found to be negligible. In the electron channel, a data-driven multijet background

estimate is performed. The background distribution is taken from the data, applying the usual

kinematic selections but inverting the identification cuts, requiring the selected electrons to satisfy

the loose identification at most. The fraction is estimated from the multijet background fit of the

Econe30
T /ET variable and found to be less than 0.1% that corresponds to a few MeV impact of the

mass fits. Table 8.4 summarizes the number of selected events in Z → ll in data and MC.
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Sample Data Z → ll Z → ττ W → lν W → τν top WW/WZ/Z Multijet

µ-channel 1045561 1020211 98.5 8.8 1.8 186.5 995.7 119.6

e-channel 447159 429077 32.2 2.4 0.3 78.1 410.4 447.16

Table 8.4: Number of selected Z → ll (l = µ, e) events in data and MC. MC predictions are scaled

to to the integrated luminosity in data and theoretical cross sections.

8.3.2 Lepton-pair distributions

Kinematical distributions for Z candidate events passing the selection requirements in both

channels described in Section 8.2.2 are presented in this section. Figure 8.4 shows the invariant

di-lepton mass, the transverse momentum and the rapidity of the Z boson distributions for Z → ee

and Z → µµ. The good agreement in the invariant mass plots show the accuracy of the energy

calibration reached for both muons and electrons. The good agreement in pZT is obtained using

the AZNLO tune described in Section 6. In addition, the polarization coefficients Ai (i = 1..3) are

reweighted from nominal Powheg+Pythia8 values to the DYNNLO predictions at NNLO accuracy.

The A4 coefficient kept to remain as in the DYNNLO it is predicted from leading-order relation

sin2θW = 1 −M2
W /M

2
Z , while POWHEG+PYTHIA8 uses the effective mixing angle measured

at LEP sin2θeffW . This configuration is found to better follow data distributions and is taken as

baseline in the W analysis.

8.3.3 Lepton momentum, W-like recoil and transverse mass distributions

After applying the physics corrections described in previous section, the modeled lepton trans-

verse momentum distributions describe data with a good accuracy in both decay channels. The

pl+T and pl−T distributions are shown in Fig.8.5 and Fig.8.6 for muons and electrons respectively. In

order to construct the W-like distributions, the hadronic recoil u has been reconstructed following

Section 3.3 and calibrated following Section 5.5. For the recoil, the uZ‖ , uZ⊥ are its projections on

the axes parallel and perpendicular to the Z boson momentum vector as reconstructed from the

final state lepton pair. The value of the transverse mass mZ
T(l) is calculated separately for posi-

tive and negative lepton in the event, using kinematical information of the given lepton and the

measured recoil in the event. The corresponding distributions are shown in Fig.8.5 and Fig.8.6 for

muons and electrons respectively, with all performance and physics corrections applied. A similar

methodology was employed in Ref. [84].

8.3.4 Z boson mass fit results

To determine the value of the Z boson mass, a χ2 profile as a function of mZ is evaluated by

comparing the m``, p
l
T and mZ

T(l) distributions in data to a set of templates built by varying the

mass in steps of 2 MeV within ±100 MeV of the reference mass value fixed to the world average

mZ = 91187.6MeV. The interpolation between the different steps is done by fitting the χ2 profile

with a parabolic function. The minimum of the χ2 function gives the value of the extracted mass,

the difference of this mass with respect to the reference mass is defined as ∆MZ .

The fitting ranges used are 80 − 100 GeV for m``, 30 − 55 GeV for plT and 40 − 120 GeV

for mZ
T(l). The results of the fits are summarised in Figure 8.7 for different steps: before en-

ergy/momentum corrections (see Section 5); after sagitta bias corrections in muon channel, after

polarisation reweighting of all coefficients; and after polarisation reweighting of all coefficients ex-

cept for A4 (see Section 6). In the electron channel, the mass fit results are also reported before

and after isolation cuts, applied in final selection.

After energy corrections, the electron transverse momentum results are compatible among each

other, but biased with respect to the invariant mass fit by about 70 MeV. In the muon channel,
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Figure 8.4: m`` (top), y`` (middle) and pT`` (bottom) distributions after all experimental cor-

rections and after polarisation reweighting from Powheg+Pythia8 to DYNNLO except A4. The

electron and muon channels are shown on the left and on the right, respectively. The dashed line

indicates the range over which the averages, RMS and χ2 values are computed.
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Figure 8.5: pµT and MZ
T (µ) distributions in pseudo W+ → µ+ν (left) and W− → µ−ν (right)

channels as well as parallel u|| and perpendicular u⊥ projections of the recoil on the pZT direction

after all corrections applied. The dashed line indicates the range over which the averages, RMS

and χ2 values are computed.
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Figure 8.6: peT and MZ
T (e) distributions in pseudo W+ → e+ν (left) and W− → e−ν (right)

channels as well as parallel u|| and perpendicular u⊥ projections of the recoil on the pZT direction

after all corrections applied. The dashed line indicates the range over which the averages, RMS

and χ2 values are computed.
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the momentum scale corrections bring the compatibility between invariant mass and the charge-

combined pµT fits at the same level as in the electron channel; however, the positive and negative

muons are apart by about 200 MeV. Good compatibility between pµ+
T and pµ−T is obtained only

after the sagitta bias corrections. The invariant mass and transverse momentum fits are reconciled

after the polarization corrections.

For each channel and observable, the mass fits performed for positively and negatively charged

leptons are expected to be correlated as they use the same samples. In the case of the p`T fits, the

two observables are measured independently, but the Z decay induces a kinematical correlation

between the pl+T and pl−T distributions. This kinematical correlation is present also in the case of

mT; in addition the hadronic recoil is common to mZ
T(l+) and mZ

T(l−) so that the two observables

are also experimentally correlated.

The correlation is evaluated by building two-dimensional histograms of the pl+T , pl−T andmZ
T(l+),

mZ
T(l−) distributions, and creating pseudo-data samples by fluctuating the bin contents of these

distributions within their uncertainties. For each pseudo-data sample, the two-dimensional dis-

tribution is projected along the l+ and l− axes and the mass fits are repeated. The correlation

between the pl+T and pl−T fit results is found to be -6.9%, and that between the mZ
T(l+) and mZ

T(l−)

results is -12.4%.

The final fit results are also given in Tables 8.5 and 8.6 separately for the electron and muon

channels, and after statistical combination including the above correlation. The final plT fits after

the above mentioned corrections give a mass value compatible within 1σ with the reference mass

value. The difference between the combined pl+T and pl−T fits is compatible with 0 within 1.4

standard deviations; for mZ
T(l+, l−), the compatibility is at the 1.2σ level. For the mZ

T(l±) fits,

the compatibility with the reference mass is at the level of 1.8 standard deviations.
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Figure 8.7: Summary of the p`T-based mass fits results for muons (left) and electrons (right). The

error bars are statistical only.

Finally, the |η| dependence of the lepton pT fits for both channels is summarized in Figure 8.8.

The |η| dependence of the mZ
T(l) fits is shown in Figure 8.9.

8.4 Uncertainty determination

The advantage of the template fit method introduced in Section 8.1.1 is that it allows a detailed

study of the impact of different experimental and model dependent systematic uncertainties. With

this technique, a systematic uncertainties can be assessed by their effect on MC and background

templates Some uncertainties only affect background distribution, such as the multijet background
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Channel δmZ : pl+T [MeV] δmZ : pl−T [MeV] δmZ : pl±T [MeV]

Electron 13± 31 −20± 31 −3± 21

Muon 1± 22 −36± 22 −17± 14

Combined 5± 18 −31± 18 −12± 12

Table 8.5: Z boson mass fit results in the electron and muon channels, after all corrections are

applied. The pl+,l−,l±T distributions are used. Shown are the differences between the m`` and p`T fit

results, as the m`` fits agree with mZ by construction and the compatibility between the invariant

mass and transverse momentum observables is tested here. The combined results are also shown.

The uncertainties quoted are statistical only.

Channel δmZ : mZ
T(l+) [MeV] δmZ : mZ

T(l−) [MeV] δmZ : mZ
T(l±) [MeV]

Electron −93± 38 4± 38 −45± 27

Muon −35± 28 −1± 27 −18± 19

Combined −58± 23 1± 22 −29± 16

Table 8.6: Z boson mass fit results in the electron and muon channels, after all corrections are

applied. The mZ
T(l+, l−, l±) distributions are used. Shown are the differences between the m``

and m`
T fit results, as the m`` fits agree with mZ by construction and the compatibility between

the invariant mass and transverse mass observables is tested here. The combined results are also

shown. The uncertainties quoted are statistical only.
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Figure 8.8: |η| dependence of the lepton pT fit results. The error bars are statistical only.
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Figure 8.9: |η| dependence of the lepton mT fit results. The error bars are statistical only.

estimation or limited knowledge of other backgrounds modeled by MC. Others affect only signal

sample, such as the PDF uncertainties.
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The propagation of the uncertainties from background templates is performed by replacing

the nominal background template with varied background templates and assessing the effect on

the boson mass fit result. The propagation of the uncertainties from the MC templates can be

performed in two ways:

• Full Template method: In the full template method, for each uncertainty source, a new

set of MC templates is produced. The fitting is then performed for each combination of data

and MC / background template.

• Pseudo-Data method: In this method, pseudo-data templates are produced from MC for

each uncertainty source. In the fitting procedure, the fit is performed for each combination

of the pseudo-data and the nominal MC template.

There are different types of systematic uncertainties which need to be treated differently:

• Paired: Paired systematics consist of associated up and down variations. There are cases,

in which several paired systematics have to be combined for a total paired systematic. For

example, the total uncertainty for the Parton Density Functions (PDF) consist of several

eigenvector uncertainties. In general, several paired systematics are combined following ref.

[85]. The symmetrized form is used here. The resulting equations read as:

∆+ =

√√√√ N∑
i=1

max (Xup,i −Xbase, Xdown,i −Xbase, 0)2 (8.3)

∆− =

√√√√ N∑
i=1

max (Xbase −Xup,i, Xbase −Xdown,i, 0)2 (8.4)

∆ =
1

2

√√√√ N∑
i=1

(Xup,i −Xdown,i)
2 (8.5)

• Shifts: In some cases, only a number of shifts with respect to the baseline setting is supplied.

This is, for example, the case for the hadronic recoil correction, where the uncertainty esti-

mation originates from three variations with respect to the nominal setting. The resulting

uncertainty for the error source is combined by quadratical addition of the different shifts

according to:

∆ =

√√√√ N∑
i=1

(Xs,i −Xbase)
2 (8.6)

• Toy MCs: Uncertainties can be estimated with Toy MCs. Consider for example a correction

with a set of Scale Factors (SF) for each bin. The connected uncertainty can be estimated

by performing an up and down variation with S̃F = SF ± 1σ. A better way is to produce

combined Toy Monte Carlos, where in each Toy Monte Carlo i the Scale Factors for each bin

k are modified as

S̃F ki = SF k + ∆SF kstat+uncorr · gki +
S∑
s=1

∆SF kcor,s · gi,s (8.7)

Here g is defined with g ∈ Gauss(0, 1). Note that gi,s is the same random number for all

bins k in a given Toy Monte Carlo i. In this way, bin-to-bin correlated and uncorrelated
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uncertainties are correctly taken into account. The resulting uncertainty stemming from the

Scale Factors on the parameter is now estimated using the empirical standard deviation:

∆ =

√√√√ 1

n− 1

N∑
i=1

(
Xs,i −Xs

)2
(8.8)

Different uncertainty sources can always be combined using the quadratic sum.

8.5 Blinded fit results

The W boson mass results extracted with the template fit method introduced in Section 8.1.1.

The pl
T and mT observables, which are most sensitive to the mass of the W boson, were used in

the template fits. All data/MC and physics modeling corrections have been applied. In order to be

sensitive to the Jacobian peak, and at the same time minimizing a possible bias from misprediction

of the multijet background, the fitting ranges are chosen to be 30−50 GeV for pl
T and 65−100 GeV

for mT. All the W mass fit results presented here are blinded, i.e. all the distributions are modeled

with injected offset b to the W mass, where b is a random value within range [-100 MeV,100 MeV].

The pl
T and mT fit results as a function of lepton pseudorapidity are shown on Figures 8.10

for electron and muon channels. The first point corresponds to η inclusive result. The error

bars correspond to statistical uncertainties only. Already without taking into account systematic

uncertainties, a very good compatibility across channels and categories can be seen.
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Figure 8.10: Blinded pl
T and and mT fit results as a function of lepton pseudorapidity for electron

(left) and muon (right) channel, with the nominal event selection. Error bars are statistical only.

The result is given as a shift with respect to the assumed value of mW in the MC, plus an unknown

offset.

8.5.1 Correlations between W boson observables

A study is performed to assess the level of statistical correlation between the mW value as

obtained using a fit to the p`T distribution and to the mT distribution. This is necessary input

for the combination of the mW value obtained from the two measurements. The study uses

1000 pseudo-datasets, which are created from W → µν Monte Carlo events. A pseudo-dataset is

obtained by weighting each Monte Carlo event by a random sample from a Poisson distribution
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δmW [MeV]

electron channel muon channel

|η| range (0 – 0.6) (0.6 – 1.2) (1.8 – 2.4) Inclusive (0 – 0.8) (0.8 – 1.4) (1.4 – 2.0) (2.0 – 2.4) Inclusive

< µ > inclusive

W± -27 ± 14 -50 ± 15 16 ± 17 -22 ± 9 -2 ± 14 8 ± 16 42 ± 16 -25 ± 22 8 ± 8
W+ p`T -43 ± 20 -34 ± 20 -12 ± 21 -30 ± 12 -34 ± 19 5 ± 22 72 ± 20 -21 ± 27 6 ± 11
W− -5 ± 21 -72 ± 22 56 ± 27 -17 ± 13 32 ± 20 6 ± 24 -7 ± 24 -40 ± 37 3 ± 12

W± 11 ± 21 -39 ± 21 -12 ± 25 -13 ± 13 1 ± 20 4 ± 23 22 ± 22 -37 ± 31 -2 ± 12
W+ mT -30 ± 29 -10 ± 29 -46 ± 31 -25 ± 17 8 ± 28 -17 ± 31 41 ± 29 -42 ± 39 -2 ± 15
W− 60 ± 30 -81 ± 32 37 ± 41 0 ± 19 -9 ± 29 31 ± 35 -9 ± 34 -37 ± 49 -8 ± 18

Table 8.7: Blinded fit results (in MeV) for the p`T and mT-based mW measurement with only

statistical uncertainty. The result is given as a shift with respect to the assumed value of mW in

the MC, plus an unknown offset.

with mean 1. Figure 8.11 plots the mW value as obtained using the mT against the mW value as

obtained using the p`T fit, for each of the 1000 pseudo-datasets.

One can see qualitatively that there is positive correlation between the two fitting distributions,

as expected. The sample correlation coefficient r, between sample pairs (Xi, Yi) is defined in

Equation 8.9:

r =

∑N
i=1(Xi − X̄)(Yi − Ȳ )√∑N

i=1(Xi − X̄)2

√∑N
i=1(Yi − Ȳ )2

(8.9)

The value of r obtained using the sample pairs in Figure 8.11 is 0.51± 0.02, where the uncer-

tainty arises from the limited number of pseudo-datasets. The corresponding histograms for fits

in different lepton |η| ranges are given in Figure 8.12. Note that both the pseudo-datasets and the

MC used for fitting have the requirement on |η| made.

A further study performed was to investigate how much can be gained in statistical precision

from the combination of the mW value from the p`T and mT fits. The motivation is that a second

measurement can appear to be decorrelated from the first, without adding additional information

(called here ‘fake decorrelation’). The extreme example would be a measurement of p`T (X) and

of p`T plus a noise term (Y ). In this scenario the correlation r would be equal to σX/σY , but the

uncertainty on the combination would be no smaller than σX .

The two methods used to estimate the statistical uncertainty on the combination are now

described and are found to give consistent results. Note that in the following the mW value from

the p`T and mT fits are denoted as A and B respectively and their combined value is denoted

as C. The first method involves calculating σC directly using the standard formulae given in

Equations 8.10 to 8.12 [?]. The value of C is given by Equation 8.10

C = wA+ (1− w)B , (8.10)

where w is a weight to be determined.

The error on C squared, σ2
C , is given in Equation 8.11:

σ2
C = w2σ2

A + 2rw(1− w)σAσB + (1− w)2σ2
B , (8.11)

where r is the correlation value calculated previously.

Equation 8.11 can be minimised to get the value of w which gives the smallest uncertainty on

the combination (Equation 8.12).

w =
σ2
B − rσAσB

σ2
A − 2rσAσB + σ2

B

(8.12)

The example calculation used here is for the 0.0 < |η| < 2.4 category, where r = 0.524,

σA = 3.93 MeV (p`T fit) and σB = 4.83 MeV (mT fit). Therefore w = 0.71 and σC = 3.727.
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Figure 8.11: The mW value obtained from a fit to the mT distribution against the mW value

obtained from a fit to the p`T distribution for 1000 pseudo-datasets.
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Figure 8.12: The mW value obtained from a fit to the mT distribution against the mW value

obtained from a fit to the p`T distribution for 1000 pseudo-datasets. Each plot corresponds to a

different selection requirement on the lepton |η| (the range is indicated on each plot).
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A second way of calculating the value of σC is to again create a set of 1000 pseudo-datasets from

W → µν MC events and to combine the values of A and B for each pseudo-dataset. This creates a

set of 1000 combined values. There are two possible choices for the values of σA and σB in this case,

the first being the statistical uncertainty on the fit to each pseudo-dataset. However since some

events are lost when the Poisson weight is set to 0, this is larger than the statistical uncertainty

on the nominal MC. Therefore a better value to use is the RMS of the 1000 pseudo-datasets.

An estimate for σC is given by the RMS of the set of 1000 values of C. Using again the same

|η| category (and therefore with the same value of w as above) - the RMS of the set of 1000 values

of C is 3.721, which is very similar to the direct calculation obtained above.

The conclusion of this study is that a reduction in the statistical uncertainty from 3.93 (taking

the result from the p`T fit only) to 3.72 (from the combination of the p`T and mT fits) is perhaps

less than might be hoped for, given a correlation, r, of only ≈ 50%. This suggests there is indeed

some (smaller) level of fake decorrelation between the p`T and mT fits.

8.5.2 Combination Procedure and Correlations

8.5.2.1 χ2 definition and least squares solution

The method described here is referred to as the BLUE method, documented for example in the

Particle data review [86] or in the paper by A. Valassi [87]. It is summarized here for the case of

N independent measurements of a single physical parameters. The χ2 to be minimized is defined

as:

χ2 = (X − X̄)TC−1(X − X̄) (8.13)

where the vector X = {Xe
1 , ..., X

e
m;Xµ

1 , ..., X
µ
n} represents the measured values of mW in the

m + n = N electron and muon channels and categories; X̄ = {X̄, ..., X̄} contains N times the

average value to be determined, and C is the full N ×N covariance matrix.

The χ2 minimization and combined uncertainty calculation is performed analytically. The

solution is:

X̄ = (HTC−1H)−1HTC−1X, (8.14)

where H is, in the case of a single parameter of interest, a unit vector of size N :

H =

 1
...

1

 (8.15)

Finally, the combined covariance matrix is:

C̄ = (HTC−1H)−1. (8.16)

8.5.2.2 Construction of the covariance matrices

The total covariance matrix can be written

C = Cstat +
∑
α

Cα. (8.17)

Cstat is a diagonal matrix containing the measurements statistical uncertainties, i.e. Cstat
k,k =

δXk, and Cstat
k 6=l = 0. The Cα are systematic uncertainty contributions.

Most systematic sources are described by a single nuisance parameter, which can affect one or

a larger subset of the measurements Xk. In this case, the covariance matrix is constructed from

the differences

δXα
k = Xα

k −Xnom
k , (8.18)
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where α labels the sources of uncertainty and k the measurements, and δXα
k reflects the impact of

the uncertainty variation α on measurement k. Finally,

Cαk,l = δXα
k × δXα

l (8.19)

describes the covariance of measurements k, l under this variation.

In some special cases, where a given class of uncertainty source involves a large number of

nuisance parameters, it is more practical to propagate the uncertainties with the toy Monte Carlo

method, where all nuisance parameters of the class are varied simultaneously. The random varia-

tions follow a gaussian distribution of mean 0 and width equal to the nuisance parameters uncertain-

ties, and preserve correlations among them if applicable. The uncertainty on each measurement is

estimated from the spread of the measurement results under the toy variations, and the covariance

is calculated explicitly:

Cαk,l =
1

ntoys

ntoys∑
i=1

(Xα,i
k −X

nom
k )(Xα,i

l −X
nom
l ). (8.20)

8.5.2.3 Sources of uncertainty and correlations

While electron and muon measurement uncertainties are specific to each channel, the recoil

scale and resolution systematics are assumed fully correlated between the two channels. Multijet,

electroweak and top background uncertainties are discussed in Section 7 and considered correlated

across channels and rapidity bins.

FSR theoretical uncertainties, and smaller effects such as fermion pair radiation, ISR/FSR

interference corrections and pure higher-order weak (non QED) corrections are taken fully cor-

related between all categories. Finally, the experimental uncertainty on mZ contributes via the

energy/momentum calibration. The associated uncertainty is taken fully correlated across mea-

surement categories.

PDF uncertainties are taken from the CT10 NNLO set and are propagated to the boson angular

coefficients and rapidity distribution.In addition, the W boson mass fits have been performed, using

the CT14 NNLO and the MMHT NNLO pdf sets as baseline. The maximal difference between

the fitted mW values using these alternative pdf-sets to the nominal pdf-set is taken as additional

PDF uncertainty for the overall combined mW value. It should be noted, that when varying the

PDF, we also change the matrix element PDF in the pT(W )/pT(Z) prediction, as discussed in the

following.

Strong interaction uncertainties not related to PDFs further affect the W transverse momentum

distribution and angular coefficients. As discussed in [87], the Pythia parton shower is used to

model the boson pT distributions, differentially in rapidity. The parton shower parameters are

constrained using the measured pZT distribution at 7 TeV, and the fitted parameter uncertainties,

which reflect the pZT data accuracy, constitute a first source of uncertainty in the pWT distribution.

In addition, the uncertainty in the pWT /pZT distribution ratio is estimated from variations of the

parton shower factorization scale, of the c and b quark masses, and from different choices of the

LO PDF used for the parton shower evolution. Finally, uncertainty in the theoretical modeling of

the boson angular coefficients is estimated using the Z angular coefficients measurement performed

at 8 TeV. All these sources are counted as uniform as a function of pT, fully correlated across all

measurement categories.

The overall measurement includes 117 separate sources of uncertainty.

8.5.3 Results with initial fitting range

The measurement combination is performed in several ways:

• combining all measurement categories, separately for pT and mT fits;
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• combining the electron and muon channel results separately;

• combining all W+ and W− results separately;

• combining all measurement categories, including pT and mT fits.

The correlation between pT and mT is taken from Sec. 7.3. The fitted mW values are given

always with respect to the MC W boson mass plus an unknown blinding value b, i.e. 80399 +

bMeV. The fit-results for all individual categories and channels, including all uncertainties are

given in Table 8.8 and illustrated in Figure 8.13. Here, the BLUE-Combination method has been

used. In addition, these results were verified by using the X-fitter framework for the combination.

Both combinations yield equivalent results with χ2/ndf = 30.5/27, i.e. a very good agreement

of all individual measurements is observed. While the PDF uncertainties for each individual

measurement are in the order of 20-35 MeV, a significant reduction in the combined fit can be

observed, coming from different impacts of PDF uncertainty eigenvectors in the different categories

and fit-observables.
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Figure 8.13: Combination of all pl
T fit results (upper half) and mT fit results (lower half) in all

channels and categories using the CT10 PDF set. The full uncertainties of each individual fit are

indicated. The result is given as a shift with respect to the assumed value of mW in the MC, plus

an unknown offset.

In order to test the compatibility of all channels, fit-observables and categories further, we

combined several combinations individually, shown in Table 8.9. All individual combinations, e.g.

combined all mT-fits in the W+ decay channels, lead to very good χ2/ndf values, all close to one

σ deviation. Moreover, all combined values are consistent with each other. The good consistency

between the electron and the muon channel results indicate a correct modeling of the detector

response, while the agreement between the results for W+ and W− are an additional confirmation

of the underlying physics modeling. The agreement between the pT and mT based tests both

physics and the detector response modeling. Several combinations are illustrated in Figures 8.14,

8.15, 8.16, 8.17 and 8.18.

The effect of PDF uncertainties on mW was under long discussion in the past. Table 8.10

shows the difference of the mW -fit results, including uncertainties, based on pT- and mT-templates
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Channel Value Stat. Muon Elec. Recoil Back- QCD EWK PDF’s Total

mT -Fit [MeV] Unc. Calib. Calib. Calib. grd. Unc.

W+ → µν, |η| < 0.8 7.9 28.0 13.6 0.0 14.3 7.4 10.0 3.4 28.9 46.7

W+ → µν, 0.8 < |η| < 1.4 -17.0 30.6 19.4 0.0 11.1 6.1 9.7 3.4 23.6 46.2

W+ → µν, 1.4 < |η| < 2.0 41.4 28.8 34.4 0.0 13.5 6.6 9.4 3.4 27.4 55.6

W+ → µν, 2.0 < |η| < 2.4 -42.3 38.7 113.9 0.0 13.7 9.0 8.5 3.4 33.2 126.1

W− → µν, |η| < 0.8 -8.9 29.5 12.8 0.0 10.6 7.7 9.6 3.4 31.3 47.9

W− → µν, 0.8 < |η| < 1.4 30.9 34.8 19.5 0.0 10.8 6.7 9.9 3.4 22.3 48.6

W− → µν, 1.4 < |η| < 2.0 -9.1 34.0 34.8 0.0 10.1 6.8 9.9 3.4 23.3 56.3

W− → µν, 2.0 < |η| < 2.4 -37.3 49.4 122.8 0.0 11.0 9.9 9.9 3.4 34.4 137.9

W+ → eν, |η| < 0.6 -25.5 28.2 0.0 22.7 13.4 15.2 10.0 3.4 29.0 51.7

W+ → eν, 0.6 < |η| < 1.2 -0.7 29.1 0.0 24.4 14.2 13.4 9.7 3.4 23.6 49.9

W+ → eν, 1, 8 < |η| < 2.4 -40.7 30.9 0.0 32.7 14.0 32.2 8.5 3.4 27.6 64.0

W− → eν, |η| < 0.6 57.9 30.1 0.0 19.3 10.1 14.8 9.6 3.4 31.9 52.2

W− → eν, 0.6 < |η| < 1.2 -85.9 31.5 0.0 22.8 9.8 12.0 9.9 3.4 24.0 49.4

W− → eν, 1.8 < |η| < 2.4 43.4 40.9 0.0 36.2 11.4 35.0 9.9 3.4 28.6 72.6

pT -Fit

W+ → µν, |η| < 0.8 -33.5 19.4 13.0 0.0 1.2 6.0 13.4 6.0 28.4 40.1

W+ → µν, 0.8 < |η| < 1.4 4.8 21.9 19.5 0.0 0.6 5.1 13.5 6.0 24.3 41.2

W+ → µν, 1.4 < |η| < 2.0 71.9 20.3 34.6 0.0 1.0 5.3 12.6 6.0 29.1 51.7

W+ → µν, 2.0 < |η| < 2.4 -20.8 27.5 113.9 0.0 0.6 4.3 10.4 6.0 35.4 123.0

W− → µν, |η| < 0.8 32.3 20.5 12.2 0.0 1.4 5.8 12.1 6.0 31.0 41.8

W− → µν, 0.8 < |η| < 1.4 5.9 24.2 18.9 0.0 0.9 5.4 12.2 6.0 22.8 40.9

W− → µν, 1.4 < |η| < 2.0 -7.1 24.1 35.2 0.0 1.3 5.5 12.5 6.0 23.8 51.1

W− → µν, 2.0 < |η| < 2.4 -40.0 36.6 120.5 0.0 1.8 8.2 13.0 6.0 36.9 132.3

W+ → eν, |η| < 0.6 -34.7 19.7 0.0 24.4 1.1 7.9 13.4 5.3 28.5 45.5

W+ → eν, 0.6 < |η| < 1.2 -31.2 20.0 0.0 27.1 1.6 7.8 13.5 5.3 23.7 44.4

W+ → eν, 1, 8 < |η| < 2.4 -11.6 21.3 0.0 37.9 1.4 15.0 10.4 5.3 28.4 55.3

W− → eν, |η| < 0.6 -8.0 20.5 0.0 22.8 1.6 8.0 12.1 5.3 31.7 46.7

W− → eν, 0.6 < |η| < 1.2 -73.3 21.8 0.0 24.7 1.6 7.7 12.2 5.3 24.8 44.1

W− → eν, 1.8 < |η| < 2.4 54.5 27.1 0.0 38.2 1.6 14.4 13.0 5.3 26.9 57.7

Combined 0.6 5.7 7.6 6.6 3.8 5.5 11.8 5.0 9.4 20.8

Table 8.8: Fitted mass values v, given by mW = 80399 + b ± v MeV, where b is an unknown

blinding value. The mW fit is performed in the electron and muon decay channel, in different

η lepton categories using the pT and mT observables (nominal fitting range). In addition to the

statistical uncertainties, all experimental uncertainties, i.e. the muon, the electron and the hadronic

recoil calibration uncertainties as well as the background related uncertainties on mW are given.

Also the model uncertainties, due to EWK corrections, QCD corrections (scales, PS, Ai coefficient

modeling) and PDFs are given. All uncertainties are given in MeV.
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Combination Value Stat. Muon Elec. Recoil Back- QCD EWK PDF’s Total χ2/ndf

of [MeV] Unc. Calib. Calib. Calib. grd. Unc. of Comb.

mT-Fit (W+) -7.1 11.8 8.7 7.3 13.3 9.2 9.6 3.4 16.7 30.3 2.1/6

mT-Fit (W−) 1.1 13.3 9.2 7.0 10.5 9.4 9.8 3.4 16.0 29.6 8.6/6

mT-Fit (W±) -1.0 9.4 8.2 5.6 11.6 8.2 9.7 3.4 9.6 24.2 14.4/13

pT-Fit (W+) -11.5 8.5 7.4 9.4 1.1 5.5 12.6 5.7 16.5 26.7 3.8/6

pT-Fit (W−) 6.0 9.5 8.0 8.9 1.2 5.7 12.4 5.7 15.5 26.4 8.0/6

pT-Fit (W±) -1.1 6.5 7.4 7.1 1.1 5.2 12.6 5.8 9.4 21.3 16.6/13

pT-Fit (el) -22.0 8.8 0 17.6 1.4 6.8 12.5 5.3 9.1 26.5 6.4/5

mT-Fit (el) -9.9 12.9 0 15.8 12.0 13.1 9.7 3.4 10.2 30.7 11.5/5

pT-Fit (µ) 6.4 8.8 11.4 0 1.0 4.7 12.7 6.0 11.1 23.5 4.2/7

mT-Fit (µ) 2.8 12.5 11.9 0 11.6 5.9 9.8 3.4 10.7 26.2 2.2/7

Table 8.9: Combined fit results for different selected mW fits. The result is given as a shift

with respect to the assumed value of mW in the MC, plus an unknown offset. In addition to

the statistical uncertainties, all experimental uncertainties, i.e. the muon, the electron and the

hadronic recoil calibration uncertainties as well as the background related uncertainties on mW

are given. Also the model uncertainties, due to EWK corrections, QCD corrections (scales, PS, Ai
coefficient modeling) and PDFs are given. All uncertainties are given in MeV.
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Figure 8.14: Combination of all pl
T fit results in electron (left) and muon (right) channels. The

result is given as a shift with respect to the assumed value of mW in the MC, plus an unknown

offset.

for the CT14 and MMHT PDF set in comparison to the baseline of CT10. The alternative PDF

sets have been used for the full physics modeling, in particular the rapidity distribution and the

angular coefficients, except the modeling of the pT(W ) spectrum. The latter already was already

studied separately for different PDF sets. As it can be seen, all fits agree within the given PDF

uncertainties. The MMHT pdf-set has a 25% smaller PDF uncertainty compared to CT10, in

agreement with independent studies [48]. As an additional uncertainty due to the different results

for different PDF sets, we treat half of the maximal observed difference (7.5/2 MeV) as additional

uncertainty on the combined value of mW, to be added in quadrature.

In summary, we measure the mass of the W boson to be

mW = 80399 + 0.6 + b± 5.7 MeV(stat.)± 12.0 MeV(exp.sys.)± 16.3 MeV(mod.sys.)

= 80399 + 0.6 + b± 21.0 MeV,

where the unblinding parameter b = [−100, 100] MeV is yet unknown for the initial fitting range

(30 − 50 GeV for p`T and 65 − 100 GeV for mT). The indicated uncertainties correspond to

statistical, experimental systematic and physics-modelling systematic components.
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Figure 8.15: Combination of all mT fit results in electron (left) and muon (right) channels. The

result is given as a shift with respect to the assumed value of mW in the MC, plus an unknown

offset.
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Figure 8.16: Combination of all pl
T fit results in electron and muon channels for W+ (left) and

W− (right). The result is given as a shift with respect to the assumed value of mW in the MC,

plus an unknown offset.
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Figure 8.17: Combination of all mT fit results in electron and muon channels for W+ (left) and

W− (right). The result is given as a shift with respect to the assumed value of mW in the MC,

plus an unknown offset.
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Figure 8.18: Combination of all fit results in electron and muon channels for W+ (left) and W−

(right). The result is given as a shift with respect to the assumed value of mW in the MC, plus an

unknown offset.

PDF-Set Value [MeV] Total Unc. PDF. Unc

pT and mT Fits:

CT14-CT10 2.9 19.2 10.3

MMHT-CT10 7.5 18.8 9.5

pT Fits:

CT14-CT10 4.3 20.3 11.8

MMHT-CT10 8.5 19.8 11.1

mT Fits:

CT14-CT10 1.5 22.2 9.2

MMHT-CT10 7.6 21.9 8.6

Table 8.10: Combined fit results for different PDF sets in comparison to the nominal CT10-PDF

Set, including total uncertainties and pdf-related uncertainties intrinsic to the given PDF set. All

uncertainties are given in MeV.

8.5.4 Stability of mW measurement with different fitting ranges

The stability of the mW for different fitting ranges has been also studied, by changing the

upper and lower fit-ranges of p`T and mT by up to 5 GeVin steps of 1 GeV. The extreme cases are

therefore

• p`T-fit ranges (nominal 30− 50 GeV): 30− 45 GeV...35− 50 GeV

• mT-fit ranges (nominal 65− 100 GeV): 65− 90 GeV...70− 100 GeV

To compare the results obtained from different fitting ranges, the uncertainty on the difference

needs to be evaluated. This is done by calculating, for each source of uncertainty, the quadratic

difference between the two results for the statistical, polarisation and multi-jet shape and the linear

difference for all other sources, and then summing quadratically over all sources:

δ(mi
W −m

j
W ) =

(∑
k

[
(δmi,k

W )2 − (δmj,k
W )2

]
+
∑
l

[
(δmi,l

W )− (δmj,l
W )
]2
)1/2

(8.21)

where i, j label fit ranges, k the uncertainty sources for statistical, polarisation and multi-jet shape,

and l the other uncertainty sources.
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It should be noted, that highly asymmetric fitting ranges, e.g. 30−45 GeV in p`T, are unnatural,

as they potentially enhance effects which would otherwise affect symmetrically the Jacobian peak

of the distributions.

The full scan of the fitting ranges is shown in Appendix ?? on Figures ?? – ??. For all the

fitting ranges the fully combined measurement result is within ≈ 1.6σ with respect to the nominal

value. The dominating source of uncertainty is from the pW
T which is becoming smaller when

reducing the p`T range as can be observed on the left plot of Figure 8.24.

The smallest value of the total uncertainty for the symmetric ranges is found to be ≈ 18.6 MeV

for p`T range [34, 45] for all mT ranges. The fully combined measurement for the p`T range [34, 45]

and mT range [66, 99] is giving −9.8± 18.6 MeV with χ2/NDF = 28.1/27, while for the nominal

fit-range we measure 0.6 ± 20.8 MeV with χ2/NDF = 30.5/27. The optimal fitting range (p`T
range [34, 45] and mT range [66, 99]) is chosen as a reference for comparing the differences between

the different fitting ranges.

8.5.4.1 Muon Channel

The resulting mW values for the different fitting ranges of p`T and mT are shown in Figure

8.19 for the muon decay channel. The statistical and systematic uncertainties are only partly

correlated between the different fitting ranges, hence we expected a certain variation of the resulting

mW results. In order to judge, if these variations are consistent within the uncertainties, we

illustrated the uncorrelated statistical uncertainties for each measurement range in green and the

total uncorrelated uncertainty in blue always in comparison to the optimal fit range; the latter has

therefore no indicated uncertainties. For each source we take the quadratic or linear difference of the

errors for the two cut points (i.e. ranges) and then sum quadratically all uncertainty contributions.

The observed variations in muon channel are fully covered by the assigned uncertainties.
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Figure 8.19: Fit results for different fitting ranges using the p`T distribution (left) and mT distribu-

tion (right) in the muon channel. The uncorrelated statistical uncertainties are indicated in green,

the total uncorrelated uncertainties between the different fitting ranges are shown as blue line. As

reference, the nominal fitting range is chosen.

The dependence on the individual uncertainties for the different fitting ranges is shown in

Figure 8.20, where the largest variation is due to the statistical uncertainties for the mT fits, while

for the p`T fit results the biggest contribution is coming from pW
T uncertainty.
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Figure 8.20: Dependence of the statistical and systematic uncertainties on the fitting ranges in the

p`T distribution (left) and mT distribution (right) in the muon channel.

8.5.4.2 Electron Channel

Similar to the muon channel, the resulting mW values for the different fitting ranges of p`T and

mT are shown in Figure 8.21 for the electron decay channel. Again, the uncertainties are indicated.

The associated dependence of the uncertainties is shown in Figure 8.22.
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Figure 8.21: Fit results for different fitting ranges using the p`T distribution (left) and mT distri-

bution (right) in the electron channel. The uncorrelated statistical uncertainties are indicated in

green, the total uncorrelated uncertainties between the different fitting ranges are shown as blue

line. As reference, the nominal fitting range is chosen.

In contrast to the muon channel, we observe here a significant dependence on the chosen fitting

range. Several things have to be noted: First of all, the fit results are stable when we apply a

symmetric variation of the fitting range, i.e. going from [30, 50] to e.g. [32, 48]. This scenario

seems to be the most relevant one, as potential resolution effects are expected to similarly impact

both sides of the pT distribution. In addition, this scenarios always keep the peak position and

therefore the most sensitive area in the center of the fitting range. In addition, we observe that

the fit stability is also within expected uncertainties when raising the lower bound of the fitting

range by up to 5 GeV. Therefore, the only remaining effect comes from the decrease of the upper
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Figure 8.22: Dependence of the statistical and systematic uncertainties on the fitting ranges in the

p`T distribution (left) and mT distribution (right) in the electron channel.

fitting range, leading to an ≈ 1.6σ tension of the most extreme fitting ranges [30 − 45 GeV] and

[60− 90 GeV].

8.5.4.3 Combined fitting range scans

The results for the fitting range scans with the fully combined measurement is shown on Figures

8.23 and Figures 8.24 when only p`T range and mT range is variated. The dominating source of

uncertainty is from the pW
T which is becoming smaller when reducing the p`T range as can be

observed on the left plot of Figure 8.24.
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Figure 8.23: Fit results for different fitting ranges when only p`T range (left) and mT range (right)

is variated for the combination. The uncorrelated statistical uncertainties are indicated in green,

the total uncorrelated uncertainties between the different fitting ranges are shown as blue line. As

reference, the nominal fitting range is chosen.



8.5. Blinded fit results 197

30
-4

5;
 6

6-
99

30
-4

6;
 6

6-
99

30
-4

7;
 6

6-
99

30
-4

8;
 6

6-
99

30
-4

9;
 6

6-
99

30
-5

0;
 6

6-
99

31
-4

5;
 6

6-
99

31
-4

6;
 6

6-
99

31
-4

7;
 6

6-
99

31
-4

8;
 6

6-
99

31
-4

9;
 6

6-
99

31
-5

0;
 6

6-
99

32
-4

5;
 6

6-
99

32
-4

6;
 6

6-
99

32
-4

7;
 6

6-
99

32
-4

8;
 6

6-
99

32
-4

9;
 6

6-
99

32
-5

0;
 6

6-
99

33
-4

5;
 6

6-
99

33
-4

6;
 6

6-
99

33
-4

7;
 6

6-
99

33
-4

8;
 6

6-
99

33
-4

9;
 6

6-
99

33
-5

0;
 6

6-
99

34
-4

5;
 6

6-
99

34
-4

6;
 6

6-
99

34
-4

7;
 6

6-
99

34
-4

8;
 6

6-
99

34
-4

9;
 6

6-
99

34
-5

0;
 6

6-
99

35
-4

5;
 6

6-
99

35
-4

6;
 6

6-
99

35
-4

7;
 6

6-
99

35
-4

8;
 6

6-
99

35
-4

9;
 6

6-
99

35
-5

0;
 6

6-
99

un
ce

rt
ai

nt
y 

[M
eV

]

0

5

10

15

20

25

30

35
 fitsT and m

T
, pν l→W

Total Unc. Stat. Unc. Muon Unc.
Elec Unc. Recoil Unc. BKG Unc.
QCD Unc. EWK Unc. PDF Unc.

 InternalATLAS
 = 7 TeVs

34
-4

5;
 6

5-
90

34
-4

5;
 6

5-
91

34
-4

5;
 6

5-
92

34
-4

5;
 6

5-
93

34
-4

5;
 6

5-
94

34
-4

5;
 6

5-
95

34
-4

5;
 6

5-
96

34
-4

5;
 6

5-
97

34
-4

5;
 6

5-
98

34
-4

5;
 6

5-
99

34
-4

5;
 6

5-
10

0
34

-4
5;

 6
6-

90
34

-4
5;

 6
6-

91
34

-4
5;

 6
6-

92
34

-4
5;

 6
6-

93
34

-4
5;

 6
6-

94
34

-4
5;

 6
6-

95
34

-4
5;

 6
6-

96
34

-4
5;

 6
6-

97
34

-4
5;

 6
6-

98
34

-4
5;

 6
6-

99
34

-4
5;

 6
6-

10
0

34
-4

5;
 6

7-
90

34
-4

5;
 6

7-
91

34
-4

5;
 6

7-
92

34
-4

5;
 6

7-
93

34
-4

5;
 6

7-
94

34
-4

5;
 6

7-
95

34
-4

5;
 6

7-
96

34
-4

5;
 6

7-
97

34
-4

5;
 6

7-
98

34
-4

5;
 6

7-
99

34
-4

5;
 6

7-
10

0
34

-4
5;

 6
8-

90
34

-4
5;

 6
8-

91
34

-4
5;

 6
8-

92
34

-4
5;

 6
8-

93
34

-4
5;

 6
8-

94
34

-4
5;

 6
8-

95
34

-4
5;

 6
8-

96
34

-4
5;

 6
8-

97
34

-4
5;

 6
8-

98
34

-4
5;

 6
8-

99
34

-4
5;

 6
8-

10
0

34
-4

5;
 6

9-
90

34
-4

5;
 6

9-
91

34
-4

5;
 6

9-
92

34
-4

5;
 6

9-
93

34
-4

5;
 6

9-
94

34
-4

5;
 6

9-
95

34
-4

5;
 6

9-
96

34
-4

5;
 6

9-
97

34
-4

5;
 6

9-
98

34
-4

5;
 6

9-
99

34
-4

5;
 6

9-
10

0
34

-4
5;

 7
0-

90
34

-4
5;

 7
0-

91
34

-4
5;

 7
0-

92
34

-4
5;

 7
0-

93
34

-4
5;

 7
0-

94
34

-4
5;

 7
0-

95
34

-4
5;

 7
0-

96
34

-4
5;

 7
0-

97
34

-4
5;

 7
0-

98
34

-4
5;

 7
0-

99
34

-4
5;

 7
0-

10
0

un
ce

rt
ai

nt
y 

[M
eV

]

0

5

10

15

20

25

30

35
 fitsT and m

T
, pν l→W

Total Unc. Stat. Unc. Muon Unc.
Elec Unc. Recoil Unc. BKG Unc.
QCD Unc. EWK Unc. PDF Unc.

 InternalATLAS
 = 7 TeVs

Figure 8.24: Dependence of the statistical and systematic uncertainties on the fitting ranges for

the combination when only p`T range (left) and when only mT range is variated (right).



198 Chapter 8. W boson mass measurement

8.5.5 Results with optimal fitting range

In this section combined fit results with optimal fitting range are shown, several combinations

are illustrated in Figures 8.25, 8.26, 8.27, 8.28, 8.29 , 8.30 and 8.31. The optimal fitting range in

which the total uncertainty is minimized is found to be 32−45 GeV for p`T and 66−99 GeV for mW
T .

The extracted mW values with corresponding uncertainties in different measurement categories are

summarized in Table 8.11. In summary, we measure the mass of the W boson to be:

mW = 80399− 10.0 + b± 6.7 MeV(stat.)± 10.7 MeV(exp.sys.)± 13.6 MeV(mod.sys.)

= 80399− 10.0 + b± 18.6 MeV,

where the unblinding parameter b = [−100, 100] MeV. The indicated uncertainties correspond

to statistical, experimental systematic and physics-modelling systematic components. The PDF

envelope uncertainty from Table 8.10 is also taken into account.

 [MeV]W mδ
400− 300− 200− 100− 0 100

Combined
|<0.8η, |νµ→+W
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|<0.8η, |νµ→-W
|<1.4η, 0.8<|νµ→-W
|<2.0η, 1.4<|νµ→-W
|<2.4η, 2.0<|νµ→-W
|<0.6η, |ν e→+W
|<1.2η, 0.6<|ν e→+W
|<2.4η, 1,8<|ν e→+W
|<0.6η, |ν e→-W
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|<0.8η, |νµ→+W
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|<0.8η, |νµ→-W
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|<2.4η, 2.0<|νµ→-W
|<0.6η, |ν e→+W
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|<0.6η, |ν e→-W
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|<2.4η, 1.8<|ν e→-W

pT, MT fits, CT10 Nominal ptl3245 mtw6699

/N = 29.1 / 272χ 18.2   ±-10.0 
 46.7±-9.8 
 47.1±-27.0 

 56.6±45.2 
 125.3±-46.5 

 48.0±-5.6 
 49.2±36.4 
 56.4±-1.7 
 139.8±-46.9 
 51.6±-28.2 

 50.2±0.4 
 65.2±-28.7 

 52.3±34.7 
 49.4±-83.6 

 75.1±42.7 
 37.0±-53.4 
 39.2±-23.8 

 49.1±65.8 
 120.1±-47.0 

 38.6±46.7 
 40.1±14.5 
 50.6±-0.5 
 129.5±-65.9 
 42.4±-44.6 
 41.3±-35.3 
 52.8±-36.4 
 43.5±-30.1 
 41.6±-71.3 

 54.9±32.3 

Figure 8.25: Combination of all pl
T fit results (upper half) and mT fit results (lower half) in

all channels and categories using the CT10 PDF set with the optimal fitting range. The full

uncertainties of each individual fit are indicated. The result is given as a shift with respect to the

assumed value of mW in the MC, plus an unknown offset.

8.5.6 Additional Cross-Checks

Several additional cross-checks have been performed to validate the mW fits, in particular

testing its stability for different selections, different fit observables and fitting ranges.

• Fits of mW using Missing Transverse Energy. Even though the final combination of

mW depends only of the fits of p`T and mT, the consistency of the mW-fit was tested using

the observed Emiss
T distributions. The results are shown in Figure 8.32 and in Table ?? for

the electron and muon channel, where only statistical uncertainties are shown, the correction

of the multijet shape is taken into account. A good consistency is observed.

• Dependence on Pile-Up. In order to test the fit stability for different pile-up conditions,

the signal selection was separated in three independent < µ > categories, i.e. [2.5 − 6.5],
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Channel Value Stat. Muon Elec. Recoil Back- QCD EWK PDF’s Total

mT -Fit [MeV] Unc. Calib. Calib. Calib. grd. Unc.

W+ → µν, |η| < 0.8 -9.8 29.2 12.7 0.0 14.6 7.5 9.9 3.4 28.1 46.7

W+ → µν, 0.8 < |η| < 1.4 -27.0 32.1 19.4 0.0 12.3 6.1 9.6 3.4 22.9 47.1

W+ → µν, 1.4 < |η| < 2.0 45.2 30.2 35.2 0.0 13.7 6.5 9.3 3.4 26.9 56.6

W+ → µν, 2.0 < |η| < 2.4 -46.5 40.9 112.4 0.0 13.8 8.4 8.4 3.4 32.5 125.3

W− → µν, |η| < 0.8 -5.6 30.6 11.7 0.0 12.4 7.4 9.5 3.4 30.3 48.0

W− → µν, 0.8 < |η| < 1.4 36.4 36.4 18.5 0.0 11.5 6.5 9.7 3.4 21.8 49.2

W− → µν, 1.4 < |η| < 2.0 -1.7 35.6 33.9 0.0 9.6 6.9 9.7 3.4 22.7 56.4

W− → µν, 2.0 < |η| < 2.4 -46.9 52.4 123.8 0.0 10.8 9.3 9.9 3.4 33.8 139.8

W+ → eν, |η| < 0.6 -28.2 29.4 0.0 22.7 12.4 14.9 9.9 3.4 28.2 51.6

W+ → eν, 0.6 < |η| < 1.2 0.4 30.4 0.0 24.2 14.5 12.7 9.6 3.4 23.1 50.2

W+ → eν, 1, 8 < |η| < 2.4 -28.7 32.4 0.0 32.9 15.9 32.6 8.4 3.4 27.0 65.2

W− → eν, |η| < 0.6 34.7 31.3 0.0 19.1 11.0 14.3 9.5 3.4 31.0 52.3

W− → eν, 0.6 < |η| < 1.2 -83.6 33.0 0.0 21.3 10.3 11.4 9.7 3.4 23.5 49.4

W− → eν, 1.8 < |η| < 2.4 42.7 42.8 0.0 39.8 12.1 34.6 9.9 3.4 27.8 75.1

pT -Fit

W+ → µν, |η| < 0.8 -53.4 22.1 12.3 0.0 0.8 4.8 9.0 6.0 24.3 37.0

W+ → µν, 0.8 < |η| < 1.4 -23.8 25.1 19.0 0.0 0.5 4.3 8.9 6.0 20.2 39.2

W+ → µν, 1.4 < |η| < 2.0 65.8 23.9 33.2 0.0 0.6 4.5 8.2 6.0 24.8 49.1

W+ → µν, 2.0 < |η| < 2.4 -47.0 34.5 110.1 0.0 0.3 6.1 6.7 6.0 31.5 120.1

W− → µν, |η| < 0.8 46.7 23.3 11.8 0.0 0.8 4.8 8.1 6.0 26.1 38.6

W− → µν, 0.8 < |η| < 1.4 14.5 27.9 18.4 0.0 0.2 4.6 8.0 6.0 19.3 40.1

W− → µν, 1.4 < |η| < 2.0 -0.5 28.1 35.2 0.0 0.9 4.6 8.0 6.0 20.2 50.6

W− → µν, 2.0 < |η| < 2.4 -65.9 45.5 116.2 0.0 0.9 6.8 8.3 6.0 32.4 129.5

W+ → eν, |η| < 0.6 -44.6 22.2 0.0 24.0 0.5 5.9 9.0 5.3 24.2 42.4

W+ → eν, 0.6 < |η| < 1.2 -35.3 22.8 0.0 25.2 0.9 6.3 8.9 5.3 20.1 41.3

W+ → eν, 1, 8 < |η| < 2.4 -36.4 24.0 0.0 38.0 1.0 11.7 6.7 5.3 23.7 52.8

W− → eν, |η| < 0.6 -30.1 23.1 0.0 23.3 0.9 5.8 8.1 5.3 26.3 43.5

W− → eν, 0.6 < |η| < 1.2 -71.3 24.9 0.0 23.7 1.1 6.0 8.0 5.3 20.5 41.6

W− → eν, 1.8 < |η| < 2.4 32.3 30.1 0.0 37.4 1.1 10.7 8.3 5.3 22.3 54.9

Combined -10.0 6.7 7.1 6.5 1.7 4.4 8.4 5.4 8.4 18.2

Table 8.11: Fitted mass values v, given by mW = 80399 + b ± v MeV, where b is an unknown

blinding value for the optimal fitting range. The mW fit is performed in the electron and muon

decay channel, in different η lepton categories using the pT and mT observables (optimal fitting

range). In addition to the statistical uncertainties, all experimental uncertainties, i.e. the muon,

the electron and the hadronic recoil calibration uncertainties as well as the background related

uncertainties on mW are given. Also the model uncertainties, due to EWK corrections, QCD

corrections (scales, PS, Ai coefficient modeling) and PDFs are given. All uncertainties are given

in MeV.
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Figure 8.26: Combination of all pl
T fit results in electron (left) and muon (right) channels with the

optimal fitting range. The result is given as a shift with respect to the assumed value of mW in

the MC, plus an unknown offset.

 [MeV]W mδ

-400 -300 -200 -100 0 100

Combined

|<0.6η, |ν e→+W

|<1.2η, 0.6<|ν e→+W

|<2.4η, 1,8<|ν e→+W

|<0.6η, |ν e→-W

|<1.2η, 0.6<|ν e→-W

|<2.4η, 1.8<|ν e→-W

MT fits, CT10 Nominal ptl3245 mtw6699

/N = 7.9 / 52χ 30.8   ±-16.4 

 51.6±-28.2 

 50.2±0.4 

 65.2±-28.7 

 52.3±34.7 

 49.4±-83.6 

 75.1±42.7 

 [MeV]W mδ

-400 -300 -200 -100 0 100

Combined

|<0.8η, |νµ→+W

|<1.4η, 0.8<|νµ→+W

|<2.0η, 1.4<|νµ→+W

|<2.4η, 2.0<|νµ→+W

|<0.8η, |νµ→-W

|<1.4η, 0.8<|νµ→-W

|<2.0η, 1.4<|νµ→-W

|<2.4η, 2.0<|νµ→-W

MT fits, CT10 Nominal ptl3245 mtw6699

/N = 2.6 / 72χ 26.4   ±0.4 

 46.7±-9.8 

 47.1±-27.0 

 56.6±45.2 

 125.3±-46.5 

 48.0±-5.6 

 49.2±36.4 

 56.4±-1.7 

 139.8±-46.9 

Figure 8.27: Combination of all mT fit results in electron (left) and muon (right) channels with

the optimal fitting range. The result is given as a shift with respect to the assumed value of mW

in the MC, plus an unknown offset.
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Figure 8.28: Combination of all fit results in electron (left) and muon (right) channels with the

optimal fitting range. The result is given as a shift with respect to the assumed value of mW in

the MC, plus an unknown offset.

[6.5 − 9.5] and [9.5 − 16], and performed mW fits using the p`T and mT observables. It

should be noted that this categorization also tests the stability of mW vs. time, as the pileup
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Figure 8.29: Combination of all pl
T fit results in electron and muon channels for W+ (left) and W−

(right) with the optimal fitting range. The result is given as a shift with respect to the assumed

value of mW in the MC, plus an unknown offset.

 [MeV]W mδ

-400 -300 -200 -100 0 100

Combined

|<0.8η, |νµ→+W

|<1.4η, 0.8<|νµ→+W

|<2.0η, 1.4<|νµ→+W

|<2.4η, 2.0<|νµ→+W

|<0.6η, |ν e→+W

|<1.2η, 0.6<|ν e→+W

|<2.4η, 1,8<|ν e→+W

MT fits, CT10 Nominal ptl3245 mtw6699

/N = 2.0 / 62χ 30.3   ±-10.7 

 46.7±-9.8 

 47.1±-27.0 

 56.6±45.2 

 125.3±-46.5 

 51.6±-28.2 

 50.2±0.4 

 65.2±-28.7 

 [MeV]W mδ

-400 -300 -200 -100 0 100

Combined

|<0.8η, |νµ→-W

|<1.4η, 0.8<|νµ→-W

|<2.0η, 1.4<|νµ→-W

|<2.4η, 2.0<|νµ→-W

|<0.6η, |ν e→-W

|<1.2η, 0.6<|ν e→-W

|<2.4η, 1.8<|ν e→-W

MT fits, CT10 Nominal ptl3245 mtw6699

/N = 6.7 / 62χ 29.7   ±-0.3 

 48.0±-5.6 

 49.2±36.4 

 56.4±-1.7 

 139.8±-46.9 

 52.3±34.7 

 49.4±-83.6 

 75.1±42.7 

Figure 8.30: Combination of all mT fit results in electron and muon channels for W+ (left) and W−

(right) with the optimal fitting range. The result is given as a shift with respect to the assumed

value of mW in the MC, plus an unknown offset.

conditions change during the year due to the increasing LHC performance. The results are

shown in Figure 8.33 for the electron and muon channel, where only statistical uncertainties

are shown. A good consistency is observed.

• Dependence on measured hadronic recoil. In order to test the experimental modeling

of the hadronic recoil response as well as the modeling of the pT(W ), we performed also mW

fits in two bins of the hadronic recoil (0 < u < 15 GeV and 15 < u < 30 GeV), as well as

in two regions of u|| (0 < u|| and u|| < 0), i.e. the parallel component of the measured recoil

projected on the decay lepton. The results are shown for the electron and muon channel in

Figure 8.34 and 8.35 where only statistical uncertainties are shown.

• Removed Emiss
T cut from W selection. The systematic uncertainties associated to the

recoil calibration on the p`T-based mW-fits are significantly reduced when no cut on Emiss
T is

performed. Thus, the stability of the mW fits for a signal selection without a requirement on

Emiss
T is also performed (see Table 8.12).

The consistency tests for the mW measurement are summarized in Table 8.12 for the η-inclusive

measurements using p`T and mT-fits in the electron and muon decay channel. Only statistical

uncertainties are shown. A very good agreement between all performed measurements is observed.
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Figure 8.31: Combination of all fit results in electron and muon channels for W+ (left) and W−

(right) with the optimal fitting range. The result is given as a shift with respect to the assumed

value of mW in the MC, plus an unknown offset.

Measurement Category W → eν W → eν W → eν W → µν W → µν W → µν

p`T-Fit mT-Fit Emiss
T -Fit p`T-Fit mT-Fit Emiss

T -Fit

nominal −27± 9 −28± 13 −44± 26 3± 8 −14± 12 −41± 23

no Emiss
T -cut −13± 9 −29± 13 −44± 26 13± 8 −20± 12 −41± 23

0 < pT(W ) < 15 GeV −27± 11 −36± 13 −52± 20 8± 10 −6± 12 −34± 17

15 < pT(W ) < 30 GeV −17± 15 −28± 24 −35± 62 −1± 14 −32± 22 32± 56

u‖ < 0 GeV −19± 15 −8± 17 −31± 23 6± 13 −13± 16 −43± 20

u‖ > 0 GeV −36± 10 −27± 14 −37± 21 −9± 10 −4± 13 7± 19

< µ > in [2.5, 6.5] −19± 14 −14± 18 −27± 35 −19± 12 −14± 16 −23± 28

< µ > in [6.5, 9.5] −33± 16 −22± 23 −43± 49 15± 15 −22± 22 −45± 45

< µ > in [9.5, 16] −28± 16 −25± 27 −90± 60 28± 16 21± 26 −16± 60

Table 8.12: Summary of consistency tests of mW-fits in several measurement categories. The

blinded fit results (in MeV) for the p`T and mT-based fits in the electron and muon decay channel

is given. Uncertainties are statistical only. The result is given as a shift with respect to the assumed

value of mW in the MC, plus an unknown offset.

8.6 Unblinding

Since a very good compatibility between the electron and muon channels, as well as W+ and

W− for the two observables in the different η and < µ > categories is observed for blinded W

boson mass, validating the experimental calibration procedure and physics modeling, the analysis

can be unblinded. The random off-set parameter is found to be

b = −17.9 MeV, (8.22)

leading to the final results:

mW = 80371.1± 6.7 MeV(stat.)± 10.7 MeV(exp.sys.)± 13.6 MeV(mod.sys.)

= 80371.1± 18.6 MeV,
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Figure 8.32: Fit results using p`T, mT and Emiss
T for the electron channel (left) and the muon

channel (right) for different η regions.
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Figure 8.33: Fit results using p`T and mT for the electron channel (left) and the muon channel

(right) for different regions in < µ > (upper-row: 2.5-6.5, middle-row: 6.5-9.5, lower row: 9.5-16).



8.6. Unblinding 205

|η|
-1 -0.5 0 0.5 1 1.5 2

 [M
eV

]
W

 m∆

-200

-150

-100

-50

0

50

100

150

200

INCLUSIVE     0 0.5 1 1.5 2

ν e→W
l
T

p Tm
l+

T
p +

Tm
l-
T

p -
Tm

 InternalATLAS
-1 = 7 TeV, 4.6 fbs

|η|
-1 -0.5 0 0.5 1 1.5 2

 [M
eV

]
W

 m∆

-200

-150

-100

-50

0

50

100

150

200

INCLUSIVE     0 0.5 1 1.5 2

νµ →W
l
T

p Tm
l+

T
p +

Tm
l-
T

p -
Tm

 InternalATLAS
-1 = 7 TeV, 4.1 fbs

|η|
-1 -0.5 0 0.5 1 1.5 2

 [M
eV

]
W

 m∆

-200

-150

-100

-50

0

50

100

150

200

INCLUSIVE     0 0.5 1 1.5 2

ν e→W
l
T

p Tm
l+

T
p +

Tm
l-
T

p -
Tm

 InternalATLAS
-1 = 7 TeV, 4.6 fbs

|η|
-1 -0.5 0 0.5 1 1.5 2

 [M
eV

]
W

 m∆

-200

-150

-100

-50

0

50

100

150

200

INCLUSIVE     0 0.5 1 1.5 2

νµ →W
l
T

p Tm
l+

T
p +

Tm
l-
T

p -
Tm

 InternalATLAS
-1 = 7 TeV, 4.1 fbs

Figure 8.34: Fit results using p`T and mT or the electron channel (left) and the muon channel

(right) for events with 0 < u < 15 GeV (upper row) and 15 < u < 30 GeV (lower row))
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Figure 8.35: Fit results using p`T and mT for the electron channel (left) and the muon channel

(right) for events with u|| < 0 (upper row) and 0 < u|| (lower row).



Summary and conclusions

This thesis describes the Wboson mass measurement with the ATLAS detector based on the

2011 data-set recorded by ATLAS at a centre-of-mass energy of
√
s = 7 TeV, and corresponding to

4.6 fb−1 of integrated luminosity. Measurements are performed through template fits to transverse

momentum distributions of charged leptons as well as to transverse mass distributions of the

Wboson in electron and muon decay modes in various kinematic categories. Measurement through

the template fit to missing energy distribution was also performed for the cross-check. The precise

detector calibration relies on the study of Zboson events, leading to precise modelling of the

electron, muon and hadronic recoil. Simulated samples of the W -boson signal relies on the NLO

MC generator POWHEG, interfaced to Pythia8 for the parton shower. The signal samples are

supplemented with several additional physics modeling corrections which allows for the inclusion

of higher-order QCD and electroweak corrections, and for improvements of the modelling of the

lepton kinematic distributions. The physics modeling and the detector calibrations were cross-

checked on the W-like fits of the Zboson mass. All the individual measurements are found to be

consistent and their combination after unblinding leads to a value of

mW = 80371.1± 6.7 MeV(stat.)± 10.7 MeV(exp.sys.)± 13.6 MeV(mod.sys.)

= 80371.1± 18.6 MeV,

This result corresponds to the mW extraction in the optimal fitting range (34−45 GeV for p`T and

66− 99 GeV for mT).

The measured value of the W boson mass is compatible to the current world average of

mW = 80385 ± 15 MeV. The uncertainty is competitive to the current most precise measure-

ments performed by the CDF and D0 collaborations. An overview of the different experimental

mW measurements, including the prediction of the global electroweak fit, is shown in Figure 8.36.

The measured value is consistent with the SM expectation of mW = 80358 ± 8 MeV obtained

from the electroweak fit as illustrated in Figures 8.37 and 8.38. Further improvements of mW

measurement are expected after inclusion of the PDF profiling described in Appendix B.

In addition, the results are presented on the study of the EM calorimeter performance. In

particular, a method was developed and implemented for estimatiton of the cross-talk in the EM

calorimeter using its response to muons. Also the calorimeter misalignment and deformations

were spotted, which are also visible in the mW analysis. These were corrected using effective

approach. However, further work is required in order to obtain and implement the correction from

first principles.
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Figure 8.36: Comparison of the results of this analysis (violet dot) with other published results for

mW . This includes the most precise measurements from LEP including ALEPH, DELPHI, L3 and

OPAL and from the Tevatron collider experiments D0, and CDF. The light and dark grey bands

show the statistical and total uncertainties of the ATLAS measurement, the blue bands and blue

lines show the statistical and total uncertainties of the other published results. Measured values

of mW for positively- and negatively-charged W bosons are also shown (red dots).
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Figure 8.37: The measured values of mW (red
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tion from the electroweak fit, assuming mt =

173.34±0.76 GeV and mH = 125.09±0.24 GeV.
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Figure 8.38: The 68% and 95% confidence level

contours of the mW and mt indirect determina-

tion from the global electroweak fit [12] (grey

ellipses) are compared to the 68% and 95% con-

fidence level contours of the ATLAS measure-

ments of the top-quark and W boson masses

(red and orange ellipses). The determination

from the electroweak fit uses as input the LHC

measurement of the Higgs boson mass, mH =

125.09±0.24 GeV. The light and dark blue bands

indicate the uncertainties on the ATLAS mea-

surements of mW and mt.
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TeV , ATLAS Internal Communication ATL-COM-PHYS-2010-695 (2010) .

[82] Top group’s MC11(a,b,c) Samples For 2011 Data Analyses, .

[83] ATLAS Collaboration, G. Aad et al., Measurement of the tt production cross-section using

eµ events with b -tagged jets in pp collisions at
√
s = 7 and 8 TeV with the ATLAS detector ,

Eur. Phys. J. C74 (2014) no. 10, 3109, arXiv:1406.5375 [hep-ex].

[84] CMS Collaboration Collaboration, W-like measurement of the Z boson mass using dimuon

events collected in pp collisions at
√
s = 7 TeV, Tech. Rep. CMS-PAS-SMP-14-007, CERN,

Geneva, 2016. https://cds.cern.ch/record/2139655.

[85] G. Watt and R. Thorne, Study of Monte Carlo approach to experimental uncertainty

propagation with MSTW 2008 PDFs, JHEP 1208 (2012) 052, arXiv:1205.4024 [hep-ph].

[86] Particle Data Group Collaboration, K. Olive et al., Review of Particle Physics, Chin.Phys.

C38 (2014) 090001.

[87] A. Valassi, Combining correlated measurements of several different physical quantities, Nucl.

Instrum. Meth. A500 (2003) 391–405.

[88] H. Paukkunen and P. Zurita, PDF reweighting in the Hessian matrix approach, JHEP 1412

(2014) 100, arXiv:1402.6623 [hep-ph].

[89] HERAFitter developers’ Team Collaboration, S. Camarda et al., QCD analysis of W - and

Z-boson production at Tevatron, arXiv:1503.05221 [hep-ph].

[90] S. Alekhin, O. Behnke, P. Belov, S. Borroni, M. Botje, et al., HERAFitter, Open Source

QCD Fit Project , arXiv:1410.4412 [hep-ph].

[91] H1 Collaboration, F. Aaron et al., Measurement of the Inclusive ep Scattering Cross Section

at Low Q2 and x at HERA, Eur. Phys. J. C 63 (2009) 625–678, arXiv:0904.0929

[hep-ex].

http://dx.doi.org/10.1088/1367-2630/13/5/053033
http://arxiv.org/abs/1012.5104
http://dx.doi.org/10.1140/epjc/s10052-014-3109-7
http://arxiv.org/abs/1406.5375
https://cds.cern.ch/record/2139655
http://dx.doi.org/10.1007/JHEP08(2012)052
http://arxiv.org/abs/1205.4024
http://dx.doi.org/10.1088/1674-1137/38/9/090001
http://dx.doi.org/10.1088/1674-1137/38/9/090001
http://dx.doi.org/10.1016/S0168-9002(03)00329-2
http://dx.doi.org/10.1016/S0168-9002(03)00329-2
http://dx.doi.org/10.1007/JHEP12(2014)100
http://dx.doi.org/10.1007/JHEP12(2014)100
http://arxiv.org/abs/1402.6623
http://arxiv.org/abs/1503.05221
http://arxiv.org/abs/1410.4412
http://dx.doi.org/10.1140/epjc/s10052-009-1128-6
http://arxiv.org/abs/0904.0929
http://arxiv.org/abs/0904.0929


Appendix A

Cross-talk calculations

A.1 Middle-Strip crosstalk

Consider energy distribution deposited by projective muons in ∆φ×∆η = 1×5 cluster of strip

or middle layer. Define its most probable energy as

S = MPV (E−2 + E−1 + E0 + E+1 + E+2) (A.1)

This value does not depend on the horizontal crosstalk between cells of the same layer as it contains

total energy profile and is compensated by the summation. Then a real muon energy deposit S0 in

strip layer and muon energy deposit S taking into account the longitudinal crosstalk are connected

by the following equation:

Sstrip = S0
strip − χ1→2S

0
strip + 4χ2→1S

0
middle (A.2)

where χ1→2 corresponds to part of energy that flows from strip to middle layer due to crosstalk

and χ2→1 corresponds to part of energy that flows from middle to strip layer through the same

∆φ×∆η area; factor 4 comes from cells granularity in φ direction. By assuming that energy flows

between layers for both directions are equal, one can get middle-strip crosstalk

χ2→1 =
Sstrip − S0

strip

4S0
middle − S0

strip

(A.3)

A.2 Strip-strip crosstalk

Denote E0 as most probable energy deposit of a projective muon in the crossed cell, E±1 as

most probable energy deposits in its first neighbour η−1 and η+1 cells, E±2 in its second neighbour

η−2 and η+2 cells. A real muon energy deposit E0
−1 in left neighbour cell of strip layer and muon

energy deposit E−1 taking into account crosstalk effect are connected by (see Fig.4.3)

E−1 = E0
−1 − (χη→η−1 + χη→η+1 + χη→η−2 + χη→η+2 + χ1→2)E0

−1+

+χη→η−1E
0
0 + χη→η+1E

0
−2 + χη→η−2E

0
+1 + 1.32χ1→2E

0
0,middle

(A.4)

where negative terms represent energy migration from the considered cell to all possible directions

and the positive terms represent energy migration to considered cell. Similar equation can be

written for second neighbour cell of strip layer:

E−2 = E0
−2 − (χη→η−1 + χη→η+1 + χη→η−2 + χη→η+2 + χ1→2)E0

−2+

+χη→η−1E
0
−1 + χη→η−2E

0
0 + 1.32χ1→2E

0
0,middle

(A.5)

Here χ1→2 corresponds to middle-strip crosstalk found in Appendix 1; χη→η±1 corresponds to

strip-strip crosstalk and χη→η±2 corresponds to strip-2ndstrip crosstalk. For simplicity we assume

that energy migration between strips in both directions is equal

χη→η−1 ≈ χη→η+1

χη→η−2 ≈ χη→η+2

(A.6)

one can get from (A.4) and (A.5):
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χη→η±1 =

E±1−E0
±1−1.32χ21E0

0,mid

E0
∓1−2E0

±1
− E±2−E0

±2−1.32χ21E0
0,mid

E0
0−2E0

±2

E0
0+E0

±2−2E0
±1

E0
∓1−2E0

±1
− E0

±1−2E0
±2

E0
0−2E0

±2

(A.7)

and

χη→η±2 =

E±1−E0
±1−1.32χ21E0

0,mid

E0
0+E0

±2−2E0
±1

− E±2−E0
±2−1.32χ21E0

0,mid

E0
±1−2E0

±2

E0
∓1−2E0

±1

E0
0+E0

±2−2E0
±1
− E0

0−2E0
±2

E0
±1−2E0

±2

(A.8)

A.3 Middle-Middle crosstalk

Consider energy deposits of projective muons in the middle layer. Denote E0 as most probable

energy deposit of a projective muon in the crossed cell with coordinate η, E±1 as most probable

energy deposits in first neighbour η − 1 and η + 1 cells, E±2 in second neighbour η − 2 and η + 2

cells. Taking into account lateral and horizontal energy leakage, a detected energy E−1 in the left

neighbour cell and full energy deposited by the muon in this cell are connected by the following

expression:

E−1 = [1− 8χ21 − χη→η−1 − χη→η+1]E0
−1 + χη→η−1E

0
0 + χη→η+1E

0
−2 (A.9)

And similarly for opposite neighbour cell:

E+1 = [1− 8χ21 − χη→η−1 − χη→η+1]E0
+1 + χη→η+1E

0
0 + χη→η−1E

0
+2 (A.10)

After solving the system of linear equations (A.10) and (A.9), the middle-middle crosstalk is given

by

χη→η±1 =

E±1−E0
±1(1−8χ21)

E0
±1−E0

±2
− E∓1−E0

∓1(1−8χ21)

E0
0−E0

∓1

E0
0−E0

±1

E0
±1−E0

±2
− E0

∓1−E0
∓2

E0
0−E0

∓1

(A.11)

The latter can be simplified taking into account that the E±2 ≈ 0 GeV:

χη→η±1 =

E±1−E0
±1(1−8χ21)

E0
±1

− E∓1−E0
∓1(1−8χ21)

E0
0−E0

∓1

E0
0−E0

±1

E0
±1

− E0
∓1

E0
0−E0

∓1

(A.12)



Appendix B

PDF profiling

B.0.0.1 Profiling of PDF and resummation parameters

Existing PDF sets can be updated using data from newer measurements using a profiling

procedure [88, 89]. The procedure can be extended to include additional theoretical uncertainties

such as αS . The profiling is performed using a χ2 function which includes both the experimental

uncertainties and the theoretical uncertainties arising from PDF variations and extra sources:

χ2(βexp,βth) =

Ndata∑
i=1

(
σexp
i +

∑
j Γexp

ij βj,exp − σth
i −

∑
k Γth

ikβk,th

)2

∆2
i

+
∑
j

β2
j,exp +

∑
k

β2
k,th . (B.1)

The correlated experimental and theoretical uncertainties are included using the nuisance pa-

rameter vectors βexp and βth, respectively. Their influence on the data and theory predictions is

described by the Γexp
ij and Γth

ik matrices. The index i runs over all Ndata data points, whereas the

index j (k) corresponds to the experimental (theoretical) uncertainty nuisance parameters. The

measurements and the uncorrelated experimental uncertainties are given by σexp
i and ∆i , respec-

tively, and the theory predictions are σth
i . The χ2 function of Eq. B.1 can be generalised to account

for asymmetric uncertainties, as described in Ref. [89].

The value at the minimum of the χ2 function provides a compatibility test of the data and

theory. In addition, the values at the minimum of the nuisance parameters βmin
k,th can be interpreted

as optimisation (“profiling”) of PDFs and additional theoretical sources to describe the data.

Explicitly, the profiled central PDF set f ′0 is given by

f ′0 = f0 +
∑
k

βmin
k,th

(
f+
k − f

−
k

2
− βmin

k,th

f+
k + f−k − 2f0

2

)
, (B.2)

where f0 is the original central PDF set. f±k stands for up and down PDF variations for the

PDF nuisance parameters and sources which are correlated to PDFs (such as αS and heavy-quark

masses, mb and mc), while for sources uncorrelated with PDFs (such as DYRES NP parameter)

f+
k = f−k = f0.

The profiling procedure is used in this analysis as implemented in the HERAFitter package [90]

(trunk version, revision 1814).

The profiled PDFs have reduced uncertainties which are a mixture of the original PDF and

additional theoretical sources. The dimension of the vector space describing the uncertainties is

increased by the number of extra sources. In general, the shifted PDF eigenvectors are no longer

orthogonal, but can be transformed to an orthogonal representation using a standard diagonali-

sation procedure, as in Ref. [91], which can be extended to asymmetric uncertainties [89]. The

diagonalization procedure is not unique and can be followed by additional orthogonal transforma-

tions of the eigenvector basis. These additional transformations can be arranged such that one

selected profiled eigenvector follows the direction of the corresponding original eigenvector, the

second is a linear combination of the two original eigenvectors and so on, e.g. the transformation

matrix from the original to the profiled bases has a diagonal form with all elements above the main
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diagonal equal to zero. For the W -boson mass measurement, the direction of non-perturbative

parameter has been chosen to be preserved in the profiling while the αS variation is chosen to be

described by the two profiled eigenvectors.

The profiling procedure produces reliable results only in the vicinity of the minimum where

quadratic approximation of Eq. B.1 can be applied. First indication of the validity of the procedure

is a good χ2/dof value at the minimum which implies moderate shifts of the theory nuisance

parameters. It is also important to perform a closure test by calculating the predictions using the

profiled PDFs and additional theoretical uncertainty sources, and compare with the predictions

resulting from the minimization procedure, calculated in terms of the initial PDF and nuisance

parameter shifts. If sizable non-closure is observed, the procedure can be iterated.

The profiling uses ∆χ2 = 1 criterion while the global PDF sets such as CT10 and CT14 use

a two-tier tolerance with ∆χ2 > 1 to account for inconsistency of data sets and other sources of

theoretical uncertainties. The increased tolerance for the PDF fits is due to discrepancies among

different data sets and between data sets and theory predictions. Thus profiling may have different

impact on PDFs compared to a full fit. Since the systematic uncertainties for the ZpT data are

well understood it is probably not an issue (and even good) that for the purposes of the ATLAS

W -boson mass measurement the ATLAS data enter with higher weight. However the profiled PDF

set should be used with care for other purposes. In any case, the uncertainties of the CT10 set are

re-scaled from the quoted 90% to 68% CL.

Eq. B.1 assumes that the Γth
ik factors are determined with negligible statistical uncertainty.

Significant statistical noise for them may cause artificial profiling of the corresponding nuisance

parameters. For this reason, the numerical accuracy of the predictions used for the profiling has

been greatly improved by using fast integration techniques as discussed below.

B.0.0.2 Profiling results

The profiling of the PDFs was performed on the W, Z inclusive cross-section 2011 data excluding

the low mass Z which is badly described. The central-central and central-forward on peak Z

rapidity data are combined with the high mass central-central and central-forward Z rapidity data.

In addition the W lepton rapidity is considered separately by charge. Three sets of PDFs were

compared: CT10 nnlo, CT14 nnlo and MMHT.

The result of the profiling on the gluon, valence and sea PDFs are shown in Figs. B.1, B.2 and

B.3 for CT10 nnlo, CT14 nnlo and MMHT PDFs. The differential cross section as a function of

rapidity for Z 2011 data is shown in Fig. B.4 before and after profiling of the CT10 nnlo PDF for

different Z mass ranges. The agreement between the prediction and the data is improved after

profiling.
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Figure B.1: Results of the profiling on the gluon (g), valence (uV , dV ), and sea (ū, d̄ and s)

CT10nnlo PDFs. Σ represents the sum of the sea quarks PDFs.
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Figure B.2: Results of the profiling on the gluon (g), valence (uV , dV ), and sea (ū, d̄ and s)

CT14nnlo PDFs. Σ represents the sum of the sea quarks PDFs.
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Figure B.3: Results of the profiling on the gluon (g), valence (uV , dV ), and sea (ū, d̄ and s) MMHT

PDFs. Σ represents the sum of the sea quarks PDFs.
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Figure B.4: Differential cross section as a function of rapidity for 2011 Z data before and after

profiling of the CT10nnlo PDF
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Figure C.1: Lepton pT distribution from W → eν (left) and W → µν (right); W+ → eν (left) and

W+ → µν (right); W− → eν (left) and W− → µν (right), for |η| < 0.6 in electron channel and

|η| < 0.8 in muon channel with the best mass fit template for each category. (W± : upper row,

W+ : middle row, W− : lower row)
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Figure C.2: Transverse mass distribution from W → eν (left) and W → µν (right); W+ → eν

(left) and W+ → µν (right); W− → eν (left) and W− → µν (right), for |η| < 0.6 in electron

channel and |η| < 0.8 in muon channel with the best mass fit template for each category. (W± :

upper row, W+ : middle row, W− : lower row)
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Figure C.3: Missing transverse energy distribution from W → eν (left) and W → µν (right);

W+ → eν (left) and W+ → µν (right); W− → eν (left) and W− → µν (right), for |η| < 0.6 in

electron channel and |η| < 0.8 in muon channel with the best mass fit template for each category.

(W± : upper row, W+ : middle row, W− : lower row)
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Figure C.4: Hadronic recoil distribution from W → eν (left) and W → µν (right); W+ → eν (left)

and W+ → µν (right); W− → eν (left) and W− → µν (right), for |η| < 0.6 in electron channel

and |η| < 0.8 in muon channel. (W± : upper row, W+ : middle row, W− : lower row)
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Figure C.5: Parallel projection of hadronic recoil distribution with respect to lepton pT from

W → eν (left) and W → µν (right); W+ → eν (left) and W+ → µν (right); W− → eν (left) and

W− → µν (right), for |η| < 0.6 in electron channel and |η| < 0.8 in muon channel. (W± : upper

row, W+ : middle row, W− : lower row)



229

 [GeV]l u

-30 -20 -10 0 10 20 30

E
ve

nt
s

0

20

40

60

80

100

120

140

160

310×
avg Da/Mc:  0.020/ 0.016
rms Da/Mc: 12.612/12.607  = 36.5/ 30dof/n2χ Data

ν e→W
ντ →W

 ll→Z
top
WW/WZ/ZZ
QCD jets

 [GeV]l u

-30 -20 -10 0 10 20 30

D
at

a 
/ M

C

0.96

0.98
1

1.02

1.04
00000000000000000000000000000000000000000000000000000000000000000000

 [GeV]l u

-30 -20 -10 0 10 20 30

E
ve

nt
s

0

20

40

60

80

100

120

140

160

310×
avg Da/Mc:  0.069/ 0.066
rms Da/Mc: 12.567/12.548  = 30.8/ 30dof/n2χ Data

νµ →W
ντ →W

 ll→Z
top
WW/WZ/ZZ
QCD jets

 [GeV]l u

-30 -20 -10 0 10 20 30

D
at

a 
/ M

C

0.96

0.98
1

1.02

1.04
00000000000000000000000000000000000000000000000000000000000000000000000000000000000

 [GeV]l u

-30 -20 -10 0 10 20 30

E
ve

nt
s

0

10000

20000

30000

40000

50000

60000

70000

80000

90000
avg Da/Mc:  0.020/ 0.010
rms Da/Mc: 12.607/12.603  = 27.1/ 30dof/n2χ Data

ν e→W
ντ →W

 ll→Z
top
WW/WZ/ZZ
QCD jets

 [GeV]l u

-30 -20 -10 0 10 20 30

D
at

a 
/ M

C

0.96

0.98
1

1.02

1.04
000000000000000000000000000000000000000000000000000000000000000000000000

 [GeV]l u

-30 -20 -10 0 10 20 30

E
ve

nt
s

0

20

40

60

80

100
310×

avg Da/Mc:  0.062/ 0.053
rms Da/Mc: 12.554/12.542  = 24.6/ 30dof/n2χ Data

νµ →W
ντ →W

 ll→Z
top
WW/WZ/ZZ
QCD jets

 [GeV]l u

-30 -20 -10 0 10 20 30

D
at

a 
/ M

C

0.96

0.98
1

1.02

1.04
0000000000000000000000000000000000000000000000000000000000000000000000000000000000000000

 [GeV]l u

-30 -20 -10 0 10 20 30

E
ve

nt
s

0

10000

20000

30000

40000

50000

60000

70000
avg Da/Mc:  0.020/ 0.023
rms Da/Mc: 12.619/12.612  = 37.1/ 30dof/n2χ Data

ν e→W
ντ →W

 ll→Z
top
WW/WZ/ZZ
QCD jets

 [GeV]l u

-30 -20 -10 0 10 20 30

D
at

a 
/ M

C

0.96

0.98
1

1.02

1.04
0000000000000000000000000000000000000000000000000000000000000000000000000000

 [GeV]l u

-30 -20 -10 0 10 20 30

E
ve

nt
s

0

10000

20000

30000

40000

50000

60000

70000

avg Da/Mc:  0.079/ 0.083
rms Da/Mc: 12.582/12.556  = 39.3/ 30dof/n2χ Data

νµ →W
ντ →W

 ll→Z
top
WW/WZ/ZZ
QCD jets

 [GeV]l u

-30 -20 -10 0 10 20 30

D
at

a 
/ M

C

0.96

0.98
1

1.02

1.04
000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000

Figure C.6: Perpendicular projection of hadronic recoil distribution with respect to lepton pT from

W → eν (left) and W → µν (right); W+ → eν (left) and W+ → µν (right); W− → eν (left) and

W− → µν (right), for |η| < 0.6 in electron channel and |η| < 0.8 in muon channel. (W± : upper

row, W+ : middle row, W− : lower row)
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Figure C.7: Lepton pT distribution from W → eν (left) and W → µν (right); W+ → eν (left) and

W+ → µν (right); W− → eν (left) and W− → µν (right), for 0.6 < |η| < 1.2 in electron channel

and 0.8 < |η| < 1.4 in muon channel with the best mass fit template for each category. (W± :

upper row, W+ : middle row, W− : lower row)
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Figure C.8: Transverse mass distribution from W → eν (left) and W → µν (right); W+ → eν

(left) and W+ → µν (right); W− → eν (left) and W− → µν (right), for 0.6 < |η| < 1.2 in electron

channel and 0.8 < |η| < 1.4 in muon channel with the best mass fit template for each category.

(W± : upper row, W+ : middle row, W− : lower row)
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Figure C.9: Missing transverse energy distribution from W → eν (left) and W → µν (right);

W+ → eν (left) and W+ → µν (right); W− → eν (left) and W− → µν (right), for 0.6 < |η| < 1.2

in electron channel and 0.8 < |η| < 1.4 in muon channel with the best mass fit template for each

category. (W± : upper row, W+ : middle row, W− : lower row)
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Figure C.10: Hadronic recoil distribution from W → eν (left) and W → µν (right); W+ → eν

(left) and W+ → µν (right); W− → eν (left) and W− → µν (right), for 0.6 < |η| < 1.2 in electron

channel and 0.8 < |η| < 1.4 in muon channel. (W± : upper row, W+ : middle row, W− : lower

row)
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Figure C.11: Parallel projection of hadronic recoil distribution with respect to lepton pT from

W → eν (left) and W → µν (right); W+ → eν (left) and W+ → µν (right); W− → eν (left) and

W− → µν (right), for 0.6 < |η| < 1.2 in electron channel and 0.8 < |η| < 1.4 in muon channel.

(W± : upper row, W+ : middle row, W− : lower row)
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Figure C.12: Perpendicular projection of hadronic recoil distribution with respect to lepton pT

from W → eν (left) and W → µν (right); W+ → eν (left) and W+ → µν (right); W− → eν (left)

and W− → µν (right), for 0.6 < |η| < 1.2 in electron channel and 0.8 < |η| < 1.4 in muon channel.

(W± : upper row, W+ : middle row, W− : lower row)
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Figure C.13: Lepton pT distribution from W → eν (left) and W → µν (right); W+ → eν (left)

and W+ → µν (right); W− → eν (left) and W− → µν (right), for 1.8 < |η| < 2.4 in electron

channel and 1.4 < |η| < 2.0 in muon channel with the best mass fit template for each category.

(W± : upper row, W+ : middle row, W− : lower row)
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Figure C.14: Transverse mass distribution from W → eν (left) and W → µν (right); W+ → eν

(left) and W+ → µν (right); W− → eν (left) and W− → µν (right), for 1.8 < |η| < 2.4 in electron

channel and 1.4 < |η| < 2.0 in muon channel with the best mass fit template for each category.

(W± : upper row, W+ : middle row, W− : lower row)
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Figure C.15: Missing transverse energy distribution from W → eν (left) and W → µν (right);

W+ → eν (left) and W+ → µν (right); W− → eν (left) and W− → µν (right), for 1.8 < |η| < 2.4

in electron channel and 1.4 < |η| < 2.0 in muon channel with the best mass fit template for each

category. (W± : upper row, W+ : middle row, W− : lower row)
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Figure C.16: Hadronic recoil distribution from W → eν (left) and W → µν (right); W+ → eν

(left) and W+ → µν (right); W− → eν (left) and W− → µν (right), for 1.8 < |η| < 2.4 in electron

channel and 1.4 < |η| < 2.0 in muon channel. (W± : upper row, W+ : middle row, W− : lower

row)
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Figure C.17: Parallel projection of hadronic recoil distribution with respect to lepton pT from

W → eν (left) and W → µν (right); W+ → eν (left) and W+ → µν (right); W− → eν (left) and

W− → µν (right), for 1.8 < |η| < 2.4 in electron channel and 1.4 < |η| < 2.0 in muon channel.

(W± : upper row, W+ : middle row, W− : lower row)



241

 [GeV]l u

-30 -20 -10 0 10 20 30

E
ve

nt
s

0

20

40

60

80

100

120

310×
avg Da/Mc:  0.017/ 0.012
rms Da/Mc: 12.532/12.542  = 23.6/ 30dof/n2χ Data

ν e→W
ντ →W

 ll→Z
top
WW/WZ/ZZ
QCD jets

 [GeV]l u

-30 -20 -10 0 10 20 30

D
at

a 
/ M

C

0.96

0.98
1

1.02

1.04
0000000000000000000000000000000000000000000000000000000000000000000000

 [GeV]l u

-30 -20 -10 0 10 20 30

E
ve

nt
s

0

20

40

60

80

100

120

140

160

180
310×

avg Da/Mc: -0.009/ 0.015
rms Da/Mc: 12.526/12.510  = 46.0/ 30dof/n2χ Data

νµ →W
ντ →W

 ll→Z
top
WW/WZ/ZZ
QCD jets

 [GeV]l u

-30 -20 -10 0 10 20 30

D
at

a 
/ M

C

0.96

0.98
1

1.02

1.04
0000000000000000000000000000000000000000000000000000000000000000000000000000000000000

 [GeV]l u

-30 -20 -10 0 10 20 30

E
ve

nt
s

0

10000

20000

30000

40000

50000

60000

70000
avg Da/Mc:  0.003/ 0.011
rms Da/Mc: 12.525/12.536  = 22.7/ 30dof/n2χ Data

ν e→W
ντ →W

 ll→Z
top
WW/WZ/ZZ
QCD jets

 [GeV]l u

-30 -20 -10 0 10 20 30

D
at

a 
/ M

C

0.96

0.98
1

1.02

1.04
00000000000000000000000000000000000000000000000000000000000000000000000000

 [GeV]l u

-30 -20 -10 0 10 20 30

E
ve

nt
s

0

20

40

60

80

100

310×
avg Da/Mc: -0.026/-0.001
rms Da/Mc: 12.521/12.515  = 47.2/ 30dof/n2χ Data

νµ →W
ντ →W

 ll→Z
top
WW/WZ/ZZ
QCD jets

 [GeV]l u

-30 -20 -10 0 10 20 30

D
at

a 
/ M

C

0.96

0.98
1

1.02

1.04
000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000

 [GeV]l u

-30 -20 -10 0 10 20 30

E
ve

nt
s

0

5000

10000

15000

20000

25000

30000

35000

40000

45000
avg Da/Mc:  0.039/ 0.017
rms Da/Mc: 12.542/12.541  = 38.9/ 30dof/n2χ Data

ν e→W
ντ →W

 ll→Z
top
WW/WZ/ZZ
QCD jets

 [GeV]l u

-30 -20 -10 0 10 20 30

D
at

a 
/ M

C

0.96

0.98
1

1.02

1.04
000000000000000000000000000000000000000000000000000000000000000000000000000000

 [GeV]l u

-30 -20 -10 0 10 20 30

E
ve

nt
s

0

10000

20000

30000

40000

50000

60000

70000 avg Da/Mc:  0.016/ 0.040
rms Da/Mc: 12.534/12.502  = 31.4/ 30dof/n2χ Data

νµ →W
ντ →W

 ll→Z
top
WW/WZ/ZZ
QCD jets

 [GeV]l u

-30 -20 -10 0 10 20 30

D
at

a 
/ M

C

0.96

0.98
1

1.02

1.04
00000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000

Figure C.18: Perpendicular projection of hadronic recoil distribution with respect to lepton pT

from W → eν (left) and W → µν (right); W+ → eν (left) and W+ → µν (right); W− → eν (left)

and W− → µν (right), for 1.8 < |η| < 2.4 in electron channel and 1.4 < |η| < 2.0 in muon channel.

(W± : upper row, W+ : middle row, W− : lower row)
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Figure C.19: Lepton pT distribution from W → µν; W+ → µν (left) and W− → µν (right), for

2.0 < |η| < 2.4 with the best mass fit template for each category.
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Figure C.20: Transverse mass distribution from W → µν; W+ → µν (left) and W− → µν (right),

for 2.0 < |η| < 2.4 with the best mass fit template for each category.
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Figure C.21: Missing transverse energy distribution from W → µν; W+ → µν (left) and W− → µν

(right), for 2.0 < |η| < 2.4 with the best mass fit template for each category.
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Figure C.22: Hadronic recoil distribution from W → µν; W+ → µν (left) and W− → µν (right),

for 2.0 < |η| < 2.4.
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Figure C.23: Parallel projection of hadronic recoil distribution with respect to the pT from W →
µν; W+ → µν (left) and W− → µν (right), for 2.0 < |η| < 2.4.
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Figure C.24: Perpedicular projection of hadronic recoil distribution with respect to the pT from

W → µν; W+ → µν (left) and W− → µν (right), for 2.0 < |η| < 2.4.
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