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## Résumé

## Modélisation à plusieurs échelles d'un milieu continu hétérogène aléatoire

Lorsque les longueurs caractéristiques sont bien séparées, la théorie de l'homogénéisation propose un cadre théorique rigoureux pour les matériaux hétérogènes. Dans ce contexte, les propriétés macroscopiques peuvent être calculées à partir de la résolution d'un problème auxiliaire formulé sur un volume élémentaire représentatif (avec des conditions limites adéquates). Dans le présent travail, nous nous intéressons à l'homogénéisation de matériaux hétérogènes décrits à l'échelle la plus fine par deux modèles différents (tous deux dépendant d'une longueur caractéristique spécifique) alors que le milieu homogène équivalent se comporte, dans les deux cas, comme un milieu de Cauchy classique.
Dans la première partie, une microstructure aléatoire de type Cauchy est considérée. La résolution numérique du problème auxiliaire, réalisée sur plusieurs réalisations, implique un coût de calcul important lorsque les longueurs caractéristiques des constituants ne sont pas bien séparées et/ou lorsque le contraste mécanique est élevé. Pour surmonter ces limitations, nous basons notre étude sur une description mésoscopique du matériau combinée à la théorie de l'information. Dans cette mésostructure, obtenue par filtrage, les détails les plus fins sont lissés.
Dans la seconde partie, nous nous intéressons aux matériaux à gradient dans lesquels il existe au moins une longueur interne, qui induit des effets de taille à l'échelle macroscopique. La microstructure aléatoire est décrite par un modèle à gradient de contrainte récemment proposé. Malgré leur similarité conceptuelle, nous montrerons que le modèle à gradient de contrainte et de déformation définissent deux classes de matériaux distinctes. Nous proposons ensuite des approches simples (méthodes de champs moyens) pour mieux comprendre les hypothèses de modélisation. Les résultats semi-analytiques obtenus nous permettent d'explorer l'influence des paramètres du modèle sur les propriétés macroscopiques et constituent la première étape vers la simulation en champs complets.
Mots-clés: Homogénéisation, Modélisation probabiliste, Micromécanique, Matériaux à gradient.

## Abstract

## Modeling of random heteregeneous materials: from microscale to macroscale

If the length-scales are well separated, homogenization theory can provide a robust theoretical framework for heterogeneous materials. In this context, the macroscopic properties can be retrieved from the solution to an auxiliary problem, formulated over the representative volume element (with appropriate boundary conditions). In the present work, we focus on the homogenization of heterogeneous materials which are described at the finest scale by two different materials models (both depending on a specific characteristic length) while the homogeneous medium behaves as a classical Cauchy medium in both cases.
In the first part, the random microstructure of a Cauchy medium is considered. Solving the auxiliary problem on multiple realizations can be very costly due to constitutive phases exhibiting not well-separated characteristic length scales and/or high mechanical contrasts. In order to circumvent these limitations, our study is based on a mesoscopic description of the material, combined with information theory. In the mesostructure, defined by a filtering framework, the fine-scale features are smoothed out.
The second part is dedicated to gradient materials which induce microscopic size-effect due to the existence of microscopic material internal length(s). The random microstructure is described by a newly introduced stress-gradient model. Despite being conceptually similar, we show that the stress-gradient and strain-gradient models define two different classes of materials. Next, simple approaches such as mean-field homogenization techniques are proposed to better understand the assumptions underlying the stress-gradient model. The obtained semi-analytical results allow us to explore the influence on the homogenized properties of the model parameters and constitute a first step toward full-field simulations.
Keywords: Homogenization, Probabilistic modeling, Micromechanics, Gradient materials.
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## Part I

## General introduction

Heterogeneous materials play a predominant role in the engineering industry due to their enhanced physical (e.g. mechanical, electrical, etc.) properties. When achieved in a proper manner, the mixture of different constituents enables the tailored design of a material taking advantage of the properties of each constituent. Composites, geomaterials and concrete are popular examples of heterogeneous materials which abound in everyday life and applications. In this context, the construction of both (semi-)analytical and numerical multiscale methods providing predictive results on some properties of interest at the macroscale is of paramount importance. In practice, performing such a scale transition can be computationally intensive, especially when many length scales are involved. If the latter are well separated, in the sense that they differ by one or several orders of magnitude, the homogenization theory provides a robust framework to model such heterogeneous materials at the macroscale. In addition to the upscaling procedure, it should be noticed that the representation of information at relevant scales is also a critical ingredient in order to ensure predictiveness in the computation of the macroscopic properties. In the present work, we investigate the homogenization task starting from descriptions of the heterogeneous material at two different scales (each of which being defined by a specific length scale). While the homogeneous medium (at the macroscale) is described, in both cases, by a classical Cauchy model, the description of the random material at the finest scale differs.

In the first part of this thesis, the heterogeneous material is described, at the microscale, by a Cauchy medium involving constitutive phases exhibiting non-separated characteristic length scales and potentially, high mechanical contrasts. As mentioned previously, the computational homogenization of such random microstructures requires a large computation time, as well as large memory and storage capacities. In order to circumvent these limitations, we investigate the definition of a multiscale framework relying on the description of the material at a mesoscale, where fine-scale features are smoothed out, and building upon the combination of a filtering framework (proposed elsewhere) and information theory.

In the second part of this work, the random microstructure is described using a stress-gradient model that was recently proposed in the literature. Like its strain-gradient counterpart, the stress-gradient model introduces at least one material internal length which in turn induces macroscopic size-effects (such as those typically encountered with nanomaterials). However, stress-gradient models are shown in this work to induce so-called softening size-effects, while strain-gradient models are known to induce stiffening size-effects. As such, both models are to be used with different classes of materials. While strain-gradient models have been known for several decades, stress-gradient models are still relatively new, and simple approaches are still needed to fully understand the implications of the underlying modeling assumptions. With this goal in mind, we address the homogenization of stress-gradient materials with mean-field (Eshelby-based) approaches. Our semi-analytical derivations, which can be considered as a first step towards numerical homogenization, allow us to explore the influence of parameters such as the material internal length or the correlation length.

The two parts of this work provide two complementary approaches to the problem of scale transition in situations where the correlation length plays a significant role. Of course, these two approaches are not mutually exclusive, and might be combined to produce for example a mesoscopic description of a heterogeneous, stress-gradient material.

## Part II

## Stochastic modeling of mesoscopic elasticity random field

## Chapter 1

## Introduction

The numerical simulation of heterogeneous materials is a challenging computational task. If the length scales are well separated (in a sense to be defined), homogenization theory can provide a robust framework to model such materials at different scales. In this setting, the simulation of heterogeneous materials is usually considered at two length scales, namely (i) the microscopic scale, where the material under consideration is described as a statistically homogeneous and ergodic microstructure, and (ii) the macroscopic scale, where the heterogeneous material is substituted with an equivalent, yet homogeneous material. In practice, the homogenization procedure requires the resolution of an auxiliary boundary value problem (see section 1.1.2) that can be computationally expensive in some cases of practical interest. This is notably the case of random microstructures for which the analysis must be carried out over a large number of realizations, or that of three-dimensional microstructures exhibiting multiple not well-separated characteristic length scales and/or potentially involving constitutive phases with high contrasts of mechanical properties (Kanit et al., 2003; Bignonnet et al., 2014).

In order to overcome this shortcoming, one possibility is to perform the homogenization task at an intermediate mesoscopic scale where the fine-scale features of the microstructure are smoothed. One advantage of introducing such a mesoscale (between the microscopic and the macroscopic ones) is that the aforementioned auxiliary problem (to be defined in section 1.1) can subsequently be solved on a coarser discretization mesh, hence reducing the computational effort associated with numerical homogenization methods.

In this introductory chapter, we first recall in section 1.1 some preliminaries associated with the homogenization of linear heterogeneous materials in elastostatics. Section 1.2 is then concerned with a literature survey on the numerical simulation of mesoscale elasticity tensors. The outline of the first part is finally given in section 1.3.

### 1.1 Homogenization of linear elastic heterogeneous materials

### 1.1.1 Preliminaries and definition of scales

The homogenization of heterogeneous materials is usually considered between the microscopic and macroscopic scales, and requires the so-called assumption of scale separation (see Bornert
et al. (2001) and Ostoja-Starzewski (2006), among others) to be satisfied

$$
\begin{equation*}
d \ll L_{\mathrm{RVE}} \ll L_{\text {macro }} . \tag{1}
\end{equation*}
$$

In the equation above, $d$ is the characteristic size of the heterogeneities, $L_{\text {RVE }}$ is the size of the Representative Volume Element (RVE) associated with the random microstructure and $L_{\text {macro }}$ is either the characteristic size of the structure or the characteristic length of the loading that the structure undergoes. The macroscopic behavior of heterogeneous materials is then characterized by an effective stiffness tensor, denoted by $\mathbf{C}_{\text {eff }}$, which relates the macroscopic strain $\langle\boldsymbol{\varepsilon}\rangle$ to the macroscopic stress $\langle\boldsymbol{\sigma}\rangle$ through

$$
\begin{equation*}
\langle\boldsymbol{\sigma}\rangle=\mathbf{C}_{\mathrm{eff}}:\langle\boldsymbol{\varepsilon}\rangle, \tag{2}
\end{equation*}
$$

where $\langle\cdot\rangle$ denotes volume averages over the RVE, that is

$$
\begin{equation*}
\langle\boldsymbol{\sigma}\rangle=\frac{1}{V} \int_{\Omega} \boldsymbol{\sigma} \mathrm{d} V, \quad\langle\boldsymbol{\varepsilon}\rangle=\frac{1}{V} \int_{\Omega} \varepsilon \mathrm{d} V . \tag{3}
\end{equation*}
$$

Except for periodic media (defined by a unit cell), the size of the RVE is mathematically infinite. In practice, the effective stiffness tensor $\mathbf{C}_{\text {eff }}$ is then computed as the limit of a sequence $\left\{\mathbf{C}_{\text {app }}\right\}$ of homogenized, apparent stiffness tensors indexed by the finite size $L$ of the mesoscopic domain $\Omega \subset \mathbb{R}^{d}$ over which the homogenization is performed - here, the limit holds in the sense that $L \rightarrow+\infty$ (Huet, 1990; Sab, 1992; Ostoja-Starzewski, 2006). Such mesoscopic domains are referred to as Statistical Volume Elements (SVE in short), and the characteristic length $L_{\text {meso }}$ is such that

$$
\begin{equation*}
d<L_{\text {meso }} \text { and } L_{\text {meso }}<L_{\text {RVE }} . \tag{4}
\end{equation*}
$$

A schematic representation of scales is shown in figure 1.1, where the smoothing of microscopic features at mesoscale can notably be seen.


Figure 1.1. Schematic representations of the microscale, mesoscale and macroscale.
As opposed to the RVE, a SVE is characterized by apparent elastic properties that depend on the prescribed boundary conditions (as well as on $L$, by definition) and exhibit a non-zero level of statistical fluctuations for finite values of $L$. A natural quantity of interest is then the statistical (or ensemble) average of the apparent properties, which necessitates in turn the
numerical homogenization task to be performed over a large number of realizations in order to ensure the convergence of the statistical estimator. When a mesoscale description defined by a characteristic length $L_{\text {meso }}$ is considered in order to speed up computations (by introducing, as briefly stated in the introduction, smoother coefficients in the system of stochastic partial differential equations to be solved), a desired requirement is that the homogenization of the material at microscale and mesoscale leads to the same effective behavior. In this work, we will refer to this property as the macroscopic consistency condition, and we note that this property does not hold for all the mesoscopic simulation techniques proposed elsewhere. The choice of $L_{\text {meso }}$ is key to ensuring the "smoothness" of the elasticity tensor random field at mesoscale. In practice, an appropriate value of $L_{\text {meso }}$ must be selected as a compromise between sample-path regularity, which facilitates the mathematical modeling and can be enforced by retaining a large value of $L_{\text {meso }}$, and computational cost (since large values of $L_{\text {meso }}$ require solving boundary value problems over larger domains when the mesoscopic field is obtained by local upscaling; see below).

### 1.1.2 Definition of the apparent properties

We now consider a statistical volume element $\Omega \subset \mathbb{R}^{d}$ of finite size $L$. The microscopic stiffness tensor at point $\mathbf{x} \in \Omega$ is denoted by $\mathbf{C}(\mathbf{x})$ and depends on the observation point, due to material heterogeneity. The apparent stiffness tensor associated with the microstructure and domain $\Omega$ can be retrieved from the solution to the following auxiliary problem

$$
\begin{align*}
\nabla \cdot \sigma & =\mathbf{0}  \tag{5a}\\
\sigma(\mathbf{x}) & =\mathbf{C}(\mathbf{x}): \varepsilon(\mathbf{x})  \tag{5b}\\
\varepsilon(\mathbf{x}) & =\nabla^{\mathrm{s}} \mathbf{u} \tag{5c}
\end{align*}
$$

where $\boldsymbol{\varepsilon}(\mathbf{x})$ is the local strain derived from displacement $\mathbf{u}(\mathbf{x}), \boldsymbol{\sigma}(\mathbf{x})$ denotes the local stress, $\nabla \cdot \sigma$ denotes the divergence of stress field and $\nabla^{s} \mathbf{u}$ is the symmetric part of the displacement gradient. This problem has to be complemented with suitable boundary conditions so as to ensure the well-posedness of the formulation. To this aim, static uniform boundary conditions (SUBC), kinematic uniform boundary conditions (KUBC) and periodic boundary conditions (PBC) satisfying the Hill-Mandel lemma (Hill, 1963)

$$
\begin{equation*}
\langle\boldsymbol{\sigma}: \boldsymbol{\varepsilon}\rangle=\langle\boldsymbol{\sigma}\rangle:\langle\boldsymbol{\varepsilon}\rangle \tag{6}
\end{equation*}
$$

are usually adopted (see Huet (1990) for theoretical derivations, as well as Kanit et al. (2003) for numerical investigations). As mentioned above, and under the assumption of statistical homogeneity and ergodicity, it was shown that the apparent stiffness computed with any of the above boundary conditions converges to the effective stiffness $\mathbf{C}_{\text {eff }}(S a b, 1992)$ as $L \rightarrow+\infty$. Furthermore, the numerical results obtained in Kanit et al. (2003) suggest that PBC lead to faster convergence towards the effective properties than KUBC and SUBC.

In the present work, we adopt the PBC to compute the apparent stiffness tensor. In this case, the loading parameter is the macroscopic strain $\overline{\boldsymbol{\varepsilon}}$. The body $\Omega$ is subjected to the following displacement field on the boundary $\partial \Omega$

$$
\begin{equation*}
\mathbf{u}(\mathbf{x})=\overline{\boldsymbol{\varepsilon}} \cdot \mathbf{x}+\mathbf{u}^{\mathrm{per}}(\mathbf{x}), \tag{7}
\end{equation*}
$$

where the periodic fluctuation part of the displacement field about its macroscopic counterpart $\overline{\boldsymbol{\varepsilon}} \cdot \mathbf{x}$ is denoted by $\mathbf{u}^{\mathrm{per}}(\mathbf{x})$. At the interface between two materials, the displacement and traction vector are both required to be continuous. It follows that $\boldsymbol{\sigma}(\mathbf{x}) \cdot \mathbf{n}$ is skew periodic, where $\mathbf{n}$ is the outer normal to the boundary of $\Omega$. Owing to the linearity of problem (5), the macroscopic stress depends linearly on the macroscopic strain

$$
\begin{equation*}
\langle\boldsymbol{\sigma}\rangle=\mathbf{C}_{\mathrm{PBC}}: \overline{\boldsymbol{\varepsilon}}=\mathbf{C}_{\mathrm{PBC}}:\langle\boldsymbol{\varepsilon}\rangle, \tag{8}
\end{equation*}
$$

where $\mathbf{C}_{\text {PBC }}$ is the apparent stiffness associated with the periodic boundary conditions under consideration. The apparent compliance is then obtained by inversion, that is:

$$
\begin{equation*}
\mathbf{S}_{\mathrm{PBC}}=\left(\mathbf{C}_{\mathrm{PBC}}\right)^{-1} . \tag{9}
\end{equation*}
$$

The PBC problem is defined by equation (5) complemented with the periodic boundary conditions defined by equation (7). In practice, the auxiliary problem defined in equations (5), (7) can numerically be solved by the finite element method (Gusev, 1997; Kanit et al., 2003) or fast Fourier transform (FFT) based methods (Moulinec and Suquet, 1994, 1998) for instance. Methods to define mesoscopic elasticity tensor random fields are reviewed in the next section.

### 1.2 Numerical simulation of mesoscopic elasticity tensors

Mesoscopic elasticity tensor random fields are usually defined and considered within a two-step homogenization method.

In the first step, the $\operatorname{SVE} \Omega$ of finite size $L$ is partitioned into a finite set of subdomains (or windows), the size of which defines the characteristic length $L_{\text {meso }}$, and local boundary value problems are solved over all subdomains. The latter are subsequently assigned local homogenized behavior, hence defining a mesostructure characterized by the random field of apparent properties.

In the second step, the boundary value problem defined by the mesostructure over the SVE $\Omega$ is solved using a coarser discretization mesh. The obtained results are then plugged into a numerical homogenization method in order to estimate the effective properties. In a nonexhaustive manner, the mesoscopic elasticity tensors can be defined through the convolution with a weight function (Bignonnet et al., 2014; Yue and E, 2007), the multiscale finite element method (Hou and Wu, 1997) (where microscale information is captured by the localized basis functions constructed in coarser elements), the moving-window technique (Baxter and Graham, 2000) and local-global upscaling (Farmer, 2002) (see also Baxter et al. (2001); Graham and Baxter (2001); Ostoja-Starzewski (1998); Sena et al. (2013)).

As the mesoscopic fields depend on the choice of both the boundary conditions (that are prescribed on each subdomain) and the dimensionless parameter $\delta=L_{\text {meso }} / d$ (see equation (4)), it follows that mesoscopic tensors are not uniquely defined. For SUBC and KUBC, mesoscopic elasticity fields can be generated from realizations of a microstructure by the local upscaling method (Ostoja-Starzewski, 1994, 1998, 2006, 2007), where two random fields corresponding to each boundary condition (KUBC, SUBC) are considered. The material response at mesoscale domain is then bounded from above and below (Huet, 1990). For PBC, the mesoscopic elasticity
tensor can be defined by the moving-window technique (Baxter and Graham, 2000) or a filtering framework (Bignonnet et al., 2014), for instance.

We now focus on the local upscaling technique Ostoja-Starzewski (2007) and the filtering framework introduced in Bignonnet et al. (2014) as ways to simulate mesoscopic elasticity tensor random fields.

### 1.2.1 Local upscaling

The local upscaling method has been proposed and investigated in Ostoja-Starzewski (1994, 1998, 2006, 2007) (see also Sena et al. (2013)). In the spirit of the seminal work by Huet Huet (1990), the local upscaling method aims at bounding the material response at mesoscale by two random fields corresponding to KUBC and SUBC problems respectively. The general methodology can be summarized as follows.

- First, $N$ realizations of the random microstructure are generated by means of a standard Monte Carlo approach, for instance.
- Second, and for each realization $\theta$ of the microstructure, mesoscale subdomains of size $L_{\text {meso }}$ are virtually created and characterized by the dimensionless parameter $\delta=L_{\text {meso }} / d$, with $d$ the characteristic size of the heterogeneities.
- For each subdomain, auxiliary boundary value problems are then solved under KUBC and SUBC, which allows the apparent stiffness and compliance tensors $\mathbf{C}_{\text {KUBC }}^{\delta}(\theta)$ and $\mathbf{S}_{\text {SUBC }}^{\delta}(\theta)$ associated with the realization $\theta$ of the microstructure to be computed. Note that the following inequality holds Huet (1990)

$$
\begin{equation*}
\left(\mathbf{S}_{\mathrm{SUBC}}^{\delta}(\theta)\right)^{-1} \leq \mathbf{C}_{\mathrm{KUBC}}^{\delta}(\theta) . \tag{10}
\end{equation*}
$$

In the present work, $\mathbf{A} \leq \mathbf{B}$ is to be understood in the sense of associated quadratic forms. It was shown in Huet (1990) that the effective properties are bounded from above and below by the apparent properties corresponding to SUBC and KUBC problems

$$
\begin{equation*}
\mathbb{E}\left\{\left(\mathbf{S}_{\text {SUBC }}^{\delta}\right)^{-1}\right\} \leq \mathbf{C}_{\text {eff }} \leq \mathbb{E}\left\{\mathbf{C}_{\text {KUBC }}^{\delta}\right\} . \tag{11}
\end{equation*}
$$

When $\delta$ tends to infinity (that is, for $L_{\text {meso }} \rightarrow+\infty$ ), the SVE approaches the RVE limit, in which case the mesoscopic stiffness and compliance tensors (defined for KUBC and SUBC respectively) become deterministic and converge to the associated effective tensors. It should be noted that the material symmetry exhibited at mesoscale usually differs from the ones exhibited at microscale and macroscale, and that realizations of mesoscopic random fields are generally found to be anisotropic. Moreover, the gap between the lower and upper bounds becomes more significant at large mechanical contrasts (Ostoja-Starzewski, 1998, 2006).

As an illustration, the local upscaling approach was recently employed to quantitatively characterize the correlation structure of the mesoscopic stiffness and compliance random fields for a two-dimensional random checkerboard microstructure Sena et al. (2013). The analysis was completed on the eight-rank normalized covariance tensor $\mathcal{R}(\mathbf{x}, \mathbf{y})$ of the stiffness random field defined as

$$
\begin{equation*}
\mathcal{R}_{i j k l p q r s}(\mathbf{x}, \mathbf{y})=\frac{\mathbb{E}\left\{\left[C_{i j k l}(\mathbf{x})-\mathbb{E}\left\{C_{i j k l}(\mathbf{x})\right\}\right]\left[C_{p q r s}(\mathbf{y})-\mathbb{E}\left\{C_{p q r s}(\mathbf{y})\right\}\right]\right\}}{\left[\left(\mathbb{E}\left\{C_{i j k l}(\mathbf{x})^{2}\right\}-\mathbb{E}\left\{C_{i j k l}(\mathbf{x})\right\}^{2}\right)\left(\mathbb{E}\left\{C_{p q r s}(\mathbf{y})^{2}\right\}-\mathbb{E}\left\{C_{p q r s}(\mathbf{y})\right\}^{2}\right)\right]^{1 / 2}} \tag{12}
\end{equation*}
$$

A similar normalized covariance tensor was defined for the compliance random field. Note that owing to statistical homogeneity and isotropy, $\mathcal{R}_{i j k l p q r s}(\mathbf{x}, \mathbf{y})$ only depends on the norm of the lag vector $\boldsymbol{\tau}=\mathbf{x}-\mathbf{y}$, that is $\mathcal{R}(\mathbf{x}, \mathbf{y})=\mathcal{R}(\|\mathbf{x}-\mathbf{y}\|)$ (with a slight abuse of notation). The study was conducted for various values of volume fraction and mechanical contrast, hence providing an extensive database for the construction of analytical correlation functions for mesoscopic stiffness (or compliance) random fields.

### 1.2.2 Filtering framework

In this section, we briefly recall the theoretical filtering framework for periodic homogenization introduced by Bignonnet et al. (2014). As mentioned in section 1.1, the apparent stiffness $\mathbf{C}_{\text {PBC }}$ relates the macroscopic strain $\langle\boldsymbol{\varepsilon}\rangle=\overline{\boldsymbol{\varepsilon}}$ (see equation (7)) to the macroscopic stress $\langle\boldsymbol{\sigma}\rangle$

$$
\begin{equation*}
\langle\boldsymbol{\sigma}\rangle=\mathbf{C}_{\mathrm{PBC}}:\langle\boldsymbol{\varepsilon}\rangle . \tag{13}
\end{equation*}
$$

Because of the linearity of the problem defined by equation (5), the local strain $\boldsymbol{\varepsilon}(\mathbf{x})$ depends linearly on the macroscopic strain $\langle\boldsymbol{\varepsilon}\rangle$. This linear relationship is expressed through the strain localization tensor $\mathbf{A}(\mathbf{x})$

$$
\begin{equation*}
\varepsilon(\mathbf{x})=\mathbf{A}(\mathbf{x}):\langle\varepsilon\rangle . \tag{14}
\end{equation*}
$$

Suppose now that equation (5) is resolved, so that the local strain $\boldsymbol{\varepsilon}(\mathbf{x})$ and the local stress $\boldsymbol{\sigma}(\mathbf{x})$ are known. The so-called mesoscopic strain and mesoscopic stress fields are then obtained through a convolution with a compact support kernel $\rho$, that is

$$
\begin{align*}
& \tilde{\sigma}(\mathbf{x})=\int_{\mathbb{R}^{d}} \rho(\mathbf{x}-\mathbf{y}) \boldsymbol{\sigma}(\mathbf{y}) \mathrm{d} V_{\mathbf{y}}=(\rho * \boldsymbol{\sigma})(\mathbf{x}),  \tag{15a}\\
& \tilde{\boldsymbol{\varepsilon}}(\mathbf{x})=\int_{\mathbb{R}^{d}} \rho(\mathbf{x}-\mathbf{y}) \boldsymbol{\varepsilon}(\mathbf{y}) \mathrm{d} V_{\mathbf{y}}=(\rho * \boldsymbol{\varepsilon})(\mathbf{x}), \tag{15b}
\end{align*}
$$

where the kernel $\rho$ satisfies the following normalization property

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \rho(\mathbf{x}) \mathrm{d} V_{\mathbf{x}}=1 \tag{16}
\end{equation*}
$$

It can be verified that the mesoscopic stress $\tilde{\boldsymbol{\sigma}}$ (resp. the mesoscopic strain $\tilde{\boldsymbol{\varepsilon}}$ ) are statically (resp. kinematically) admissible. Introducing the fourth-order tensor $\tilde{\mathbf{C}}$ defined as follows

$$
\begin{equation*}
\tilde{\mathbf{C}}(\mathbf{x})=(\rho *(\mathbf{C}: \mathbf{A})(\mathbf{x})):(\rho * \mathbf{A})^{-1}(\mathbf{x}), \tag{17}
\end{equation*}
$$

it can readily be shown (Bignonnet et al., 2014) that $\tilde{\boldsymbol{\sigma}}(\mathbf{x})=\tilde{\mathbf{C}}(\mathbf{x}): \tilde{\boldsymbol{\varepsilon}}(\mathbf{x})$. Therefore, $\tilde{\mathbf{C}}$ can be seen as the stiffness of the (filtered) mesostructure. It should be noticed, however, that this tensor does not exhibit the major symmetry. Note that two different admissible kernels could be selected in order to define the mesoscopic stress $\tilde{\boldsymbol{\sigma}}$ and strain $\tilde{\boldsymbol{\varepsilon}}$ fields (see equation (15)). However, noticing that the kernel actually defines the mesoscopic scale for the field under consideration (and then, the probabilistic properties of the random field thus defined), and given the linear
relation between the filtered quantities $\tilde{\boldsymbol{\sigma}}$ and $\tilde{\boldsymbol{\varepsilon}}$, there is no a priori physical reason to do so. The following equations then hold for all $\mathbf{x}$ in $\Omega$

$$
\begin{align*}
\nabla \cdot \tilde{\sigma} & =\mathbf{0},  \tag{18a}\\
\tilde{\sigma}(\mathbf{x}) & =\tilde{\mathbf{C}}(\mathbf{x}): \tilde{\boldsymbol{\varepsilon}}(\mathbf{x}),  \tag{18b}\\
\tilde{\boldsymbol{\varepsilon}}(\mathbf{x}) & =\nabla^{\mathrm{s}} \tilde{\mathbf{u}}  \tag{18c}\\
\tilde{\mathbf{u}}(\mathbf{x}) & =\langle\tilde{\boldsymbol{\varepsilon}}\rangle \cdot \mathbf{x}+\tilde{\mathbf{u}}^{\mathrm{per}}(\mathbf{x}) . \tag{18d}
\end{align*}
$$

Consequently, the mesoscopic stress and strain fields are the solution to the boundary value problem defined with the mesoscopic stiffness. Observing that convolution with a normalized kernel does not affect volume average, i.e.

$$
\begin{equation*}
\langle\boldsymbol{\sigma}\rangle=\langle\tilde{\boldsymbol{\sigma}}\rangle, \quad\langle\boldsymbol{\varepsilon}\rangle=\langle\tilde{\boldsymbol{\varepsilon}}\rangle, \tag{19}
\end{equation*}
$$

Bignonnet et al. (2014) concluded that the microstructure $\mathbf{C}$ and the mesostructure $\tilde{\mathbf{C}}$ have the same homogenized properties. In other words, the mesoscopic tensor random fields thus defined satisfy the macroscopic consistency condition. It follows that the apparent properties of the initial microstructure over $\Omega$ can readily be obtained by solving the problem stated by equation (18) and involving the filtered microstructure. In practice, the latter problem turns out to be more tractable from a computational standpoint than the original one defined at microscale, as the mesoscopic elasticity field turns out to be much smoother than its microscopic counterpart. It should be noticed that adjusting the size of the filter allows for a continuous description of the local stiffness of heterogeneous materials ranging from microscale to macroscale. Finally, one may note that the computation of the mesoscopic stiffness $\tilde{\mathbf{C}}$ requires the original problem (given by equation (5)) to be solved. Therefore, the above filtering framework does not help reducing the computational effort in a deterministic setting, and founds its very purpose while applied to random heterogeneous microstructures.

### 1.3 Outline of the first part

In this first part, we address the numerical simulation and probabilistic modeling of mesoscopic elasticity random fields, with the aim to reduce the computational time associated with the homogenization of heterogeneous microstructures with (potentially multiple) non-separated scales and/or high mechanical contrasts. For this purpose, we follow a four-step methodology described below.

First, we perform numerical simulations of mesoscopic fields. Such computations, which are performed within the filtering framework proposed in (Bignonnet et al., 2014) (as the latter satisfies the macroscopic consistency condition introduced in section 1.1.1), allow fundamental features of the random fields to be estimated (such as the mean function, the correlation structure and the exhibited material symmetry), and constitute a database that will subsequently be used for calibration and validation purposes. These issues are discussed in chapter 2.

Second, we construct, in chapter 3 (see sections 3.1, 3.2 and 3.3), an information-theoretic probabilistic model of the aforementioned non-gaussian mesoscopic elasticity random fields. Such models are derived in the framework of information theory (Jaynes, 1957a,b) and are
therefore intended to be the most objective ones (in the sense that the modeling bias is reduced) with respect to available information, such as fundamental mathematical requirements (e.g. positive-definiteness) or phenomenological concerns. In addition, these models involve a lowdimensional parametrization, hence making the identification task more tractable. Simulation aspects are briefly reviewed in section 3.4.

In a third step detailed in section 3.5, we investigate the identification of the hyperparameters involved in the stochastic model. These parameters typically define the family of first-order marginal distributions of the non-gaussian random fields, as well as spatial correlation lengths. This task is discussed using either direct statistical estimators (which may require a large set of samples to achieve convergence) or the maximum likelihood method (which may be more suitable when data are limited).

Finally, we discuss the validation of both the probabilistic framework and the calibration strategy (see Noshadravan et al. (2013) for instance). Since the validation procedure only holds for a particular quantity of interest, we specifically address this task by investigating the capability of the calibrated stochastic model to mimic, on the one hand, given features extracted from the database (such as second-order statistics), and on the other hand to predict the effective properties with a reasonable accuracy. These points are in section 3.6. Conclusions and some perspectives of the first part are then drawn in chapter 4.

## Chapter 2

## Monte Carlo simulations of the mesoscopic stiffness tensor

This chapter is devoted to the simulation of the microscopic $\{\mathbf{C}(\mathbf{x}), \mathbf{x} \in \Omega\}$ and mesoscopic $\{\tilde{\mathbf{C}}(\mathbf{x}), \mathbf{x} \in \Omega\}$ elasticity random fields. The microstructure under consideration is chosen as a homogeneous matrix reinforced by non-overlapping bi-disperse spherical inclusions. Since the aim is to estimate the effective behavior, which requires the macroscopic consistency condition to be satisfied, realizations of the mesoscopic elasticity tensor random field are computed from the realizations of the microstructure by means of the filtering framework introduced in section 1.2.2.

This chapter is organized as follows. Section 2.1 addresses the generation of the realizations for microscopic and mesoscopic stiffness tensor. This set of realizations will be called as numerical experiments. In section 2.2, we perform the statistical characterization of the numerical experiments, in which we focus on the mean, coefficient of variation as well as the material symmetry and the correlation structure of mesoscopic elasticity random field.

### 2.1 Generation of the elasticity fields

The generation of the realizations of the microscopic and mesoscopic elasticity tensor fields can be summarized as follows.

- First, the realizations $\left\{\mathbf{C}\left(\mathbf{x}, \theta_{k}\right), \mathbf{x} \in \Omega\right\}, k=1, \ldots, N_{\text {exp }}$ of the microscopic stiffness tensor random field are generated using a standard algorithm for assemblies of hard spheres (see section 2.1.1).
- Second, and following section 1.1.2, the boundary value problem at microscale, defined by equation (5), is numerically solved for all realizations (see section 2.1.2).
- Third, the associated realizations $\left\{\tilde{\mathbf{C}}\left(\mathbf{x}, \theta_{k}\right), \mathbf{x} \in \Omega\right\}, k=1, \ldots, N_{\text {exp }}$ of the mesoscopic stiffness tensor random field are computed by equation (17) (see section 2.1.3).
- Finally, the mesoscale problem defined by equation (18) is in turn solved for the $N_{\text {exp }}$ realizations - these results can be used in order to estimated the effective stiffness tensor, and will essentially be used for validation purposes (see section 3.6).


### 2.1.1 Generation of microstructures

A simple but non trivial microstructure, namely a bidisperse assembly of spherical inclusions, is selected as a model microstructure. To highlight the effect of not well-separated length scales, the diameter of the smallest inclusions is purposely fixed at $D / 3$, where $D$ denotes the diameter of the largest inclusions. The size of the periodic domain $\Omega$ is $L=6 D$. The volume fraction of the largest (resp. smallest) inclusions is $20 \%$ (resp. $10 \%$ ). The microstructures are generated by means of a standard Monte Carlo simulation for an assembly of hard spheres (Allen and Tildesley, 1987), starting from initial configurations generated by random sequential addition (Torquato, 2002). In order to ensure the convergence of the statistical estimators, a set of $N_{\text {exp }}=700$ independent realizations is generated. As an illustration, one realization of the microstructure can be visualized in figure 2.1.


Figure 2.1. One realization of the microstructure (which contains more than 2,000 inclusions). The largest inclusions appear in red $(f=20 \%)$, while the smallest inclusions are colored in blue $(f=10 \%)$.

Let $\mathcal{S}_{2}^{(\alpha \beta)}(\mathbf{x}, \mathbf{y})=\mathbb{E}\left\{\chi_{\alpha}(\mathbf{x}) \chi_{\beta}(\mathbf{y})\right\}$ denote the two-point probability function (Torquato, 2002), in which $\chi_{\alpha}(\mathbf{x})$ is the characteristic function of phase $\alpha$. Owing to statistical homogeneity and isotropy, $S_{2}^{(\alpha \beta)}(\mathbf{x}, \mathbf{y})$ only depends on the norm $\tau=\|\mathbf{x}-\mathbf{y}\|$. For a two-phase microstructure, it can be shown that (Willis, 1982)

$$
\begin{equation*}
\mathcal{S}_{2}^{(\alpha \beta)}(\tau)-f_{\alpha} f_{\beta}=f_{\alpha}\left(\delta_{\alpha \beta}-f_{\beta}\right) \mathcal{R}(\tau), \quad \text { (no sum) } \tag{20}
\end{equation*}
$$

where $f_{\alpha}=\mathbb{E}\left\{\chi_{\alpha}(\mathbf{x})\right\}$ is the volume fraction of phase $\alpha$ and $\mathcal{R}(\tau)$ is the (two-point) correlation function. The plot of $\mathcal{R}(\tau)$ as a function of $\tau / L$, estimated using the generated database, is shown in figure 2.2.

As expected, it is seen that $\mathcal{R}(\tau)$ is independent of the direction under consideration. In what follows, the generated microstructures will be used as inputs to compute the local fields in the numerical homogenization method. In the next part, we present the computation of the local stress and local strain by means of the FFT-based homogenization method.

### 2.1.2 Computation of the apparent stiffness tensor of the microstructure

The determination of the mesoscopic stiffness tensor requires the local stress and strain fields (see equation (15)) to be known. In this work, we resort to FFT-based homogenization methods, initially introduced in Moulinec and Suquet $(1994,1998)$. More precisely, a variational form of


Figure 2.2. Plot of $\tau / L \mapsto \mathcal{R}(\tau)$ along $\mathbf{e}_{i}, 1 \leqslant i \leqslant 3$.
this method (Brisard and Dormieux, 2010, 2012) is used to solve the auxiliary problem defined by equations (5) and (18). A more detail discussion on FFT based method can be found in appendix A. It should be noted that the methodology presented hereafter is not restricted to FFT based schemes but remains valid for any other numerical homogenization method.

The microstructures are discretized on a Cartesian grid of $128 \times 128 \times 128$ voxels, and the two constitutive phases are assumed to be elastic, linear and isotropic. The matrix phase and inclusions share the same Poisson's ratio $v=0.2$, and the shear modulus of the inclusions is taken as $\mu_{\mathrm{i}}=1,000 \times \mu_{\mathrm{m}}$, where $\mu_{\mathrm{m}}$ denotes the shear modulus of the matrix. It should be noted that the elastic contrast was purposely fixed at a high value in order to illustrate the robustness of the model. The reference material to be used in the aforementioned numerical scheme is chosen to be softer than all phases, with $\mu_{0}=0.9 \mu_{\mathrm{m}}$ and $v_{0}=0.2$. In order to compute the local strain $\boldsymbol{\varepsilon}$ and strain localization tensor $\mathbf{A}$ (see equation (14)), six linearly independent macroscopic strains $\langle\boldsymbol{\varepsilon}\rangle$ are specified on the boundary $\partial \Omega$.

In terms of computational resources, the numerical solutions to the local boundary value problems are obtained using parallel computing (with 64 cores) and Janus code ${ }^{1}$. Each core contains a $\operatorname{Intel}(\mathrm{R}) \operatorname{Xeon}(\mathrm{R})$ CPU E5-2640 running at 2.50 GHz . It is noticed that the computation time is about 10 minutes (CPU time) per realization and per macroscopic loading.

### 2.1.3 Computation of the mesoscopic stiffness tensor random field

Once the solution of the boundary value problem at microscale has been obtained (for a given realization of the microstructure), the associated mesoscopic stiffness tensor random field can be computed through equation (17), making use of a centered Gaussian filter with standard deviation $\sigma$. For numerical convenience, this filter is truncated over a cubic window of width $H$, and the kernel $\rho$ takes the form

$$
\begin{align*}
\rho(\mathbf{x}) & =\alpha \exp \left(-\frac{1}{2} \frac{\|\mathbf{x}\|^{2}}{\sigma^{2}}\right), \text { if }\left|x_{i}\right| \leqslant H / 2, \forall i \in \llbracket 1, d \rrbracket,  \tag{21}\\
& =0, \text { otherwise },
\end{align*}
$$

[^0]where we choose $H=6 \sigma$ (as typically selected in the field of image analysis). The value of $\alpha$ is deduced from the normalization property given by equation (16). It should be noticed that despite the anisotropic truncation, the above kernel is practically isotropic since the ratio $\sigma / H$ is taken small enough. In addition, this kernel induces a mass concentration at the origin, which is physically consistent with the definition of the mesoscopic fields. One realization of a microscopic elasticity random field, together with the associated mesoscopic field, are shown in figure 2.3.


Figure 2.3. One realization of microscopic elasticity random field $\left\{C_{1111}(\mathbf{x}, \theta), \mathbf{x} \in \Omega\right\}$ (left) and associated filtered random field $\left\{\tilde{C}_{1111}(\mathbf{x}, \theta), \mathbf{x} \in \Omega\right\}$ with $H=2 D$ (right).

The effect of progressive smoothing induced by filter parameter $H / D$ is further shown in figure 2.4.


Figure 2.4. One realization (2D slice) of microscopic elasticity random field $\left\{C_{1111}(\mathbf{x}, \theta), \mathbf{x} \in \Omega\right\}$ (top-left) and associated mesoscale random fields $\left\{\tilde{C}_{1111}(\mathbf{x}, \theta), \mathbf{x} \in \Omega\right\}$ obtained for $H=2 D$ (top-right), $H=2.5 D$ (bottom-left) and $H=3 D$ (bottom-right). The same color scale was used for all mesoscale random fields to highlight the evolution of the contrast.

More specifically, it is observed that increasing the parameter $H / D$ results in decreasing the spatial mechanical contrast of the mesoscopic stiffness tensor. Unless otherwise stated, the value $H / D=3$ will be used from now on.

### 2.2 Characterization of the mesoscopic random fields

This section is devoted to the characterization of a few statistical properties for the mesoscopic elasticity tensor random field, with the aim to subsequently construct a suitable random field model. Such a random field model should have the capability to reproduce some fundamental features of the generated random fields, such as symmetry (self-adjointness), material symmetry and correlation structure. These properties are specifically investigated below. In accordance with the periodic setting, the mesoscopic elasticity random field $\left\{\tilde{\mathbf{C}}(\mathbf{x}, \theta), \mathbf{x} \in \mathbb{R}^{d}\right\}$ is identified with the periodized version, in the almost sure sense, of $\{\tilde{\mathbf{C}}(\mathbf{x}, \theta), \mathbf{x} \in \Omega\}$. Note that in the sequel, such an extension will be used with no specific notation for any decomposition of the elasticity random field.

### 2.2.1 Degree of asymmetry

As reported in Bignonnet et al. (2014), it turns out that the mesoscopic stiffness tensor does not obey minor symmetry. In order to quantify the degree of asymmetry, let $\left\{\epsilon_{\text {asym }}(\mathbf{x}, \theta), \mathbf{x} \in \Omega\right\}$ be the $\mathbb{R}^{+}$-valued random field measuring the normalized distance, for all $\mathbf{x}$ fixed in $\Omega$, between $\tilde{\mathbf{C}}(\mathbf{x}, \theta)$ and its symmetric counterpart

$$
\begin{equation*}
\forall \mathbf{x} \in \Omega, \quad \epsilon_{\text {asym }}(\mathbf{x}, \theta)=\frac{\left\|\tilde{\mathbf{C}}(\mathbf{x}, \theta)-\tilde{\mathbf{C}}^{\mathrm{T}}(\mathbf{x}, \theta)\right\|_{F}}{2\|\tilde{\mathbf{C}}(\mathbf{x}, \theta)\|_{F}}, \tag{22}
\end{equation*}
$$

where $C^{\mathrm{T}}{ }_{i j k l}=C_{k l i j}$ and the euclidean (Frobenius) norm is defined by $\|\mathbf{X}\|_{F}=\left(X_{i j k l} X_{i j k l}\right)^{1 / 2}$. The mean field $\mathbf{x} \mapsto \mathbb{E}\left\{\epsilon_{\text {asym }}(\mathbf{x})\right\}$ of the above random field is then determined through the following estimator

$$
\begin{equation*}
\forall \mathbf{x} \in \Omega, \quad \mathbb{E}\left\{\epsilon_{\text {asym }}(\mathbf{x})\right\}=\frac{1}{N_{\text {exp }}} \sum_{i=1}^{N_{\text {exp }}} \epsilon_{\text {asym }}\left(\mathbf{x}, \theta_{i}\right) \tag{23}
\end{equation*}
$$

The convergence of the statistical estimator at the center of the domain $\Omega$ is shown in figure 2.5 , where the $99 \%$ confidence interval is also reported.

The plot of the mean function $\left(x_{2}, x_{3}\right) \mapsto 100 \mathbb{E}\left\{\epsilon_{\text {asym }}\left(L / 2, x_{2}, x_{3}\right)\right\}$ is depicted in figure 2.6, and it is seen that the relative error between the filtered tensor and its symmetric counterpart is reasonably small.

Similar conclusions can be drawn, both in mean and variance, at all observation points in $\Omega$ ), hence suggesting the use of a symmetric approximation. Furthermore, the influence of filter parameter $H / D$ on the degree of asymmetry is illustrated in figure 2.7.

As expected, it is observed that increasing the filter parameter reduces the maximum of the mean function $\mathbf{x} \mapsto \mathbb{E}\left\{\epsilon_{\text {asym }}(\mathbf{x})\right\}$. In conclusion, it is observed that the realizations of mesoscopic elasticity random field are almost symmetric for $H / D=3$, so that the mesoscopic stiffness tensor random field can be modeled accurately by a random field with values in the set of symmetric tensors.


Figure 2.5. Convergence of the statistical estimator for the mean field of $\left\{\epsilon_{\text {asym }}(\mathbf{x}, \theta), \mathbf{x} \in \Omega\right\}$ at the center of domain $\Omega$. The error bar (gray zone) represents $99 \%$ confidence interval.


Figure 2.6. Plot of mean function $\left(x_{2}, x_{3}\right) \mapsto 100 \mathbb{E}\left\{\epsilon_{\text {asym }}\left(L / 2, x_{2}, x_{3}\right)\right\}$.


Figure 2.7. Maximum value of mean function $\mathbf{x} \mapsto 100 \mathbb{E}\left\{\epsilon_{\text {asym }}(\mathbf{x})\right\}$ over $\Omega$.

### 2.2.2 Material symmetry

We now turn to the characterization of the material symmetry that is exhibited by the elasticity random field at mesoscale (we recall here that such a random field is, in general, anisotropic almost surely). Given the microstructure under consideration, we specifically investigate the relevance of an isotropic approximation $\left\{\tilde{\mathbf{C}}^{\text {iso }}(\mathbf{x}, \theta), \mathbf{x} \in \Omega\right\}$, which can be defined (following e.g.

Moakher and Norris (2006)) through an euclidean projection

$$
\begin{equation*}
\forall \mathbf{x} \in \Omega, \quad \tilde{\mathbf{C}}^{\text {iso }}(\mathbf{x}, \theta)=\mathcal{P}^{\text {iso }}(\tilde{\mathbf{C}}(\mathbf{x}, \theta))=\underset{\mathbf{M} \in \mathrm{M}_{n}^{\text {is }}(\mathbb{R})}{\operatorname{argmin}}\|\tilde{\mathbf{C}}(\mathbf{x}, \theta)-\mathbf{M}\|, \tag{24}
\end{equation*}
$$

where $\mathbb{M}_{n}^{i s o}(\mathbb{R})$ is the set of all isotropic tensors. In order to quantify the error induced by this approximation, let us introduce the normalized distance random field $\{d(\mathbf{x}, \theta), \mathbf{x} \in \Omega\}$ (see Guilleminot and Soize (2012) for instance)

$$
\begin{equation*}
\forall \mathbf{x} \in \Omega, \quad d(\mathbf{x}, \theta)=\frac{\left\|\tilde{\mathbf{C}}(\mathbf{x}, \theta)-\tilde{\mathbf{C}}^{\text {iso }}(\mathbf{x}, \theta)\right\|}{\|\tilde{\mathbf{C}}(\mathbf{x}, \theta)\|} . \tag{25}
\end{equation*}
$$

Let $\mathbf{x} \mapsto \mathbb{E}\{d(\mathbf{x})\}$ be the mean function of the above random field. The convergence of the statistical estimator of $\mathbb{E}\{d(\mathbf{x})\}$ at the center of domain $\Omega$ is shown in figure 2.8.


Figure 2.8. Statistical estimator of distance field at the center of domain $\Omega$. The error bar (gray zone) represents $99 \%$ confidence interval.

The graph of the mean function $\left(x_{2}, x_{3}\right) \mapsto \mathbb{E}\left\{d\left(L / 2, x_{2}, x_{3}\right)\right\}$ is shown in figure 2.9.


Figure 2.9. Plot of mean function $\left(x_{2}, x_{3}\right) \mapsto 100 \mathbb{E}\left\{d\left(L / 2, x_{2}, x_{3}\right)\right\}$.
It is seen on these graphs that the relative error is fairly small (with a maximum value of $3.3 \%$ approximately) in mean, and exhibits contained fluctuations. These quantitative results show that the realizations of the mesoscopic stiffness can be approximated by isotropic ones, which may facilitate the modeling and simulation tasks. Finally, the influence of the ratio $H / D$ on the level of isotropy is illustrated in figure 2.10.


Figure 2.10. Maximum value of mean function $\mathbf{x} \mapsto 100 \mathbb{E}\{d(\mathbf{x})\}$ over $\Omega$.

As expected, it is seen that the stochastic residual decreases, in mean, as the ratio $H / D$ gets larger. It worth mentioning that the euclidean metric is not invariant under inversion (see Moakher and Norris (2006)), so that the distance random field $\{d(\mathbf{x}, \theta), \mathbf{x} \in \Omega\}$ may exhibit slightly different properties depending on whether the stiffness or compliance tensor is considered. It follows that the mesoscopic stiffness random field is modeled, from now on, as almost isotropic field (note that isotropy here refers to the material symmetry, and not to a property related to the correlation structure). It is then characterized by bulk and shear moduli random fields, the properties of which are characterized in the next section.

### 2.2.3 Second-order characterization

An estimator of the mean function $\mathbf{x} \mapsto \mathbb{E}\{\tilde{\mathbf{C}}(\mathbf{x})\}$ associated with the mesoscopic stiffness random field is determined as

$$
\begin{equation*}
\forall \mathbf{x} \in \Omega, \quad \mathbb{E}\{\tilde{\mathbf{C}}(\mathbf{x})\}=\frac{1}{N_{\exp }} \sum_{i=1}^{N_{\text {exp }}} \tilde{\mathbf{C}}\left(\mathbf{x}, \theta_{i}\right) . \tag{26}
\end{equation*}
$$

The graph of mean function $\left(x_{2}, x_{3}\right) \mapsto \mathbb{E}\left\{\tilde{C}_{1111}\left(L / 2, x_{2}, x_{3}\right)\right\}$ is shown in figure 2.11 and may suggest that the statistical mean field $\mathbf{x} \mapsto \mathbb{E}\{\tilde{\mathbf{C}}(\mathbf{x})\}$ fluctuates over $\Omega$.


Figure 2.11. Plot of mean function $\left(x_{2}, x_{3}\right) \mapsto \mu_{\mathrm{m}}^{-1} \mathbb{E}\left\{\tilde{C}_{1111}\left(L / 2, x_{2}, x_{3}\right)\right\}$.
It should, however, be noticed that the range of fluctuations falls within the confidence interval at $99 \%$, so that the observed spatial fluctuations may likely be explained by finite-sampling. The
spatial fluctuations of mean function $\mathbf{x} \mapsto \mathbb{E}\{\tilde{\mathbf{C}}(\mathbf{x})\}$ are further characterized by the parameter $\delta_{\mathbb{E}\{\tilde{\mathbf{C}}(\mathbf{x})\}}$ defined as

$$
\begin{equation*}
\delta_{\mathbb{E}\{\tilde{\mathbf{C}}(\mathbf{x})\}}=\left\{\left(N_{p}^{-1} \sum_{i=1}^{N_{p}}\left\|\mathbb{E}\left\{\tilde{\mathbf{C}}\left(\mathbf{x}_{i}\right)\right\}-\langle\mathbb{E}\{\tilde{\mathbf{C}}\}\rangle\right\|_{F}^{2}\right)\|\langle\mathbb{E}\{\tilde{\mathbf{C}}\}\rangle\|_{F}^{-2}\right\}^{1 / 2}, \tag{27}
\end{equation*}
$$

where $N_{\mathrm{p}}$ is the number of voxels in domain $\Omega\left(N_{\mathrm{p}}=128^{3}\right)$ and $\langle\mathbb{E}\{\tilde{\mathbf{C}}\}\rangle$ denotes the spatial average of mean field $\mathbf{x} \mapsto \mathbb{E}\{\tilde{\mathbf{C}}(\mathbf{x})\}$

$$
\frac{1}{\mu_{\mathrm{m}}}\langle\mathbb{E}\{\tilde{\mathbf{C}}\}\rangle=\left[\begin{array}{cccccc}
4.740 & 1.154 & 1.154 & 0 & 0 & -0.001  \tag{28}\\
1.154 & 4.742 & 1.154 & 0.001 & 0 & -0.001 \\
1.154 & 1.154 & 4.740 & 0 & 0.001 & 0 \\
0 & 0.001 & 0 & 3.561 & 0 & 0 \\
0 & 0 & 0.001 & 0 & 3.562 & 0.001 \\
0.001 & -0.001 & 0 & 0 & 0.001 & 3.562
\end{array}\right]
$$

The value of $\delta_{\mathbb{E}\{\tilde{\mathbf{C}}(\mathbf{x})\}}$ is found to be reasonably small ( $0.58 \%$ ). For these reasons, and taking into account the statistical homogeneity of the underlying microstructure, it is assumed that the mean function does not depend on $\mathbf{x}$. Furthermore, the normalized distance between $\langle\mathbb{E}\{\tilde{\mathbf{C}}\}\rangle$ and its isotropic projection $\mathcal{P}^{\text {iso }}(\langle\mathbb{E}\{\tilde{\mathbf{C}}\}\rangle)$,

$$
\begin{equation*}
d\left(\langle\mathbb{E}\{\tilde{\mathbf{C}}\}\rangle, \mathcal{P}^{\mathrm{iso}}(\langle\mathbb{E}\{\tilde{\mathbf{C}}\}\rangle)\right)=\frac{\left\|\langle\mathbb{E}\{\tilde{\mathbf{C}}\}\rangle-\mathcal{P}^{\mathrm{iso}}(\widehat{\mathbf{C}})\right\|}{\|\langle\mathbb{E}\{\tilde{\mathbf{C}}\}\rangle\|}, \tag{29}
\end{equation*}
$$

is equal to $0.255 \%$, showing that the mean value of the mesoscopic stiffness tensor is almost isotropic. The mean value is therefore approximated by using the projected mean values for both the bulk and shear moduli, namely $\mathbb{E}\{\tilde{\kappa}\}=2.35 \mu_{\mathrm{m}}$ and $\mathbb{E}\{\tilde{\mu}\}=1.78 \mu_{\mathrm{m}}$. The coefficients of variation of the random bulk and shear moduli are further found to be $\delta_{\tilde{\kappa}} \approx 13.9 \%$ and $\delta_{\tilde{\mu}} \approx 14.4 \%$. Let $\tau \mapsto \mathcal{R}_{\tilde{k}}(\tau)$ be the normalized covariance function of the bulk random field, defined for all $\tau$ in $\mathbb{R}^{d}$ by

$$
\begin{equation*}
\mathcal{R}_{\tilde{\kappa}}(\boldsymbol{\tau})=\frac{\mathbb{E}\{[\tilde{\kappa}(\mathbf{x}+\boldsymbol{\tau}, \theta)-\mathbb{E}\{\tilde{\kappa}(\mathbf{x}+\boldsymbol{\tau}, \theta)\}][\tilde{\kappa}(\mathbf{x}, \theta)-\mathbb{E}\{\tilde{\kappa}(\mathbf{x}, \theta)\}]\}}{\left(\left[\mathbb{E}\left\{\tilde{\kappa}(\mathbf{x}+\boldsymbol{\tau}, \theta)^{2}\right\}-\mathbb{E}\{\tilde{\kappa}(\mathbf{x}+\boldsymbol{\tau}, \theta)\}^{2}\right]\left[\mathbb{E}\left\{\tilde{\kappa}(\mathbf{x}, \theta)^{2}\right\}-\mathbb{E}\{\tilde{\kappa}(\mathbf{x}, \theta)\}^{2}\right]\right)^{1 / 2}} . \tag{30}
\end{equation*}
$$

A similar notation is used for the normalized covariance function associated with the shear modulus random field $\{\tilde{\mu}(\mathbf{x}, \theta), \mathbf{x} \in \Omega\}$. The plot of the normalized covariance functions $\mathcal{R}_{\tilde{\kappa}}$ and $\mathcal{R}_{\tilde{\mu}}$ along the three directions defined by the canonical basis of $\mathbb{R}^{3}$ is shown in figure 2.12.

It is seen that the above estimated normalized covariance functions are almost identical regardless of the direction, as expected from the statistical isotropy of the underlying microstructure (note that the retained Gaussian filter also introduces an isotropic smoothing). Interestingly, the normalized covariance functions are almost identical for the bulk and shear moduli, as shown in figure 2.13.

Note that this feature may be explained by the fact that the two constitutive materials share the same Poisson ratio (see section 2.1.2). Furthermore, the correlation structure of bulk and shear moduli random fields seem to suggest that it can be approximated by a squared exponential correlation function type.


Figure 2.12. Plot of the normalized covariance functions $\tau / D \mapsto \mathcal{R}_{\tilde{\kappa}}\left(\tau \mathbf{e}_{i}\right)$ (left) and $\tau / D \mapsto \mathcal{R}_{\tilde{\mu}}\left(\tau \mathbf{e}_{i}\right)$ (right), $1 \leqslant i \leqslant 3$.


Figure 2.13. Plot of the normalized covariance functions $\tau / D \mapsto \mathcal{R}_{\tilde{\kappa}}\left(\tau \mathbf{e}_{2}\right)$ and $\tau / D \mapsto \mathcal{R}_{\tilde{\mu}}\left(\tau \mathbf{e}_{2}\right)$.

Finally, let $b$ the parameter defined as

$$
\begin{equation*}
b=\int_{0}^{L / 2}|\mathcal{R}(\tau)| \mathrm{d} \tau \tag{31}
\end{equation*}
$$

This parameter is interpreted, in the retained periodic setting, as the correlation length of the mesoscopic elasticity random field (we recall here that by construction, the associated correlation function depends on the norm of the lag vector only). The plot of the correlation length $b$ as a function of the ratio $H / D$ is shown in figure 2.14.

It is observed that the relation between $b$ and $H / D$ is almost linear, hence illustrating the influence of the filter size. The correlation length associated with the random morpholophy at the microscale is further found to be of the same order as the one associated with the mesostructure, with $H / D=1$. This can be explained by the fact that the smoothing effect is rather weak at small filter sizes.


Figure 2.14. Normalized correlation length $b / D$ as a function of $H / D$.

## Chapter 3

## Stochastic framework

### 3.1 Methodology

This section is devoted to the construction of a probabilistic model for the mesoscopic elasticity random field $\{\tilde{\mathbf{C}}(\mathbf{x}, \theta), \mathbf{x} \in \Omega\}$. Following the statistical characterization, it is assumed that:

- for all $\mathbf{x}$ fixed in $\Omega$, the random matrix $\tilde{\mathbf{C}}(\mathbf{x}, \theta)$ is symmetric a.s.;
- the random field $\{\tilde{\mathbf{C}}(\mathbf{x}, \theta), \mathbf{x} \in \Omega\}$ is isotropic a.s. and is therefore completely defined by the associated bulk and shear moduli random fields, denoted by $\{\tilde{\kappa}(\mathbf{x}, \theta), \mathbf{x} \in \Omega\}$ and $\{\tilde{\mu}(\mathbf{x}, \theta), \mathbf{x} \in \Omega\}$ respectively, such that

$$
\begin{equation*}
\forall \mathbf{x} \in \Omega, \quad \tilde{\mathbf{C}}(\mathbf{x}, \theta)=d \tilde{\kappa}(\mathbf{x}, \theta) \mathbf{J}+2 \tilde{\mu}(\mathbf{x}, \theta) \mathbf{K}, \tag{32}
\end{equation*}
$$

with $(\mathbf{J}, \mathbf{K})$ the classical (deterministic) tensor basis of $\mathbb{M}_{n}^{\text {iso }}(\mathbb{R})(n=3,6)$ (Walpole, 1984) and $d$ the physical dimension $(d=2,3)$;

- the bulk and shear moduli random fields are statistically independent (a discussion for the random matrix case can be found in Guilleminot and Soize (2013a)) and exhibit the same $L$-periodic correlation structure.

In addition, it is assumed that the random fields $\{\tilde{\kappa}(\mathbf{x}, \theta), \mathbf{x} \in \Omega\}$ and $\{\tilde{\mu}(\mathbf{x}, \theta), \mathbf{x} \in \Omega\}$ are bounded from below by the associated matrix properties

$$
\begin{equation*}
\tilde{\kappa}(\mathbf{x}, \theta)>\kappa_{\mathrm{m}}, \quad \tilde{\mu}(\mathbf{x}, \theta)>\mu_{\mathrm{m}} \text { a.s. } \tag{33}
\end{equation*}
$$

for all $\mathbf{x}$ in $\Omega$, with $\kappa_{\mathrm{m}}$ and $\mu_{\mathrm{m}}$ the bulk and shear moduli of the matrix phase. Equation (33) appears as a reasonable assumption, given that the retained value of parameter $H$ (see equation (21)) is large in the simulations (recall that the heterogeneities are stiffer than the isotropic matrix phase). Note that the strict inequalities mean that the lower bounds must then be reached with a null probability. Consequently, let us introduce two auxiliary $\mathbb{R}_{*}^{+}$-valued random fields $\left\{\kappa^{\prime}(\mathbf{x}, \theta), \mathbf{x} \in \Omega\right\}$ and $\left\{\mu^{\prime}(\mathbf{x}, \theta), \mathbf{x} \in \Omega\right\}$ such that $\forall \mathbf{x} \in \Omega$

$$
\begin{equation*}
\tilde{\kappa}(\mathbf{x}, \theta)=\kappa^{\prime}(\mathbf{x}, \theta)+\kappa_{\mathrm{m}}, \quad \tilde{\mu}(\mathbf{x}, \theta)=\mu^{\prime}(\mathbf{x}, \theta)+\mu_{\mathrm{m}} . \tag{34}
\end{equation*}
$$

Below, we address the construction of stochastic representations for random fields $\left\{\kappa^{\prime}(\mathbf{x}, \theta), \mathbf{x} \in\right.$ $\Omega\}$ and $\left\{\mu^{\prime}(\mathbf{x}, \theta), \mathbf{x} \in \Omega\right\}$. The methodology, pioneered in the seminal work of Soize (2006) and
extended in Guilleminot et al. (2011); Guilleminot and Soize (2013a,b), proceeds along the following two main steps. First, a stochastic model for random variable $\kappa^{\prime}(\mathbf{x}, \theta)\left(\right.$ resp. $\left.\mu^{\prime}(\mathbf{x}, \theta)\right), \mathbf{x}$ being fixed in $\Omega$, is defined by invoking Jaynes' maximum entropy principle (Jaynes, 1957a,b) (see section 3.2). Here, it is assumed that the available information on each random variable is independent of $\mathbf{x}$, so that the probability density functions $p_{\kappa^{\prime}(\mathbf{x}, \theta)}$ and $p_{\mu^{\prime}(\mathbf{x}, \theta)}$ defining $\kappa^{\prime}(\mathbf{x}, \theta)$ and $\mu^{\prime}(\mathbf{x}, \theta)$ do not depend on $\mathbf{x}$ either. Note that this assumption can be readily relaxed at the expense of notational complexity. Second, the bulk and shear moduli random fields are defined through measurable nonlinear transformations of two underlying $\mathbb{R}$-valued Gaussian random fields such that $\left\{\kappa^{\prime}(\mathbf{x}, \theta), \mathbf{x} \in \Omega\right\}$ and $\left\{\mu^{\prime}(\mathbf{x}, \theta), \mathbf{x} \in \Omega\right\}$ respectively admit $p_{\kappa^{\prime}(\mathbf{x}, \theta)}$ and $p_{\mu^{\prime}(\mathbf{x}, \theta)}$ as their first-order marginal probability density functions. This construction is detailed in section 3.3.

### 3.2 Construction of an information-theoretic model for the probability density functions

Let $\mathbf{x}$ be fixed in $\Omega$. As mentioned above, probabilistic models for random variables $\kappa^{\prime}(\mathbf{x}, \theta)$ and $\mu^{\prime}(\mathbf{x}, \theta)$ can be constructed within the framework of information theory and more precisely, by having recourse to the maximum entropy (MaxEnt) principle (see (Jaynes, 1957a,b)). Since the methodology proceeds similarly for the two random moduli, technical aspects are detailed below for the bulk modulus $\kappa^{\prime}(\mathbf{x}, \theta)$ only - the result for the shear modulus is provided at the end of the section. The MaxEnt principle relies on the maximization of Shannon's differential entropy (Shannon, 1948) and then states that among all the probability density functions satisfying some constraints (stated in the form of mathematical expectations) related to a given amount of available information, the most objective probability density function (that is, the one that introduces the most reduced modeling bias) is the one that maximizes the above mentioned entropy (as a relative measure of uncertainties).

In this work, we assume that the $\mathbb{R}_{*}^{+}$-valued random variable $\kappa^{\prime}(\mathbf{x}, \theta)$ satisfies the following constraints

$$
\begin{align*}
& \mathbb{E}\left\{\kappa^{\prime}(\mathbf{x}, \theta)\right\}=\mathbb{E}\left\{\kappa^{\prime}\right\},  \tag{35}\\
& \mathbb{E}\left\{\ln \left(\kappa^{\prime}(\mathbf{x}, \theta)\right)\right\}=\vartheta, \quad|\vartheta|<+\infty \tag{36}
\end{align*}
$$

where $\mathbb{E}\left\{\kappa^{\prime}(\mathbf{x}, \theta)\right\}=\mathbb{E}\{\tilde{\kappa}(\mathbf{x}, \theta)\}-\kappa_{\mathrm{m}}$. The constraint stated by equation (35) allows for the prescription of the mean value, whereas equation (36) implies (under some given assumptions that will be made more precise later) that $\kappa^{\prime}(\mathbf{x}, \theta)$ and $\kappa^{\prime}(\mathbf{x}, \theta)^{-1}$ are second-order random variables. By using the calculus of variations, it can then be shown that the probability density function $p_{\kappa^{\prime}(\mathbf{x}, \theta)}$ takes the classical form (see e.g. Guilleminot and Soize (2012))

$$
\begin{equation*}
p_{k^{\prime}(\mathbf{x}, \theta)}(k)=1_{\mathbb{R}_{*}^{+}}(k) \times c \times k^{-\lambda_{1}} \exp \left(-\lambda_{2} k\right), \tag{37}
\end{equation*}
$$

where $1_{\mathbb{R}_{*}^{+}}$is the indicator function of $\mathbb{R}_{*}^{+}, c$ is a real positive normalization constant and $\left(\lambda_{1}, \lambda_{2}\right)$ is a couple of Lagrange multipliers such that the above constraints are fulfilled. Owing to a change of parameters, it can be easily proven that the above p.d.f. can be written as

$$
\begin{equation*}
p_{{\kappa^{\prime}}^{\prime}(\mathbf{x}, \theta)}(k)=1_{\mathbb{R}_{*}^{+}}(k) \times c \times\left(\frac{k}{\mathbb{E}\left\{\kappa^{\prime}\right\}}\right)^{1 / \delta_{\kappa^{\prime}}^{2}-1} \exp \left(-\frac{k}{\mathbb{E}\left\{\kappa^{\prime}\right\} \delta_{\kappa^{\prime}}^{2}}\right), \tag{38}
\end{equation*}
$$

where $\delta_{\kappa^{\prime}}$ is the coefficient of variation of bulk modulus $\kappa^{\prime}(\mathbf{x}, \theta)$ (see Ta et al. (2010) for similar results, as well as Guilleminot and Soize (2013a,b) for random matrix and random field models exhibiting other material symmetry properties). The normalization constant $c$ is then given by

$$
\begin{equation*}
c=\frac{1}{\mathbb{E}\left\{\kappa^{\prime}\right\}}\left(\frac{1}{\delta_{\kappa^{\prime}}^{2}}\right)^{1 / \delta_{\kappa^{\prime}}^{2}} \frac{1}{\Gamma\left(1 / \delta_{\kappa^{\prime}}^{2}\right)}, \tag{39}
\end{equation*}
$$

with $\Gamma$ the Gamma function

$$
\begin{equation*}
\Gamma(k)=\int_{0}^{\infty} t^{k-1} \exp (-t) \mathrm{d} t \tag{40}
\end{equation*}
$$

Note that the condition $\delta_{\kappa^{\prime}}<1 / \sqrt{2}$ must hold in order to ensure the finiteness of the second-order moments for $\kappa^{\prime}(\mathbf{x}, \theta)$ and $\kappa^{\prime}(\mathbf{x}, \theta)^{-1}$ (see Soize (2000)). It can be deduced that $\kappa^{\prime}(\mathbf{x}, \theta)$ is distributed according to a Gamma distribution with shape parameter $1 / \delta_{{\kappa^{\prime}}^{\prime}}^{2}$ and scale parameter $\mathbb{E}\left\{\kappa^{\prime}\right\} \delta_{{k^{\prime}}^{\prime}}^{2}$ (with $\lambda_{1}=1-1 / \delta_{\kappa^{\prime}}^{2}$ and $\left.\lambda_{2}=1 /\left(\mathbb{E}\left\{\kappa^{\prime}\right\} \delta_{k^{\prime}}^{2}\right)\right)$.

Similarly, it can be shown that the random shear modulus $\mu^{\prime}(\mathbf{x}, \theta)$ follows a Gamma distribution defined by shape parameter $1 / \delta_{\mu^{\prime}}^{2}$ and scale parameter $\mathbb{E}\left\{\mu^{\prime}\right\} \delta_{\mu^{\prime}}^{2}$. Additional comments related to the above construction for the first-order marginal probability distribution are listed below.

- First, it is worthwhile to note that the use of an isotropic approximation is motivated by the statistical characterization detailed in section 2.2.2. The latter shows that the stochastic residual (defined by Eq. (25)) exhibits a negligible mean and a small variance, regardless of the location under consideration.
- Second, and while the recourse to an isotropic model alleviates the computational cost, it is by no means a limitation of the overall methodology that can be readily extended to any symmetry class (see Guilleminot and Soize (2013b) for the construction of the stochastic model for any symmetry class).
- Third, the nature of the statistical dependence essentially depends on the information that is plugged into the principle of maximum entropy. In other words, changing the constraints by adding, for instance, an information on cross-correlation would yield another dependence structure. However, getting converged statistical estimators for high-order moments generally requires a large amount of data, which is not the framework retained in this study. Rather, the model is here tailored in order to allow for a calibration through an underdetermined inverse problem, hence the consideration of minimal mathematical requirements only (these properties allow one to prove the existence and uniqueness of a second-order solution for the associated stochastic boundary value problem) and relies in part on imposing the finiteness of the second order moment for the stiffness tensor (this property is then equivalently imposed on the bulk and shear modulus, with no information on cross-correlation between these parameters, since $\mathbf{J}$ and $\mathbf{K}$ are orthogonal projectors).


### 3.3 Definition of the mesoscale moduli random fields

As discussed in the above section, the first order marginal of bulk and shear moduli random field model are distributed according to a Gamma distribution. It then can be simulated by means
of the inverse transform method. More specifically, the random bulk and shear moduli can be readily defined through the following local measurable nonlinear transformations

$$
\begin{equation*}
\forall \mathbf{x} \in \Omega, \quad \kappa^{\prime}(\mathbf{x}, \theta)=\mathrm{F}_{\mathcal{G}_{\boldsymbol{K}^{\prime}}}^{-1}\left(\Phi\left(\Xi_{\kappa^{\prime}}(\mathbf{x}, \theta)\right)\right), \quad \mu^{\prime}(\mathbf{x}, \theta)=\mathrm{F}_{\mathcal{G}_{\mu^{\prime}}}^{-1}\left(\Phi\left(\Xi_{\mu^{\prime}}(\mathbf{x}, \theta)\right)\right), \tag{41}
\end{equation*}
$$

where

- $\mathrm{F}_{\mathcal{G}_{k^{\prime}}}^{-1}\left(\right.$ resp. $\mathrm{F}_{\mathcal{G}_{\mu^{\prime}}}^{-1}$ ) is the Gamma inverse cumulative distribution function with shape parameter $1 / \delta_{\kappa^{\prime}}^{2}\left(\right.$ resp. $1 / \delta_{\mu^{\prime}}^{2}$ ) and scale parameter $\mathbb{E}\left\{\kappa^{\prime}\right\} \delta_{\kappa^{\prime}}^{2}$ (resp. $\mathbb{E}\left\{\mu^{\prime}\right\} \delta_{\mu^{\prime}}^{2}$ );
- $\Phi$ is the cumulative distribution function of the standard normal distribution;
- $\left\{\Xi_{\kappa^{\prime}}(\mathbf{x}, \theta), \mathbf{x} \in \mathbb{R}^{d}\right\}$ and $\left\{\Xi_{\mu^{\prime}}(\mathbf{x}, \theta), \mathbf{x} \in \mathbb{R}^{d}\right\}$ are centered Gaussian random fields such that for all $\mathbf{x}$ in $\Omega$ and for all $\mathbf{y}$ in $\mathbb{Z}^{d}$

$$
\begin{equation*}
\Xi_{\kappa^{\prime}}(\mathbf{x}+L \mathbf{y}, \theta)=\Xi_{\kappa^{\prime}}(\mathbf{x}, \theta) \text { and } \Xi_{\mu^{\prime}}(\mathbf{x}+L \mathbf{y}, \theta)=\Xi_{\mu^{\prime}}(\mathbf{x}, \theta) \text { a.s. } \tag{42}
\end{equation*}
$$

Moreover, and for $(\mathbf{x}, \mathbf{y}) \in \Omega \times \Omega$, the associated normalized correlation functions $\mathcal{R}_{\Xi_{\kappa^{\prime}}}$ and $\mathcal{R}_{\Xi_{\mu^{\prime}}}$ are such that

$$
\begin{equation*}
\mathcal{R}_{\Xi_{k^{\prime}}}(\mathbf{x}, \mathbf{y})=\mathbb{E}\left\{\Xi_{\kappa^{\prime}}(\mathbf{x}) \Xi_{\kappa^{\prime}}(\mathbf{y})\right\}, \quad \mathcal{R}_{\Xi_{k^{\prime}}}(\mathbf{x}, \mathbf{x})=1 \tag{43}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{R}_{\Xi_{\mu^{\prime}}}(\mathbf{x}, \mathbf{y})=\mathbb{E}\left\{\Xi_{\mu^{\prime}}(\mathbf{x}) \Xi_{\mu^{\prime}}(\mathbf{y})\right\}, \quad \mathcal{R}_{\Xi_{\mu^{\prime}}}(\mathbf{x}, \mathbf{x})=1 \tag{44}
\end{equation*}
$$

The above correlation functions are assumed to be identical (see the discussion in the end of section 2.2.3) and have a separable structure, namely

$$
\begin{equation*}
\mathcal{R}_{\Xi_{k^{\prime}}}(\mathbf{x}, \mathbf{y})=\mathcal{R}_{\Xi_{\mu^{\prime}}}(\mathbf{x}, \mathbf{y})=\prod_{k=1}^{d} r\left(\left|x_{k}-y_{k}\right|\right) \tag{45}
\end{equation*}
$$

for all $(\mathbf{x}, \mathbf{y})$ in $\Omega \times \Omega$. It should be note that one primary objective of this work is to calibrate the prior probabilistic model with a small amount of data, hence it is necessary to reduce the number of model parameters. We then assumed that each correlation function depends on a single parameter denoted by $\alpha$, no matter the Gaussian field or the direction involved. The observation in the end of section 2.2.3 suggests a squared exponential correlation function form. The one-dimensional correlation function $r$ is then chosen to be (Rasmussen and Williams, 2005)

$$
\begin{equation*}
\forall \tau \in[0, L], \quad r(\tau)=\exp \left(-\frac{2}{\alpha^{2}} \sin ^{2}\left(\frac{\pi \tau}{L}\right)\right) . \tag{46}
\end{equation*}
$$

An illustration of the correlation function (46) is given in figure 3.1 for $\alpha \in\{0.2,0.4,0.6\}$.
The above function can be recovered by introducing polar coordinates in a two-dimensional squared exponential correlation function, so that it can be considered as a correlation function. Finally, it should be noticed that a more accurate representation could be obtained by considering expansions of the correlation functions in Fourier series: such expansions would, however, require an extensive database - hence justifying the alternative path that is followed in this work.


Figure 3.1. Correlation function (46) for various values of $\alpha$.

It is worth noticing that due to the nonlinear mapping defined by equation (41), the correlation functions of the bulk and shear moduli random fields do not coincide with those of the associated Gaussian random fields. However, numerical evidences show that the nonlinear transformations generally induce similar shapes for the correlation functions of the image random fields, with a slight modification of the correlation length. In practice, parameter $\alpha$ must then be calibrated by solving an inverse problem, so that the resulting random fields $\left\{\kappa^{\prime}(\mathbf{x}, \theta), \mathbf{x} \in \Omega\right\}$ and $\left\{\mu^{\prime}(\mathbf{x}, \theta), \mathbf{x} \in \Omega\right\}$ exhibit the target correlation structure. Note that in a more general context, different correlation functions can readily be introduced for the modeling of bulk and shear moduli random fields. For each random field, different correlation lengths can be considered for each direction. The identification task for the parameters of the probabilistic representation is now addressed in the following section.

It is seen that the generation of the mesoscopic elasticity random field requires the postulated Gaussian random vector (see equation (41)). In the next section, we present relevant materials for the numerical efficient implementation of such problem.

### 3.4 On the generation of Gaussian random fields

The generation of the mesoscale bulk and shear moduli random fields mentioned in section 3.3 requires the generation of Gaussian random vectors with zero mean and a given correlation matrix (see equation (46)). It should be noted that in the present case, the bulk and shear moduli random fields are sampled over a three-dimensional regular grid of size $128 \times 128 \times 128$ voxels, which rises issues from a sampling standpoint. Indeed, various methods have been proposed in order to sample Gaussian vectors defined on large lattices. Among popular methods, one may resort on factorization-based methods (involving a Cholesky decomposition, a square-root decomposition or the circular embedding technique (Dietrich, 1993), for example), spectral methods (which offer the opportunity to use FFT algorithms (Shinozuka, 1971; Shinozuka and Deodatis, 1991, 1996; Poirion and Soize, 1995)) or iterative algorithms (Chow and Saad, 2014) to list a few. In practice, the choice of an appropriate method depends on various factors, such as the structure of the correlation matrix, the nature of the grid (2D, 3D) and the available computational resources for instance. In the present work, the covariance matrix is found to be
full (because of periodicity and long-range correlations), and the generation of the (discretized) Gaussian random fields is achieved by means of the Krylov subspace method (Chow and Saad, 2014) detailed below.

### 3.4.1 Krylov subspace method

One of the simplest technique allowing to sample a centered Gaussian random vector $\mathbf{U}$ (with values in $\mathbb{R}^{n}$ ) defined by a correlation matrix $\mathcal{R}$ relies on the decomposition

$$
\begin{equation*}
\mathbf{U}=\sqrt{\mathcal{R}} \mathbf{Z} \tag{47}
\end{equation*}
$$

where $\sqrt{\mathcal{R}}$ is the square-root of the symmetric positive-definite correlation matrix $\mathcal{R}$ and $\mathbf{Z}$ is a standard Gaussian random vector of length $n$. Indeed, it is readily seen that

$$
\begin{equation*}
\mathbb{E}\{\mathbf{U}\}=\mathbb{E}\{\sqrt{\mathcal{R}} \mathbf{Z}\}=\sqrt{\mathcal{R}} \mathbb{E}\{\mathbf{Z}\}=\mathbf{0}, \tag{48}
\end{equation*}
$$

as $\mathbf{Z}$ is centered, and

$$
\begin{equation*}
\mathbb{E}\left\{\mathbf{U} \mathbf{U}^{\mathrm{T}}\right\}=\mathbb{E}\left\{\sqrt{\mathcal{R}} \mathbf{Z} \mathbf{Z}^{\mathrm{T}} \sqrt{\mathcal{R}}\right\}=\sqrt{\mathcal{R}} \mathbb{E}\left\{\mathbf{Z} \mathbf{Z}^{\mathrm{T}}\right\} \sqrt{\mathcal{R}}=\mathcal{R}, \tag{49}
\end{equation*}
$$

since $\mathbb{E}\left\{\mathbf{Z} \mathbf{Z}^{\mathrm{T}}\right\}=\mathbf{I}$ by definition. In practice, such an algorithm then requires the computation of the square-root $\sqrt{\mathcal{R}}$, which can be computationally expensive when large matrices are involved and especially, when $\mathcal{R}$ is not sparse.

Krylov subspace method specifically aims at approximating terms of the form $f(\mathcal{R}) \mathbf{z}$, where $f$ is a given function and $\mathbf{z}$ a given vector, from a reduced dimensional Krylov subspace. In this work, the Krylov subspace method is used to evaluate samples $\{\mathbf{u}\}$ of $\mathbf{U}$ as $\mathbf{u}=\sqrt{\mathcal{R}} \mathbf{z}$ through a Lanczos process (as $\mathcal{R}$ is symmetric). This numerical procedure is reported below in algorithm 1 for the sake of completeness.

```
Algorithm 1: Algorithm to approximate \(\sqrt{\mathcal{R}} z\) (see Chow and Saad (2014))
    Data: Matrix \(\mathcal{R}\), initial normalized vector \(\mathbf{v}^{1}\), integer \(m\)
    Result: Approximation \(\mathbf{y} \approx \sqrt{\mathcal{R}} \mathbf{z}\)
    Initialization: \(\beta_{1}=0\) and \(\mathbf{v}^{0}=0\)
    for \(j=1\) to \(m\) do
        \(\mathbf{v}=\mathcal{R} \mathbf{v}^{j}-\beta_{j} \mathbf{v}^{j-1}\)
        \(\alpha_{j}=\left(\mathbf{v}^{j}\right)^{\mathrm{T}} \mathbf{v}\)
        \(\mathbf{v}=\mathbf{v}-\alpha_{j} \mathbf{v}^{j}\)
        \(\beta_{j+1}=\|\mathbf{v}\|\)
        if \(\beta_{j+1}=0\) then
            Set \(m=j\) and return
        \(\mathbf{v}^{j+1}=\left(1 / \beta_{j+1}\right) \mathbf{v}\)
        Form the Lanczos basis \(V_{m}=\left[\mathbf{v}^{0}, \mathbf{v}^{1}, \ldots, \mathbf{v}^{j+1}\right]\)
        Form the tridiagonal matrix \(T_{m}=\operatorname{Tridiag}\left[\beta_{j}, \alpha_{j}, \beta_{j+1}\right]\)
        \(\mathbf{y}^{m+1}=\beta V_{m} \sqrt{T_{m}} \mathbf{e}_{1}\)
    NOTA: \(\mathbf{e}_{1}\) is the first column of the \(m \times m\) identity matrix.
```

If the correlation matrix is well-behaved, the Krylov subspace method is found to run fast at a low computational cost. If the correlation matrix is ill-conditioned, appropriate symmetric preconditionner can be adopted to improve the accuracy and convergence rate (Chow and Saad, 2014). The most time-consuming step in algorithm 1 is the computation of the matrix-vector product $\mathcal{R} \mathbf{v}$, which costs $O\left(n^{3}\right)$ in time and $O\left(n^{2}\right)$ in memory requirements (the size of matrix $\mathcal{R}$ is $n \times n$ ). In the present case, the correlation matrix is defined with respect to points that are located on a regular grid. As a consequence, the correlation matrix posses a multilevel block Toeplitz structure (see figure 3.2 for an illustration). Interestingly, for this particular case, the storage


Figure 3.2. Three-level block Toeplitz structure of a correlation matrix evaluated from $4^{3}$ points positioned in a three dimensional grid (see equation (46)).
of correlation matrix reduces to $O(n)$ memory requirements, as only the first row (column) has to be stored (Gray, 2006). Moreover, a fast FFT based algorithm can be adopted to efficiently compute the matrix vector product $\mathcal{R} \mathbf{v}$, which then costs $O(n \log n)$ in time (see algorithm 5). Technical details and materials for the numerical implementation of the algorithm can be found in appendix $B$.

### 3.4.2 Algorithmic issues

As suggested by Chow and Saad (2014), the stopping criterion for the Krylov subspace method can be defined by using the following relative error norm $\epsilon_{m}$

$$
\begin{equation*}
\epsilon_{m}=\frac{\left\|\mathbf{y}^{m+1}-\mathbf{y}^{m}\right\|_{2}}{\left\|\mathbf{y}^{m+1}\right\|_{2}} \tag{50}
\end{equation*}
$$

where $m$ is the number of iteration. In the present work, in order to maintain low computation time with satisfactory precision, the Krylov subspace method is stopped in the $m^{\text {th }}$ iteration such that $\epsilon_{m}<10^{-3}$. Figure 3.3 plots the relative error norm $\epsilon_{m}$ with respect to the number of iteration $m$.

For $\alpha=0.5$, it can be deduced that 60 iterations are required in order to reach convergence. In figure 3.4, we present some sample paths for different values of $\alpha$.

Due to the choice $\epsilon_{m}<10^{-3}$ in the stopping criterion, some fluctuations on the sample paths remain noticeable. For future improvement, a symmetric preconditioner (e.g. FSAI (Kolotilina and Yeremin, 1993), AINV (Benzi et al., 2000)) could be adopted in the Krylov subspace method, as it was shown to give more accurate results and improve convergence rates (Chow and Saad, 2014). However, numerical investigation on this aspect are beyond the scope of this work.


Figure 3.3. Plot of the relative error norm $m \mapsto \epsilon_{m}$ in $\log$ scale, for $\alpha=0.5$ (see equation (46)).


Figure 3.4. Sample paths of the gaussian random field for various values of $\alpha$ (see equation (46)).

### 3.4.3 Numerical scaling test for the generation of Gaussian random field

Here, we present the computational (CPU) time as a function of grid size. The grid size is varying from $8^{3}$ to $128^{3}$ voxels, which results in a (dense) correlation matrix the size of which ranges from $512 \times 512$ to approximately 2 millions $\times 2$ millions. The computational (CPU) time is computed as the average time over 10 realizations, for each grid size. The stopping criterion is again fixed to $10^{-3}$. All the tests were recorded on a Intel $15-3230 \mathrm{M} \mathrm{CPU}$ running at 2.6 GHz (single core). The scaling of the CPU time with respect to the grid size is shown in figure 3.5.

For small grid sizes, the Krylov subspace method gives extremely small computational time (less than 10 seconds). For large grid sizes ( $>64^{3}$ ), the computational time is more pronounced and a noticeable lost of performance can be observed for grid sizes larger than $64^{3}$ voxels.

### 3.5 Calibration of the probabilistic model

This section is concerned with the identification of the hyperparameters of the probabilistic model constructed in section 3.2. To this aim, we investigate below two identification strategies. The first strategy relies on statistical estimators and may require a large set of realizations. The results thus obtained will be notably considered as reference values in the validation task. The second strategy is based on the maximum likelihood method, which may be more suitable when


Figure 3.5. Scaling of the CPU time with respect to the grid size.
the affordable number of numerical experiments is small.

### 3.5.1 Identification through statistical estimators

The stochastic model for the mesoscale random fields depends on hyperparameters that define the first-order marginal distributions (which involves a mean value and a parameter controlling the statistical fluctuations, for each elastic modulus) and the spatial correlation lengths (see section 3.3). The parameters defining the marginal distributions can be obtained from the numerical database by using statistical estimators. The convergence of the estimators for the mean values and the coefficients of variation (at the center of domain $\Omega$ ) are shown in figures 3.6 and 3.7.


Figure 3.6. Convergence of the statistical estimators for the mean values of the random bulk (left panel) and shear (right panel) moduli. The error bar (gray zone) represents $99 \%$ confidence interval.

It is seen that a reasonable level of convergence is reached for $N_{\exp } \geqslant 400$. The mean values are then found to be

$$
\begin{equation*}
\mathbb{E}\left\{\kappa^{\prime}\right\}=1.02 \mu_{\mathrm{m}}, \quad \mathbb{E}\left\{\mu^{\prime}\right\}=0.78 \mu_{\mathrm{m}} \tag{51}
\end{equation*}
$$

while the coefficients of variation $\delta_{\kappa^{\prime}}$ and $\delta_{\mu^{\prime}}$ are given by

$$
\begin{equation*}
\delta_{K^{\prime}}=0.321, \quad \delta_{\mu^{\prime}}=0.329 \tag{52}
\end{equation*}
$$



Figure 3.7. Convergence of the statistical estimators for the coefficients of variation of the random bulk (left panel) and shear (right panel) moduli.

We now turn to the calibration of the correlation structure. For this purpose, let $\tau \mapsto$ $\mathcal{R}_{\kappa^{\prime}}^{\text {mod }}\left(\tau \mathbf{e}_{i} ; \alpha\right)$ be the correlation function of the bulk modulus random field defined by the stochastic model (see equation (30)). Note that the dependence of this function on $\alpha$ is made explicit for later use. Let $\tau \mapsto \mathcal{R}_{\kappa^{\prime}}^{\text {data }}\left(\tau \mathbf{e}_{i}\right)$ be the correlation function of the bulk modulus random field estimated from the generated database. Similar notations are used for the shear modulus random fields. The optimal value $\alpha^{\text {opt }}$ of hyperparameter $\alpha$ is then defined as

$$
\begin{equation*}
\alpha^{\mathrm{opt}}=\underset{\alpha \in] 0,+\infty[ }{\operatorname{argmin}} \mathcal{J}(\alpha), \tag{53}
\end{equation*}
$$

where the cost function $\mathcal{J}$ is given by

$$
\begin{equation*}
\mathcal{J}(\alpha)=\sum_{i}^{d} \int_{0}^{L}\left|\mathcal{R}_{\kappa^{\prime}}^{\bmod }\left(\tau \mathbf{e}_{i} ; \alpha\right)-\mathcal{R}_{\kappa^{\prime}}^{\mathrm{data}}\left(\tau \mathbf{e}_{i}\right)\right| \mathrm{d} \tau . \tag{54}
\end{equation*}
$$

Note that $\mathcal{J}$ only involves the correlation function associated with the bulk modulus random field, since the latter and the shear modulus random field exhibit the same correlation structure, both in the numerical experiments and in the model-based simulations (the situation where the two random fields exhibit different correlation structures could be accommodated as well by adapting the formulation of the cost function). Here, the non-linear optimization problem defined by equation (53) is solved with the Newton method; the plot of cost function $\alpha \mapsto \mathcal{J}(\alpha)$ is shown in figure 3.8. Using this methodology, the optimal value is finally found to be $\alpha^{\mathrm{opt}}=0.74$.

### 3.5.2 Identification through the maximum likelihood method

In this section, we address the calibration of the random field model by invoking the maximum likelihood principle, with the aim to substantially reduce the number of corrector problems to be solved. To this aim, we proceed sequentially, and the first-order marginal distributions are calibrated first. Let us consider the random bulk modulus, and define the optimal parameters as

$$
\begin{equation*}
\left(\mathbb{E}\left\{\kappa^{\prime}\right\}, \delta_{\kappa^{\prime}}\right)=\underset{(m, \delta) \in \mathbb{V}}{\arg \max } \ln (\mathcal{L}(m, \delta)), \tag{55}
\end{equation*}
$$



Figure 3.8. Plot of the cost function $\alpha \mapsto \mathcal{J}(\alpha)$ defined by equation (54).
where $\left.\mathbb{V}=\mathbb{R}_{+}^{*} \times\right] 0,1 / \sqrt{2}[$ and $\mathcal{L}$ denotes the following likelihood function

$$
\begin{equation*}
\mathcal{L}(m, \delta)=\prod_{i=1}^{N_{\text {exp }}} p\left(\kappa^{\text {data }}\left(\theta_{i}\right) ; m, \delta\right), \tag{56}
\end{equation*}
$$

with $p(\cdot ; m, \delta)$ the probability density function of the Gamma distribution with mean $m$ and coefficient of variation $\delta$ (see equation (38)), and $\left\{\kappa^{\prime \text { data }}\left(\theta_{i}\right)\right\}_{1 \leqslant i \leqslant N_{\text {exp }}}$ a set of digitally generated experimental realizations obtained either from a single realization of the field (by sampling points that are sufficiently far apart from each other) and from several realizations. The parameters for the first-order probability density function associated with the random shear moduli are similarly calibrated by using the digitally generated experimental realizations $\left\{\mu^{\text {data }}\left(\theta_{i}\right)\right\}_{1 \leqslant i \leqslant N_{\text {exp }}}$. The graphs of the above cost function for each modulus are shown in figures 3.9 and 3.10 for $N_{\text {exp }}=50$ and $N_{\text {exp }}=100$, respectively.


Figure 3.9. Plot of the cost function $(m, \delta) \mapsto \ln (\mathcal{L}(m, \delta))$ associated with the mesoscopic bulk (left panel) and shear (right panel) modulus for $N_{\text {exp }}=50$.

The optimal parameters calibrated by the maximum likelihood principle are found to be

$$
\begin{equation*}
\mathbb{E}\left\{\kappa^{\prime}\right\}=1.02 \mu_{m}, \quad \delta_{\kappa^{\prime}}=0.323, \quad \mathbb{E}\left\{\mu^{\prime}\right\}=0.78 \mu_{m}, \quad \delta_{\mu^{\prime}}=0.332 \tag{57}
\end{equation*}
$$

These values are reasonably close to the ones obtained by using classical statistical estimators (see section 3.5.1). It is worth noticing that although the cost function involved in equation (55)


Figure 3.10. Plot of the cost function $(m, \delta) \mapsto \ln (\mathcal{L}(m, \delta))$ associated with the mesoscopic bulk (left) and shear (right) modulus for $N_{\text {exp }}=100$.
exhibits slightly different shapes as $N_{\text {exp }}$ varies in $\{10,50,150,200,700\}$, the maximum value turns out to be reached at the same point, hence providing a robust estimator for the parameters under consideration.

In order to proceed with the calibration of the parameter $\alpha$ involved in the description of the correlation structure of the underlying Gaussian random field, let us consider a set of points $\left\{\tilde{\mathbf{x}}^{(i)}\right\}_{1 \leqslant i \leqslant N_{p}}$ in $\Omega$ and introduce the $N_{p}$-valued random vector

$$
\begin{equation*}
\boldsymbol{\kappa}^{\prime}=\left(\kappa^{\prime}\left(\tilde{\mathbf{x}}^{(i)}\right), \ldots, \kappa^{\prime}\left(\tilde{\mathbf{x}}^{\left(N_{p}\right)}\right)\right) . \tag{58}
\end{equation*}
$$

In practice, the above set of points may be selected and optimized, for a given value of $N_{p}$, in accordance with the expected structure of correlation. In this work, where the underlying microstructure is statistically isotropic, the points are randomly placed and such that for all $1 \leqslant i \leqslant N_{p}$ and $1 \leqslant j \leqslant 3, \tilde{x}_{j}^{(i)}$ corresponds to the absolute value of an independent realization of a Gaussian random variable with a null mean and a standard deviation equal to $L / 6$. Note that the probability distribution of $\boldsymbol{\kappa}^{\prime}$ is unknown. Let $p_{\boldsymbol{\kappa}^{\prime m} \text { model }}(\cdot ; \alpha)$ be the probability density function of $\kappa^{\prime}$ estimated from realizations of the probabilistic model for the bulk modulus random field, with the first-order marginal defined by the parameters given above (hence, the explicit dependence on $\alpha$ ). An optimal value is then sought as

$$
\begin{equation*}
\alpha^{\mathrm{opt}}=\underset{\alpha>0}{\arg \max } \ln \left(\mathcal{L}^{*}(\alpha)\right), \tag{59}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{L}^{*}(\alpha)=\prod_{i=1}^{N_{\text {exp }}} p_{\boldsymbol{\kappa}^{\prime \prime} \text { model }}\left(\boldsymbol{\kappa}^{\prime \text { data }}\left(\theta_{i}\right) ; \alpha\right), \tag{60}
\end{equation*}
$$

the multidimensional likelihood function. The plot of the cost function $\alpha \mapsto \mathcal{L}^{*}(\alpha)$ is shown in figure 3.11 for several values of $N_{\text {exp }}$.

An optimal value is found as $\alpha^{\text {opt }}=0.85$. It is seen that this estimation on the parameter $\alpha$ is also robust with respect to the number of realizations. It should be noted that the underlying Gaussian random fields are generated through the Krylov iterative method detailed in section 3.4. The choice of the stopping criterion parameter in this method (see equation (50)) may explain the discrepancy between the above estimation and the one obtained from the statistical estimator.


Figure 3.11. Plot of the cost function $\alpha \mapsto \ln \left(\mathcal{L}^{*}(\alpha)\right)$.

### 3.6 Validation of the information-theoretic probabilistic model

This section is concerned with the validation of the probabilistic model calibrated in section 3.5.1. The relevance of model-based predictions is first discussed on the basis of mesoscale quantities of interest in section 3.6.1, whereas a comparison for homogenized apparent properties is provided in section 3.6.2.

### 3.6.1 Validation on mesoscale quantities of interest

Here, we investigate to what extent the probabilistic model can represent some quantities of interest defined at mesoscale. The probability density functions of shifted bulk and shifted shear moduli at a given point (recall that these quantities are invariant under translation in $\mathbb{R}^{d}$ ) are shown in figures 3.12 and 3.13, both for the numerical experiments and for the model-based simulations.


Figure 3.12. Comparison between the probability density functions of shifted mesoscopic bulk moduli obtained from the numerical experiments and from model-based simulations.

A good match is observed, regardless of the modulus under investigation and no matter the calibration strategy (in the present case, the parameters obtained from statistical estimators or from the maximum likelihood principle coincide). Next, the numerical experiments and


Figure 3.13. Comparison between the probability density functions of shifted mesoscopic shear moduli obtained from the numerical experiments and from model-based simulations.
model-based correlation functions are compared in figure 3.14 for the bulk modulus random field.


Figure 3.14. Estimated covariance function of the random bulk modulus along the $x_{1}$-axis: comparison between numerical experiments and model-based simulations.

It is seen that the correlation function calibrated by using the statistical estimator reproduces almost perfectly the numerical experiments curve, whereas a small discrepancy with the one based on the likelihood estimator is observed. In the next section, we finally address the validation task in terms of apparent properties.

### 3.6.2 Validation based on apparent properties

Below, we compare the statistical averages (over 100 realizations) of apparent properties as obtained, either by solving a set of mesoscale corrector problems involving the calibrated stochastic model, or by directly solving the corrector problems defined at the microscale. The results (within the $99 \%$ confidence interval) are summarized in table 3.1. It is found that the ensemble average of apparent properties computed from the model are in very good agreement with the ones derived from the numerical experiments. Hence, the model is predictive.

In terms of computational time, and as mentioned previously, the numerical homogenization is realized in parallel over 64 cores, each core containing a Intel(R) Xeon(R) CPU E5-2640

|  | numerical experiments | Model S.E | Model M.L.E |
| :---: | :---: | :---: | :---: |
| $\mathbb{E}\left\{\kappa^{\prime}\right\} / \mu_{\mathrm{m}}$ |  | 1.02 | 1.02 |
| $\mathbb{E}\left\{\mu^{\prime}\right\} / \mu_{\mathrm{m}}$ |  | 0.78 | 0.78 |
| $\delta_{\kappa^{\prime}}$ |  | 0.321 | 0.323 |
| $\delta_{\mu^{\prime}}$ |  | 0.329 | 0.332 |
| $\alpha$ |  | 0.74 | 0.85 |
| $\mathbb{E}\left\{\kappa_{\text {app }}\right\} / \mu_{\mathrm{m}}$ | $2.326 \pm 0.001$ | $2.331 \pm 0.015$ | $2.314 \pm 0.087$ |
| $\mathbb{E}\left\{\mu_{\text {app }}\right\} / \mu_{\mathrm{m}}$ | $1.767 \pm 0.001$ | $1.762 \pm 0.012$ | $1.748 \pm 0.068$ |

Table 3.1. Comparison between the apparent moduli derived from the numerical experiments and the probabilistic model (the $99 \%$ confidence interval is reported).
(running at 2.50 GHz ). The computation time induced by the homogenization task with the mesoscopic probabilistic models is about 15 seconds, per realization (of the mesostructure) and per macroscopic loading, while the homogenization from microscale to macroscale (see section 2.1.2) takes about 10 minutes per realization. The consideration of the mesoscopic approximation and the use of the probabilistic models within the homogenization procedure thus allow the computational time to be reduced by at least one order of magnitude.

## Chapter 4

## Conclusions and perspectives

In the first part of this thesis, we have investigated the capability of information-theoretic non-gaussian random field models to accurately represent mesoscopic elasticity fields obtained through the filtering procedure proposed in Bignonnet et al. (2014). For illustration purposes, the analysis has been performed on a simple (but non-trivial) model microstructure, namely an assembly of bidisperse inclusions embedded in a homogeneous matrix.

The statistical characterization of the mesoscopic stiffness tensor random fields was first addressed. It was shown, in particular, that the realizations obtained through the computational experiments can be well approximated by isotropic ones, hence allowing one to restrict the analysis to the bulk and shear moduli random fields. Based on this approximation, the mean fields and the correlation structures of these random fields were also estimated, with the aim to specify target values for the stochastic model in the calibration step.

Stochastic models for the mesoscopic random fields were then derived in the framework of information theory and more specifically, by invoking the principle of maximum entropy (Jaynes, 1957a,b). The latter forms a rational approach to the construction of stochastic models under some given mathematical and mechanical constraints, and does not generate modeling bias. The probabilistic models were thus constructed by defining the aforementioned random fields as nonlinear point-wise transformations of gaussian fields. These mappings, which are constructed by prescribing the family of information-theoretic first-order marginal distributions, completely (and implicitly) define the system of marginal distributions of the fields. Hence, the probabilistic models involve a small number of hyperparameters (namely the mean values, the coefficients of variation and the parameters defining the spatial correlation lengths), so that the identification task can be completed using a limited number of computational experiments.

This calibration step was subsequently discussed by pursuing two alternative strategies. The first one involves statistical estimators for the set of parameters defining the first-order marginal distributions, and a classical (constrained) least-squares optimization problem for the spatial correlation lengths defining the underlying gaussian fields. This strategy requires an extensive database ensuring the convergence of the statistical estimators and the associated results are considered as reference values. The second methodology relies on the maximum likelihood principle. It is shown that the latter also allows for a robust estimation of the hyperparameters (with respect to the number of realizations), and that the two strategies yield similar quantitative results - although the parameters related to the correlation lengths are found to be slightly different (we note that this difference may be induced by the sampling algorithms).

The validation of the random field models for given quantities of interest (at two different scales) was finally addressed. In particular, it was shown that the probabilistic models allow one to satisfactorily mimic some statistical features that are exhibited, at mesoscale, by the set of realizations obtained through the multiscale framework. Furthermore, it was shown that for the case under consideration, solving the mesoscopic boundary value problem (given by equation (18)) with the coefficients sampled from the calibrated models yields accurate predictions of the effective properties. This result shows the relevance of the proposed framework in order to predict, with substantial computational savings, the homogenized properties at macroscale.

Whereas the capabilities of the model to mimic the mesoscale features strongly depend on the statistical characteristics of the underlying microstructure, it should be noticed that more elaborated random field models have been proposed elsewhere (see e.g. (Guilleminot and Soize, 2013b)) in order to handle anisotropic material symmetry classes.

Furthermore, the extension of theses techniques to nonlinear/inelastic behaviors is worth investigating and rises many difficulties due to the large number of internal variables involved in the constitutive models. In regard of filtering technique, the definition of mesoscopic stress (strain) field remains consistent with macroscopic stress (strain) regardless of the non-linearity. For elastoplastic composites, a promising technique is the Nonuniform Transformation Field Analysis technique (NTFA) (Michel and Suquet, 2003), for instance. The idea behind NTFA is that the anelastic strains can be expressed by a finite number of modes. If the modes are well chosen, the number of internal variables is low and the results still accurate. However, extension of the filtering framework to such behaviors remains unclear. Besides, the construction of suitable probabilistic models is still an open question.

## Part III

Stress-gradient elasticity model

## Chapter 5

## Introduction

It is experimentally observed that size-effects generally occur in nanocomposites (Cho et al., 2006; Chisholm et al., 2005). The elastic properties of polymeric composites reinforced by nano glass beads/alumina particles (Cho et al., 2006) and epoxy matrix reinforced by nano carbon/SiC particles (Chisholm et al., 2005) were shown to depend on the size of inclusions at a fixed volume fraction. At a micrometer length scale, Lam et al. (2003) reported that size-effects also arise in solid epoxy beams undergoing bending, which is manifested by the dependence of normalized bending stiffness on the beam thickness.

In classical continuum (Cauchy) mechanics, interface and interphase models are often invoked to account for size-effects. The interface models are physically motivated by the fact that due to high surface to volume ratio, the surface energy of nanocomposites (which depends on surface area) is no longer negligible to their bulk strain energy. Therefore, interface effects become dominant at small sizes of heterogeneities. On the other hand, interphase models take into consideration a finite-size intermediate phase surrounding the heterogeneities, which strongly affects the macroscopic properties of nanocomposites. Mean field homogenization methods derived by interface and interphase models were shown to exhibit size-effects in the effective properties of nanocomposites (see e.g Duan et al. (2005), Li et al. (2011b)).

The material model presented in the second part of this thesis falls under the category of so-called generalized continua, which were introduced at the beginning of the $20^{\text {th }}$ century. They extend classical continua in order to describe more general behaviors of heterogeneous materials, including size-effects. In a non-exhaustive manner, generalized continua can be roughly classified into three categories. Higher order models aim at equipping material points with additional degrees of freedom, beside classical translation (e.g. Cosserat and Cosserat (1909)). Higher grade models include higher order derivatives of the displacement into the strain energy density (e.g. Mindlin and Eshel (1968)). Finally, non local elasticity models assume that the stress at a point depends on the strain in a region near that point (e.g. Eringen (1972)). Due to dimensional consistency, generalized continua introduce additional material internal lengths thus allowing to take into consideration e.g. size-effects.

Numerical homogenization of generalized continua is much more costly than classical elasticity (de Borst et al., 1993). This is in particular the case of higher order models where the number of degrees of freedom becomes large. In the matter of higher grade model, the higher order continuity of shape functions may also be tricky to deal with. Note however that standard $C^{0}$-continuous elements can be adapted in a mixed formulation (Shu et al., 1999) but the
computational cost is still high. In addition to numerical homogenization, classical mean field methods, which based on the solution to Eshelby's inclusion problem (Eshelby, 1957), have the main asset that the effective properties of heterogeneous materials can be evaluated analytically (or semi-analytically). Although mean field methods only account for limited morphological information, they stand as an essential step to shed light on the physical insight of generalized continuum models.

In this introductory chapter, we recall some well-known models of generalized continua with a particular focus on their mean field homogenization, in view to predict size-effects. The literature on generalized continua is very rich and we only underlined the most salient features of some models. In the remainder of this chapter, we limit to the case of higher order and higher grade models for linear, isotropic, centrosymmetric materials with quasi-statics loading under infinitesimal strain theory. For the sake of simplicity, body forces (body couples, moments) will be omitted.

This chapter is organized as follows. Section 5.1 recalls some well-known higher order continua which include Cosserat, couple stress and micromorphic model. Section 5.2 is devoted to the class of higher grade models (first and second strain-gradient). Finally, a discussion on the homogenization of generalized continua is addressed in section 5.3.

### 5.1 Higher order models

Classical elasticity assumes that the motion of a material point is only characterized by a displacement vector, $\mathbf{u}$. The state of stress at a point is then defined by a symmetric stress tensor. Higher order models generalize classical elasticity by allowing material points to rotate (e.g. Cosserat media (Cosserat and Cosserat, 1909)), stretch or expand (e.g. microstretch media (Eringen, 1990)). More generally, the geometric transform undergone by the material point may be fully described by a micro-deformation tensor (e.g. micromorphic media (Eringen and Suhubi, 1964; Suhubl and Eringen, 1964; Mindlin, 1964; Germain, 1973)). It should be noted that the stress tensor in higher order models is no longer symmetric.

### 5.1.1 Cosserat (micropolar) model

More than one hundred years ago, Cosserat and Cosserat (1909) developed a generalized model for deformable bodies which assumed that the material point in a solid can rotate independently to its translation. In other words, the motion of a Cosserat body is described by a displacement field, $\mathbf{u}$, and a micro-rotation field, $\boldsymbol{\theta}$, attributed to each material point. It should be noted that the micro-rotation is different to the macro body rotation $\omega=\frac{1}{2} \operatorname{curl} \mathbf{u}$. It was only several decades later that the Cosserat model was thoroughly investigated with both rigorous mathematical reformulation and attempt to address its physical insight (Truesdell and Toupin, 1960; Toupin, 1962; Mindlin and Tiersten, 1962; Mindlin, 1965; Eringen, 1966, 1967). Eringen (1968) extended the Cosserat model to examine the dynamic effects through the introduction of the so-called micro inertia and renamed the Cosserat model as the micropolar model.

The strain measures include the strain field and the curvature field which are respectively defined by $\mathbf{e}=\nabla \mathbf{u}+\boldsymbol{\epsilon} \cdot \boldsymbol{\theta}$ and $\boldsymbol{\chi}=\nabla \boldsymbol{\theta}$, where $\boldsymbol{\epsilon}$ denotes the permutation tensor. For a linear,
isotropic, centrosymmetric Cosserat material, the strain energy density function reads

$$
\begin{equation*}
w(\mathbf{e}, \chi)=\frac{1}{2} \mathbf{e}: \mathbf{C}: \mathbf{e}+\frac{1}{2} \chi: \mathbf{D}: \chi \tag{61}
\end{equation*}
$$

in which the elasticity tensors $\mathbf{C}, \mathbf{D}$ obey the major symmetry, i.e. $C_{i j k l}=C_{k l i j}, D_{i j k l}=D_{k l i j}$ but not minor symmetries due to the asymmetry of the strain measures. The stress, $\sigma$, and couple stress tensor, $\boldsymbol{\mu}$, are respectively energetically conjugate to the strain and curvature tensor

$$
\begin{align*}
& \boldsymbol{\sigma}=\frac{\partial w(\mathbf{e}, \chi)}{\partial \mathbf{e}}=\lambda \operatorname{tr}(\mathbf{e}) \mathbf{I}+2 \mu \mathbf{e}^{\mathrm{s}}+2 \zeta \mathbf{e}^{\mathrm{a}},  \tag{62a}\\
& \boldsymbol{\mu}=\frac{\partial w(\mathbf{e}, \chi)}{\partial \chi}=\alpha \operatorname{tr}(\chi) \mathbf{I}+2 \beta \chi^{\mathrm{s}}+2 \gamma \boldsymbol{\chi}^{\mathrm{a}} \tag{62b}
\end{align*}
$$

where I denotes the second-rank identity tensor, $\mathbf{e}^{\mathbf{s}}$ and $\mathbf{e}^{\mathrm{a}}$ denote respectively the symmetric and anti-symmetric part of tensor $\mathbf{e}$.

In addition, the Cosserat model introduces four elastic constants $\alpha, \beta, \gamma, \zeta[\mathrm{N}]$ beside two classical Lamé coefficients $\lambda, \mu[\mathrm{Pa}]$. Classical elasticity is obtained as a special case of the Cosserat model for vanishing $\alpha, \beta, \gamma, \zeta$. Furthermore, material stability requires (Eringen, 1968)

$$
\begin{equation*}
\mu>0, \quad \zeta>0, \quad \beta>0, \quad \gamma>0, \quad 2 \mu+3 \lambda>0, \quad 2 \beta+3 \alpha>0 . \tag{63}
\end{equation*}
$$

The elastic equilibrium of a Cosserat body loaded at its boundary only reads

$$
\begin{equation*}
\nabla \cdot \sigma=\mathbf{0}, \quad \nabla \cdot \mu-\epsilon: \sigma=\mathbf{0} \tag{64}
\end{equation*}
$$

with prescribed surfaces forces $\mathbf{t}=\boldsymbol{\sigma} \cdot \mathbf{n}$ and surfaces couples $\mathbf{m}=\boldsymbol{\mu} \cdot \mathbf{n}$ on the boundary ( $\mathbf{n}$ is the outer normal to the boundary).

The Cosserat model was successfully adopted to explain the formation of finite-width shear bands in granular media (Mühlhaus and Vardoulakis, 1987; Tejchman and Wu, 1993). It also is able to capture size-effects that occur in elastic solid undergoing bending or torsion (Gauthier and Jahsman, 1975; Lakes, 1983, 1986; Anderson and Lakes, 1994), as well as grain-size effects in polycrystals (Forest et al., 2000), etc. Formulations of the Cosserat model for plates and shells were also proposed (see Altenbach et al. (2010) for a detailed review).

### 5.1.2 Couple stress model

If the micro-rotation is constrained to be equal to the macro rotation vector, $\boldsymbol{\theta}=\omega=\frac{1}{2}$ curl $\mathbf{u}$, the Cosserat model reduces to the so-called couple stress model (Toupin, 1962; Mindlin and Tiersten, 1962; Koiter, 1964). It follows directly that the curvature tensor, $\boldsymbol{\chi}=\nabla \boldsymbol{\theta}$, is deviatoric, $\chi_{i i}=0$. Assuming that the strain energy density is a function of the strain and curvature tensors, i.e $w=w(\mathbf{e}, \chi)$, the stress and couple stress tensors are defined by (see also equation (62))

$$
\begin{align*}
& \boldsymbol{\sigma}=\frac{\partial w(\mathbf{e}, \chi)}{\partial \mathbf{e}}=\lambda \operatorname{tr}(\mathbf{e}) \mathbf{I}+2 \mu \mathbf{e}  \tag{65a}\\
& \boldsymbol{\mu}=\frac{\partial w(\mathbf{e}, \chi)}{\partial \chi}=2 \beta \chi^{\mathrm{s}}+2 \gamma \chi^{\mathrm{a}} \tag{65b}
\end{align*}
$$

where I denotes the second-rank identity tensor. The couple stress model contains two additional material parameters $\beta, \gamma[\mathrm{N}]$ in addition to two Lamé coefficients $\lambda, \mu[\mathrm{Pa}]$.

It can be seen from equation (65b) that the couple stress tensor $\boldsymbol{\mu}$ is the derivative of a scalar function $w$ with respect to a deviatoric argument $\boldsymbol{\chi}$, therefore its spherical part cannot be found from the above constitutive equations. Eringen (1968) thus called this model as indeterminate couple stress (see also the recent discussion by Neff et al. (2016)). It is worth mentioning that the normal components of the macro rotation cannot be prescribed independently from the displacement at the boundary of a couple stress body.

A sub class of couple stress model was introduced by Yang et al. (2002), in which they postulated additional equilibrium equations for moments of couples. This assumption forces the couple stress tensor to be symmetric. The number of material internal length is subsequently reduced to one beside two classical Lamé constants. The strain energy density reads (see equation (43) in Yang et al. (2002))

$$
\begin{equation*}
w=\frac{1}{2} \lambda \operatorname{tr}(\boldsymbol{\varepsilon})^{2}+\mu\left(\boldsymbol{\varepsilon}: \boldsymbol{\varepsilon}+\ell^{2} \chi: \chi\right), \tag{66}
\end{equation*}
$$

where $\boldsymbol{\varepsilon}=\nabla^{s} \mathbf{u}$ and $\boldsymbol{\chi}=\nabla^{s} \boldsymbol{\theta}$ in which we denote $\nabla^{s} \mathbf{u}$ as the symmetric part of the gradient of $\mathbf{u}, \ell$ is the material parameter with dimension of length. The stress and couple stress tensors, work-conjugate to strain and curvature tensors are obtained by

$$
\begin{align*}
& \sigma=\frac{\partial w(\varepsilon, \chi)}{\partial \varepsilon}=\lambda \operatorname{tr}(\varepsilon) \mathbf{I}+2 \mu \varepsilon,  \tag{67a}\\
& \mu=\frac{\partial w(\varepsilon, \chi)}{\partial \chi}=2 \mu \ell^{2} \chi . \tag{67b}
\end{align*}
$$

The Yang et al. (2002) modified couple stress model has two assets. It restores the symmetry of the couple stress tensor. Moreover, only one material internal length is involved in the constitutive laws. An energetically-consistent derivation of modified couple stress model by using the principle of minimum total potential energy can be found in Park and Gao (2007). Owing to its simplicity, the modified couple stress model is largely adopted for modeling size-effects, e.g. size-dependent Euler-Bernoulli beam (Park and Gao, 2006), size-dependent Timoshenko beam (Ma et al., 2008).

### 5.1.3 Micromorphic model

In Eringen's micromorphic model, a classical material point is considered as a finite material volume. In turn, the motion of a micromorphic body is described by a classical translation and an additional second order micro-deformation tensor $\boldsymbol{\phi}$ (Eringen and Suhubi, 1964; Suhubl and Eringen, 1964; Mindlin, 1964). Germain (1973) generalized Eringen's micromorphic model by introducing additional third and higher order micro-deformation tensor. Field equations were formulated thanks to the principle of virtual work. Up to date, Germain (1973) micromorphic model can be seen as the most general continuum model of materials with microstructure. In the following, we introduce the field equations of Eringen's micromorphic model, which can also be obtained by Germain (1973)'s development with truncation at second order internal variables.

The strain measures in Eringen's micromorphic model include the symmetric strain $\varepsilon$, relative (asymmetric in general) strain $\mathbf{e}$ and the micro-deformation gradient $\boldsymbol{\kappa}$, which are respectively defined by

$$
\begin{equation*}
\varepsilon=\nabla^{\varsigma} \mathbf{u}, \quad \mathbf{e}=\nabla \mathbf{u}-\phi, \quad \kappa=\nabla \phi . \tag{68}
\end{equation*}
$$

The strain energy density function depends on the strain, relative strain and micro-deformation gradient, $w=w(\boldsymbol{\varepsilon}, \mathbf{e}, \boldsymbol{\kappa})$. The (symmetric) stress, relative stress and third order stress which are respectively work-conjugate to the strain, relative strain and micro-deformation gradient are defined by

$$
\begin{align*}
& \boldsymbol{\sigma}=\frac{\partial w}{\partial \boldsymbol{\varepsilon}}=\mathbf{C}: \boldsymbol{\varepsilon},  \tag{69}\\
& \mathbf{s}=\frac{\partial w}{\partial \mathbf{e}}=\mathbf{D}: \mathbf{e},  \tag{70}\\
& \boldsymbol{\mu}=\frac{\partial w}{\partial \boldsymbol{\kappa}}=\mathbf{F} \therefore \boldsymbol{\kappa}, \tag{71}
\end{align*}
$$

where elasticity tensors $\mathbf{C}, \mathbf{D}, \mathbf{F}$ obey the major symmetry. In addition the elasticity tensor $\mathbf{C}$ displays the minor symmetry. The equilibrium of a micromorphic body loaded at its boundary only then reads

$$
\begin{equation*}
\nabla \cdot(\sigma+\mathbf{s})=\mathbf{0}, \quad \nabla \cdot \mu+\mathbf{s}=\mathbf{0}, \tag{72}
\end{equation*}
$$

with prescribed tractions $\mathbf{t}_{1}=(\boldsymbol{\sigma}+\mathbf{s}) \cdot \mathbf{n}, \mathbf{t}_{2}=\boldsymbol{\mu} \cdot \mathbf{n}$ on the boundary ( $\mathbf{n}$ is the outer normal to the boundary).

It can be seen that the micromorphic model degenerates to the Cosserat model if the microdeformation reduces to the micro-rotation. The (first) strain-gradient model, which will be introduced in the next section, is retrieved when the micro-deformation is constrained to be the displacement gradient. In a more general point of view, the Germain (1973) micromorphic approach can be regarded as a unifying thermomechanical framework which brings to terms other classes of generalized continua (Forest and Sievert, 2003; Forest, 2009).

In the previous section, a brief overview of some higher grade models was presented. The enrichment of classical elasticity through the introduction of additional degrees of freedom allows for describing size-effects in materials with microstructure. Due to the difficulty in theoretical analysis and experimental identification of material parameters, several higher grade models with reduced number of material parameters were also introduced. In the following, we consider another class of generalized continua, namely higher grade models.

### 5.2 Higher grade models

Higher grade models account for higher order derivatives of the displacement in the strain energy density function (Mindlin, 1964). The most general form accounts for derivatives of any order (Green and Rivlin, 1964), which theoretically introduces an infinite number of material parameters. The second and third order derivatives of the displacement are usually considered (or respectively the first and second order derivatives of strain). These models are called first strain gradient (Mindlin, 1964; Mindlin and Eshel, 1968) and second strain gradient models (Mindlin, 1965).

### 5.2.1 First strain gradient elasticity

Mindlin (1964) proposed three formulations of the first strain-gradient model. In form I, the strain energy density is assumed to be a quadratic form of the strain and the second order
derivatives of the displacement. In form II, the strain energy density is a function of the strain and its gradient. Form III postulates that the strain energy density is a function of the strain, the rotation gradient $\kappa_{i j}=\frac{1}{2} \epsilon_{i m k} u_{m, k j}$ and the symmetric second gradient of the displacement $\kappa_{i j k}=\frac{1}{3}\left(u_{i, j k}+u_{j, k i}+u_{k, i j}\right)$. Mindlin and Eshel (1968) showed that these three formulations lead to the same displacement-based equations of motion for isotropic materials. However, only form II leads to a symmetric total stress tensor, therefore it is usually used in the literature to analyze size-effects and refereed to as the first strain-gradient model (Askes and Aifantis, 2011). In form II, the most general expression of the strain energy density for isotropic, centrosymmetric strain gradient materials reads

$$
\begin{equation*}
w=\frac{1}{2} \lambda \varepsilon_{i i} \varepsilon_{j j}+\mu \varepsilon_{i j} \varepsilon_{i j}+a_{1} \kappa_{i k} \kappa_{k j j}+a_{2} \kappa_{i j j} \kappa_{i k k}+a_{3} \kappa_{i k} \kappa_{j j k}+a_{4} \kappa_{i j k} \kappa_{i j k}+a_{5} \kappa_{i j k} K_{k j i} . \tag{73}
\end{equation*}
$$

It is seen that the most general strain-gradient model for isotropic materials contains five additional material constants $a_{i}[\mathrm{~N}]$ in addition to two Lamé coefficients $\lambda, \mu[\mathrm{Pa}]$. Due to the difficulty in experimentally identifying the material internal lengths, several models have been proposed, which require a reduced number of material parameters. For instance, Aifantis (1992) formulated a first strain-gradient model with only one material internal length. This model is known as GRADELA. The strain energy density is defined by (see equation (2.5) in Mindlin and Eshel (1968))

$$
\begin{equation*}
w=\frac{1}{2} \lambda \varepsilon_{i i} \varepsilon_{j j}+\mu \varepsilon_{i j} \varepsilon_{i j}+c\left(\frac{1}{2} \lambda \varepsilon_{i i, k} \varepsilon_{j j, k}+\mu \varepsilon_{i j, k} \varepsilon_{i j, k}\right), \tag{74}
\end{equation*}
$$

where $c$ is a material parameter having unit of length squared, i.e $c=\ell^{2}$. Due to its simplicity, the GRADELA model was widely adopted, for instance in finite element implementations (Amanatidou and Aravas, 2002). Later, Gao and Park (2007) proposed an energetically consistent derivation of GRADELA by using the principle of minimum potential energy. They showed that the boundary conditions in GRADELA is incomplete. They proposed the set of complete boundary conditions and named this model as simplified strain-gradient model. This model was employed for instance to analyze Eshelby's problem of various inclusion shapes (Gao and Ma, 2009, 2010; Gao and Liu, 2012; Ma and Gao, 2014).

At this stage, it should be noted that the simplified strain-gradient model is often referred to as a stress-gradient model owing to the linear relationship between stress and strain. In particular, the stress tensor $\boldsymbol{\sigma}$ and the double stress $\boldsymbol{\mu}$ read

$$
\begin{align*}
& \sigma=\frac{\partial w}{\partial \boldsymbol{\varepsilon}}=\lambda \operatorname{tr}(\boldsymbol{\varepsilon}) \mathbf{I}+2 \mu \boldsymbol{\varepsilon},  \tag{75a}\\
& \boldsymbol{\mu}=\frac{\partial w}{\partial \boldsymbol{\kappa}}=c \nabla(\lambda \operatorname{tr}(\boldsymbol{\varepsilon}) \mathbf{I}+2 \mu \boldsymbol{\varepsilon}) . \tag{75b}
\end{align*}
$$

Substituting equation (75a) into equation (75b), we find

$$
\begin{equation*}
\mu=c \nabla \sigma \tag{76}
\end{equation*}
$$

which shows that the double stress is the gradient of the stress. As a consequence, the divergencefree total stress tensor is given by

$$
\begin{equation*}
\tau=\sigma-\nabla \cdot \mu=\sigma-c \nabla^{2} \sigma . \tag{77}
\end{equation*}
$$

However, Forest and Aifantis (2010) pointed out that the presence of the gradient of the stress in this model is rather the result of a specific constitutive assumption in the general model of Mindlin and Eshel (1968) (the simplified strain-gradient model is obtained by setting $a_{3}=c \lambda / 2, a_{4}=c \mu$ and other coefficients to zero in equation (73)). Consequently, the model of Aifantis (1992) and Gao and Park (2007) should really be understood as a strain-gradient model.

Simplified models with three material internal lengths were also proposed. For instance, following the idea of Smyshlyaev and Fleck (1996), Lam et al. (2003) first decomposed the strain gradient $\kappa_{i j k}$ into a symmetric part, $\boldsymbol{\kappa}^{\mathrm{s}}$, and an anti-symmetric part, $\boldsymbol{\kappa}^{\mathrm{a}}$,

$$
\begin{equation*}
\kappa_{i j k}^{\mathrm{s}}=\frac{1}{3}\left(\kappa_{i j k}+\kappa_{j k i}+\kappa_{k i j}\right), \quad \kappa_{i j k}^{\mathrm{a}}=\frac{2}{3} \epsilon_{i k l} \chi_{l j}+\frac{2}{3} \epsilon_{j k l} \chi_{l i}, \tag{78}
\end{equation*}
$$

where $\chi$ is the curvature tensor, $\chi_{i j}=\epsilon_{i p q} \kappa_{p q j}$. Note that this tensor can be also be decomposed in symmetric and antisymmetric parts $\boldsymbol{\chi}=\boldsymbol{\chi}^{\mathrm{s}}+\boldsymbol{\chi}^{\mathrm{a}}$. The symmetric strain gradient, $\boldsymbol{\kappa}^{\mathrm{s}}$, is further split into a so-called trace part, $\boldsymbol{\kappa}^{0}$, and a so-called trace-less part, $\boldsymbol{\kappa}^{1}$,

$$
\begin{equation*}
\kappa_{i j k}^{0}=\frac{1}{5}\left(\delta_{i j} \kappa_{m m k}^{\varsigma}+\delta_{j k} \kappa_{m m i}^{\varsigma}+\delta_{k i} \kappa_{m m i}^{\varsigma}\right), \quad \kappa_{i j k}^{1}=\kappa_{i j k}^{\mathrm{s}}-\kappa_{i j k}^{0}, \tag{79}
\end{equation*}
$$

which were shown to be mutually orthogonal. The higher order stresses $\mu_{i j k}^{0}, \mu_{i j k}^{1}, \mu_{i j k}^{\mathrm{a}}$ are workconjugate to the linearly independent strain gradients $\kappa_{i j k}^{0}, \kappa_{i j k}^{1}$, $\kappa_{i j k}^{\mathrm{a}}$. Lam et al. (2003) further introduced additional equilibrium equation for moment of couples (also done in Yang et al. (2002)). This requires that the couple stress tensor, work-conjugate to the curvature tensor, is symmetric. As a result, the asymmetric part of the curvature tensor is irrelevant to the deformation energy. The number of elastic constants reduces to three for linear, isotropic, strain-gradient materials. They further adopted this model to interpret size-effects in solid beams undergoing bending. Lam et al. (2003) successfully identified the material internal lengths from experimental tests on cantilever epoxy beams, and showed that the normalized bending rigidity increases with decreases in beam thickness.

More recently, Zhou et al. (2016) introduced another sub-class of strain-gradient materials. Decomposing the strain gradient $\kappa$ and the higher-order stress $\boldsymbol{\mu}$ according to the above mentioned work of Lam et al. (2003)(see equations (14), (26) in Zhou et al. (2016))

$$
\begin{align*}
& \boldsymbol{\kappa}=\boldsymbol{\kappa}^{0}+\boldsymbol{\kappa}^{1}+\boldsymbol{\kappa}^{2}+\boldsymbol{\kappa}^{3},  \tag{80}\\
& \boldsymbol{\mu}=\boldsymbol{\mu}^{0}+\boldsymbol{\mu}^{1}+\boldsymbol{\mu}^{2}+\boldsymbol{\mu}^{3} \tag{81}
\end{align*}
$$

Zhou et al. (2016) assumed that the higher-order stresses $\boldsymbol{\mu}^{0}, \boldsymbol{\mu}^{1}, \boldsymbol{\mu}^{2}$ and $\boldsymbol{\mu}^{3}$ are work-conjugate to the strain gradients $\boldsymbol{\kappa}^{0}, \boldsymbol{\kappa}^{1}, \boldsymbol{\kappa}^{2}$, and $\boldsymbol{\kappa}^{3}$, respectively. This assumption results in a sub-class of the general model of Mindlin and Eshel (1968) with three material internal lengths only.

### 5.2.2 Second strain gradient elasticity

Mindlin (1965) showed that the first strain-gradient model is not sufficient to describe internal strains and stresses that develop close to a free surface. He then claimed that a second strain gradient model is required to account for cohesive forces and surface tension in isotropic elastic materials. Mindlin (1965) assumed that the strain energy density is a function of the strain, its first and second gradients

$$
\begin{equation*}
w=w(\mathbf{e}, \nabla \mathbf{e}, \nabla \nabla \mathbf{e}) . \tag{82}
\end{equation*}
$$

For linear isotropic, centrosymmetric strain gradient materials, this function can be written as (see equation (19) in Mindlin (1965))

$$
\begin{align*}
w= & \frac{1}{2} \lambda \varepsilon_{i i} \varepsilon_{j j}+\mu \varepsilon_{i j} \varepsilon_{i j}+a_{1} \varepsilon_{i j j} \varepsilon_{i k k}+a_{2} \varepsilon_{i k} \varepsilon_{k j j}+a_{3} \varepsilon_{i i k} \varepsilon_{j j k}+a_{4} \varepsilon_{i j k} \varepsilon_{i j k}+a_{5} \varepsilon_{i j k} \varepsilon_{k j i} \\
& +b_{1} \varepsilon_{i i j j} \varepsilon_{k k l l}+b_{2} \varepsilon_{i j k k} \varepsilon_{i j l l}+b_{3} \varepsilon_{i j i k} \varepsilon_{j k l l}+b_{4} \varepsilon_{i j k} \varepsilon_{l l k j}+b_{5} \varepsilon_{i i j k} \varepsilon_{l l j k}+b_{6} \varepsilon_{i j k l} \varepsilon_{i j k l} \\
& +b_{7} \varepsilon_{i j k l} \varepsilon_{j k l i}+c_{1} \varepsilon_{i i} \varepsilon_{j j k k}+c_{2} \varepsilon_{i j} \varepsilon_{i j k k}+c_{3} \varepsilon_{i j} \varepsilon_{k k i j}+b_{0} \varepsilon_{i j j j}, \tag{83}
\end{align*}
$$

where $\varepsilon_{i j}, \varepsilon_{i j k}, \varepsilon_{i j k l}$ are respectively the components of $\boldsymbol{\varepsilon}, \nabla \boldsymbol{\varepsilon}$ and $\nabla \nabla \boldsymbol{\varepsilon}$. It is seen that there are 18 elastic constants for isotropic second strain-gradient materials. In particular, $a_{i}[\mathrm{~N}]$ are similar to their counterparts in the first strain-gradient model. The constants $b_{i}, i \neq 0\left[\mathrm{~N} . \mathrm{m}^{2}\right]$ relate to the second gradient of strain while $c_{i}[\mathrm{~N}]$ are coupling constants between the strain and second gradient of strain. The cohesion modulus $b_{0}[\mathrm{~N}]$ was shown to be directly linked to surface energy (work per unit area done by the force that creates the new surface) (Mindlin, 1965). It was recently shown by Cordero et al. (2015) that the second strain-gradient model can account for both surface energy and surface elasticity effects. More specifically, on the basis of a series of analytical solutions, Cordero et al. (2015) showed that the contribution of surface energy is only related to the cohesion modulus $b_{0}$ while surface elasticity effects are directly linked to the coupling moduli $c_{i}$.

In the previous section, we recalled some higher order models in which higher order derivatives of the displacement are taken into consideration in the strain energy density. Similarly to higher grade models (see section 5.2), experimental identification of the material internal lengths can be difficult. Therefore, several models with a reduced number of material parameters were proposed. Due to its simplicity, the first strain gradient model with only one internal material length is often invoked to account for size-effects. This model was misleadingly regarded as a stress-gradient model.

In the next section, the homogenization of generalized continua (higher order and higher grade models) is summarized with an emphasis on mean field approaches as they are less expensive than full field computations.

### 5.3 Homogenization of generalized continua

### 5.3.1 Some remarks on the homogenization of generalized continua

In a homogenization context, generalized continua may arise at the microscopic scale and/or at the macroscopic scale. In the present section, we list three different combinations which have been previously investigated in the literature.

The first case corresponds to Cauchy heterogeneous materials which are homogenized as generalized continua (Forest and Sab, 1998; Forest, 1998, 2002; Feyel, 2003; Bigoni and Drugan, 2006). This situation may occur if the scale separation condition is not fulfilled (see section 1.1.1). For instance, the characteristic length of the loading might be large but not much larger than the typical size of the heterogeneities. The heterogeneous material is then expected to behave macroscopically as a generalized continuum. Some microscale features (e.g. boundary layers) are transferred to the macroscopic scale and still appear at this level.

By means of asymptotic expansions Boutin (1996); Triantafyllidis and Bardenhagen (1996); Smyshlyaev and Cherednichenko (2000) constructed higher order constitutive relations for the overall behavior of periodic (Cauchy) heterogeneous media. They showed that the higher order gradients of the macroscopic strain were involved. For composites with spherical inclusions, Bigoni and Drugan (2006) demonstrated that a homogeneous Cosserat medium can approximate a heterogeneous Cauchy medium when the inclusions are softer than the matrix. Otherwise, Cosserat effects were shown to be negligible. This observation is consistent with experimental tests conducted by Gauthier and Jahsman (1975); Gauthier (1982) in which Cosserat effects were shown to be absent for reinforced composites. In general, it turns out that more general non homogeneous boundary conditions (for instance, polynomial displacements) have to be specified in order to enable the contribution of effective generalized continua at the macroscopic scale. A comprehensive discussion of several such boundary conditions can be found in Forest and Trinh (2011); Trinh et al. (2012).

The second case corresponds to generalized heterogeneous materials which are homogenized as generalized continua. This situation again occurs in the absence of scale separation. Attention must then be paid to the boundary conditions for the auxiliary boundary-value problem at the micro-scale. Ma and Gao (2014) employed quadratic displacement boundary conditions, which give rise to a macroscopic strain-gradient continuum. A set of boundary conditions for Cosserat media that satisfies the Hill-Mandel lemma can be also found in Li and Liu (2009); Li et al. (2010b, a, 2011a).

The last case corresponds to generalized heterogeneous materials which are homogenized as Cauchy materials. This situation occurs in particular if the scale separation condition is met and the material internal length $\ell$ is comparable or much smaller than the typical size of the heterogeneities. In particular, Forest et al. (2001) showed that the homogenization of Cosserat medium leads to a macroscopic homogeneous Cauchy medium. Under this assumption, the homogenization of fiber composite materials was performed in Xun et al. (2004a,b).

The present work is restricted to this last case where the material internal length is comparable of much smaller than the size of the heterogeneities. Following the same argument as Forest et al. (2001), stress-gradient materials will be homogenized as Cauchy materials. To do so, three approaches can be invoked: numerical homogenization by means of full-field calculations, mean field methods and bounds. However, numerical homogenization methods are costly for generalized continua (Feyel, 2003). We therefore focus on mean field methods and bounds, that will be discussed in the following two sections.

### 5.3.2 Mean field homogenization methods

Classical mean field methods, e.g. Mori and Tanaka (1973); Benveniste (1987), can provide satisfactory estimation on the effective properties of heterogeneous materials with almost zero computational cost. They are mainly based on the solution to Eshelby's inclusion problem (Eshelby, 1957, 1959). In classical elasticity, for a given eigenstrain $\boldsymbol{\varepsilon}^{*}$, the Eshelby's tensor $\mathbb{S}$ relates the perturbations strain inside the inclusion $\boldsymbol{\varepsilon}$ to its eigenstrain

$$
\begin{equation*}
\varepsilon=\mathbb{S}: \varepsilon^{*} . \tag{84}
\end{equation*}
$$

For ellipsoidal inclusions, Eshelby (1957) found that the Eshelby's tensor is a constant tensor,
hence the stress and strain inside the inclusion are uniform.
In order to account for size-effects, it is then natural to examine Eshelby's problem for generalized continua. However, it turns out that Eshelby's theorem (Eshelby, 1957) does not hold within the framework of generalized continua. Indeed, the strain (stress) is no longer uniform within the inclusion and Eshelby's tensor is not constant. As a consequence, an inhomogeneity can not be replaced by an equivalent inclusion with prescribed uniform eigenstrain but rather by non uniform fields. In other words, the following equation does not hold (Sharma and Dasgupta, 2002; Zhang and Sharma, 2005)

$$
\begin{equation*}
\left\langle\mathbb{S}(\mathbf{x}): \boldsymbol{\varepsilon}^{*}(\mathbf{x})\right\rangle \neq\langle\mathbb{S}(\mathbf{x})\rangle:\left\langle\boldsymbol{\varepsilon}^{*}(\mathbf{x})\right\rangle, \tag{85}
\end{equation*}
$$

where $\mathbb{S}(\mathbf{x})$ is the non uniform Eshelby's tensor(s), $\boldsymbol{\varepsilon}^{*}(\mathbf{x})$ is the non uniform eigenstrain. The inequality (85) was also encountered in classical elasticity for non-ellipsoidal inclusions (Nozaki and Taya, 2000). Note that, in general the computation of non uniform eigenstrain is analytically intractable. In order to overcome this shortcoming, the approximate equivalent inclusion assumption (Nozaki and Taya, 2000; Sharma and Dasgupta, 2002; Zhang and Sharma, 2005) is usually made, i.e. the eigenstrain is assumed to be uniform. The inequality in equation (85) becomes an (approximate) equality.

Under the above assumption, Eshelby's inclusion problem was solved for various generalized continuum models. For instance, Eshelby tensor of spherical (Cheng and He, 1995), cylindrical (Cheng and He, 1997), ellipsoidal (Ma and Hu , 2007) inclusions embedded in an infinite matrix of a Cosserat material were solved with the help of Green functions derived earlier by Sandru (1966). Zheng and Zhao (2004); Zhang and Sharma (2005) derived an explicit form of Eshelby's tensor for spherical inclusions used couple stress model. The simplified strain-gradient model (Aifantis, 1992; Gao and Park, 2007) was used to derive Eshelby tensor of ellipsoidal (Gao and Ma, 2010), cylindrical (Ma and Gao, 2009), polyhedral (Gao and Liu, 2012), polygonal (Liu and Gao, 2013) inclusions.

Mori-Tanaka estimates of the effective properties of generalized continua materials can then be produced. For isotropic materials, it was observed that the effective modulus increases as the size of the inclusions decreases, which is known as the stiffening size-effect (Sharma and Dasgupta, 2002; Zhang and Sharma, 2005). Prescribing quadratic boundary conditions, Ma and Gao (2014) extended these estimates to the homogenization of strain-gradient materials as strain-gradient materials.

To close this section, it should be noted that Xun et al. (2004a) took a different route to the Mori-Tanaka homogenization of generalized continua. These authors solved directly Eshelby's inhomogeneity (not inclusion) problem for a Cosserat matrix reinforced by circular Cauchy fibers. The strain localization tensor was then obtained in closed form, with no need to resort to the equivalent inclusion approximation. These authors again showed that the effective shear modulus exhibits a stiffening size-effect.

Quite interestingly, these authors compared their predictions to that of (Sharma and Dasgupta, 2002) (which were obtained within the equivalent inclusion approximation). Both were shown to be in good agreement. In other words, Eshelby's inhomogeneity and inclusion problems deliver similar Mori-Tanaka estimates of the effective properties. In the present work, we chose to solve Eshelby's inhomogeneity problem.

### 5.3.3 Variational principles and bounds

Bounds are valuable tools which consistency checks for numerical and mean field homogenization methods. In classical elasticity, some well-known bounds include Voigt-Reuss (first order bounds) and Hashin and Shtrikman (1963) (second order bounds) which only depend on the mechanical properties and volume fraction of each phase (under the assumption of statistical isotropy for the latter).

Substitution of uniform trial fields in energy principle (complementary, potential) is expected to lead to classical Voigt-Reuss bounds. This is showed by Smyshlyaev and Fleck (1994) for an incompressible couple stress material. The obtained bounds are thus irrelevant for predicting size dependent elastic properties. This result suggests that enriched (non uniform) trial fields are required to derive size dependent bounds (as done in Mühlich et al. (2012) for strain-gradient materials).

Variational principle and bounds of Hashin Shtrikman type were also established for linear, isotropic, incompressible couple stress materials by Smyshlyaev and Fleck (1994). They later extended the bounds to plasticity strain-gradient materials (Smyshlyaev and Fleck, 1995), polycrystals materials (Smyshlyaev and Fleck, 1996) and incompressible strain-gradient plasticity for two-phase materials (Fleck and Willis, 2004). It should be noted that their approach was mainly based on the general variational framework developed by Willis (1977, 1983); Talbot and Willis (1985) for non-linear Cauchy materials. Interestingly, they showed that the bounds depend explicitly on the two point probability function, which is contrary to classical elasticity. However, this dependency was not quantitatively analyzed in the above mentioned works.

### 5.4 Methodology

Owing to their unusual mechanical properties, nanocomposites have been used in many engineering applications. The question of predicting their mechanical properties is obviously of tremendous interest. In sections 5.1 and 5.2, some generalized continuum models were briefly presented. As argued at the end of section 5.3, when the size of the material internal length is comparable or smaller than the typical size of the heterogeneities, homogenization of generalized continua leads to a macroscopically homogeneous Cauchy medium (under the classical separation of scale condition), albeit with size effects induced by the introduction of material internal length(s). As such, generalized continua stand as attractive material models to account for size-effects in nanocomposites.

The work presented in the second part of this thesis is dedicated to the homogenization of a new class of generalized continua, recently introduced by Forest and Sab (2012) (see also Sab et al., 2016), namely stress-gradient materials. At first glance, the stress- and strain-gradient models are conceptually similar. In particular, while the strain-gradient model relies on the elastic strain energy depending on the strain and its first-gradient, the stress-gradient model relies on the complementary elastic strain energy depending on the stress and its first gradient. Owing to the linear stress-strain relationship, this might lead to a misconception that stress- and strain-gradient models are equivalent (see also the discussion in section 5.2.1). In fact, as will be shown in the present work, the two models define widely different materials.

For example, stress- and strain-gradients induce opposite size-effects. While the effective
stiffness of strain-gradient composites increases when the size of the heterogeneities decreases (the so-called stiffening size-effect), the opposite trend is observed with stress-gradient materials (the so-called softening size-effect). It is observed experimentally that most nanocomposites exhibit the stiffening size-effect; for such materials, the strain-gradient model is therefore relevant. However, numerical evidence from atomistic simulation suggests that some polymer nanocomposites (Odegard et al., 2005; Davydov et al., 2014) or nano silicon beams (Sun et al., 2007) might exhibit the softening size-effect. The strain-gradient model would not be able to account for such effects, while the stress-gradient model has the required qualitative behavior. This pleads for a more thorough investigation of heterogeneous stress-gradient materials. As a first step, mean field homogenization methods and bounds will be implemented. Despite the fact that they only account for limited statistical description of the underlying microstructure (up to second order), they are relatively simple to put in practice while allowing for satisfactory and predictive results. Besides, these approaches lend themselves to parametric studies. As such, they offer an insight into the meaning of all material parameters and are a prerequisite to numerical homogenization techniques which, being much more costly, would not allow for such qualitative analysis of the stress-gradient model.

The second part of this thesis is organized as follows. The stress-gradient model is first revisited in chapter 6. In particular, we present an energetically consistent derivation of the stress-gradient model by minimizing the complementary energy. The role of the trace (to be defined in chapter 6) of the stress-gradient is discussed in detail. Then, general energy principles are derived. Drawing inspiration from the works of Aifantis (1992) and Gao and Park (2007) (see section 5.2.1), we propose a stress-gradient model with only one material internal length (this model will be referred to as the simplified stress-gradient model).

We then set up a theoretical framework for the homogenization of stress-gradient materials in chapter 7. We derive boundary conditions that are suitable to the computation of the apparent compliance of linearly elastic stress-gradient materials. We further show that contrary to straingradient materials, stress-gradient materials exhibit the softening size-effect. In view to derive estimates of the effective mechanical properties of stress-gradient composites by mean field methods, we solve Eshelby's spherical inhomogeneity. The resulting analytical solution is then implemented in a Mori-Tanaka scheme to produce estimates of the effective properties of stress-gradient composites with monodisperse, spherical inhomogeneities.

In chapter 8, we derive Hashin-Shtrikman bounds for stress-gradient materials. As in the case of strain-gradient composites, the bounds are expected to depend on the microstructure (the two-point probability function). For specific choices of this function, the bounds are given explicitly. It is shown that the sensitivity to the two-point probability function is rather weak.

Chapter 9 summarizes this study and gives some perspectives for future research.

## Chapter 6

## The stress-gradient model

This chapter is devoted to the formulation of the stress-gradient model of Forest and Sab (2012) (see also Sab et al. (2016) for a mathematical analysis). It opens with some preliminary mathematical definitions (see section 6.1). We then turn to the derivation of the stress-gradient model by minimizing the complementary strain energy in section 6.2 . We then show that the trace of the stress gradient (to be defined below) plays the role of a generalized prestress in section 6.3. Energy principles for stress-gradient bodies will be formulated in section 6.4. For further analysis, we restrict to linear stress-gradient elasticity in which we propose a stress-gradient model with only one material internal length in section 6.5 , in line with the simplified strain gradient model of Aifantis (1992); Gao and Park (2007) previously introduced in section 5.2.1.

This chapter closes with an instructive example, namely the pure bending of rectangular beams (see section 6.6). We show that the simplified stress-gradient model gives rise to boundary layers near the free surfaces, which result in size-dependent behavior.

### 6.1 Preliminary linear algebra

Since we will deal with second-, third-, four- and sixth- order tensors in this work, it is convenient to introduce the space of these tensors

$$
\begin{aligned}
{ }^{2} \mathcal{T} & =\left\{{ }^{2} \mathbf{T}=T_{i j} \mathbf{e}_{i} \otimes \mathbf{e}_{j}, \text { such that } T_{i j}=T_{j i}\right\} \\
{ }^{3} \mathcal{T} & =\left\{{ }^{3} \mathbf{T}=T_{i j k} \mathbf{e}_{i} \otimes \mathbf{e}_{j} \otimes \mathbf{e}_{k}, \text { such that } T_{i j k}=T_{j i k}\right\} \\
{ }^{4} \mathcal{T} & =\left\{{ }^{4} \mathbf{T}=T_{i j k l} \mathbf{e}_{i} \otimes \mathbf{e}_{j} \otimes \mathbf{e}_{k} \otimes \mathbf{e}_{l}, \text { such that } T_{i j k l}=T_{j i k l}=T_{i j k}\right\} \\
{ }^{6} \mathcal{T} & =\left\{{ }^{6} \mathbf{T}=T_{i j k p q r} \mathbf{e}_{i} \otimes \mathbf{e}_{j} \otimes \mathbf{e}_{k} \otimes \mathbf{e}_{p} \otimes \mathbf{e}_{q} \otimes \mathbf{e}_{r}, \text { such that } T_{i j k p q r}=T_{j i k p q r}=T_{i j k q p r}\right\}
\end{aligned}
$$

In other words, ${ }^{2} \mathcal{T}$ denotes the space of symmetric, second-rank tensors; ${ }^{3} \mathcal{T}$ denotes the space of third-rank tensors which are symmetric with respect to their first two indices; ${ }^{4} \mathcal{T}$ denotes the space of fourth-rank tensors which obey the major and minor symmetries and ${ }^{6} \mathcal{T}$ denotes the space of sixth-rank tensors with the following symmetry $T_{i j k p q r}=T_{j i k p q r}=T_{i j k q p r}$. In most case, the rank of tensor under consideration can be determined from the context. Wherever confusion can occur, we will specify its rank, e.g. ${ }^{2} \sigma$. We recall the components of second-, fourth- and sixth-rank identity tensors

$$
\begin{equation*}
{ }^{2} \mathbf{I}=\delta_{i j} \mathbf{e}_{i} \otimes \mathbf{e}_{j}, \quad{ }^{4} \mathbf{I}=\frac{1}{2}\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right) \mathbf{e}_{i} \otimes \mathbf{e}_{j} \otimes \mathbf{e}_{k} \otimes \mathbf{e}_{l}, \quad{ }^{6} \mathbf{I}=I_{i j p q} \delta_{k r} \mathbf{e}_{i} \otimes \mathbf{e}_{j} \otimes \mathbf{e}_{k} \otimes \mathbf{e}_{p} \otimes \mathbf{e}_{q} \otimes \mathbf{e}_{r} . \tag{86}
\end{equation*}
$$

### 6.1.1 Linear algebra of the trace and the trace-free part of third rank tensors

The stress-gradient model developed in this chapter assumes that the complementary energy density depends on both the stress $\sigma$ and its first gradient $\nabla \sigma$. In the remainder of this work, we define the trace of a third-rank tensor as its contraction with respect to its last two indices. It is then observed that the trace of the stress-gradient is fixed from the equilibrium equation, $\nabla \cdot \boldsymbol{\sigma}+\mathbf{b}=\mathbf{0}$, since $(\nabla \boldsymbol{\sigma}): \mathbf{I}=\nabla \cdot \boldsymbol{\sigma}$. This suggests to decompose the stress-gradient $\nabla \boldsymbol{\sigma}$ as a sum of two orthogonal (with respect to the $\therefore$ product) tensors, one of which being trace-free

$$
\begin{equation*}
\nabla \boldsymbol{\sigma}=\mathbf{R}+\mathbf{Q} \tag{87}
\end{equation*}
$$

where $\mathbf{R}:{ }^{2} \mathbf{I}=\mathbf{0}$ and $\mathbf{R} \therefore \mathbf{Q}=0$. In the present section, we prove that the above decomposition exists and is unique for any third-rank tensor $\mathbf{T} \in{ }^{3} \mathcal{T}$. We further provide closed-form expressions of the sixth-rank projectors $\mathbf{J}$ and $\mathbf{K}$ such that

$$
\begin{equation*}
\mathbf{R}=\mathbf{K} \therefore \mathbf{T}, \quad \mathbf{Q}=\mathbf{J} \therefore \mathbf{T}, \tag{88}
\end{equation*}
$$

where $\mathbf{K}$ is the orthogonal projection onto the space ${ }^{3} \mathcal{D}$ of trace-free, third rank tensors defined as follows

$$
\begin{equation*}
\mathbf{T} \in{ }^{3} \mathcal{D} \Leftrightarrow \mathbf{T}:{ }^{2} \mathbf{I}=\mathbf{0} \tag{89}
\end{equation*}
$$

We first consider an arbitrary vector $\mathbf{v}$; then ${ }^{4} \mathbf{I} \cdot \mathbf{v} \in{ }^{3} \mathcal{T}$ and, for all trace-free tensors $\mathbf{R} \in{ }^{3} \mathcal{D}$

$$
\begin{equation*}
\left({ }^{4} \mathbf{I} \cdot \mathbf{v}\right) \therefore \mathbf{R}=\mathbf{R} \therefore{ }^{4} \mathbf{I} \cdot \mathbf{v}=\mathbf{v} \cdot \mathbf{R}:{ }^{2} \mathbf{I}=0, \tag{90}
\end{equation*}
$$

where the identity $\mathbf{R} \therefore{ }^{4} \mathbf{I}=\mathbf{R}:{ }^{2} \mathbf{I}$ has been used. In equation (90), the last equality follows from the fact that $\mathbf{R}$ is trace-free. In other words, we showed that the third-rank tensor ${ }^{4} \mathbf{I} \cdot \mathbf{v}$ is orthogonal to ${ }^{3} \mathcal{D}$. Furthermore, the trace of the third-rank tensor ${ }^{4} \mathbf{I} \cdot \mathbf{v}$ is

$$
\begin{equation*}
\left({ }^{4} \mathbf{I} \cdot \mathbf{v}\right):{ }^{2} \mathbf{I}=\frac{d+1}{2} \mathbf{v} \tag{91}
\end{equation*}
$$

where $d$ denotes the dimension of the physical space.
We now consider $\mathbf{T} \in{ }^{3} \mathcal{T}$, and introduce the following third-rank tensor

$$
\begin{equation*}
\mathbf{Q}=\frac{2}{d+1}^{4} \mathbf{I} \cdot\left(\mathbf{T}:{ }^{2} \mathbf{I}\right) \tag{92}
\end{equation*}
$$

From equation (91), we find that $\mathbf{T}$ and $\mathbf{Q}$ have same trace; thus, $\mathbf{R}=\mathbf{T}-\mathbf{Q}$ is trace-free. Furthermore, $\mathbf{Q} \therefore \mathbf{R}=0$, since $\mathbf{Q}$ is of the form $\mathbf{I} \cdot \mathbf{v}$. In other words, we have produced the orthogonal decomposition $\mathbf{T}=\mathbf{Q}+\mathbf{R}$, where $\mathbf{R}$ is trace-free. It is handy to introduce the sixthrank projectors $\mathbf{J}$ and $\mathbf{K}$ such that equation (88) holds. It follows from the above developments that

$$
\begin{equation*}
\mathbf{K}+\mathbf{J}=\mathbf{I}, \quad \mathbf{K} \therefore \mathbf{K}=\mathbf{K}, \quad \mathbf{J} \therefore \mathbf{J}=\mathbf{J}, \quad \mathbf{K} \therefore \mathbf{J}=\mathbf{J} \therefore \mathbf{K}=\mathbf{0} \tag{93}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{J} \therefore \mathbf{T}=\frac{2}{d+1}^{4} \mathbf{I} \cdot\left(\mathbf{T}:{ }^{2} \mathbf{I}\right) . \tag{94}
\end{equation*}
$$

Furthermore, for a stress field $\sigma$ statically admissible with the body forces $\mathbf{b}$

$$
\begin{equation*}
\mathbf{J} \therefore(\nabla \boldsymbol{\sigma})=\frac{2}{d+1}^{4} \mathbf{I} \cdot(\nabla \boldsymbol{\sigma}):^{2} \mathbf{I}=\frac{2}{d+1}^{4} \mathbf{I} \cdot(\nabla \cdot \boldsymbol{\sigma})=-\frac{2}{d+1}^{4} \mathbf{I} \cdot \mathbf{b} . \tag{95}
\end{equation*}
$$

### 6.1.2 The $\boxtimes$-product of a fourth-rank tensor and a second-rank tensor

In this section, we define the $\boxtimes$-product which will appear in the formulation of simplified stressgradient model (see section 6.5). We consider a fourth-rank tensor $\mathbf{A} \in{ }^{4} \mathcal{T}$ and a second-rank tensor $\mathbf{B} \in{ }^{2} \mathcal{T}$. By definition, $\mathbf{A} \otimes \mathbf{B}$ is the following sixth-rank tensor

$$
\begin{equation*}
\mathbf{A} \otimes \mathbf{B}=A_{i j p q} B_{k r} \mathbf{e}_{i} \otimes \mathbf{e}_{j} \otimes \mathbf{e}_{k} \otimes \mathbf{e}_{p} \otimes \mathbf{e}_{q} \otimes \mathbf{e}_{r}, \tag{96}
\end{equation*}
$$

For any third-rank tensor $\mathbf{x} \in{ }^{3} \mathcal{T}$, it can be verified from the definition of the $\boxtimes$-product that

$$
\begin{equation*}
(\mathbf{A} \boxtimes \mathbf{B}) \therefore \mathbf{x}=\mathbf{A}: \mathbf{x} \cdot \mathbf{B}^{\mathrm{T}}, \tag{97}
\end{equation*}
$$

from which it results that the sixth-rank identity is the $\boxtimes$-product of the fourth-rank identity and the second-rank identity

$$
\begin{equation*}
{ }^{6} \mathbf{I}={ }^{4} \mathbf{I} \otimes^{2} \mathbf{I} . \tag{98}
\end{equation*}
$$

Furthermore, for all $\mathbf{A}, \mathbf{A}^{\prime} \in{ }^{4} \mathcal{T}$ and $\mathbf{B}, \mathbf{B}^{\prime} \in{ }^{2} \mathcal{T}$

$$
\begin{equation*}
(\mathbf{A} \boxtimes \mathbf{B}) \therefore\left(\mathbf{A}^{\prime} \boxtimes \mathbf{B}^{\prime}\right)=\left(\mathbf{A}: \mathbf{A}^{\prime}\right) \boxtimes\left(\mathbf{B} \cdot \mathbf{B}^{\prime}\right), \tag{99}
\end{equation*}
$$

which shows that the inverse of $\mathbf{A} \boxtimes \mathbf{B}$ with respect to the ".. " product is

$$
\begin{equation*}
(\mathbf{A} \boxtimes \mathbf{B})^{-1}=\mathbf{A}^{-1} \boxtimes \mathbf{B}^{-1}, \tag{100}
\end{equation*}
$$

provided that $\mathbf{A}$ and $\mathbf{B}$ are not singular (with respect to the "." and "." products, respectively). Finally, the transpose of $\mathbf{A} \boxtimes \mathbf{B}$ with respect to the ".$:$ " scalar product of third-rank tensors reads

$$
\begin{equation*}
(\mathbf{A} \boxtimes \mathbf{B})^{\mathrm{T}}=\mathbf{A}^{\mathrm{T}} \boxtimes \mathbf{B}^{\mathrm{T}} . \tag{101}
\end{equation*}
$$

The above mathematical definitions will ease the derivation of the stress-gradient model of Forest and Sab (2012), which we now address.

### 6.2 Derivation of the stress-gradient model by minimizing the complementary energy

### 6.2.1 Complementary strain energy of stress-gradient bodies

We consider a heterogeneous body occupying the domain $\Omega \subset \mathbb{R}^{d}$ subjected to body forces $\mathbf{b}$, where $d$ is the physical dimension $(d=2,3)$. $w^{*}$ denotes the volume density of complementary strain energy. In classical elasticity, $w^{*}$ depends on the local stress and the observation point, i.e. $w^{*}=w^{*}(\mathbf{x}, \sigma(\mathbf{x}))$. Assuming that $\Omega$ is fully clamped, the classical elasticity boundary value problem is established by minimizing the complementary energy

$$
\begin{equation*}
W^{*}(\boldsymbol{\sigma})=\int_{\mathbf{x} \in \Omega} w^{*}(\mathbf{x}, \boldsymbol{\sigma}(\mathbf{x})) \mathrm{d} V_{\mathbf{x}}, \tag{102}
\end{equation*}
$$

under the constraint that $\boldsymbol{\sigma}$ be statically admissible with $\mathbf{b}$, that is $\nabla \cdot \boldsymbol{\sigma}+\mathbf{b}=\mathbf{0}$.

The (first) strain-gradient model extends classical elasticity by accounting for the gradient of strain in the strain energy density function. By a complementary approach, the stress-gradient model would assume that $W^{*}$ depends on the local stress $\sigma$ and its gradient $\nabla \sigma$. In other words, the complementary energy functional to be minimized now reads

$$
\begin{equation*}
W^{*}(\boldsymbol{\sigma})=\int_{\Omega} w^{*}(\boldsymbol{\sigma}, \nabla \boldsymbol{\sigma}) \mathrm{d} V, \tag{103}
\end{equation*}
$$

where the explicit dependency on the observation point $\mathbf{x}$ has been omitted. The above functional must again be minimized under the constraint $\nabla \cdot \sigma+\mathbf{b}=\mathbf{0}$. The resulting constrained minimization problem defines in principle a fully clamped (in a sense that remains to be specified) stress-gradient material. In order to ease the constrained optimization of $W^{*}$, the stress gradient tensor is decomposed as follows (see section 6.1.1)

$$
\begin{equation*}
\nabla \sigma=\mathbf{R}+\mathbf{Q} \tag{104}
\end{equation*}
$$

where $\mathbf{R} \in{ }^{3} \mathcal{D}$ and $\mathbf{R} \therefore \mathbf{Q}=0$. In equation (103), $w^{*}(\boldsymbol{\sigma}, \nabla \boldsymbol{\sigma})$ is then equivalently replaced with $w^{*}(\boldsymbol{\sigma}, \mathbf{R}, \mathbf{Q})$. It should however be noted that $\mathbf{Q}=-\frac{2}{d+1} \mathbf{I} \cdot \mathbf{b}$ (see equation (95)). In other words, $\mathbf{Q}$ is fully constrained. As a consequence, there is no strain measure associated with $\mathbf{Q}$, which indeed plays the role of a prestress, as will be shown in section 6.3.

This prestress will be omitted in the remainder of this work, as its physical meaning remains unclear. More precisely, it will be assumed that the complementary strain energy density $w^{*}$ depends on $\boldsymbol{\sigma}$ and $\mathbf{R}$ only. Equation (103) then becomes

$$
\begin{equation*}
W^{*}(\boldsymbol{\sigma})=\int_{\Omega} w^{*}(\boldsymbol{\sigma}, \mathbf{R}) \mathrm{d} V \tag{105}
\end{equation*}
$$

### 6.2.2 Equilibrium of a clamped, stress-gradient body

As previously argued in section 6.2.1, the equilibrium of the clamped, stress-gradient body is defined by the minimization of the complementary strain energy $W^{*}$ defined by equation (105). Taking its first variation yields

$$
\begin{equation*}
\delta W^{*}=\int_{\Omega}\left[\frac{\partial w^{*}}{\partial \sigma}: \delta \boldsymbol{\sigma}+\frac{\partial w^{*}}{\partial \mathbf{R}} \therefore \mathbf{K} \therefore(\nabla \delta \boldsymbol{\sigma})\right] \mathrm{d} V \tag{106}
\end{equation*}
$$

for all divergence-free stress variation $\delta \sigma$. This suggests to introduce the strain measures $\mathbf{e}=\partial_{\boldsymbol{\sigma}} w^{*}$ and $\boldsymbol{\phi}=\partial_{\mathbf{R}} w^{*}$, energy conjugates of $\boldsymbol{\sigma}$ and $\mathbf{R}$

$$
\begin{align*}
& \mathbf{e}=\frac{\partial w^{*}(\boldsymbol{\sigma}, \mathbf{R})}{\partial \boldsymbol{\sigma}}  \tag{107a}\\
& \boldsymbol{\phi}=\frac{\partial w^{*}(\boldsymbol{\sigma}, \mathbf{R})}{\partial \mathbf{R}} \tag{107b}
\end{align*}
$$

From equation (107b), it follows that $\boldsymbol{\phi}$ is a trace-free third-rank tensor since it is the gradient of a scalar function $w^{*}$ with respect to a trace-free argument $\mathbf{R}$. Uppon substitution in the last part of equation (106) and integration by parts of the first term, it is found that for all divergence-free stress variation $\delta \sigma$

$$
\begin{equation*}
\delta W^{*}=\int_{\Omega}[\mathbf{e}: \delta \boldsymbol{\sigma}+\boldsymbol{\phi} \therefore(\nabla \delta \sigma)] \mathrm{d} V=\int_{\Omega}(\mathbf{e}-\nabla \cdot \boldsymbol{\phi}): \delta \boldsymbol{\sigma} \mathrm{d} V+\int_{\partial \Omega} \delta \boldsymbol{\sigma}: \boldsymbol{\phi} \cdot \mathbf{n} \mathrm{d} S . \tag{108}
\end{equation*}
$$

Stationarity of $W^{*}$ with respect to the variation of stress requires that $\delta W^{*}=0$ for all divergence-free stress variation $\delta \boldsymbol{\sigma}$. Assuming first that $\delta \boldsymbol{\sigma}=\mathbf{0}$ on $\partial \Omega$, and applying Theorem 1 in Moreau (1979), we find that

$$
\begin{equation*}
\mathbf{e}-\nabla \cdot \boldsymbol{\phi}=\nabla^{\mathrm{s}} \mathbf{u} \tag{109}
\end{equation*}
$$

for some vector field $\mathbf{u}$. Plugging equation (109) in equation (108) and integrating by parts on the first term, we obtain

$$
\begin{equation*}
\delta W^{*}=\int_{\partial \Omega} \delta \sigma:(\mathbf{u} \stackrel{\mathrm{s}}{\otimes} \mathbf{n}+\boldsymbol{\phi} \cdot \mathbf{n}) \mathrm{d} S, \tag{110}
\end{equation*}
$$

where $\mathbf{n}$ denotes the outer normal to the boundary of $\Omega$ and we denoted $\mathbf{u} \stackrel{\mathrm{s}}{\otimes} \mathbf{n}=\frac{1}{2}(\mathbf{u} \otimes \mathbf{n}+\mathbf{n} \otimes \mathbf{u})$. Therefore, $\mathbf{u} \stackrel{\mathrm{s}}{\otimes} \mathbf{n}+\boldsymbol{\phi} \cdot \mathbf{n}=\mathbf{0}$ on $\partial \Omega$.

Gathering the above results, the elastic equilibrium of a clamped stress-gradient body $\Omega$ is defined by the following field equations in $\Omega$

- Equilibrium

$$
\begin{equation*}
\nabla \cdot \sigma+\mathbf{b}=\mathbf{0}, \quad \mathbf{R}=\mathbf{K} \therefore(\nabla \sigma) \tag{111a}
\end{equation*}
$$

- Generalized constitutive laws

$$
\begin{equation*}
\mathbf{e}=\frac{\partial w^{*}(\boldsymbol{\sigma}, \mathbf{R})}{\partial \boldsymbol{\sigma}}, \quad \phi=\frac{\partial w^{*}(\boldsymbol{\sigma}, \mathbf{R})}{\partial \mathbf{R}} \tag{111b}
\end{equation*}
$$

- Compatibility condition

$$
\begin{equation*}
\mathbf{e}=\nabla^{\mathrm{s}} \mathbf{u}+\nabla \cdot \boldsymbol{\phi} \tag{111c}
\end{equation*}
$$

and the boundary conditions on $\partial \Omega$

$$
\begin{equation*}
\mathbf{u} \stackrel{s}{\otimes} \mathbf{n}+\boldsymbol{\phi} \cdot \mathbf{n}=\mathbf{0}, \text { on } \partial \Omega . \tag{112}
\end{equation*}
$$

### 6.2.3 Extension to stress-free and mixed boundary conditions

The boundary value problem defined by equations (111) and (112) corresponds to the equilibrium of a fully clamped stress-gradient body, since its solution minimizes the complementary strain energy. Stress-free boundary conditions were also explored by Forest and Sab (2012) (see also Sab et al. (2016)). Quite remarkably, for the problem to be well-posed, the full stress tensor $\sigma$ must then be prescribed at the boundary $\partial \Omega$. This is at odds with classical Cauchy materials, for which only the traction $\sigma \cdot \mathbf{n}$ is prescribed ( $\mathbf{n}$ : outer normal to the boundary $\partial \Omega$ ). In other words, the equilibrium of a stress-gradient body $\Omega$ with stress-free boundary conditions is defined by equations (111), together with the following boundary condition on $\partial \Omega$

$$
\begin{equation*}
\sigma=\mathbf{0} . \tag{113}
\end{equation*}
$$

To conclude this section, it should be noted that mixed boundary conditions have also been proposed by Sab et al. (2016). Such conditions allow to prescribe only the traction $\boldsymbol{\sigma} \cdot \mathbf{n}$ (rather than the full stress tensor) at the boundary. In addition, $\boldsymbol{\phi} \cdot \mathbf{n}$ must then also be prescribed.

### 6.3 Contribution of the trace of the stress gradient

In this section we will show that taking into consideration $\mathbf{Q}$ into the complementary strain energy functional results in a prestress. We consider the following general complementary density energy function

$$
\begin{equation*}
w^{*}=\frac{1}{2} \sigma: \mathbf{S}: \sigma+\frac{1}{2}(\nabla \boldsymbol{\sigma}) \therefore \mathbf{M}_{\nabla \nabla} \therefore(\nabla \boldsymbol{\sigma}), \tag{114}
\end{equation*}
$$

where the fourth-rank tensor $\mathbf{S}$ is the classical compliance tensor and the sixth-rank tensor $\mathbf{M}_{\nabla \nabla}$ is the generalized compliance. The complementary energy density function defined by equation (114) accounts for the full stress-gradient rather than its trace-free part (see equation (105)). Owing to the symmetry of the stress $\sigma$, it can readily be shown that $\mathbf{M}_{\nabla \nabla}$ obeys the following symmetry $M_{\nabla \nabla, i j k p q r}=M_{\nabla \nabla, p q r i j k}=M_{\nabla \nabla, j i k p q r}=M_{\nabla \nabla, i j k q p r}$. Expanding the identity $\mathbf{M}_{\nabla \nabla}=(\mathbf{J}+\mathbf{K}) \therefore \mathbf{M}_{\nabla \nabla} \therefore(\mathbf{J}+\mathbf{K})$, the following expression of the complementary energy density is found

$$
\begin{equation*}
w^{*}=\frac{1}{2} \sigma: \mathbf{S}: \sigma+\frac{1}{2} \mathbf{R} \therefore \mathbf{M} \therefore \mathbf{R}+\mathbf{R} \therefore \mathbf{M}^{\prime} \therefore \mathbf{Q}+\frac{1}{2} \mathbf{Q} \therefore \mathbf{M}^{\prime \prime} \therefore \mathbf{Q}, \tag{115}
\end{equation*}
$$

where we denoted

$$
\begin{equation*}
\mathbf{M}=\mathbf{K} \therefore \mathbf{M}_{\nabla \nabla} \therefore \mathbf{K}, \quad \mathbf{M}^{\prime}=\mathbf{K} \therefore \mathbf{M}_{\nabla \nabla} \therefore \mathbf{J}, \quad \mathbf{M}^{\prime \prime}=\mathbf{J} \therefore \mathbf{M}_{\nabla \nabla} \therefore \mathbf{J} \tag{116}
\end{equation*}
$$

The constitutive laws (111) now become

$$
\begin{align*}
& \mathbf{e}=\mathbf{S}: \sigma,  \tag{117a}\\
& \phi=\mathbf{M} \therefore \mathbf{R}+\mathbf{M}^{\prime} \therefore \mathbf{Q}=\mathbf{M} \therefore \mathbf{R}-\frac{2}{d+1}\left(\mathbf{M}^{\prime} \therefore \mathbf{I}\right) \cdot \mathbf{b}, \tag{117b}
\end{align*}
$$

where we used the equality (95), $\mathbf{J} \therefore(\nabla \boldsymbol{\sigma})=-\frac{2}{d+1}^{4} \mathbf{I} \cdot \mathbf{b}$. The second term in the right side of equation (117b) is imposed and effectively plays the role of a generalized prestress.

We now turn to formulate the energy principle for stress gradient materials.

### 6.4 Energy principles

In this section, we derive the principles of minimum complementary and potential energy for stress-gradient materials. We first define the set of statically admissible stress field $\mathbb{S A}$ and kinematically admissible displacement and micro-displacement field $\mathbb{K} \mathbb{A}$. The boundary domain $\partial \Omega$ is decomposed into two mutually disjoint subsets $\partial \Omega_{\sigma}$ and $\partial \Omega_{u \phi}$ such that

$$
\begin{equation*}
\partial \Omega=\partial \Omega_{\sigma} \cup \partial \Omega_{u \phi}, \quad \partial \Omega_{\sigma} \cap \partial \Omega_{u \phi}=\emptyset, \tag{118}
\end{equation*}
$$

the stress field $\overline{\boldsymbol{\sigma}}$ (not necessary uniform) is prescribed on the boundary part $\partial \Omega_{\sigma}$ while $\overline{\mathbf{u}} \stackrel{\mathrm{s}}{\otimes} \mathbf{n}+\overline{\boldsymbol{\phi}} \cdot \mathbf{n}$ (not necessary uniform either) is specified on $\partial \Omega_{u \phi}$. In the remainder of this thesis, overlined quantities are prescribed.

The set of statically admissible stress fields is defined as follows

$$
\begin{equation*}
\mathbb{S} \mathbb{A}(\overline{\boldsymbol{\sigma}})=\left\{\boldsymbol{\sigma}, \boldsymbol{\sigma} \text { continuous, } \nabla \cdot \sigma+\mathbf{b}=\mathbf{0} \text { on } \Omega, \sigma=\overline{\boldsymbol{\sigma}} \text { on } \partial \Omega_{\sigma}\right\}, \tag{119}
\end{equation*}
$$

where it is emphasized that the full stress $\sigma$ (rather than the traction $\sigma \cdot \mathbf{n}$ ) is continuous everywhere (this is in line with boundary condition (113), see also Sab et al. (2016)).

The set of kinematically admissible displacement $\mathbf{u}$ and micro-displacement $\boldsymbol{\phi}$ fields is then defined as

$$
\begin{align*}
& \mathbb{K} \mathbb{A}(\overline{\mathbf{u}}, \overline{\boldsymbol{\phi}})=\left\{(\mathbf{u}, \boldsymbol{\phi}), \mathbf{u} \stackrel{\mathrm{s}}{\otimes} \mathbf{n}_{\Sigma}+\boldsymbol{\phi} \cdot \mathbf{n}_{\Sigma}\right. \text { continuous, } \\
& \left.\qquad \stackrel{\mathrm{s}}{\otimes} \mathbf{n}+\boldsymbol{\phi} \cdot \mathbf{n}=\overline{\mathbf{u}} \stackrel{\mathrm{s}}{\otimes} \mathbf{n}+\overline{\boldsymbol{\phi}} \cdot \mathbf{n} \text { on } \partial \Omega_{u \phi}\right\}, \tag{120}
\end{align*}
$$

where $\mathbf{n}_{\Sigma}$ denotes the normal to any discontinuity surface $\Sigma$. Again, the continuity requirements on $\mathbf{u}$ and $\boldsymbol{\phi}$ are in line with boundary condition (112), see also Sab et al. (2016).

### 6.4.1 Minimum complementary energy principle

It is recalled that the complementary strain energy $W^{*}$ of the body $\Omega$ is given by (see equation (105))

$$
\begin{equation*}
W^{*}(\boldsymbol{\sigma})=\int_{\Omega} w^{*}(\boldsymbol{\sigma}, \mathbf{K} \therefore(\nabla \boldsymbol{\sigma})) \mathrm{d} V \tag{121}
\end{equation*}
$$

Following the same argument as in classical elasticity, it can be shown that the solution to the boundary value problem defined by equation (111) and the boundary conditions defined above minimizes the total complementary energy

$$
\begin{equation*}
\Pi^{*}(\boldsymbol{\sigma})=W^{*}(\boldsymbol{\sigma})-\int_{\partial \Omega} \overline{\boldsymbol{\sigma}}:(\mathbf{u} \stackrel{\stackrel{\mathrm{s}}{\otimes} \mathbf{n}+\boldsymbol{\phi} \cdot \mathbf{n}) \mathrm{d} S,, \text {, }, \text {. }}{ } \tag{122}
\end{equation*}
$$

under the constraint that $\sigma \in \mathbb{S A}(\overline{\boldsymbol{\sigma}})$, where we recall that $\mathbb{S A}(\overline{\boldsymbol{\sigma}})$ is the set of statically admissible stress fields defined by (119).

### 6.4.2 Minimum potential energy principle

The volume density of strain energy $w$ is classically defined as the following supremum

$$
\begin{equation*}
w(\boldsymbol{\varepsilon}, \boldsymbol{\phi})=\sup _{\boldsymbol{\sigma}, \mathbf{R}}\left\{\boldsymbol{\sigma}: \boldsymbol{\varepsilon}+\mathbf{R} \therefore \boldsymbol{\phi}-w^{*}(\boldsymbol{\sigma}, \mathbf{R})\right\}, \tag{123}
\end{equation*}
$$

where $\boldsymbol{\varepsilon} \in{ }^{2} \mathcal{T}$ and $\boldsymbol{\phi}, \mathbf{R} \in{ }^{3} \mathcal{D}$. The strain energy $W$ of the body $\Omega$ then reads

$$
\begin{equation*}
W(\mathbf{u}, \boldsymbol{\phi})=\int_{\Omega} w\left(\nabla^{\mathrm{s}} \mathbf{u}+\nabla \cdot \boldsymbol{\phi}, \boldsymbol{\phi}\right) \mathrm{d} V \tag{124}
\end{equation*}
$$

and it can then be shown that solving problem (111) of the equilibrium of a clamped, stressgradient body is equivalent to minimizing the following total potential energy

$$
\begin{equation*}
\Pi(\mathbf{u}, \boldsymbol{\phi})=W(\mathbf{u}, \boldsymbol{\phi})-\int_{\Omega} \mathbf{b} \cdot \mathbf{u} \mathrm{d} V, \tag{125}
\end{equation*}
$$

under the constraint that $(\mathbf{u}, \boldsymbol{\phi}) \in \mathbb{K} \mathbb{A}(\overline{\mathbf{u}}, \overline{\boldsymbol{\phi}})$, where we recall that $\mathbb{K} \mathbb{A}(\overline{\mathbf{u}}, \overline{\boldsymbol{\phi}})$ is the set of kinematically admissible displacement and micro-displacement field defined by (120).

### 6.5 Linear stress-gradient elasticity

The general formulation of stress-gradient model introduced in section 6.2 is rather complex in general. For further developments, we restrict to the case of linear stress-gradient elasticity assuming material isotropy. We first derive the general form of the generalized compliance tensor for isotropic stress-gradient materials. Drawing inspiration from the work of Aifantis (1992) and Gao and Park (2007), we further introduce a simplified form of the generalized compliance tensor with only one material internal length.

### 6.5.1 General form of isotropic compliance tensor

It is convenient to introduce the basis $\left(\mathbf{T}_{1}, \ldots, \mathbf{T}_{6}\right)$ of the space of sixth-rank isotropic tensors proposed by Monchiet and Bonnet (2010)

$$
\begin{array}{lll}
T_{1, i j k p q r}=\delta_{i j} \delta_{p q} \delta_{k r}, & T_{3, j k p q r}=I_{i j k r} \delta_{p q}, & T_{5, i j k p q}=\frac{1}{2}\left(I_{i j p r} \delta_{k q}+I_{i j q r} \delta_{k p}\right), \\
T_{2, i j k p q r}=I_{i j p q} \delta_{k r}, & T_{4, j k p q r}=I_{p q k r} \delta_{i j}, & T_{6, i j k q r}=\frac{1}{2}\left(I_{p q i r} \delta_{j k}+I_{p q i j} \delta_{i k}\right), \tag{126b}
\end{array}
$$

where $I_{i j k l}=\frac{1}{2}\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right)$ denotes the components of the fourth-rank identity tensor ${ }^{4} \mathbf{I}$ (see equation (86)). Multiplication of the $\mathbf{T}_{i}$ for the $\therefore$ product is also provided in Table 1 in Monchiet and Bonnet (2010). The generalized sixth order isotropic compliance tensor, M, thus can be written as

$$
\begin{equation*}
\mathbf{M}=m_{1} \mathbf{T}_{1}+m_{2} \mathbf{T}_{2}+m_{3}\left(\mathbf{T}_{3}+\mathbf{T}_{4}\right)+m_{5} \mathbf{T}_{5}+m_{6} \mathbf{T}_{6}, \tag{127}
\end{equation*}
$$

where the coefficients of $\mathbf{T}_{3}$ and $\mathbf{T}_{4}$ are equal since $\mathbf{M}$ is symmetric. We recall that when applied to a trace-free third-rank tensor, $\mathbf{R} \in{ }^{3} \mathcal{D}$, the resulting product $\mathbf{M} \therefore \mathbf{R}$ also delivers a trace-free third-rank tensor, $\mathbf{M} \therefore \mathbf{R} \in{ }^{3} \mathcal{D}$. As a consequence, the following relation must hold (see equation (116))

$$
\begin{equation*}
\mathbf{M}=\mathbf{K} \therefore \mathbf{M} \therefore \mathbf{K} . \tag{128}
\end{equation*}
$$

Furthermore, the sixth-rank projectors ( $\mathbf{K}, \mathbf{J}$ ) can be expressed in the Monchiet and Bonnet (2010) basis as

$$
\begin{equation*}
\mathbf{J}=\frac{1}{2} \mathbf{T}_{6} \quad \text { and } \quad \mathbf{K}=\mathbf{T}_{2}-\frac{1}{2} \mathbf{T}_{6} . \tag{129}
\end{equation*}
$$

Using the multiplication Table 1 in Monchiet and Bonnet (2010), equation (128) leads to

$$
\begin{align*}
& 2 m_{1}+4 m_{3}+m_{5}=0,  \tag{130a}\\
& 2 m_{1}-4 m_{2}-m_{5}-8 m_{6}=0, \tag{130b}
\end{align*}
$$

In other words, the generalized compliance tensor of a linear, isotropic, centrosymmetric stressgradient material is completely characterized by three material parameters, namely: $m_{1}, m_{2}$ and $m_{5}$. For further simplification, it is convenient to introduce the tensors $\mathbf{H}$ and $\mathbf{H}^{\prime}$ defined as follows

$$
\begin{equation*}
\mathbf{H}=\mathbf{T}_{1}-\frac{\mathbf{T}_{3}+\mathbf{T}_{4}}{2}+\frac{\mathbf{T}_{6}}{4} \quad \text { and } \quad \mathbf{H}^{\prime}=\mathbf{T}_{5}-\frac{\mathbf{T}_{3}+\mathbf{T}_{4}}{4}-\frac{\mathbf{T}_{6}}{8}, \tag{131}
\end{equation*}
$$

with

$$
\begin{align*}
& \mathbf{H} \therefore \mathbf{H}=\frac{5}{2} \mathbf{H}, \quad \mathbf{H}^{\prime} \therefore \mathbf{H}^{\prime}=\frac{1}{2} \mathbf{K}-\frac{1}{8} \mathbf{H}+\frac{1}{2} \mathbf{H}^{\prime}, \quad \mathbf{H} \therefore \mathbf{H}^{\prime}=\mathbf{H}^{\prime} \therefore \mathbf{H}=-\frac{1}{4} \mathbf{H},  \tag{132}\\
& \mathbf{H} \therefore \mathbf{K}=\mathbf{K} \therefore \mathbf{H}=\mathbf{H}, \quad \mathbf{H}^{\prime} \therefore \mathbf{K}=\mathbf{K} \therefore \mathbf{H}^{\prime}=\mathbf{H}^{\prime} \tag{133}
\end{align*}
$$

The generalized compliance tensor thus can be expressed in a compact form as follows

$$
\begin{equation*}
\mathbf{M}=m_{2} \mathbf{K}+m_{1} \mathbf{H}+m_{5} \mathbf{H}^{\prime} . \tag{134}
\end{equation*}
$$

### 6.5.2 Simplified stress-gradient model

On the basis of the discussion in section 5.2, it is highly desirable to formulate a stress-gradient model with one material internal length only (rather than three in the general, isotropic case). It facilitates the theoretical development and is more practical for experimental identification. A natural simplified model is the one symmetric to the simplified strain gradient model of Aifantis (1992); Gao and Park (2007). With the help of the $\boxtimes$ tensor product defined in section 6.1.2, the generalized stiffness tensor in the simplified strain-gradient model of Aifantis (1992); Gao and Park (2007) can be written as

$$
\begin{equation*}
\mathbf{L}=\ell^{2} \mathbf{C} \boxtimes^{2} \mathbf{I} . \tag{135}
\end{equation*}
$$

Similarly, keeping in mind that relation (128) must hold, we propose the following generalized compliance tensor for stress-gradient elasticity

$$
\begin{equation*}
\mathbf{M}=\ell^{2} \mathbf{K} \therefore\left(\mathbf{S} \boxtimes^{2} \mathbf{I}\right) \therefore \mathbf{K} . \tag{136}
\end{equation*}
$$

In equation (136), $\ell$ is a stress-gradient material length. Employing the definition and algebra of the tensor product $\boxtimes$ in section 6.1.2, the generalized compliance tensor (136) can be further simplified to the form

$$
\begin{equation*}
\mathbf{M}=\frac{\ell^{2}}{2 \mu}\left(\mathbf{K}-\frac{v}{1+v} \mathbf{H}\right) \tag{137}
\end{equation*}
$$

(see equation (131) for the definition of tensor $\mathbf{H}$ ) where $\mu, v$ are respectively the classical shear modulus and the Poisson coefficient of the stress-gradient material under consideration. The generalized stiffness $\mathbf{L}$ is obtained by inversion in the space of trace-free, third-rank tensors ${ }^{3} \mathcal{D}$. Based on the equality in equation (133), we find

$$
\begin{equation*}
\mathbf{L}=\frac{2 \mu}{\ell^{2}}\left(\mathbf{K}+\frac{2 v}{2-3 v} \mathbf{H}\right) . \tag{138}
\end{equation*}
$$

It should be noted that classical Cauchy elasticity is retrieved for $\ell \rightarrow 0$. Conversely, for the complementary energy density $w^{*}$ to remain finite (see equation (105)), the trace-free part $\mathbf{R}$ of the stress-gradient must vanish when $\ell \rightarrow+\infty$. Furthermore, in the absence of body-forces, $\nabla \cdot \sigma=\mathbf{0}$, and we find that the full stress-gradient vanishes. In other words, the stress field tends to be phase-wise constant when the internal material length becomes large.

In the next section, the simplified stress-gradient model will be adopted to demonstrate the existence of boundary layers near the interface of a stress-gradient material.


Figure 6.1. Rectangular cross section beam subjected to end moments

### 6.6 Saint-Venant problem: existence of boundary layers

### 6.6.1 Saint-Venant pure bending problem

In this section, we show that the simplified stress-gradient model, formulated in section 6.5.2, may give rise to boundary layers near material interfaces. The width of these layers depends on the material internal length, which indicates a size dependent behavior. This phenomenon is explored by means of an instructive example, namely the pure bending of a beam with rectangular cross section. For Cosserat media, an abstract solution to this problem can be found in Ieşan (1971). An approximate polynomial solution was also recently proposed by Lakes and Drugan (2015) (see also Polizzotto (2016) for an approximate solution for stress-gradient materials).

Cartesian coordinates are defined in what follows according to figure 6.1. The length of the beam is denoted by $L$, the beam width is denoted by $b$ and the height of the cross section is denoted by $h$. The beam under consideration is subjected to a moment $M$ at both ends ( $z$-axis is the rotation axis). Following Saint-Venant approach, we postulate the stress field

$$
\begin{equation*}
\boldsymbol{\sigma}=\sigma(y, z) \mathbf{e}_{x} \otimes \mathbf{e}_{x} . \tag{139}
\end{equation*}
$$

In terms of the boundary conditions, the lateral surface is free which requires all components of the stress tensor to vanish

$$
\begin{equation*}
\sigma(0, z)=0, \quad \sigma(h, z)=0, \quad \sigma(y, 0)=0, \quad \sigma(y, b)=0, \tag{140}
\end{equation*}
$$

and at both ends of the beam, we impose

$$
\begin{equation*}
\int_{S} \sigma(y, z) \mathrm{d} S=0, \quad-\int_{S} y \sigma(y, z) \mathrm{d} S=M, \quad \int_{S} z \sigma(y, z) \mathrm{d} S=0, \tag{141}
\end{equation*}
$$

where $S$ denotes the cross-section, $S=[0, h] \times[0, b]$. The resulting equilibrium problem will be solved as follows.

- Compute the trace-free part of stress gradient from the postulated stress field: $\mathbf{R}=\mathbf{K} \therefore$ $(\nabla \sigma)$.
- Compute the micro-deformation from constitutive equation: $\phi=\mathbf{M} \therefore \mathbf{R}$.
- Evaluate the total deformation $\mathbf{e}=\mathbf{S}: \boldsymbol{\sigma}$.
- Find the Cauchy deformation from $\boldsymbol{\varepsilon}=\mathbf{e}-\nabla \cdot \boldsymbol{\phi}$.
- Integrate the compatibility conditions for $\boldsymbol{\varepsilon}$.
- Use the boundary conditions to evaluate the integration constants.

Integrating the compatibility conditions of Cauchy strain $\boldsymbol{\varepsilon}$, we obtain the following equation

$$
\begin{equation*}
\ell^{2} \Delta \sigma-\sigma=C_{1} y+C_{2} z+C_{3} \tag{142}
\end{equation*}
$$

which is to be solved on the rectangular domain $S$, subjected to boundary conditions defined by equations (140), (141). $C_{1}, C_{2}, C_{3}$ are integration constants to be determined from boundary conditions. Equation (142) suggests to expand $\sigma$ as a series of the eigenmodes of the Laplacian (Dirichlet boundary conditions)

$$
\begin{equation*}
\sigma=\sum_{m, n=1}^{\infty} \sigma_{m n} \sin \left(\frac{\pi n}{h} y\right) \sin \left(\frac{\pi m}{b} z\right) \tag{143}
\end{equation*}
$$

Plugging equation (143) into equation (142), we find

$$
\begin{equation*}
C_{1} y+C_{2} z+C_{3}=-\sum_{m, n=1}^{\infty} f_{m n} \sin \left(\frac{\pi n}{h} y\right) \sin \left(\frac{\pi m}{b} z\right) \tag{144}
\end{equation*}
$$

where the coefficients $f_{m n}$ in the Fourier series are given by

$$
\begin{equation*}
f_{m n}=\frac{4}{b h} \int_{0}^{b} \int_{0}^{h}\left(-C_{1} u-C_{2} v-C_{3}\right) \sin \left(\frac{\pi n}{h} u\right) \sin \left(\frac{\pi m}{b} v\right) \mathrm{d} u \mathrm{~d} v . \tag{145}
\end{equation*}
$$

Further simplification of equation (142) yields

$$
\begin{equation*}
-\sum_{m, n=1}^{\infty}\left[\left(\frac{\pi n}{h}\right)^{2}+\left(\frac{\pi m}{b}\right)^{2}+\frac{1}{\ell^{2}}\right] \sigma_{m n} \sin \left(\frac{\pi n}{h} y\right) \sin \left(\frac{\pi m}{b} z\right)=-\sum_{m, n=1}^{\infty} \frac{f_{m n}}{\ell^{2}} \sin \left(\frac{\pi n}{h} y\right) \sin \left(\frac{\pi m}{b} z\right) . \tag{146}
\end{equation*}
$$

By equating the coefficients of the above series, we deduce

$$
\begin{equation*}
\sigma_{m n}=\frac{f_{m n}}{\ell^{2}\left[\left(\frac{\pi n}{h}\right)^{2}+\left(\frac{\pi m}{b}\right)^{2}\right]+1} \tag{147}
\end{equation*}
$$

Gathering the above results, we finally obtain the axial stress

$$
\begin{align*}
\sigma(y, z) & =\frac{4}{b h} \int_{0}^{b} \int_{0}^{h} \sum_{m, n=1}^{\infty}\left(-C_{1} u-C_{2} v-C_{3}\right) \frac{\sin \left(\frac{\pi n}{h} y\right) \sin \left(\frac{\pi m}{b} z\right) \sin \left(\frac{\pi n}{h} u\right) \sin \left(\frac{\pi m}{b} v\right)}{\ell^{2}\left[\left(\frac{\pi n}{h}\right)^{2}+\left(\frac{\pi m}{b}\right)^{2}\right]+1} \mathrm{~d} u \mathrm{~d} v \\
& =-\frac{4 b^{2} h^{2}}{\pi^{2}}\left[C_{1} A_{m n}(y, z)+C_{2} B_{m n}(y, z)+C_{3} C_{m n}(y, z)\right] \tag{148}
\end{align*}
$$

where

$$
\begin{align*}
& A_{m n}(y, z)=\sum_{m, n=1}^{\infty} \frac{(-1)^{n}\left[(-1)^{m}-1\right]}{b^{2} h \ell^{2} m n\left[\left(\frac{\pi n}{h}\right)^{2}+\left(\frac{\pi m}{b}\right)^{2}+\frac{1}{\ell^{2}}\right]} \sin \left(\frac{\pi n}{h} y\right) \sin \left(\frac{\pi m}{b} z\right),  \tag{149a}\\
& B_{m n}(y, z)=\sum_{m, n=1}^{\infty} \frac{(-1)^{n}\left[(-1)^{m}-1\right]}{b h^{2} \ell^{2} m n\left[\left(\frac{\pi n}{h}\right)^{2}+\left(\frac{\pi m}{b}\right)^{2}+\frac{1}{\ell^{2}}\right]} \sin \left(\frac{\pi n}{h} y\right) \sin \left(\frac{\pi m}{b} z\right),  \tag{149b}\\
& C_{m n}(y, z)=\sum_{m, n=1}^{\infty} \frac{\left[(-1)^{n}-1\right]\left[(-1)^{m}-1\right]}{b^{2} h^{2} \ell^{2} m n\left[\left(\frac{\pi n}{h}\right)^{2}+\left(\frac{\pi m}{b}\right)^{2}+\frac{1}{\ell^{2}}\right]} \sin \left(\frac{\pi n}{h} y\right) \sin \left(\frac{\pi m}{b} z\right) . \tag{149c}
\end{align*}
$$



Figure 6.2. Normalized stress field $\frac{b h^{2}}{6 M} \sigma(y, z)$ for $\ell / h=0.01$. It is clearly seen that the stress on lateral surface is vanished.

The three integration constants $C_{1}, C_{2}, C_{3}$ are determined from the boundary conditions (141). Their expression is not reported here. It should be noted that care must be taken for the numerical evaluation of the infinite series involved in the stress solution as it is not uniformly convergent (Cole and Yen, 2001). It can be shown that the series in equations (149) can be evaluated analytically for one dimension (along $m$ or $n$ ). The remaining infinite series (along $n$ or $m$ ) is then summed numerically from its smallest value to its largest value in order to limit round-off errors.

### 6.6.2 Discussion

Figure 6.2 shows the normalized stress $\frac{b h^{2}}{6 M} \sigma(y, z)$ over the normalized direction $y / h$ and $z / b$. A two dimensional section at $z / b=1 / 2$ is plotted in figure 6.3. Away from the lateral (free) surface of the beam, the stress is closely approximated by the classical elasticity solution for small values of the material internal length. It is further observed that in the vicinity of the lateral surface, the stress vanishes abruptly in a boundary layer (while it remains non-zero in classical elasticity). The size of this boundary layer is proportional to the internal length, $\ell$, and inversely proportional to the beam width $h$. When $\ell / h$ is small, the normalized stress is almost identical to the classical elasticity values, except at the free surface where stress-gradient solution is enforced to be zero.

For a solid beam undergoing pure bending, the bending stiffness $D$ is defined as the ratio of the applied bending moment $M$ to the curvature $\kappa$

$$
\begin{equation*}
M=D \kappa, \tag{150}
\end{equation*}
$$

Figure 6.4 plots the normalized bending stiffness, $D^{\mathrm{SG}} / D^{\mathrm{C}}$ at fixed material internal length for various values of the ratio $h / \ell\left(D^{\mathrm{C}}\right.$ : classical elasticity; $D^{\text {SG }}$ : stress-gradient elasticity). It is observed that the normalized bending stiffness decreases for decreasing values of $h / \ell$. In other words, stress gradient materials exhibit softening size-effects.


Figure 6.3. Normalized stress field $\frac{b h^{2}}{6 M} \sigma\left(y, \frac{b}{2}\right)$ as a function of $\frac{y}{h}$ for various internal length values: $\ell / h=0.001$ (red line), $\ell / h=0.01$ (green line); $\ell / h=0.1$ (magenta line). The classical elasticity value is plotted by blue line.


Figure 6.4. The ratio between the bending stiffness estimated by stress-gradient model $D^{\mathrm{SG}}$ and classical elasticity $D^{\mathrm{C}}$ as a function of $h / \ell$.

This result is contrary to what is generally observed experimentally. For example, Lam et al. (2003) reported that the normalized bending stiffness of a cantilever beam increases for decreasing values of $h / \ell$. They then successfully applied the strain gradient model to account for this stiffening size-effect, which would not be possible with a stress gradient model.

Conversely, atomistic simulations suggest that some materials (for example, nano silicon beam, Sun et al. (2007)) might exhibit the opposite, softening size-effect. Strain-gradient models would not be able to account for such effects, while stress-gradient models would be better suited.

In this chapter, we presented an energetically consistent derivation of the stress-gradient model by minimizing the complementary strain energy. In the course of the derivation, it was shown that the trace of stress-gradient plays the role of a generalized prestress. Interestingly, the stress-free boundary conditions of a stress-gradient body requires that the full stress tensor $\sigma$ rather than the traction vector $\boldsymbol{\sigma} \cdot \mathbf{n}$ be specified at the boundary. We then formulated generalized energy principles for stress-gradient bodies.

For linear, isotropic, centrosymmetric stress-gradient materials, the stress-gradient model contains three material internal length. In line with previous work in strain-gradient model (Aifantis, 1992; Gao and Park, 2007), a stress-gradient model with only one material internal length was proposed (the so-called simplified stress-gradient model).

This model revealed the existence of boundary layers near the free surface of a rectangular beam undergoing pure bending. Furthermore, it was shown that the normalized bending stiffness decreases when the beam thickness decreases (the material internal length being fixed). In other words, the stress-gradient model predicts a softening size-effect. While most nano-materials exhibit stiffening size-effects, atomistic simulations suggest that some materials might indeed exhibit a softening size-effect. For these materials, the model presented in this chapter might be relevant.

In the next chapter, we investigate the homogenization of stress-gradient materials, under the assumptions that the material internal length is comparable or much smaller than the size of the heterogeneities. In particular, it will again be shown that stress-gradient materials exhibit a softening size-effect.

## Chapter 7

## Homogenization of stress-gradient materials

In this chapter, we set up a framework for the homogenization of stress-gradient composites. The simplified stress-gradient model developed in section 6.5.2 is adopted throughout this chapter. We first derive boundary conditions that are suitable to the computation of the apparent compliance of linearly elastic materials in section 7.1. The solution to Eshelby's spherical inhomogeneity problem is then derived in section 7.2. Based on this solution, Mori-Tanaka estimates of the effective properties are finally produced in section 7.3.

### 7.1 General framework

### 7.1.1 Effective compliance of a representative volume element

We consider a heterogeneous stress-gradient body $\mathcal{B}$ occupying the domain $\Omega \subset \mathbb{R}^{d},(d=2,3)$. Similar to classical elasticity, three length scales are first introduced. The typical size $d$ of the heterogeneities, the size $L_{\text {RVE }}$ of the representative volume element (the existence of which is postulated) and the typical size $L_{\text {macro }}$ of the structure and the length scale of its loading. Moreover, for a stress-gradient material, the material internal length, $\ell$, is also involved.

We assume that the heterogeneous material that the body $\mathcal{B}$ is made of is homogenizable and seek its effective properties. This requires the scale separation condition

$$
\begin{equation*}
d \ll L_{\mathrm{RVE}} \ll L_{\text {macro }} . \tag{151}
\end{equation*}
$$

As previously discussed in section 5.3, Forest et al. (2001) showed that a Cosserat heterogeneous medium is homogenized as a macroscopic homogeneous Cauchy medium if the material internal length is comparable or much smaller than the size of heterogeneities. The same argument would apply here, leading to the same conclusion. In other words, assuming that

$$
\begin{equation*}
\ell \sim d \quad \text { or } \quad \ell \ll d \text {, } \tag{152}
\end{equation*}
$$

the heterogeneous body $\mathcal{B}$ behaves macroscopically as a Cauchy material. The macroscopic behavior is characterized by the effective compliance $\mathbf{S}_{\text {eff }}$, which relates the macroscopic strain $\langle\mathbf{e}\rangle$ to the macroscopic stress $\langle\boldsymbol{\sigma}\rangle$ through the standard constitutive equation

$$
\begin{equation*}
\langle\mathbf{e}\rangle=\mathbf{S}^{\text {eff }}:\langle\boldsymbol{\sigma}\rangle, \tag{153}
\end{equation*}
$$

where the macroscopic variables are the average stress $\langle\boldsymbol{\sigma}\rangle$ and the average total strain $\langle\mathbf{e}\rangle$ (defined by equation (111c))

$$
\begin{align*}
\langle\boldsymbol{\sigma}\rangle & =\frac{1}{V} \int_{\Omega} \boldsymbol{\sigma} \mathrm{d} V,  \tag{154}\\
\langle\mathbf{e}\rangle & =\frac{1}{V} \int_{\Omega} \mathbf{e} \mathrm{d} V=\frac{1}{V} \int_{\Omega}\left(\nabla^{\mathrm{s}} \mathbf{u}+\nabla \cdot \boldsymbol{\phi}\right) \mathrm{d} V \\
& =\frac{1}{V} \int_{\Omega} \nabla^{\mathrm{s}} \mathbf{u} \mathrm{~d} V+\frac{1}{V} \int_{\partial \Omega} \boldsymbol{\phi} \cdot \mathbf{n} \mathrm{d} S, \tag{155}
\end{align*}
$$

( $V$ : volume of the RVE $\Omega$ ). It should be noted that in a random setting (assuming that $\phi$ is a statistically homogeneous and ergodic random process), the last term in equation (155) vanishes for $\Omega$ sufficiently large. In other words, the macroscopic strain is the average of the symmetrized gradient of the microscopic displacement.

Following the terminology introduced by Huet (1990) (see also (Ostoja-Starzewski, 2006)), the effective compliance is defined in the present work as the limit for large statistical volume elements (SVE) of the apparent compliance. We therefore provide in section 7.1.2 four definitions of this quantity, all of which are expected to converge to the same value as the size of the SVE grows to infinity under the assumption of statistical homogeneity and ergodicity (see Sab (1992) in classical elasticity).

### 7.1.2 Apparent compliance of a statistical volume element

We consider a SVE $\Omega$ of finite size $L$. Its apparent compliance is retrieved from the solution to an auxiliary problem defined by the following field equations in $\Omega$

$$
\begin{align*}
& \nabla \cdot \sigma=\mathbf{0},  \tag{156a}\\
& \mathbf{R}=\mathbf{K} \therefore(\nabla \sigma),  \tag{156b}\\
& \mathbf{e}=\mathbf{S}: \sigma,  \tag{156c}\\
& \phi=\mathbf{M} \therefore \mathbf{R},  \tag{156d}\\
& \mathbf{e}=\nabla^{\mathrm{S}} \mathbf{u}+\nabla \cdot \phi . \tag{156e}
\end{align*}
$$

This problem has to be complemented with appropriate boundary conditions (to be specified below) in order to ensure well-posedness. In the above equations, the local compliance tensors $\mathbf{S}$ and $\mathbf{M}$ depend on the observation point $\mathbf{x}$ due to material inhomogeneity. Note that, since $\boldsymbol{\sigma}$ is divergence-free (see equation (156a)), its gradient is trace-free. In other words, equation (156b) should really read $\mathbf{R}=\nabla \boldsymbol{\sigma}$. Therefore, in the remainder of chapter 7, $\mathbf{R}$ will generally be substituted with its expression as the gradient of $\sigma$.

At the interface between two phases, it is required that both higher-order displacement and local stress be continuous

$$
\begin{align*}
& \llbracket \stackrel{\stackrel{s}{\otimes} \mathbf{n}+\boldsymbol{\phi} \cdot \mathbf{n} \rrbracket=\mathbf{0},}{\llbracket \boldsymbol{u} \rrbracket=\mathbf{0},}  \tag{157a}\\
& \llbracket \sigma= \tag{157b}
\end{align*}
$$

where $\mathbf{n}$ denotes the normal to the interface, while $\llbracket \mathbf{T} \rrbracket$ denotes the jump of $\mathbf{T}$ across the interface. Similarly to the boundary condition (113), where the full stress $\sigma$ (rather than the traction $\boldsymbol{\sigma} \cdot \mathbf{n}$ ) is imposed, it is emphasized that the full stress (rather than the traction) must be continuous.

We now turn to the boundary conditions which must complement equations (156) and (157). Suitable boundary conditions are selected in section 7.1 .3 so as to ensure that Hill-Mandel lemma holds. The classical kinematic uniform (see section 7.1.3.1), static uniform (see section 7.1.3.2) and periodic (see section 7.1.3.3) boundary conditions (Kanit et al., 2003) are first extended to stress-gradient materials. Mixed boundary conditions are also proposed (see section 7.1.3.4). These boundary conditions are then discussed in section 7.1.4.

### 7.1.3 Hill-Mandel lemma for stress-gradient materials

We consider a divergence-free stress tensor $\sigma_{1}$, a displacement vector $\mathbf{u}_{2}$ and a microdisplacement tensor $\boldsymbol{\phi}_{2}$ (third-rank, trace-free tensor). Introducing the total strain $\mathbf{e}_{2}$

$$
\begin{equation*}
\mathbf{e}_{2}=\nabla^{\mathrm{s}} \mathbf{u}_{2}+\nabla \cdot \boldsymbol{\phi}_{2}, \tag{158}
\end{equation*}
$$

we explore the conditions on $\sigma_{1}$ and $\mathbf{e}_{2}$ under which the micro- and macroscopic internal works coincide (Hill-Mandel lemma), that is

$$
\begin{equation*}
\left\langle\boldsymbol{\sigma}_{1}: \mathbf{e}_{2}+\left(\nabla \sigma_{1}\right) \therefore \boldsymbol{\phi}_{2}\right\rangle=\left\langle\boldsymbol{\sigma}_{1}\right\rangle:\left\langle\mathbf{e}_{2}\right\rangle, \tag{159}
\end{equation*}
$$

where the term $\left\langle\nabla \sigma_{1}\right\rangle \therefore\left\langle\phi_{2}\right\rangle$ has been discarded, because the homogenized stress-gradient material is expected to behave as a Cauchy material. Substituting equation (158) into the left-hand side of equation (159) and integrating by parts, we find

$$
\begin{align*}
\left\langle\boldsymbol{\sigma}_{1}: \mathbf{e}_{2}+\left(\nabla \sigma_{1}\right) \therefore \boldsymbol{\phi}_{2}\right\rangle & =\frac{1}{V} \int_{\Omega}\left[\sigma_{1}:\left(\nabla^{\mathrm{s}} \mathbf{u}_{2}+\nabla \cdot \boldsymbol{\phi}_{2}\right)+\left(\nabla \sigma_{1}\right) \therefore \boldsymbol{\phi}_{2}\right] \mathrm{d} V, \\
& =\frac{1}{V} \int_{\Omega}\left[\nabla \cdot\left(\mathbf{u}_{2} \cdot \sigma_{1}\right)-\mathbf{u}_{2} \cdot\left(\nabla \cdot \boldsymbol{\sigma}_{1}\right)+\nabla \cdot\left(\sigma_{1}: \boldsymbol{\phi}_{2}\right)\right] \mathrm{d} V, \\
& =\frac{1}{V} \int_{\Omega}\left[\nabla \cdot\left(\mathbf{u}_{2} \cdot \boldsymbol{\sigma}_{1}\right)+\nabla \cdot\left(\boldsymbol{\sigma}_{1}: \boldsymbol{\phi}_{2}\right)\right] \mathrm{d} V, \tag{160}
\end{align*}
$$

where the fact that $\nabla \cdot \sigma_{1}=\mathbf{0}$ has been used. From the divergence formula, it is finally found that

$$
\begin{equation*}
\left\langle\sigma_{1}: \mathbf{e}_{2}+\left(\nabla \sigma_{1}\right) \therefore \boldsymbol{\phi}_{2}\right\rangle=\frac{1}{V} \int_{\partial \Omega} \sigma_{1}:\left(\mathbf{u}_{2} \stackrel{\mathrm{~s}}{\otimes} \mathbf{n}+\boldsymbol{\phi}_{2} \cdot \mathbf{n}\right) \mathrm{d} S, \tag{161}
\end{equation*}
$$

where $\mathbf{n}$ denotes the outer normal to the boundary $\partial \Omega$ of the SVE $\Omega$. It is emphasized that no asumptions on the values of $\sigma_{1}, \mathbf{u}_{2}$ and $\boldsymbol{\phi}_{2}$ at the boundary were made to derive the above identity. As a result, if the following condition also holds

$$
\begin{equation*}
\int_{\partial \Omega} \boldsymbol{\phi}_{2} \cdot \mathbf{n} \mathrm{~d} S=\mathbf{0} \tag{162}
\end{equation*}
$$

then

$$
\begin{equation*}
\left\langle\mathbf{e}_{2}\right\rangle=\left\langle\nabla^{\top} \mathbf{u}_{2}\right\rangle . \tag{163}
\end{equation*}
$$

Indeed, applying first equation (161) to $\sigma_{1}=$ const. $=\left\langle\boldsymbol{\sigma}_{1}\right\rangle, \mathbf{e}_{2}$ and $\boldsymbol{\phi}_{2}$ and plugging equation (162), we find

$$
\begin{equation*}
\left\langle\mathbf{e}_{2}\right\rangle=\frac{1}{V} \int_{\partial \Omega} \mathbf{u}_{2} \stackrel{\mathrm{~s}}{\otimes} \mathbf{n} \mathrm{~d} S . \tag{164}
\end{equation*}
$$

We then apply a second time equation (161) to $\boldsymbol{\sigma}_{1}=$ const. $=\left\langle\boldsymbol{\sigma}_{1}\right\rangle, \mathbf{e}_{2}$ and $\mathbf{0}$ and find

$$
\begin{equation*}
\left\langle\nabla^{\mathrm{s}} \mathbf{u}_{2}\right\rangle=\frac{1}{V} \int_{\partial \Omega} \mathbf{u}_{2} \stackrel{\mathrm{~s}}{\otimes} \mathbf{n} \mathrm{~d} S, \tag{165}
\end{equation*}
$$

which completes the proof of equation (163).
At this stage, various assumptions that lead to Hill-Mandel lemma can be made on the values of $\sigma_{1}, \mathbf{u}_{2}$ and $\boldsymbol{\phi}_{2}$ at the boundary.

### 7.1.3.1 Kinematic uniform boundary conditions (KUBC)

It is first assumed that $\mathbf{u}_{2}(\mathbf{x})=\overline{\mathbf{e}}_{2} \cdot \mathbf{x}$ and $\boldsymbol{\phi}_{2}(\mathbf{x}) \cdot \mathbf{n}(\mathbf{x})=\mathbf{0}$ for $\mathbf{x} \in \partial \Omega$ (where $\overline{\mathbf{e}}_{2}$ is a constant tensor). Applying equation (161) to $\sigma_{1}, \mathbf{u}_{2}, \boldsymbol{\phi}_{2}$ and $\sigma_{1}, \overline{\mathbf{e}}_{2} \cdot \mathbf{x}, \mathbf{0}$, successively, it is found that

$$
\begin{equation*}
\left\langle\sigma_{1}: \mathbf{e}_{2}+\mathbf{R}_{1} \therefore \boldsymbol{\phi}_{2}\right\rangle=\left\langle\sigma_{1}\right\rangle: \overline{\mathbf{e}}_{2}, \tag{166}
\end{equation*}
$$

which further implies (taking $\sigma_{1}=$ const. $=\left\langle\sigma_{1}\right\rangle$ ) that $\overline{\mathbf{e}}_{2}=\left\langle\mathbf{e}_{2}\right\rangle$, and Hill-Mandel lemma holds. The classical kinematic uniform boundary conditions can therefore be extended to stress-gradient materials as follows. The loading parameter is the macroscopic strain $\overline{\mathbf{e}}$; the displacement $\mathbf{u}$ and the normal micro-displacement $\phi$ are prescribed at the boundary of the SVE $\Omega$

$$
\begin{align*}
& \mathbf{u}(\mathbf{x})=\overline{\mathbf{e}} \cdot \mathbf{x}  \tag{167a}\\
& \phi(\mathbf{x}) \cdot \mathbf{n}(\mathbf{x})=\mathbf{0} \tag{167b}
\end{align*}
$$

for all $\mathbf{x} \in \partial \Omega$. The macroscopic stress is then computed a posteriori as the volume average $\langle\boldsymbol{\sigma}\rangle$ of the local stress $\sigma$. It depends linearly on the macroscopic strain, and the apparent stiffness $\mathbf{C}_{\text {KUbC }}$ is defined as the linear operator which maps $\langle\mathbf{e}\rangle=\overline{\mathbf{e}}$ to $\langle\boldsymbol{\sigma}\rangle$

$$
\begin{equation*}
\langle\boldsymbol{\sigma}\rangle=\mathbf{C}_{\mathrm{KUBC}}: \overline{\mathbf{e}} \quad\left(\mathbf{S}_{\mathrm{KUBC}}=\mathbf{C}_{\mathrm{KUBC}}^{-1}\right) . \tag{168}
\end{equation*}
$$

### 7.1.3.2 Static uniform boundary conditions (SUBC)

It is then assumed that $\sigma_{1}(\mathbf{x})=\bar{\sigma}_{1}$ for $\mathbf{x} \in \partial \Omega$ (where $\bar{\sigma}_{1}$ is a constant tensor). Applying equation (161) to $\boldsymbol{\sigma}_{1}, \mathbf{u}_{2}, \boldsymbol{\phi}_{2}$ and $\overline{\boldsymbol{\sigma}}_{1}, \mathbf{u}_{2}, \boldsymbol{\phi}_{2}$, successively, it is found that

$$
\begin{equation*}
\left\langle\boldsymbol{\sigma}_{1}: \mathbf{e}_{2}+\mathbf{R}_{1} \therefore \boldsymbol{\phi}_{2}\right\rangle=\bar{\sigma}_{1}:\left\langle\mathbf{e}_{2}\right\rangle \tag{169}
\end{equation*}
$$

which further implies (taking $\mathbf{u}_{2}(\mathbf{x})=\tilde{\mathbf{e}}_{2} \cdot \mathbf{x}, \tilde{\mathbf{e}}_{2}=$ const. and $\left.\boldsymbol{\phi}_{2}=\mathbf{0}\right)$ that $\overline{\boldsymbol{\sigma}}_{1}=\left\langle\boldsymbol{\sigma}_{1}\right\rangle$, and Hill-Mandel lemma again holds. The classical static uniform boundary conditions can therefore be extended to stress-gradient materials as follows. The loading parameter is the macroscopic stress $\overline{\boldsymbol{\sigma}}$ (volume average of the local stress); the full stress tensor $\boldsymbol{\sigma}$ is prescribed at the boundary of the SVE $\Omega$

$$
\begin{equation*}
\sigma(\mathbf{x})=\bar{\sigma} \tag{170}
\end{equation*}
$$

for all $\mathbf{x} \in \partial \Omega$. The macroscopic strain is then computed a posteriori as the volume average $\langle\mathbf{e}\rangle$ of the local strain $\mathbf{e}$. It depends linearly on the macroscopic stress, and the apparent compliance $\mathbf{S}_{\text {SUBC }}$ is defined as the linear operator which maps $\langle\boldsymbol{\sigma}\rangle=\overline{\boldsymbol{\sigma}}$ to $\langle\mathbf{e}\rangle$

$$
\begin{equation*}
\langle\mathbf{e}\rangle=\mathbf{S}_{\text {SUBC }}: \overline{\boldsymbol{\sigma}} . \tag{171}
\end{equation*}
$$

### 7.1.3.3 Periodic boundary conditions (PBC)

In this section, the case where the $\operatorname{SVE} \Omega$ is a rectangular prism is considered, $\Omega=\left(0, L_{1}\right) \times$ $\cdots \times\left(0, L_{d}\right)$. It is assumed that

$$
\begin{align*}
& \sigma_{1} \text { is } \Omega \text {-periodic, }  \tag{172a}\\
& \operatorname{sym}\left(\mathbf{u}_{2}^{\prime} \otimes \mathbf{n}\right)+\phi_{2} \cdot \mathbf{n} \text { is } \Omega \text {-skew-periodic, } \tag{172b}
\end{align*}
$$

where $\mathbf{u}_{2}^{\prime}(\mathbf{x})=\mathbf{u}_{2}(\mathbf{x})-\overline{\mathbf{e}}_{2} \cdot \mathbf{x}$ and $\overline{\mathbf{e}}_{2}$ is a constant tensor. Plugging first $\sigma_{1}, \mathbf{u}_{2}, \boldsymbol{\phi}_{2}$, then $\sigma_{1}, \overline{\mathbf{e}}_{2} \cdot \mathbf{x}$, $\mathbf{0}$ into equation (161), it is found that

$$
\begin{equation*}
\left\langle\boldsymbol{\sigma}_{1}: \mathbf{e}_{2}+\mathbf{R}_{1} \therefore \boldsymbol{\phi}_{2}\right\rangle=\left\langle\sigma_{1}\right\rangle: \overline{\mathbf{e}}_{2} \tag{173}
\end{equation*}
$$

which further implies (taking $\sigma_{1}=$ const. $\left.=\left\langle\sigma_{1}\right\rangle\right)$ that $\overline{\mathbf{e}}_{2}=\left\langle\mathbf{e}_{2}\right\rangle$ and Hill-Mandel lemma holds. The classical periodic boundary conditions can therefore be extended to stress-gradient materials as follows. The loading parameter is the macroscopic strain $\overline{\mathbf{e}}$. The boundary conditions are such that

$$
\begin{equation*}
\sigma \text { is } \Omega \text {-periodic, } \tag{174a}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{sym}\left(\mathbf{u}^{\prime} \otimes \mathbf{n}\right)+\boldsymbol{\phi} \cdot \mathbf{n} \text { is } \Omega \text {-skew-periodic, } \tag{174b}
\end{equation*}
$$

where $\mathbf{u}^{\prime}(\mathbf{x})=\mathbf{u}(\mathbf{x})-\overline{\mathbf{e}} \cdot \mathbf{x}$. The macroscopic stress is then computed a posteriori as the volume average $\langle\boldsymbol{\sigma}\rangle$ of the local stress $\boldsymbol{\sigma}$. It depends linearly on the macroscopic strain, and the apparent stiffness $\mathbf{C}_{\text {PBC }}$ is defined as the linear operator which maps $\langle\mathbf{e}\rangle=\overline{\mathbf{e}}$ to $\langle\boldsymbol{\sigma}\rangle$

$$
\begin{equation*}
\langle\boldsymbol{\sigma}\rangle=\mathbf{C}_{\mathrm{PBC}}: \overline{\mathbf{e}} \quad\left(\mathbf{S}_{\mathrm{PBC}}=\mathbf{C}_{\mathrm{PBC}}^{-1}\right) \tag{175}
\end{equation*}
$$

### 7.1.3.4 Mixed boundary conditions (MBC)

It is finally assumed that $\sigma_{1}(\mathbf{x}) \cdot \mathbf{n}(\mathbf{x})=\overline{\boldsymbol{\sigma}}_{1} \cdot \mathbf{n}(\mathbf{x})$ and $\boldsymbol{\phi}_{2}(\mathbf{x}) \cdot \mathbf{n}(\mathbf{x})=\mathbf{0}$ for $\mathbf{x} \in \partial \Omega$ (where $\bar{\sigma}_{1}$ is a constant tensor). Applying again equation (161) to $\boldsymbol{\sigma}_{1}, \mathbf{u}_{2}, \boldsymbol{\phi}_{2}$ and $\overline{\boldsymbol{\sigma}}_{1}, \mathbf{u}_{2}, \mathbf{0}$, successively, it is found that

$$
\begin{equation*}
\left\langle\sigma_{1}: \mathbf{e}_{2}+\mathbf{R}_{1} \therefore \boldsymbol{\phi}_{2}\right\rangle=\overline{\boldsymbol{\sigma}}_{1}:\left\langle\nabla^{\mathrm{s}} \mathbf{u}_{2}\right\rangle=\overline{\boldsymbol{\sigma}}_{1}:\left\langle\mathbf{e}_{2}\right\rangle, \tag{176}
\end{equation*}
$$

where equation (220a) has been used (since equation (162) holds). The above identity further implies (taking $\mathbf{u}_{2}(\mathbf{x})=\tilde{\mathbf{e}}_{2} \cdot \mathbf{x}, \tilde{\mathbf{e}}_{2}=$ const. and $\left.\boldsymbol{\phi}_{2}=\mathbf{0}\right)$ that $\overline{\boldsymbol{\sigma}}_{1}=\left\langle\boldsymbol{\sigma}_{1}\right\rangle$, and Hill-Mandel lemma again holds. The above analysis suggests the following mixed boundary conditions. The loading parameter is the macroscopic stress $\overline{\boldsymbol{\sigma}}$. The traction $\boldsymbol{\sigma} \cdot \mathbf{n}$ and the normal microdisplacement $\boldsymbol{\phi} \cdot \mathbf{n}$ are prescribed at the boundary of the $\operatorname{SVE} \Omega$

$$
\begin{align*}
& \sigma(\mathbf{x}) \cdot \mathbf{n}(\mathbf{x})=\bar{\sigma} \cdot \mathbf{n}(\mathbf{x}),  \tag{177a}\\
& \phi(\mathbf{x}) \cdot \mathbf{n}(\mathbf{x})=\mathbf{0}, \tag{177b}
\end{align*}
$$

for all $\mathbf{x} \in \partial \Omega$. The macroscopic strain is then computed a posteriori as the volume average $\langle\mathbf{e}\rangle$ of the local strain $\mathbf{e}$. It depends linearly on the macroscopic stress, and the apparent compliance $\mathbf{S}_{\mathrm{MBC}}$ is defined as the linear operator which maps $\overline{\boldsymbol{\sigma}}=\langle\boldsymbol{\sigma}\rangle$ to $\langle\mathbf{e}\rangle$

$$
\begin{equation*}
\langle\mathbf{e}\rangle=\mathbf{S}_{\mathrm{MBC}}: \overline{\boldsymbol{\sigma}} . \tag{178}
\end{equation*}
$$

For stress-gradient materials, it might be argued that the above-defined mixed boundary conditions are more natural than the static uniform boundary conditions, as they are in better agreement with the homogenization of Cauchy materials. Indeed, MBC prescribe only the traction vector (rather than the full stress tensor). Besides, boundary conditions (177b) ensure that the macroscopic strain coincides with the volume average of the symmetric gradient of the local displacement (see equation (163)).

### 7.1.4 Discussion of the boundary conditions KUBC, SUBC, PBC and MBC

Sab et al. (2016) have recently shown that the boundary-value problem defined by equations (156), (157) complemented with KUBC (167), SUBC (170), MBC (177) is well-posed. It can be also proved for PBC (174). Furthermore, Hill-Mandel lemma holds for all four types of boundary conditions. As a result, the corresponding apparent compliances $\mathbf{S}_{\text {KUBC }}, \mathbf{S}_{\text {SUBC }}, \mathbf{S}_{\text {PBC }}$ and $\mathbf{S}_{\mathrm{MBC}}$ are symmetric, fourth-rank tensors. Under the assumption of statistical homogeneity and ergodicity, all four apparent compliances $\mathbf{S}_{\mathrm{KUBC}}, \mathbf{S}_{\mathrm{SUBC}}, \mathbf{S}_{\mathrm{PBC}}$ and $\mathbf{S}_{\mathrm{MBC}}$ are expected to converge to the effective compliance $\mathbf{S}_{\text {eff }}$ as the size of the $\operatorname{SVE} \Omega$ grows to infinity (Sab, 1992).

For kinematic uniform, periodic and mixed boundary conditions, the flux of $\phi$ across $\partial \Omega$ vanishes. Therefore equation (163) holds and the macroscopic strain coincides rigorously with the volume average of the symmetrized gradient of the local displacement. For static uniform boundary conditions, this result holds only for large SVEs (see comment at the end of section 7.1.1).

The apparent compliances for kinematic and static boundary conditions can be given a variational definition. Indeed, the solution to the KUBC problem defined by equations (156), (157) and (167) minimizes the strain energy $W$ defined by equation (124). More precisely,

$$
\begin{equation*}
\frac{1}{2} \overline{\mathbf{e}}: \mathbf{C}_{\text {KUBC }}: \overline{\mathbf{e}}=\{\inf W(\mathbf{u}, \boldsymbol{\phi}),(\mathbf{u}, \boldsymbol{\phi}) \in \mathbb{K} \mathbb{A}(\overline{\mathbf{e}} \cdot \mathbf{x}, \mathbf{0})\}, \tag{179}
\end{equation*}
$$

where $\mathbb{K} \mathbb{A}$ was defined in section 6.4 (see equation (120)). In particular, using $\overline{\mathbf{e}}=$ const., $\mathbf{u}(\mathbf{x})=$ $\overline{\mathbf{e}} \cdot \mathbf{x}$ and $\boldsymbol{\phi}(\mathbf{x})=\mathbf{0}$ as test functions, the classical Voigt upper bound is readily retrieved

$$
\begin{equation*}
\mathbf{C}_{\text {KUBC }} \leq\langle\mathbf{C}\rangle=\mathbf{C}_{\text {Voigt }} . \tag{180}
\end{equation*}
$$

Similarly, the solution to the SUBC problem defined by equations (156), (157) and (170) minimizes the complementary strain energy $W^{*}$ defined by equation (105). More precisely,

$$
\begin{equation*}
\frac{1}{2} \bar{\sigma}: \mathbf{S}_{\mathrm{SUBC}}: \overline{\boldsymbol{\sigma}}=\left\{\inf W^{*}(\boldsymbol{\sigma}), \boldsymbol{\sigma} \in \mathbb{S} \mathbb{A}(\overline{\boldsymbol{\sigma}})\right\} \tag{181}
\end{equation*}
$$

where $\mathbb{S} \mathbb{A}$ was defined in section 6.4 (see equation (119)). In particular, using $\sigma(\mathbf{x})=\bar{\sigma}=$ const. as test function, the classical Reuss bound is readily retrieved

$$
\begin{equation*}
\mathbf{S}_{\mathrm{SUBC}} \leq\langle\mathbf{S}\rangle=\mathbf{S}_{\text {Reuss }} . \tag{182}
\end{equation*}
$$

Furthermore, it can be verified that $\mathbf{S}_{\text {KUBC }} \leq \mathbf{S}_{\text {SUBC }}$ (same proof as for the homogenization of elastic Cauchy materials). Since both $\mathbf{S}_{\text {KUBC }}$ and $\mathbf{S}_{\text {SUBC }}$ converge to $\mathbf{S}_{\text {eff }}$, the following inequalities are finally obtained

$$
\begin{equation*}
\mathbf{S}_{\text {Voigt }} \leq \mathbf{S}_{\mathrm{KUBC}} \leq \mathbf{S}_{\text {eff }} \leq \mathbf{S}_{\mathrm{SUBC}} \leq \mathbf{S}_{\text {Reuss }}, \tag{183}
\end{equation*}
$$

where it is emphasized that $\mathbf{S}_{\text {KUBC }}$ and $\mathbf{S}_{\text {SUBC }}$ depend on the SVE $\Omega$.

### 7.1.5 Softening size-effect in stress-gradient materials

As previously mentioned in section 6.6.2, the stress-gradient model tends to soften the bending stiffness of rectangular cross section beam as the thickness of the beam decreases. By contrast, the strain-gradient model tends to stiffen the bending stiffness. In this section, we will show that stress-gradient model tends to soften heterogeneous materials (in a sense that will be specified below).

We consider two heterogeneous stress-gradient materials with compliances $\mathbf{S}^{\mathrm{I}}$ and $\mathbf{S}^{\mathrm{II}}$. At any point of domain $\Omega$, we assume that material I is "softer" than material II in the sense

$$
\begin{equation*}
\mathbf{S}^{\mathrm{I}} \leq \mathbf{S}^{\mathrm{II}}, \quad \mathbf{M}^{\mathrm{I}} \leq \mathbf{M}^{\mathrm{II}} \tag{184}
\end{equation*}
$$

For a given macroscopic stress loading $\overline{\boldsymbol{\sigma}}$, the resulting local stress and trace-free parts of its gradient in each domain are respectively $\left(\boldsymbol{\sigma}^{\mathrm{I}}, \mathbf{R}^{\mathrm{I}}\right)$ and $\left(\boldsymbol{\sigma}^{\mathrm{II}}, \mathbf{R}^{\mathrm{II}}\right)$. Applying equation (181) for material I with the trial field $\boldsymbol{\sigma}^{\mathrm{II}} \in \mathbb{S} \mathbb{A}(\langle\boldsymbol{\sigma}\rangle)$, we find

$$
\begin{equation*}
\frac{1}{2} \bar{\sigma}: \mathbf{S}_{\mathrm{SUBC}}^{\mathrm{I}}: \bar{\sigma} \leq \int_{\Omega}\left[\frac{1}{2} \sigma^{\mathrm{II}}: \mathbf{S}^{\mathrm{I}}: \boldsymbol{\sigma}^{\mathrm{II}}+\frac{1}{2} \mathbf{R}^{\mathrm{II}} \therefore \mathbf{M}^{\mathrm{I}}: \mathbf{R}^{\mathrm{II}}\right] \mathrm{d} V . \tag{185}
\end{equation*}
$$

Note that inequality (184) holds, we then find

$$
\begin{equation*}
\frac{1}{2} \overline{\boldsymbol{\sigma}}: \mathbf{S}_{\mathrm{SUBC}}^{\mathrm{I}}: \overline{\boldsymbol{\sigma}} \leq \int_{\Omega}\left[\frac{1}{2} \boldsymbol{\sigma}^{\mathrm{II}}: \mathbf{S}^{\mathrm{II}}: \boldsymbol{\sigma}^{\mathrm{II}}+\frac{1}{2} \mathbf{R}^{\mathrm{II}} \therefore \mathbf{M}^{\mathrm{II}}: \mathbf{R}^{\mathrm{II}}\right] \mathrm{d} V=\frac{1}{2} \overline{\boldsymbol{\sigma}}: \mathbf{S}_{\mathrm{SUBC}}^{\mathrm{II}}: \overline{\boldsymbol{\sigma}}, \tag{186}
\end{equation*}
$$

where the equation (181) was applied for material II with $\boldsymbol{\sigma}^{\text {II }} \in \mathbb{S A}(\overline{\boldsymbol{\sigma}})$. We finally deduce

$$
\begin{equation*}
\mathbf{S}_{\mathrm{SUBC}}^{\mathrm{I}} \leq \mathbf{S}_{\mathrm{SUBC}}^{\mathrm{II}} \tag{187}
\end{equation*}
$$

As the size of domain $\Omega$ tends to infinity, $|\Omega| \rightarrow \infty$, we find

$$
\begin{equation*}
\mathbf{S}^{\mathrm{I}, \mathrm{eff}} \leq \mathbf{S}^{\mathrm{II}, \text { eff }} \tag{188}
\end{equation*}
$$

For the simplified stress-gradient model with one internal material length (see section 6.5.2), the above result means that increasing the internal material length (the size of the heterogeneities being unchanged) tends to decrease the effective stiffness. Conversely, decreasing the size of the heterogeneities (the internal material length being unchanged) tends to decrease the effective stiffness. In other words, stress-gradient materials exhibit softening size-effect.

This proof confirms once again that stress- and strain-gradient are two distinct models. Straingradient models are often invoked to account for size-effects in nanocomposites. This is relevant for most nanocomposites, where so-called stiffening size-effects are usually observed. However, numerical evidence from atomistic simulations suggest that some nanoparticles/polymer composites (Odegard et al., 2005; Davydov et al., 2014) might exhibit softening size-effects. For such materials, strain-gradient models are inadequate, while stress-gradient have the required qualitative behavior. It should be noted that the softening size-effect exhibited by stress-gradient materials has already been observed by Polizzotto (2014) and Challamel et al. (2016), albeit in somewhat different circumstances.

In the above section, boundary conditions that fulfill the Hill-Mandel lemma were proposed. We now turn to the analysis of Eshelby's spherical inhomogeneity problem, which is the essential ingredient for mean field homogenization methods (such as Mori-Tanaka estimate).


Figure 7.1. Eshelby's spherical inhomogeneity problem. Left: a spherical inhomogeneity embedded in an infinite matrix. Right: the spherical coordinates used in sections 7.2.2 and 7.2.3.

### 7.2 Eshelby's spherical inhomogeneity problem

As previously discussed in section 5.3.2, various mean field homogenization methods were proposed for the homogenization of generalized continua. In this chapter, we adopt the MoriTanaka approach. The basic building block of the Mori-Tanaka scheme is the dilute stress concentration tensor $\mathbf{B}^{\infty}$ (to be defined below) which is derived from the solution to Eshelby's spherical inhomogeneity problem. This section is organized as follows. A general description of the problem is given in section 7.2.1. The solution to Eshelby's spherical inhomogeneity problem with isotropic loading at infinity is addressed in section 7.2 .2 , and with uniaxial loading at infinity in section 7.2.3. Finally, the dilute stress concentration tensor is derived in section 7.2.4.

### 7.2.1 General description

We consider a spherical inhomogeneity occupying the domain $\Omega_{\mathrm{i}}$, embedded in an unbounded matrix occupying the domain $\Omega_{\mathrm{m}}=\mathbb{R}^{3} \backslash \Omega_{\mathrm{i}}$. At this stage, it is convenient to introduce the spherical coordinates ( $r, \theta, \phi$ ) centered at the origin of the inhomogeneity (see figure 7.1, right). Both matrix and inhomogeneity are stress-gradient materials. The matrix (resp. inhomogeneity) is characterized by the compliance $\mathbf{S}_{\mathrm{m}}$ (resp. $\mathbf{S}_{\mathrm{i}}$ ), generalized compliance $\mathbf{M}_{\mathrm{m}}\left(\right.$ resp. $\left.\mathbf{M}_{\mathrm{i}}\right)$ with material internal length $\ell_{\mathrm{m}}$ (resp. $\ell_{\mathrm{i}}$ ) (see figure 7.1, left). The local compliance $\mathbf{S}$ and generalized compliance $\mathbf{M}$ are therefore defined as follows

$$
\begin{align*}
& \mathbf{S}(\mathbf{x})=\chi_{\mathrm{m}}(\mathbf{x}) \mathbf{S}_{\mathrm{m}}+\chi_{\mathrm{i}}(\mathbf{x}) \mathbf{S}_{\mathrm{i}},  \tag{189}\\
& \mathbf{M}(\mathbf{x})=\chi_{\mathrm{m}}(\mathbf{x}) \mathbf{M}_{\mathrm{m}}+\chi_{\mathrm{i}}(\mathbf{x}) \mathbf{M}_{\mathrm{i}}, \tag{190}
\end{align*}
$$

where $\chi_{\mathrm{m}}$ (resp. $\chi_{\mathrm{i}}$ ) is the indicator function of the matrix (resp. inhomogeneity). The inhomogeneity is subjected to a uniform stress at infinity

$$
\begin{equation*}
\sigma \rightarrow \sigma^{\infty} \tag{191}
\end{equation*}
$$

Eshelby's problem for spherical inhomogeneity is defined by the field equations (156), continuity condition (157) at the interface $r=a\left(\mathbf{n}=\mathbf{e}_{r}\right)$ and boundary conditions (191). The
procedure introduced in section 6.6, which we reproduce below, will be followed to solve this problem

- Compute the trace-free part of stress gradient from the postulated stress field: $\mathbf{R}=\mathbf{K} \therefore$ $(\nabla \sigma)$.
- Compute the micro-deformation from constitutive equation: $\phi=\mathbf{M} \therefore \mathbf{R}$.
- Evaluate the total deformation from Hooke's law $\mathbf{e}=\mathbf{S}: \boldsymbol{\sigma}$.
- Find the Cauchy deformation from $\boldsymbol{\varepsilon}=\mathbf{e}-\nabla \cdot \boldsymbol{\phi}$.
- Integrate the compatibility conditions for $\boldsymbol{\varepsilon}$.
- Use the boundary conditions to evaluate the integration constants.

Owing to the linearity of Eshelby's problem, the average stress over the inhomogeneity depends linearly on the loading parameter $\boldsymbol{\sigma}^{\infty}$. The dilute stress concentration tensor $\mathbf{B}^{\infty}$ is then defined as the linear operator which maps the stress at infinity $\sigma^{\infty}$ to the average stress over the inhomogeneity

$$
\begin{equation*}
\frac{1}{\operatorname{vol} \Omega_{\mathrm{i}}} \int_{\Omega_{\mathrm{i}}} \sigma \mathrm{~d} V=\mathbf{B}^{\infty}: \boldsymbol{\sigma}^{\infty} . \tag{192}
\end{equation*}
$$

For spherical inhomogeneities and isotropic materials, it is sufficient to solve Eshelby's inhomogeneity problem for the uniaxial case $\boldsymbol{\sigma}^{\infty}=\sigma^{\infty} \mathbf{e}_{z} \otimes \mathbf{e}_{z}$ to obtain the strain concentration tensor $\mathbf{B}^{\infty}$. However, it is instructive to first solve this problem in the isotropic case $\boldsymbol{\sigma}^{\infty}=\sigma^{\infty} \mathbf{I}$ (see section 7.2.2). The uniaxial case, which is significantly more involved, is then addressed (see section 7.2.3).

To close this section, it is noted that the solution procedure requires tedious algebra, but is easily implemented in a computer algebra system. The solution is then systematically expressed in a matrix form that is similar to Herve and Zaoui (1993). Integration constants are then solved for numerically.

### 7.2.2 Isotropic loading at infinity

This section is devoted to the case where the loading at infinity is isotropic, $\boldsymbol{\sigma}^{\infty}=\sigma^{\infty} \mathbf{I}$. Owing to the symmetry of the problem, the stress tensor has only dependence on the radial coordinate. It is convenient to introduce the following second order tensors

$$
\begin{align*}
& \mathbf{p}=\mathbf{e}_{r} \otimes \mathbf{e}_{r},  \tag{193a}\\
& \mathbf{q}=\mathbf{e}_{\theta} \otimes \mathbf{e}_{\theta}+\mathbf{e}_{\phi} \otimes \mathbf{e}_{\phi} . \tag{193b}
\end{align*}
$$

We then postulate the following divergence-free stress tensor

$$
\begin{equation*}
\sigma=\sigma^{\infty} f(r) \mathbf{I}+\frac{\sigma^{\infty}}{2} r f^{\prime}(r) \mathbf{q} \tag{194}
\end{equation*}
$$

where $f$ denotes a dimensionless, scalar function of $r$ and $f^{\prime}$ its derivative with respect to $r$.

Evaluation of the gradient of the stress tensor $\sigma$ given by equation (194) requires $\nabla \mathbf{q}$. From the identity $\mathbf{p}+\mathbf{q}=\mathbf{I}$, we have

$$
\begin{equation*}
\nabla \mathbf{q}=-\left(\mathbf{e}_{r} \otimes \mathbf{e}_{r}\right) \otimes \nabla=-\partial_{\theta}\left(\mathbf{e}_{r} \otimes \mathbf{e}_{r}\right) \otimes \frac{\mathbf{e}_{\theta}}{r}-\partial_{\varphi}\left(\mathbf{e}_{r} \otimes \mathbf{e}_{r}\right) \otimes \frac{\mathbf{e}_{\varphi}}{r \sin \theta}, \tag{195}
\end{equation*}
$$

which, upon substitution of the partial derivatives of $\mathbf{e}_{r}$ with respect to $\theta$ and $\varphi$, leads to

$$
\begin{equation*}
\nabla \mathbf{q}=-\frac{2}{r}\left[\left(\mathbf{e}_{r} \stackrel{\stackrel{s}{\otimes}}{\mathbf{e}_{\theta}}\right) \otimes \mathbf{e}_{\theta}+\left(\mathbf{e}_{r} \stackrel{\mathrm{~s}}{\otimes} \mathbf{e}_{\varphi}\right) \otimes \mathbf{e}_{\varphi}\right], \tag{196}
\end{equation*}
$$

which finally leads to

$$
\begin{equation*}
\mathbf{R}=\nabla \boldsymbol{\sigma}=\frac{\sigma^{\infty}}{2}\left(r f^{\prime \prime}-f^{\prime}\right) \mathbf{q} \otimes \mathbf{e}_{r}+\sigma^{\infty} f^{\prime} \mathbf{a} \tag{197}
\end{equation*}
$$

In the above identity, the third-rank tensor $\mathbf{a}$ is defined as follows

$$
\begin{equation*}
\mathbf{a}=2 \mathbf{q} \otimes \mathbf{e}_{r}+\mathbf{e}_{r} \otimes \mathbf{e}_{r} \otimes \mathbf{e}_{r}-\left(\mathbf{e}_{r} \stackrel{\stackrel{s}{\otimes}}{\mathbf{e}_{\theta}}\right) \otimes \mathbf{e}_{\theta}-\left(\mathbf{e}_{r} \stackrel{\stackrel{s}{\otimes}}{\mathbf{e}_{\varphi}}\right) \otimes \mathbf{e}_{\varphi}, \tag{198}
\end{equation*}
$$

and simple algebra leads to the following identities

$$
\begin{equation*}
\mathbf{K} \therefore \mathbf{a}=\mathbf{a}, \quad \mathbf{H} \therefore \mathbf{a}=\frac{5}{2} \mathbf{a} \tag{199}
\end{equation*}
$$

where the sixth-rank tensors $\mathbf{K}$ and $\mathbf{H}$ have been defined in section 6.1.1 and 6.5.1, respectively. Combining equations (194), (197) and (199) with the constitutive relations (156c) and (156d), we can compute the total strain and micro-deformation tensor

$$
\begin{align*}
& \mathbf{e}=\mathbf{S}: \boldsymbol{\sigma}=\frac{\sigma^{\infty}}{2 \mu(1+v)}\left[v r f^{\prime}+(1-2 v) f\right] \mathbf{I}+\frac{\sigma^{\infty}}{4 \mu} r f^{\prime} \mathbf{q},  \tag{200a}\\
& \boldsymbol{\phi}=\mathbf{M} \therefore \mathbf{R}=\frac{\ell^{2} \sigma^{\infty}}{4 \mu}\left[\left(r f^{\prime \prime}-f^{\prime}\right) \mathbf{q} \otimes \mathbf{e}_{r}+\left(2 \frac{1-v}{1+v} f^{\prime}-\frac{v r}{1+v} f^{\prime \prime}\right) \mathbf{a}\right], \tag{200b}
\end{align*}
$$

where the indices " i " and " m " have been omitted.
Evaluation of the divergence of the micro-displacement $\boldsymbol{\phi}$ requires the divergence of $\mathbf{q} \otimes \mathbf{e}_{r}$ and a, the derivation of which is similar to that of $\nabla \mathbf{q}$

$$
\begin{equation*}
\nabla \cdot\left(\mathbf{q} \otimes \mathbf{e}_{r}\right)=\frac{2}{r} \mathbf{q}, \quad \nabla \cdot \mathbf{a}=\frac{4}{r} \mathbf{I}-\frac{1}{r} \mathbf{q} . \tag{201}
\end{equation*}
$$

Then, taking the divergence of equation (200b)

$$
\begin{equation*}
\nabla \cdot \boldsymbol{\phi}=\frac{\ell^{2} \sigma^{\infty}}{4 \mu(1+v) r}\left\{\left[v r^{2} f^{\prime \prime \prime}+(2-7 v) r f^{\prime \prime}+8(1-v) f^{\prime}\right] \mathbf{I}+\left(r^{2} f^{\prime \prime \prime}+4 r f^{\prime \prime}-4 f^{\prime}\right) \mathbf{q}\right\} \tag{202}
\end{equation*}
$$

we must express that $\boldsymbol{\varepsilon}=\mathbf{e}-\nabla \cdot \boldsymbol{\phi}$ is geometrically compatible. To do so, it is observed that

$$
\begin{equation*}
\boldsymbol{\varepsilon}=\varepsilon_{1}(r) \mathbf{I}+\varepsilon_{2}(r) \mathbf{q} \tag{203}
\end{equation*}
$$

so that the general compatibility conditions in spherical coordinates reduce to a unique scalar equation $\varepsilon_{1}=\left[r\left(\varepsilon_{1}+\varepsilon_{2}\right)\right]^{\prime}$. Furthermore, the displacement is given by $\mathbf{u}=r\left(\varepsilon_{1}+\varepsilon_{2}\right) \mathbf{e}_{r}$. Simple but tedious algebra finally leads to the following equation for $f$

$$
\begin{equation*}
\ell^{2}\left(r^{3} f^{(4)}+8 r^{2} f^{\prime \prime \prime}+8 r f^{\prime \prime}-8 f^{\prime}\right)-\left(r^{3} f^{\prime \prime}+4 r^{2} f^{\prime}\right)=0 \tag{204}
\end{equation*}
$$

which admits four linearly independent solutions

$$
\begin{equation*}
1, \frac{\ell^{3}}{r^{3}}, \quad\left(\frac{\ell^{3}}{r^{3}}-\frac{\ell^{2}}{r^{2}}\right) \exp (r / \ell) \quad \text { and } \quad\left(\frac{\ell^{3}}{r^{3}}+\frac{\ell^{2}}{r^{2}}\right) \exp (-r / \ell) \tag{205}
\end{equation*}
$$

Recalling that $\sigma$ remains finite as $r \rightarrow 0$ and that $\sigma \rightarrow \sigma^{\infty} \mathbf{I}$ as $r \rightarrow+\infty$, it is finally found that

$$
f(r)= \begin{cases}f_{\mathrm{m}}(r)=1+A_{2} \frac{\rho_{\mathrm{m}}^{3}}{\alpha_{\mathrm{m}}^{3}}+A_{4} \rho_{\mathrm{m}}^{2}\left(1+\rho_{\mathrm{m}}\right) \exp \left(\frac{a-r}{\ell_{\mathrm{m}}}\right) & (r>a),  \tag{206}\\ f_{\mathrm{i}}(r)=B_{1}+\rho_{\mathrm{i}}^{2} B_{3}\left(\rho_{\mathrm{i}} \Im_{\mathrm{i}}-\mathfrak{C}_{\mathrm{i}}\right) & (r<a),\end{cases}
$$

where we have introduced $\alpha_{\mathrm{m}}=\ell_{\mathrm{m}} / a, \rho_{\mathrm{m}}=\ell_{\mathrm{m}} / r, \alpha_{\mathrm{i}}=\ell_{\mathrm{i}} / a, \rho_{\mathrm{i}}=\ell_{\mathrm{i}} / r$ and

$$
\begin{align*}
& \mathfrak{C}_{\mathrm{i}}=\exp \left(-\frac{a}{\ell_{\mathrm{i}}}\right) \cosh \left(\frac{r}{\ell_{\mathrm{i}}}\right),  \tag{207a}\\
& \mathfrak{S}_{\mathrm{i}}=\exp \left(-\frac{a}{\ell_{\mathrm{i}}}\right) \sinh \left(\frac{r}{\ell_{\mathrm{i}}}\right) . \tag{207b}
\end{align*}
$$

In equation (206), the integration constants $A_{2}, A_{4}, B_{1}$ and $B_{3}$ are found from the continuity of the following scalar quantities at the interface $r=a$ (see equations (157a), (157b))

$$
\begin{equation*}
\sigma_{r r}, \quad \sigma_{\theta \theta}=\sigma_{\varphi \varphi}, \quad \phi_{r r r}+u_{r} \quad \text { and } \quad \phi_{\theta \theta r}=\phi_{\varphi \varphi r}, \tag{208}
\end{equation*}
$$

leading to four linearly independent equations, which are solved numerically.
As an illustration, we consider in Fig. 7.2 the case of a stiff inhomogeneity

$$
\begin{equation*}
\mu_{\mathrm{i}}=10 \mu_{\mathrm{m}}, \quad v_{\mathrm{i}}=v_{\mathrm{m}}=0.25 \tag{209}
\end{equation*}
$$

and we study the influence of the material internal lengths $\ell_{\mathrm{i}}$ and $\ell_{\mathrm{m}}$ on the solution.
Figure 7.2 (left) plots the normalized radial stress $\sigma_{r r} / \sigma^{\infty}$ for various combinations of $\left(\ell_{\mathrm{i}}, \ell_{\mathrm{m}}\right)$. The classical case $\left(\ell_{\mathrm{i}}=\ell_{\mathrm{m}}=0\right)$ is also represented. From these plots, it is readily deduced that Eshelby's theorem (Eshelby, 1957) does not hold for stress-gradient elasticity. In other words, the stress is not uniform within the inhomogeneity. Indeed, the continuity condition (157b) induces a boudary layer at the matrix-inhomogeneity interface. The thickness of this boundary layer is about a few $\ell_{\mathrm{i}}$ within the inhomogeneity (see equation (206)). As a consequence, the stress field is nearly uniform at the core of the inhomogeneity for small values of the material internal length $\ell_{\mathrm{i}}$. Similarly, for small values of the material internal length $\ell_{\mathrm{m}}$ of the matrix, the non-uniform stress within the inhomogeneity is close to the classical value.

Closer inspection of figure 7.2 (left) shows that at a given point within the inhomogeneity, the radial stress does not evolve monotonically with the inhomogeneity's material internal length $\ell_{\mathrm{i}}$. This is better illustrated on figure 7.2 (right), which shows the normalized radial stress at the center of the inhomogeneity as a function of $\ell_{\mathrm{i}}$, for various values of $\ell_{\mathrm{m}}$. It is observed that the radial stress at the center reaches a maximum for a finite value of $\ell_{\mathrm{i}}$, which increases as $\ell_{\mathrm{m}}$ increases.


Figure 7.2. Solution to Eshelby's spherical inhomogeneity problem (isotropic loading at infinity). Left: plot of the radial stress $\sigma_{r r}$ as a function of the distance to the center of the inhomogeneity, $r$. Line types (solid, dashed, dotted) correspond to various values of the material internal length $\ell_{\mathrm{i}}$ of the inhomogeneity. Right: plot of the radial stress $\sigma_{r r}(r=0)$ at the center of the inhomogeneity as a function of the inhomogeneity's material internal length $\ell_{\mathrm{i}}$. For both graphs, colors correspond to various values of the material internal length $\ell_{\mathrm{m}}$ of the matrix. The thick line corresponds to the classical solution ( $\ell_{\mathrm{i}}=\ell_{\mathrm{m}}=0$ ).

### 7.2.3 Uniaxial loading at infinity

In this section, we consider the case of a uniaxial loading at infinity, $\boldsymbol{\sigma}^{\infty}=\sigma^{\infty} \mathbf{e}_{z} \otimes \mathbf{e}_{z}$. The derivation is significantly more involved than in the previous case; it is only briefly outlined here (some details can be found in appendix C). We postulate the following stress tensor

$$
\begin{align*}
\boldsymbol{\sigma}= & \sigma^{\infty}\left[f_{1}(r) \cos ^{2} \theta+f_{2}(r) \sin ^{2} \theta\right] \mathbf{p}+\sigma^{\infty}\left[f_{3}(r) \cos ^{2} \theta+f_{4}(r) \sin ^{2} \theta\right] \mathbf{q} \\
& +\sigma^{\infty} f_{5}(r) \cos \theta \mathbf{e}_{r} \stackrel{\mathrm{~s}}{\otimes} \mathbf{e}_{z}+\sigma^{\infty} f_{6}(r) \mathbf{e}_{z} \otimes \mathbf{e}_{z}, \tag{210}
\end{align*}
$$

where $f_{1}, \ldots, f_{6}$ are unknown functions which depend on the radial variable $r$ only. Expressing that the above-defined stress tensor must be divergence-free leads to the following differential equations

$$
\begin{align*}
f_{3} & =f_{2}+\frac{r}{2} f_{2}^{\prime}-\frac{1}{2} f_{5}-\frac{r}{4} f_{5}^{\prime}-\frac{r}{2} f_{6}^{\prime},  \tag{211a}\\
f_{4} & =f_{2}+\frac{r}{2} f_{2}^{\prime}+\frac{1}{4} f_{5}  \tag{211b}\\
0 & =2\left(f_{1}-f_{2}\right)+r\left(f_{1}^{\prime}-f_{2}^{\prime}\right)+2 f_{5}+\frac{3 r}{2} f_{5}^{\prime}+2 r f_{6}^{\prime} \tag{211c}
\end{align*}
$$

where primes again stand for derivation with respect to $r$. Computing the trace-free part $\mathbf{R}$ of the stress-gradient $\nabla \sigma$, then the micro-displacement $\phi$ and the total strain $\mathbf{e}$ from the constitutive laws leads after simple but tedious algebra to the following decomposition of $\boldsymbol{\varepsilon}=\mathbf{e}-\nabla \cdot \boldsymbol{\phi}$

$$
\begin{align*}
\boldsymbol{\varepsilon}= & {\left[g_{1}(r) \cos ^{2} \theta+g_{2}(r) \sin ^{2} \theta\right] \mathbf{p}+\left[g_{3}(r) \cos ^{2} \theta+g_{4}(r) \sin ^{2} \theta\right] \mathbf{q} } \\
& +g_{5}(r) \cos \theta \mathbf{e}_{r} \stackrel{\stackrel{-}{\otimes} \mathbf{e}_{z}+g_{6}(r) \mathbf{e}_{z} \otimes \mathbf{e}_{z},}{ } \tag{212}
\end{align*}
$$



Figure 7.3. Solution to Eshelby's spherical inhomogeneity problem (uniaxial loading at infinity). Left: plot of the axial stress $\sigma_{z z}$ along the polar axis $(\theta=0)$ as a function of the distance to the center of the inhomogeneity, $r$. Line types (solid, dashed, dotted) correspond to various values of the material internal length $\ell_{\mathrm{i}}$ of the inhomogeneity. Right: plot of the axial stress $\sigma_{z z}(r=0)$ at the center of the inhomogeneity as a function of the inhomogeneity's material internal length $\ell_{\mathrm{i}}$. For both graphs, colors correspond to various values of the material internal length $\ell_{\mathrm{m}}$ of the matrix. The thick line corresponds to the classical solution ( $\ell_{\mathrm{i}}=\ell_{\mathrm{m}}=0$ ).
where $g_{1}, \ldots, g_{6}$ are linear combinations of the unknown functions $f_{1}, \ldots, f_{6}$ and their derivatives with respect to $r$ (the actual relationships between $g_{1}, \ldots, g_{6}$ and $f_{1}, \ldots, f_{6}$ are too long to be reported here). Expressing that $\boldsymbol{\varepsilon}$ must be compatible (see appendix C.1) results in the following set of differential equations

$$
\begin{align*}
& g_{1}=-\frac{r^{2}}{2} g_{6}^{\prime \prime}+\frac{r}{2} g_{5}^{\prime}+r g_{4}^{\prime}-\frac{g_{5}}{2}  \tag{213a}\\
& g_{2}=r g_{4}^{\prime}+g_{4}  \tag{213b}\\
& g_{3}=-\frac{r}{2} g_{6}^{\prime}+g_{4}+\frac{g_{5}}{2} \tag{213c}
\end{align*}
$$

Gathering equations (211) and (213) finally leads to a linear system of six differential equations with $f_{1}, \ldots, f_{6}$ as unknowns. The general form of these functions is given in appendix C.2, where twelve integration constants are identified. Enforcing the continuity conditions (157a), (157b) at the interface $r=a$ again results in a linear system, the solution of which gives the values of these constants.

Figure 7.3 (left) plots the normalized axial stress $\sigma_{z z} / \sigma^{\infty}$ along the polar axis $(\theta=0)$ with respect to the (normalized) radial distance $r / a$, for various combinations of $\left(\ell_{\mathrm{i}}, \ell_{\mathrm{m}}\right)$. Similarly to the isotropic case, it is also observed that Eshelby's theorem does not hold for stress-gradient elasticity. The axial stress inside the inhomogeneity is no longer uniform. A stress boundary layer is again observed at the matrix- inhomogeneity interface; it is induced by the stress continuity condition (157b). The axial stress at the center of the inclusion is not a monotonic function of the inhomogeneity's material length $\ell_{\mathrm{i}}$ : it reaches a maximum for a finite value of $\ell_{\mathrm{i}}$, which increases as $\ell_{\mathrm{m}}$ increases (the exact location of this maximum differs from the isotropic load case).

### 7.2.4 The dilute stress concentration tensor of spherical inhomogeneities

The solution to Eshelby's spherical inhomogeneity problem derived in the above section is now employed to evaluate the dilute stress concentration tensor for spherical inhomogeneity $\mathbf{B}^{\infty}$. Owing to the symmetries of the problem under consideration, the dilute stress concentration tensor $\mathbf{B}^{\infty}$ is isotropic. It can be decomposed as follows

$$
\begin{equation*}
\mathbf{B}^{\infty}=\left(\operatorname{sph} \mathbf{B}^{\infty}\right) \mathbf{J}+\left(\operatorname{dev} \mathbf{B}^{\infty}\right) \mathbf{K} \tag{214}
\end{equation*}
$$

where $\mathbf{J}, \mathbf{K}$ denote the classical fourth-rank spherical and deviatoric projection tensors, respectively, while sph $\mathbf{B}^{\infty}$ and $\operatorname{dev} \mathbf{B}^{\infty}$ denote the (scalar) spherical and deviatoric part of the fourth-rank tensor $\mathbf{B}^{\infty}$

$$
\begin{align*}
\operatorname{sph} \mathbf{B}^{\infty} & =\mathbf{J}:: \mathbf{B}^{\infty},  \tag{215}\\
\operatorname{dev} \mathbf{B}^{\infty} & =\frac{1}{5} \mathbf{K}:: \mathbf{B}^{\infty} . \tag{216}
\end{align*}
$$

Using the general expression (210) of the stress tensor $\sigma$ for the uniaxial load case (see section 7.2.3), it is readily found that the average stress over the inhomogeneity reads

$$
\begin{align*}
\frac{1}{\operatorname{vol} \Omega_{\mathrm{i}}} \int_{\Omega_{\mathrm{i}}} \boldsymbol{\sigma} \mathrm{~d} V= & \frac{\sigma^{\infty}}{15}\left(F_{1}+4 F_{2}+4 F_{3}+6 F_{4}\right) \mathbf{I} \\
& +\frac{\sigma^{\infty}}{15}\left(2 F_{1}-2 F_{2}-2 F_{3}+2 F_{4}+5 F_{5}+15 F_{6}\right) \mathbf{e}_{z} \otimes \mathbf{e}_{z} \tag{217}
\end{align*}
$$

where we have introduced

$$
\begin{equation*}
F_{k}=\frac{3}{a^{3}} \int_{0}^{a} r^{2} f_{k}(r) \mathrm{d} r \tag{218}
\end{equation*}
$$

for $k=1, \ldots, 6$. From the decomposition (214) of the stress concentration tensor

$$
\begin{equation*}
\mathbf{B}^{\infty}:\left(\sigma^{\infty} \mathbf{e}_{z} \otimes \mathbf{e}_{z}\right)=\frac{\sigma^{\infty}}{3}\left(\operatorname{sph} \mathbf{B}^{\infty}-\operatorname{dev} \mathbf{B}^{\infty}\right) \mathbf{I}+\sigma^{\infty}\left(\operatorname{dev} \mathbf{B}^{\infty}\right) \mathbf{e}_{z} \otimes \mathbf{e}_{z} \tag{219}
\end{equation*}
$$

which, upon combination with (217), finally gives

$$
\begin{align*}
& \operatorname{sph} \mathbf{B}^{\infty}=\frac{1}{3}\left(F_{1}+2 F_{2}+2 F_{3}+4 F_{4}+F_{5}+3 F_{6}\right)  \tag{220a}\\
& \operatorname{dev} \mathbf{B}^{\infty}=\frac{1}{15}\left(2 F_{1}-2 F_{2}-2 F_{3}+2 F_{4}+5 F_{5}+15 F_{6}\right) . \tag{220b}
\end{align*}
$$

For illustration purpose, we consider in figure 7.4 the case of a stiff inhomogeneity

$$
\begin{equation*}
\mu_{\mathrm{i}}=10 \mu_{\mathrm{m}}, \quad v_{\mathrm{i}}=v_{\mathrm{m}}=0.25 \tag{221}
\end{equation*}
$$

and we study the influence of the material internal lengths $\ell_{\mathrm{i}}$ and $\ell_{\mathrm{m}}$ on the components of the dilute stress concentration tensor. It is observed that sph $\mathbf{B}^{\infty}$ and $\operatorname{dev} \mathbf{B}^{\infty}$ are more sensitive to the matrix internal length $\ell_{\mathrm{m}}$ than the inhomogeneity internal length $\ell_{\mathrm{i}}$. Furthermore, for various values of $\ell_{\mathrm{m}}, \ell_{\mathrm{i}}$, both $\operatorname{sph} \mathbf{B}^{\infty}$ and $\operatorname{dev} \mathbf{B}^{\infty}$ are lower than the classical elasticity values.

In the previous section, the dilute stress concentration tensor for spherical inhomogeneity was derived using the solution to Eshelby's inhomogeneity problem. Using this building block, in the next section, we will produce Mori-Tanaka estimates for the effective bulk and shear moduli of stress-gradient composites with monodisperse, spherical inclusions.


Figure 7.4. The spherical (left) and deviatoric (right) parts of the dilute stress concentration tensor $\mathbf{B}^{\infty}$ as a function of the inhomogeneity's material internal length $\ell_{\mathrm{i}}$. Like the previous graphs, colors correspond to various values of the material internal length $\ell_{\mathrm{m}}$ of the matrix. The thick line corresponds to the classical solution ( $\ell_{\mathrm{i}}=\ell_{\mathrm{m}}=0$ ).

### 7.3 Mori-Tanaka estimates of the effective properties

In this section, the above obtained dilute stress concentration tensor is used to derive the MoriTanaka estimate on the effective modulus of stress-gradient composites with monodisperse, spherical inclusions. For this purpose, the stress-based presentation of Benveniste (1987) will be adopted (in which the outcome is the effective compliance tensor). It can readily be shown that the following expression for the effective compliance tensor remains valid for stress-gradient materials

$$
\begin{equation*}
\mathbf{S}_{\mathrm{eff}}=\mathbf{S}_{\mathrm{m}}+f\left(\mathbf{S}_{\mathrm{i}}-\mathbf{S}_{\mathrm{m}}\right): \mathbf{B}^{\infty}:\left[(1-f) \mathbf{I}+f \mathbf{B}^{\infty}\right]^{-1} \tag{222}
\end{equation*}
$$

where $f$ denotes the volume fraction of inclusions, $\mathbf{S}_{\mathrm{m}}$ (resp. $\mathbf{S}_{\mathrm{i}}$ ) denotes the compliance of the matrix (resp. the inclusion). In equation (222), the (classical elasticity) dilute stress concentration tensor is substitued with the (stress-gradient) dilute stress concentration tensor $\mathbf{B}^{\infty}$ derived in section 7.2.4. Inversion of $\mathbf{S}_{\text {eff }}$ then gives the effective stiffness tensor $\mathbf{C}_{\text {eff }}$.

As an illustration, we consider the case of a stiff inhomogeneity

$$
\begin{equation*}
\mu_{\mathrm{i}}=10 \mu_{\mathrm{m}}, \quad v_{\mathrm{i}}=v_{\mathrm{m}}=0.25 \tag{223}
\end{equation*}
$$

Figure 7.5 plots the resulting effective moduli as a function of the volume fraction $f$ of inclusions. We assumed that $\ell_{\mathrm{i}}=\ell_{\mathrm{m}}$ since it was shown in section 7.2.4 that the dilute stress tensor is not very sensitive to $\ell_{\mathrm{i}}$. As expected, it is observed that for small values of the material internal length, the proposed estimates are close to the classical Mori and Tanaka (1973) estimates. Conversely, for larger values of the material internal length, these estimates tend to the classical bound of Reuss. This was also expected, for $\ell_{\mathrm{m}}, \ell_{\mathrm{i}} \rightarrow \infty$, the trace-free part of stress gradient tensor, $\mathbf{R}$, must vanish to ensure that the complementary strain energy density remains finite. In the absence of the body forces, the full stress gradient tensor vanishes and the stress field is phase-wise constant. It should be noted that the Mori-Tanaka estimate is produced under the scale separation condition (152),

$$
\begin{equation*}
\ell \sim d \text {, or } \ell \ll d \tag{224}
\end{equation*}
$$



Figure 7.5. Mori-Tanaka estimates of the effective bulk (left) and shear (right) moduli of the composite $\kappa^{\mathrm{eff}}$ and $\mu^{\mathrm{eff}}$, as a function of the volume fraction of inclusions, $f$. The estimates are represented for both stress- and strain-gradient materials.
and the limit $\ell_{\mathrm{m}}, \ell_{\mathrm{i}} \rightarrow \infty$ is thus purely formal. The largest material internal length considered in figure 7.5 is $\ell_{\mathrm{i}}=\ell_{\mathrm{m}}=a$.

Figure 7.5 also shows the recently published Mori-Tanaka estimates of the effective elastic properties of strain-gradient materials (Ma and Gao, 2014). These estimates are based on the simplified strain gradient model (Aifantis, 1992; Gao and Park, 2007). It is recalled that our own simplified material model (described in section 6.5.2), is very close in spirit to that of Gao and Park (2007), which makes the comparison in Figure 7.5 relevant.

Figure 7.5 is a visual illustration of the essential differences between strain- and stressgradient materials that were already pointed out in section 7.1.5. Indeed, the region comprised between the Reuss and Voigt bounds is clearly divided in two non-overlapping subregions. Straingradient materials systematically fall in the region comprised between the classical effective properties and the corresponding upper-bounds of Voigt (stiffening size-effect), while stressgradient materials systematically fall in the region comprised between the classical effective properties and the corresponding lower-bounds of Reuss (softening size-effect). This again shows that, although conceptually similar (one might be tempted to say that they are "dual"), the strain- and stress-gradient models define widely different materials.

In this chapter, a framework for the homogenization of stress-gradient materials is established. Heterogeneous stress-gradient materials are homogenized as a macroscopic homogeneous Cauchy material under the classical scale separation condition and additional assumption that the material internal length is at most of the same order as the typical size of the heterogeneities. Kinematic uniform, static uniform, periodic and mixed boundary conditions is derived that fulfill the (generalized) Hill-Mandel lemma. Variational definitions of the effective elastic properties are then proposed, from which it results that stress-gradient materials exhibit a softening size effect.

Furthermore, the Eshelby spherical inhomogeneity problem is solved analytically and used to produce Mori-Tanaka estimates of the effective mechanical properties of stress-gradient composites. The resulting estimate is compared to previously derived strain-gradient estimates Ma and Gao (2014) (with a very close material model). It is shown that stress- and strain-
gradient models define clearly divided, non overlapping region bounded by the Voigt and Reuss bounds. This result again shows that stress- and strain gradient models define different materials.

It should be noted that the above derived Mori-Tanaka estimate does not account for interactions between inclusions, and fails for high concentrations of inhomogeneities. In the next chapter, following the approach of Hashin and Shtrikman (1962b), we derive rigorous bounds for stress-gradient composites.

## Chapter 8

## Hashin-Shtrikman variational principle and bounds

In this chapter, we aim at bounding the effective properties of stress-gradient composites by extending the classical Hashin and Shtrikman (1962b) bounds. The resulting stress-gradient bounds are expected to be a function of the material internal length. We begin with the derivation of the variational principle of Hashin and Shtrikman for stress-gradient materials in section 8.1. This requires the explicit expressions of the Green operators, which will be derived in section 8.2. Bounds are then established for stress-gradient composites by employing phase-wise constant trial fields in section 8.3.

### 8.1 Hashin-Shtrikman variational principle

In this section, we derive the Hashin-Shtrikman varitional principle for stress-gradient materials. We adopt the general variational framework developed by Willis (1983); Talbot and Willis (1985); Willis (1991) for non-linear Cauchy materials.

We consider a heterogeneous body $\Omega$ occupying the domain $\Omega \subset \mathbb{R}^{3}$ which is made of a stress-gradient material. The stiffness (resp. generalized stiffness) of $\Omega$ is denoted by $\mathbf{C}(\mathbf{x})$ (resp. $\mathbf{L}(\mathbf{x})$ ), which depends on the observation point $\mathbf{x}$ to account for material heterogeneity. Following Hashin and Shtrikman (1962a,b), it is convenient to introduce a homogeneous, stress-gradient, reference medium with positive-definite stiffness $\mathbf{C}_{0}$ and generalized stiffness $\mathbf{L}_{0}$. We assume that $\mathbf{C}>\mathbf{C}_{0}, \mathbf{L}>\mathbf{L}_{0}$. The strain energy density function $w_{0}(\mathbf{x}, \mathbf{e}(\mathbf{x}), \boldsymbol{\phi}(\mathbf{x}))$ of the reference medium reads

$$
\begin{equation*}
w_{0}(\mathbf{x}, \mathbf{e}(\mathbf{x}), \phi(\mathbf{x}))=\frac{1}{2} \mathbf{e}(\mathbf{x}): \mathbf{C}_{0}: \mathbf{e}(\mathbf{x})+\frac{1}{2} \phi(\mathbf{x}) \therefore \mathbf{L}_{0} \therefore \phi(\mathbf{x}), \quad \forall \mathbf{x} \in \Omega . \tag{225}
\end{equation*}
$$

For the sake of compactness, the dependence on the observation point $\mathbf{x}$ will be omitted hereafter except otherwise stated. The above strain energy density of the reference medium is chosen such that at each point $\mathbf{x} \in \Omega$, the function $w(\mathbf{e}, \boldsymbol{\phi})-w_{0}(\mathbf{e}, \boldsymbol{\phi})$ grows faster than linearly at large $\mathbf{e}$ and $\boldsymbol{\phi}$. The following function $V(\boldsymbol{\tau}, \boldsymbol{\kappa})$ can be defined

$$
\begin{equation*}
V(\boldsymbol{\tau}, \boldsymbol{\kappa})=\sup _{\mathbf{e}, \boldsymbol{\phi}}\left\{\mathbf{e}: \boldsymbol{\tau}+\boldsymbol{\phi} \therefore \boldsymbol{\kappa}-w(\mathbf{e}, \boldsymbol{\phi})+w_{0}(\mathbf{e}, \boldsymbol{\phi})\right\}, \tag{226}
\end{equation*}
$$

for arbitrary symmetric second-rank tensor $\boldsymbol{\tau} \in{ }^{2} \mathcal{T}$ and third-order trace-free tensor $\boldsymbol{\kappa} \in{ }^{3} \mathcal{D}$. Equation (226) readily yields

$$
\begin{equation*}
V(\boldsymbol{\tau}, \boldsymbol{\kappa})=\frac{1}{2} \boldsymbol{\tau}:\left(\mathbf{C}-\mathbf{C}_{0}\right)^{-1}: \boldsymbol{\tau}+\frac{1}{2} \kappa \therefore\left(\mathbf{L}-\mathbf{L}_{0}\right)^{-1} \therefore \boldsymbol{\kappa}, \tag{227}
\end{equation*}
$$

and equality is reached if

$$
\begin{equation*}
\boldsymbol{\tau}=\left(\mathbf{C}-\mathbf{C}_{0}\right): \mathbf{e}, \quad \boldsymbol{\kappa}=\left(\mathbf{L}-\mathbf{L}_{0}\right) \therefore \boldsymbol{\phi} \tag{228}
\end{equation*}
$$

which are of similar form to the stress polarization tensor in classical elasticity (see also Smyshlyaev and Fleck (1994) for analogue in strain-gradient model). We shall call $\boldsymbol{\tau}, \boldsymbol{\kappa}$ stress and stress gradient polarization tensors. It can be deduced from equation (226) that

$$
\begin{equation*}
w(\mathbf{e}, \boldsymbol{\phi}) \geq w_{0}(\mathbf{e}, \boldsymbol{\phi})+\mathbf{e}: \boldsymbol{\tau}+\boldsymbol{\phi} \therefore \boldsymbol{\kappa}-V(\boldsymbol{\tau}, \boldsymbol{\kappa}), \tag{229}
\end{equation*}
$$

for any values of $\mathbf{e}, \boldsymbol{\phi}, \boldsymbol{\tau}, \boldsymbol{\kappa}$. Taking the volume average of the above expression over the whole domain $\Omega$, we find

$$
\begin{equation*}
\frac{1}{V} \int_{\Omega} w(\mathbf{e}, \boldsymbol{\phi}) \mathrm{d} V \geq \frac{1}{V} \int_{\Omega}\left[w_{0}(\mathbf{e}, \boldsymbol{\phi})+\mathbf{e}: \boldsymbol{\tau}+\boldsymbol{\phi} \therefore \boldsymbol{\kappa}-V(\boldsymbol{\tau}, \boldsymbol{\kappa})\right] \mathrm{d} V \tag{230}
\end{equation*}
$$

We minimize equation (230) under the constraint $(\mathbf{u}, \boldsymbol{\phi}) \in \mathbb{K} \mathbb{A}(\overline{\mathbf{e}} \cdot \mathbf{x}, \mathbf{0})$, with $\mathbf{e}=\nabla^{\mathrm{s}} \mathbf{u}+\nabla \cdot \boldsymbol{\phi}$ (see equation (120) for the definition of $\mathbb{K} \mathbb{A}$ ). The infimum of both sides results in

$$
\begin{equation*}
\frac{1}{2} \overline{\mathbf{e}}: \mathbf{C}_{\mathrm{eff}}: \overline{\mathbf{e}}=\inf _{\mathbf{u}, \boldsymbol{\phi}} \frac{1}{V} \int_{\Omega} w(\mathbf{e}, \boldsymbol{\phi}) \mathrm{d} V \geq \inf _{\mathbf{u}, \boldsymbol{\phi}} \frac{1}{V} \int_{\Omega}\left[w_{0}(\mathbf{e}, \boldsymbol{\phi})+\mathbf{e}: \boldsymbol{\tau}+\boldsymbol{\phi} \therefore \boldsymbol{\kappa}-V(\boldsymbol{\tau}, \boldsymbol{\kappa})\right] \mathrm{d} V, \tag{231}
\end{equation*}
$$

where the equality in equation (231) follows from equation (179). Introducing

$$
\begin{equation*}
I(\mathbf{e}, \boldsymbol{\phi})=\frac{1}{V} \int_{\Omega}\left[w_{0}(\mathbf{e}, \boldsymbol{\phi})+\mathbf{e}: \boldsymbol{\tau}+\boldsymbol{\phi} \therefore \boldsymbol{\kappa}\right] \mathrm{d} V, \tag{232}
\end{equation*}
$$

similar to classical elasticity, it can be shown that stationary value of $I(\mathbf{e}, \phi)$ is reached for the solution to the following auxiliary problem

$$
\begin{align*}
& \nabla \cdot \sigma=\mathbf{0},  \tag{233a}\\
& \mathbf{R}=\mathbf{K} \therefore(\nabla \boldsymbol{\sigma}),  \tag{233b}\\
& \sigma=\mathbf{C}_{0}: \mathbf{e}+\tau,  \tag{233c}\\
& \mathbf{R}=\mathbf{L}_{0} \therefore \phi+\kappa,  \tag{233d}\\
& \mathbf{e}=\nabla^{\mathrm{s}} \mathbf{u}+\nabla \cdot \phi, \tag{233e}
\end{align*}
$$

complemented with the boundary conditions $\mathbf{u}(\mathbf{x})=\overline{\mathbf{e}} \cdot \mathbf{x}$ and $\boldsymbol{\phi}(\mathbf{x})=\mathbf{0}$ for all $\mathbf{x} \in \partial \Omega$. Owing to the linearity of the above problem, the total strain $\mathbf{e}$ and micro-displacement $\phi$ are related to the stress and stress-gradient polarizations $\boldsymbol{\tau}$ and $\boldsymbol{\kappa}$ as follows

$$
\begin{align*}
& \mathbf{e}(\mathbf{x})=\overline{\mathbf{e}}-{ }^{4} \boldsymbol{\Gamma}_{0, e \tau}[\boldsymbol{\tau}](\mathbf{x})-{ }^{5} \boldsymbol{\Gamma}_{0, e \kappa}[\boldsymbol{\kappa}](\mathbf{x}),  \tag{234a}\\
& \boldsymbol{\phi}(\mathbf{x})=-{ }^{5} \boldsymbol{\Gamma}_{0, \phi \tau}[\tau](\mathbf{x})-{ }^{6} \boldsymbol{\Gamma}_{0, \phi \kappa}[\boldsymbol{\kappa}](\mathbf{x}), \tag{234b}
\end{align*}
$$

where ${ }^{4} \boldsymbol{\Gamma}_{0, e \tau},{ }^{5} \boldsymbol{\Gamma}_{0, e \kappa},{ }^{5} \boldsymbol{\Gamma}_{0, \phi \tau},{ }^{6} \boldsymbol{\Gamma}_{0, \phi \kappa}$ are four Green operators yet to be determined.

Upon substituting equation (234) in equation (231), we find after some straightforward calculation

$$
\begin{equation*}
\frac{1}{2} \overline{\mathbf{e}}: \mathbf{C}_{\mathrm{eff}}: \overline{\mathbf{e}} \geq \mathcal{H}(\tau, \boldsymbol{\kappa}) \tag{235}
\end{equation*}
$$

where the functional of Hashin and Shtrikman $\mathcal{H}$ is defined as follows

$$
\begin{align*}
\mathcal{H}(\boldsymbol{\tau}, \boldsymbol{\kappa})= & \frac{1}{2} \overline{\mathbf{e}}: \mathbf{C}_{0}: \overline{\mathbf{e}}+\overline{\mathbf{e}}:\langle\boldsymbol{\tau}\rangle-\frac{1}{2}\left\langle\boldsymbol{\tau}:\left(\mathbf{C}-\mathbf{C}_{0}\right)^{-1}: \boldsymbol{\tau}\right\rangle-\frac{1}{2}\left\langle\boldsymbol{\kappa} \therefore\left(\mathbf{L}-\mathbf{L}_{0}\right)^{-1} \therefore \boldsymbol{\kappa}\right\rangle \\
& -\frac{1}{2}\left\langle\boldsymbol{\tau}: \boldsymbol{\Gamma}_{0, e \tau}[\boldsymbol{\tau}]\right\rangle-\frac{1}{2}\left\langle\boldsymbol{\tau}: \boldsymbol{\Gamma}_{0, e \kappa}[\boldsymbol{\kappa}]\right\rangle-\frac{1}{2}\left\langle\boldsymbol{\kappa}: \boldsymbol{\Gamma}_{0, \phi \tau}[\boldsymbol{\tau}]\right\rangle-\frac{1}{2}\left\langle\boldsymbol{\kappa}: \boldsymbol{\Gamma}_{0, \phi \kappa}[\boldsymbol{\kappa}]\right\rangle . \tag{236}
\end{align*}
$$

Equation (235) is the maximum principle of Hashin and Shtrikman for stress-gradient materials. In comparison with classical elasticity, it involves four generalized Green operators.

By standard lines of argument, it can be shown that for $\mathbf{C}<\mathbf{C}_{0}, \mathbf{L}<\mathbf{L}_{0}$, we find the Hashin-Shtrikman minimum principle

$$
\begin{equation*}
\frac{1}{2} \overline{\mathbf{e}}: \mathbf{C}_{\mathrm{eff}}: \overline{\mathbf{e}} \leq \mathcal{H}(\boldsymbol{\tau}, \kappa) . \tag{237}
\end{equation*}
$$

In the above derivation of the variational principle of Hashin and Shtrikman, we have introduced formally four Green operators. In the next section, we derive a closed-form expression of these operators for periodic and infinite domains.

### 8.2 Green operators of an infinite body

Equation (233) together with the kinematic uniform boundary conditions define the fundamental solution and Green operators for stress-gradient materials. Closed-form expressions of these operators cannot be established for bounded domains. Therefore, we present below a derivation of the Green operators of an infinite stress-gradient body. These operators are derived in Fourier space. In what follows, we adopt the following normalization of the Fourier transform and its inverse

$$
\begin{equation*}
\hat{f}(\mathbf{k})=\int_{\mathbb{R}^{d}} f(\mathbf{x}) \exp (-i \mathbf{k} \cdot \mathbf{x}) \mathrm{d} \mathbf{x}, \quad f(\mathbf{x})=\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}} \hat{f}(\mathbf{k}) \exp (i \mathbf{k} \cdot \mathbf{x}) \mathrm{d} \mathbf{k} . \tag{238}
\end{equation*}
$$

The derivation presented below is intrinsic (coordinate-free). In appendix D , an alternative, matrix-based derivation is proposed. This last approach, which is systematic, can be useful for numerical implementation.

In the remainder of section 8.2 , the " 0 " subscript referring to the reference medium will be omitted (e.g. $\mathbf{C}_{0}$ will be denoted by $\mathbf{C}$ ) unless otherwise stated.

### 8.2.1 On the relationship between the four Green operators

Interestingly, it can be shown that all four Green operators introduced above (see equation (234)) can be derived from ${ }^{4} \boldsymbol{\Gamma}_{e \tau}$. Indeed, the boundary value problem in equation (233) reads in real
space (left) and Fourier space (right)

$$
\begin{array}{ll}
\nabla \cdot \sigma=\mathbf{0}, & \hat{\sigma} \cdot i \mathbf{k}=\mathbf{0}, \\
\mathbf{R}=\nabla \sigma, & \hat{\mathbf{R}}=\hat{\boldsymbol{\sigma}} \otimes i \mathbf{k}, \\
\sigma=\mathbf{C}: \mathbf{e}+\boldsymbol{\tau}, & \hat{\sigma}=\mathbf{C}: \hat{\mathbf{e}}+\hat{\boldsymbol{\tau}}, \\
\mathbf{R}=\mathbf{L} \therefore \phi+\boldsymbol{\kappa}, & \hat{\mathbf{R}}=\mathbf{L} \therefore \hat{\boldsymbol{\phi}}+\hat{\kappa}, \\
\mathbf{e}=\nabla^{\mathrm{s}} \mathbf{u}+\nabla \cdot \phi, & \hat{\mathbf{e}}=i \hat{\mathbf{u}} \otimes \mathbf{s} \mathbf{k}+\hat{\boldsymbol{\phi}} \cdot i \mathbf{k},
\end{array}
$$

Equation (234) then read, in Fourier space

$$
\begin{equation*}
\hat{\mathbf{e}}=-\hat{\boldsymbol{\Gamma}}_{e \tau}^{\infty}: \hat{\tau}-\hat{\boldsymbol{\Gamma}}_{e \kappa}^{\infty} \therefore \hat{\boldsymbol{\kappa}}, \quad \hat{\boldsymbol{\phi}}=-\hat{\boldsymbol{\Gamma}}_{\phi \tau}^{\infty}: \hat{\boldsymbol{\tau}}-\hat{\boldsymbol{\Gamma}}_{\phi \kappa}^{\infty} \therefore \hat{\boldsymbol{\kappa}} . \tag{240}
\end{equation*}
$$

Introducing $\tilde{\boldsymbol{\phi}}=\boldsymbol{\phi}+\mathbf{M} \therefore \boldsymbol{\kappa}$, equation (239c) and (239d) can be rewritten as

$$
\begin{equation*}
\sigma=\mathbf{C}: \tilde{\mathbf{e}}+\tilde{\tau}, \quad \mathbf{R}=\mathbf{L} \therefore \tilde{\boldsymbol{\phi}}, \tag{241}
\end{equation*}
$$

where $\tilde{\mathbf{e}}$ and $\tilde{\boldsymbol{\tau}}$ are defined by

$$
\begin{equation*}
\tilde{\mathbf{e}}=\mathbf{e}+\nabla \cdot \boldsymbol{\eta}, \quad \tilde{\boldsymbol{\tau}}=\boldsymbol{\tau}-\mathbf{C}:(\nabla \cdot \boldsymbol{\eta}), \quad \boldsymbol{\eta}=\mathbf{M} \therefore \boldsymbol{\kappa} . \tag{242}
\end{equation*}
$$

The set of local fields $\tilde{\mathbf{e}}, \tilde{\boldsymbol{\tau}}, \tilde{\boldsymbol{\phi}}$ define a new auxiliary problem where $\tilde{\boldsymbol{\tau}}$ plays the role of the stress polarization tensor.

$$
\begin{align*}
& \nabla \cdot \sigma=\mathbf{0},  \tag{243a}\\
& \mathbf{R}=\nabla \sigma,  \tag{243b}\\
& \sigma=\mathbf{C}: \tilde{\mathbf{e}}+\tilde{\tau},  \tag{243c}\\
& \mathbf{R}=\mathbf{L} \therefore \tilde{\boldsymbol{\phi}},  \tag{243d}\\
& \tilde{\mathbf{e}}=\mathbf{e}+\nabla \cdot \tilde{\boldsymbol{\phi}} . \tag{243e}
\end{align*}
$$

By definition of the Green operators (see equations (233) and (234)), the solution to equation (243) can be expressed as

$$
\begin{equation*}
\hat{\tilde{\mathbf{e}}}=-\hat{\boldsymbol{\Gamma}}_{e \tau}^{\infty}: \hat{\tilde{\tau}}, \quad \hat{\tilde{\boldsymbol{\phi}}}=-\hat{\boldsymbol{\Gamma}}_{\phi \tau}^{\infty}: \hat{\tilde{\boldsymbol{\tau}}} \tag{244}
\end{equation*}
$$

which can be further rearranged to obtain

$$
\begin{align*}
& \hat{\mathbf{e}}=-\hat{\boldsymbol{\Gamma}}_{e \tau}^{\infty}: \hat{\boldsymbol{\tau}}+i \hat{\boldsymbol{\Gamma}}_{e \tau}^{\infty}:[\mathbf{C}:(\hat{\boldsymbol{\eta}} \cdot \mathbf{k})]-i \hat{\boldsymbol{\eta}} \cdot \mathbf{k},  \tag{245a}\\
& \hat{\boldsymbol{\phi}}=-\hat{\boldsymbol{\Gamma}}_{\phi \tau}^{\infty}: \hat{\boldsymbol{\tau}}+i \hat{\boldsymbol{\Gamma}}_{\phi \tau}^{\infty}:[\mathbf{C}:(\hat{\boldsymbol{\eta}} \cdot \mathbf{k})]-\hat{\boldsymbol{\eta}} . \tag{245b}
\end{align*}
$$

Combining equation (240) and (244), we find

$$
\begin{align*}
& \hat{\boldsymbol{\Gamma}}_{e k}^{\infty}=-\left[\left(\hat{\boldsymbol{\Gamma}}_{e \tau}^{\infty}: \mathbf{C}-\mathbf{I}\right) \otimes i \mathbf{k}\right] \therefore \mathbf{M}  \tag{246a}\\
& \hat{\boldsymbol{\Gamma}}_{\phi K}^{\infty}=-\left[\hat{\boldsymbol{\Gamma}}_{\phi \tau}^{\infty}:(\mathbf{C} \otimes i \mathbf{k})-\mathbf{I}\right] \therefore \mathbf{M}, \tag{246b}
\end{align*}
$$

Finally, it can be shown that (see appendix E)

$$
\begin{equation*}
\left\langle\boldsymbol{\tau}: \boldsymbol{\Gamma}_{e \kappa}^{\infty}[\boldsymbol{\kappa}]\right\rangle=\left\langle\boldsymbol{\kappa} \therefore \boldsymbol{\Gamma}_{\phi \tau}^{\infty}[\boldsymbol{\tau}]\right\rangle, \tag{247}
\end{equation*}
$$

from which we can derive $\boldsymbol{\Gamma}_{\phi \tau}^{\infty}$ in terms of $\boldsymbol{\Gamma}_{e \kappa}^{\infty}$, which in turn can be deduced from $\boldsymbol{\Gamma}_{e \tau}^{\infty}$ thanks to equation (246a). Equations (246a), (246b) and (247) show that all Green operators can be deduced from the sole operator $\boldsymbol{\Gamma}_{e \tau}^{\infty}$, which we now set out to evaluate.

### 8.2.2 Evaluation of $\hat{\Gamma}_{e \tau}^{\infty}$

To compute $\boldsymbol{\Gamma}_{e \tau}^{\infty}$, we plug $\boldsymbol{\kappa}=\mathbf{0}$ in equation (239)

$$
\begin{array}{ll}
\nabla \cdot \sigma=\mathbf{0}, & \hat{\sigma} \cdot i \mathbf{k}=\mathbf{0}, \\
\mathbf{R}=\nabla \sigma, & \hat{\mathbf{R}}=\hat{\boldsymbol{\sigma}} \otimes i \mathbf{k}, \\
\sigma=\mathbf{C}: \mathbf{e}+\boldsymbol{\tau}, & \hat{\sigma}=\mathbf{C}: \hat{\mathbf{e}}+\hat{\tau}, \\
\mathbf{R}=\mathbf{L} \therefore \phi, & \hat{\mathbf{R}}=\mathbf{L} \therefore \hat{\phi}, \\
\mathbf{e}=\nabla^{s} \mathbf{u}+\nabla \cdot \phi, & \hat{\mathbf{e}}=i \hat{\mathbf{u}} \stackrel{\mathrm{~s}}{\otimes} \mathbf{k}+\hat{\phi} \cdot i \mathbf{k} .
\end{array}
$$

Substituting equation (248e), (248b) into equation (248c), we find

$$
\begin{equation*}
\hat{\sigma}=i(\mathbf{C} \cdot \hat{\mathbf{u}}) \cdot \mathbf{k}-\mathbf{C}:([\mathbf{M} \therefore(\hat{\boldsymbol{\sigma}} \otimes \mathbf{k})] \cdot \mathbf{k})+\hat{\tau}, \tag{249}
\end{equation*}
$$

where the generalized compliance tensor is defined in section 6.5 .2 (see equation (136))

$$
\begin{equation*}
\mathbf{M}=\ell^{2} \mathbf{K} \therefore(\mathbf{S} \otimes \mathbf{I}) \therefore \mathbf{K} . \tag{250}
\end{equation*}
$$

It follows from equation (249) that

$$
\begin{equation*}
\mathbf{M} \therefore(\hat{\boldsymbol{\sigma}} \otimes \mathbf{k})=\ell^{2} \mathbf{K} \therefore[(\mathbf{S}: \hat{\boldsymbol{\sigma}}) \otimes \mathbf{k}]=\ell^{2}(\mathbf{S}: \hat{\boldsymbol{\sigma}}) \otimes \mathbf{k}-\frac{\ell^{2}}{2} \mathbf{I} \cdot[(\mathbf{S}: \hat{\boldsymbol{\sigma}}) \cdot \mathbf{k}], \tag{251}
\end{equation*}
$$

where we used the property $\mathbf{K}=\mathbf{I}-\mathbf{J}$. Plugging equation (251) in equation (249), we have

$$
\begin{equation*}
\hat{\sigma}=i(\mathbf{C} \cdot \hat{\mathbf{u}}) \cdot \mathbf{k}-\ell^{2} k^{2} \hat{\sigma}+\frac{\ell^{2}}{2}(\mathbf{C} \cdot[(\mathbf{S}: \hat{\boldsymbol{\sigma}}) \cdot \mathbf{k}]) \cdot \mathbf{k}+\hat{\boldsymbol{\tau}}, \tag{252}
\end{equation*}
$$

which can be further rearranged to obtain

$$
\begin{equation*}
\hat{\boldsymbol{\sigma}}=\mathbf{X}^{-1}:[i(\mathbf{C} \cdot \hat{\mathbf{u}}) \cdot \mathbf{k}+\hat{\tau}], \tag{253}
\end{equation*}
$$

where we denote $\mathbf{X}=\left(1+\ell^{2} k^{2}\right) \mathbf{I}-\frac{\ell^{2}}{2}(\mathbf{C} \cdot \mathbf{k}) \cdot(\mathbf{k} \cdot \mathbf{S})$ and $k=\|\mathbf{k}\|$. Combining equation (248a) and equation (253), we find

$$
\begin{equation*}
\hat{\mathbf{u}}=i \mathbf{A}^{-1} \cdot\left(\mathbf{k} \cdot \mathbf{X}^{-1}\right): \hat{\boldsymbol{\tau}} \tag{254}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{A}=\mathbf{k} \cdot\left(\mathbf{X}^{-1}: \mathbf{C}\right) \cdot \mathbf{k}=\frac{4 k^{2} \mu(1-v)}{(1-2 v)\left(2+k^{2} \ell^{2}\right)} \mathbf{p}+\frac{4 k^{2} \mu}{3 \ell^{2} k^{2}+4} \mathbf{q} \tag{255}
\end{equation*}
$$

which can be seen as an analogue of the acoustic tensor $\mathbf{k} \cdot \mathbf{C} \cdot \mathbf{k}$ in classical elasticity. It can be verified that this tensor coincides with the classical acoustic tensor for vanishing material internal length $\ell=0$. Note that the above second-rank projectors $\mathbf{p}, \mathbf{q}$ are respectively defined by

$$
\begin{equation*}
\mathbf{p}=\mathbf{n} \otimes \mathbf{n}, \quad \mathbf{q}=\mathbf{I}-\mathbf{n} \otimes \mathbf{n} \tag{256}
\end{equation*}
$$

where $\mathbf{n}=\mathbf{k} /\|\mathbf{k}\|$.

Once the displacement is determined, the Cauchy deformation $\boldsymbol{\varepsilon}$ is obtained as the symmetric gradient of the displacement. We introduce the auxiliary Green operator $\hat{\boldsymbol{\Gamma}}_{\varepsilon \tau}^{\infty}$ that maps the stress polarization tensor $\boldsymbol{\tau}$ to the (opposite of the) strain $\boldsymbol{\varepsilon}$

$$
\begin{equation*}
\hat{\boldsymbol{\varepsilon}}=\frac{i}{2}(\mathbf{k} \otimes \mathbf{u}+\mathbf{u} \otimes \mathbf{k})=-\hat{\boldsymbol{\Gamma}}_{\varepsilon \tau}^{\infty}: \hat{\tau} \tag{257}
\end{equation*}
$$

Using the compact notation of Walpole (1984) for fourth-rank, transversely isotropic tensors (see appendix F), $\hat{\boldsymbol{\Gamma}}_{\varepsilon \tau}^{\infty}$ reads

$$
\hat{\boldsymbol{\Gamma}}_{\varepsilon \tau}=\left(\frac{1}{4 \mu\left(1-v^{2}\right)\left(1+k^{2} \ell^{2}\right)}\left[\begin{array}{cc}
2\left(-v^{2}\left(k^{2} \ell^{2}+2\right)+(1-v)\left(k^{2} \ell^{2}+1\right)\right) & -\sqrt{2} v k^{2} \ell^{2}(1-v)  \tag{258}\\
0 & 0
\end{array}\right], 0, \frac{1}{2 \mu}\right) .
$$

Interestingly, it is seen that the Green operator $\hat{\boldsymbol{\Gamma}}_{\varepsilon \tau}^{\infty}$ is not symmetric when $\ell \neq 0$. For vanishing material internal length, $\hat{\boldsymbol{\Gamma}}_{\varepsilon \tau}$ reduces to its counterpart in classical elasticity (which is symmetric) as expected. Substituting expression (254) of the displacement in equation (253), we find

$$
\hat{\boldsymbol{\sigma}}=\left(\frac{1}{\left(1+k^{2} \ell^{2}\right)(1-v)}\left[\begin{array}{cc}
0 & 0  \tag{259}\\
-\sqrt{2} v & 1-v
\end{array}\right], \frac{1}{\ell^{2} k^{2}+1}, 0\right): \hat{\tau}
$$

then

$$
\begin{equation*}
\hat{\boldsymbol{\phi}} \cdot i \mathbf{k}=-\hat{\boldsymbol{\Gamma}}_{\nabla \cdot \phi, \tau}^{\infty}: \hat{\boldsymbol{\tau}}, \tag{260}
\end{equation*}
$$

where

$$
\hat{\Gamma}_{\nabla \cdot \phi, \tau}^{\infty}=\left(\frac{k^{2} \ell^{2}}{4 \mu\left(1-v^{2}\right)\left(1+k^{2} \ell^{2}\right)}\left[\begin{array}{cc}
-2 v^{2} & \sqrt{2} v(1-v)  \tag{261}\\
2 \sqrt{2} v(1-v) & 2(1-v)^{2}
\end{array}\right], \frac{k^{2} \ell^{2}}{2 \mu\left(k^{2} \ell^{2}+1\right)}, 0\right)
$$

The above operator $\hat{\Gamma}_{\nabla \cdot \phi, \tau}^{\infty}$ is not symmetric either when $\ell \neq 0$. It vanishes for $\ell=0$. Gathering the above results, we finally find

$$
\hat{\mathbf{e}}=\hat{\boldsymbol{\varepsilon}}+\hat{\boldsymbol{\phi}} \cdot i \mathbf{k}=\left(-\hat{\boldsymbol{\Gamma}}_{\varepsilon \tau}^{\infty}-\hat{\boldsymbol{\Gamma}}_{\nabla \cdot \phi, \tau}^{\infty}\right): \hat{\boldsymbol{\tau}}=\hat{\boldsymbol{\Gamma}}_{e \tau}^{\infty}: \hat{\boldsymbol{\tau}},
$$

which yields

$$
\begin{align*}
& \hat{\boldsymbol{\Gamma}}_{e \tau}^{\infty}=\hat{\boldsymbol{\Gamma}}_{e \tau}^{\infty}+\hat{\boldsymbol{\Gamma}}_{\nabla \cdot \phi, \tau}^{\infty}, \\
& =\left(\frac{1}{2 \mu\left(1-v^{2}\right)\left(1+k^{2} \ell^{2}\right)}\left[\begin{array}{cc}
(1-v)\left(1+k^{2} \ell^{2}\right)-2 v^{2} & -\sqrt{2} v k^{2} \ell^{2} \\
-\sqrt{2} v k^{2} \ell^{2} & k^{2} \ell^{2}(1-v)^{2}
\end{array}\right], \frac{k^{2} \ell^{2}}{2 \mu\left(k^{2} \ell^{2}+1\right)}, \frac{1}{2 \mu}\right) . \tag{262}
\end{align*}
$$

The Green operator $\hat{\boldsymbol{\Gamma}}_{e \tau}^{\infty}$ is symmetric. Furthermore, for vanishing internal length, $\ell \rightarrow 0$, we recover the Green operator for strains in classical elasticity

$$
\hat{\boldsymbol{\Gamma}}^{\infty}=\left(\frac{1}{2 \mu(1-v)}\left[\begin{array}{cc}
1-2 v & 0  \tag{263}\\
0 & 0
\end{array}\right], 0, \frac{1}{2 \mu}\right)
$$

From $\hat{\boldsymbol{\Gamma}}_{e \tau}^{\infty}$, the remaining Green operators $\hat{\boldsymbol{\Gamma}}_{e \kappa}^{\infty}, \hat{\boldsymbol{\Gamma}}_{\phi \tau}^{\infty}, \hat{\boldsymbol{\Gamma}}_{\phi \kappa}^{\infty}$ can readily be derived as shown in section 8.2.1.

The Green operators derived above depend on the material internal length $\ell$ of the reference medium through the dimensionless product $k \ell(k=\|\mathbf{k}\|)$, which suggests that the variational principle of Hashin and Shtrikman developed in section 8.1 should lead to size dependent bounds. This will be explored in the next section, where we restore the subscript " 0 " referring to the reference medium.

### 8.3 Hashin-Shtrikman bounds

On the basis of the Hashin-Shtrikman variational principle developed in section 8.1, we derive bounds on the effective properties of $N$-phase isotropic stress-gradient materials. Assuming statistical isotropy, the effective stiffness is an isotropic tensor (i.e. characterized by effective bulk and shear moduli). Following Hashin and Shtrikman (1963), we use phase-wise constant polarization fields

$$
\begin{equation*}
\boldsymbol{\tau}(\mathbf{x})=\sum_{\alpha=1}^{N} \chi_{\alpha}(\mathbf{x}) \boldsymbol{\tau}_{\alpha}, \quad \boldsymbol{\kappa}(\mathbf{x})=\sum_{\alpha=1}^{N} \chi_{\alpha}(\mathbf{x}) \boldsymbol{\kappa}_{\alpha} \tag{264}
\end{equation*}
$$

where $\chi_{\alpha}(\mathbf{x})$ is the indicator function of phase $\alpha$ and $\boldsymbol{\tau}_{\alpha}, \boldsymbol{\kappa}_{\alpha}$ are constant tensors.
Evaluating the functional $\mathcal{H}$ of Hashin and Shtrikman (see equation (236)) with the above choice of polarization fields then delivers bounds on the effective properties.

### 8.3.1 Evaluation of the functional of Hashin and Shtrikman for phasewise constant polarization fields

It can readily be shown that

$$
\begin{equation*}
1=\sum_{\alpha=1}^{N} f_{\alpha}, \quad\langle\boldsymbol{\tau}\rangle=\sum_{\alpha=1}^{N} f_{\alpha} \boldsymbol{\tau}_{\alpha}, \quad\langle\boldsymbol{\kappa}\rangle=\sum_{\alpha=1}^{N} f_{\alpha} \boldsymbol{\kappa}_{\alpha}, \tag{265}
\end{equation*}
$$

where $f_{\alpha}$ denotes the volume fraction of phase $\alpha$. Evaluation of the first three terms of $\mathcal{H}$ (see equation (236)) is straightforward

$$
\begin{align*}
& \overline{\mathbf{e}}:\langle\boldsymbol{\tau}\rangle=\overline{\mathbf{e}}: \sum_{\alpha=1}^{N} f_{\alpha} \boldsymbol{\tau}_{\alpha},  \tag{266}\\
& \left\langle\boldsymbol{\tau}:\left(\mathbf{C}-\mathbf{C}_{0}\right)^{-1}: \boldsymbol{\tau}\right\rangle=\sum_{\alpha=1}^{N} f_{\alpha} \boldsymbol{\tau}_{\alpha}:\left(\mathbf{C}_{\alpha}-\mathbf{C}_{0}\right)^{-1}: \boldsymbol{\tau}_{\alpha},  \tag{267}\\
& \left\langle\boldsymbol{\kappa}:\left(\mathbf{L}-\mathbf{L}_{0}\right)^{-1} \therefore \boldsymbol{\kappa}\right\rangle=\sum_{\alpha=1}^{N} f_{\alpha} \boldsymbol{\kappa}_{\alpha} \therefore\left(\mathbf{L}_{\alpha}-\mathbf{L}_{0}\right)^{-1} \therefore \boldsymbol{\kappa}_{\alpha} . \tag{268}
\end{align*}
$$

The terms involving the Green operators for strains are more difficult to evaluate. It should be noted that, the Green operators for a bounded domain $\Omega$ are generally unknown. Within the framework of classical elasticity, Willis (1977) heuristically argued that the integral involving the

Green operator $\boldsymbol{\Gamma}_{0}$ over the domain $\Omega$ can be approximated by an integral over $\mathbb{R}^{3}$. The Green operator $\boldsymbol{\Gamma}_{0}$ for finite domain is thus replaced by $\Gamma_{0}^{\infty}$ for infinite domain, which has a simple expression in Fourier space due to its translational invariance. More specifically, Willis (1977) applied $\boldsymbol{\Gamma}_{0}^{\infty}$ on the fluctuation part of polarization tensor $\boldsymbol{\tau}$ :

$$
\begin{equation*}
\left\langle\boldsymbol{\tau}: \boldsymbol{\Gamma}_{0}[\boldsymbol{\tau}]\right\rangle \approx \frac{1}{V} \int_{\mathbf{x}, \mathbf{y} \in \Omega} \tau(\mathbf{x}): \boldsymbol{\Gamma}_{0}^{\infty}(\mathbf{y}-\mathbf{x}):(\boldsymbol{\tau}(\mathbf{y})-\langle\boldsymbol{\tau}\rangle) \mathrm{d} \mathbf{x} \mathrm{~d} \mathbf{y} \tag{269}
\end{equation*}
$$

The Green operator for infinite body $\boldsymbol{\Gamma}_{0}^{\infty}$ is singular at the origin and the integral in equation (269) has to be interpreted in the sense of distributions. The approximation in equation (269) was rigorously justified by Brisard et al. (2013) for Cauchy elasticity. The work of these authors has not yet been extended to stress-gradient elasticity, and we will therefore assume that the approximation (269) of Willis (1977) holds for stress-gradient materials. In other words, the Green operators of finite body $\Omega$ will be replaced by their counterparts of the unbounded domain, the explicit expressions of which were found in section 8.2.

Owing to the statistical homogeneity and ergodicity, we have

$$
\begin{align*}
& \left\langle\boldsymbol{\tau}: \boldsymbol{\Gamma}_{0, e \tau}^{\infty}[\boldsymbol{\tau}-\chi\langle\boldsymbol{\tau}\rangle]\right\rangle=\mathbb{E}\left\{\left\langle\boldsymbol{\tau}: \boldsymbol{\Gamma}_{0, e \tau}^{\infty}[\boldsymbol{\tau}-\chi\langle\boldsymbol{\tau}\rangle]\right\rangle\right\} \\
& =\mathbb{E}\left\{\frac{1}{V} \int_{\mathbf{x}, \mathbf{y} \in \Omega} \boldsymbol{\tau}(\mathbf{x}): \boldsymbol{\Gamma}_{0, e \tau}^{\infty}(\mathbf{y}-\mathbf{x}):(\boldsymbol{\tau}(\mathbf{y})-\chi\langle\boldsymbol{\tau}\rangle) \mathrm{d} \mathbf{x} d \mathbf{y}\right\} \\
& =\frac{1}{V} \sum_{\alpha, \beta=1}^{N} \boldsymbol{\tau}_{\alpha}: \int_{\mathbf{x}, \mathbf{y} \in \Omega}\left(\mathbb{E}\left\{\chi_{\alpha}(\mathbf{x}) \chi_{\beta}(\mathbf{y})\right\}-f_{\alpha} f_{\beta}\right) \boldsymbol{\Gamma}_{0, e \tau}^{\infty}(\mathbf{y}-\mathbf{x}) \mathrm{d} \mathbf{x} \mathbf{d} \mathbf{y}: \boldsymbol{\tau}_{\beta} \\
& =\frac{1}{V} \sum_{\alpha, \beta=1}^{N} \boldsymbol{\tau}_{\alpha}: \int_{\mathbf{x}, \mathbf{y} \in \Omega}\left(\boldsymbol{S}_{2}^{(\alpha \beta)}(\mathbf{y}-\mathbf{x})-f_{\alpha} f_{\beta}\right) \boldsymbol{\Gamma}_{0, e \tau}^{\infty}(\mathbf{y}-\mathbf{x}) \mathrm{d} \mathbf{x} \mathbf{d} \mathbf{y}: \boldsymbol{\tau}_{\beta}, \tag{270}
\end{align*}
$$

where $\chi$ is the characteristic function of the domain $\Omega, \mathcal{S}_{2}^{(\alpha \beta)}(\mathbf{y}-\mathbf{x})=\mathbb{E}\left\{\chi_{\alpha}(\mathbf{x}) \chi_{\beta}(\mathbf{y})\right\}$ denotes the two-point probability function. We deduce that

$$
\begin{equation*}
\left\langle\boldsymbol{\tau}: \boldsymbol{\Gamma}_{0, e \tau}^{\infty}[\boldsymbol{\tau}-\chi\langle\boldsymbol{\tau}\rangle]\right\rangle=\frac{1}{V} \sum_{\alpha, \beta=1}^{N} \boldsymbol{\tau}_{\alpha}: \int_{\mathbf{r} \in \mathbb{R}^{3}}\left(\mathcal{S}_{2}^{(\alpha \beta)}(r)-f_{\alpha} f_{\beta}\right) \boldsymbol{\Gamma}_{0, e \tau}^{\infty}(\mathbf{r}) \mathrm{d} \mathbf{r}: \boldsymbol{\tau}_{\beta}=\sum_{\alpha, \beta=1}^{N} \boldsymbol{\tau}_{\alpha}: \mathbf{A}_{\alpha \beta}^{e \tau}: \boldsymbol{\tau}_{\beta} \tag{271}
\end{equation*}
$$

where we denote

$$
\begin{equation*}
\mathbf{A}_{\alpha \beta}^{e \tau}=\frac{1}{V} \int_{\mathbf{r} \in \mathbb{R}^{3}}\left(\mathcal{S}_{2}^{(\alpha \beta)}(r)-f_{\alpha} f_{\beta}\right) \boldsymbol{\Gamma}_{0, e \tau}^{\infty}(\mathbf{r}) \mathrm{d} \mathbf{r} \tag{272}
\end{equation*}
$$

which is equivalent to the influence tensor $\mathbf{A}_{\alpha \beta}$ introduced by Willis (1977) in classical elasticity. Similarly

$$
\begin{align*}
& \left\langle\boldsymbol{\tau}: \boldsymbol{\Gamma}_{0, e \kappa}^{\infty}[\boldsymbol{\kappa}]\right\rangle=\sum_{\alpha, \beta=1}^{N} \boldsymbol{\tau}_{\alpha}: \mathbf{A}_{\alpha \beta}^{e \kappa} \therefore \boldsymbol{\kappa}_{\beta},  \tag{273}\\
& \left\langle\boldsymbol{\kappa}: \boldsymbol{\Gamma}_{0, \phi \tau}^{\infty}[\boldsymbol{\tau}]\right\rangle=\sum_{\alpha, \beta=1}^{N} \boldsymbol{\kappa}_{\alpha} \therefore \mathbf{A}_{\alpha \beta}^{\phi \tau}: \boldsymbol{\tau}_{\beta},  \tag{274}\\
& \left\langle\boldsymbol{\kappa} \therefore \boldsymbol{\Gamma}_{0, \phi \kappa}^{\infty}[\boldsymbol{\kappa}]\right\rangle=\sum_{\alpha, \beta=1}^{N} \boldsymbol{\kappa}_{\alpha} \therefore \mathbf{A}_{\alpha \beta}^{\phi \kappa} \therefore \boldsymbol{\kappa}_{\beta} . \tag{275}
\end{align*}
$$

We recall that the Green operators $\boldsymbol{\Gamma}_{0, e \kappa}^{\infty}(\mathbf{r}), \boldsymbol{\Gamma}_{0, \phi \tau}^{\infty}(\mathbf{r})$ are odd functions of $\mathbf{r}$ (see section (8.2)) while $\mathcal{S}_{2}^{(\alpha \beta)}(r)$ is an even function of $\mathbf{r}$. As a consequence, $\mathbf{A}_{\alpha \beta}^{e \kappa}=\mathbf{A}_{\alpha \beta}^{\phi \tau}=\mathbf{0}$.

In classical elasticity, Willis (1977) showed that $\mathbf{A}_{\alpha \beta}$ does not depend on the two-point probability function (in the case of statistical isotropy and isotropic elasticity). This is no longer true of stress-gradient materials, where both $\mathbf{A}_{\alpha \beta}^{e \tau}$ and $\mathbf{A}_{\alpha \beta}^{\phi \kappa}$ depend the two-point probability function.

### 8.3.2 Optimization of the functional of Hashin and Shtrikman

Gathering the above results, the functional of Hashin and Shtrikman (236) reduces to

$$
\begin{align*}
\mathcal{H}= & \frac{1}{2} \overline{\mathbf{e}}: \mathbf{C}_{0}: \overline{\mathbf{e}}+\overline{\mathbf{e}}: \sum_{\alpha=1}^{N} f_{\alpha} \boldsymbol{\tau}_{\alpha} \\
& -\frac{1}{2} \sum_{\alpha=1}^{N} f_{\alpha} \boldsymbol{\tau}_{\alpha}:\left(\mathbf{C}_{\alpha}-\mathbf{C}_{0}\right)^{-1}: \boldsymbol{\tau}_{\alpha}-\frac{1}{2} \sum_{\alpha=1}^{N} f_{\alpha} \boldsymbol{\kappa}_{\alpha} \therefore\left(\mathbf{L}_{\alpha}-\mathbf{L}_{0}\right)^{-1} \therefore \boldsymbol{\kappa}_{\alpha} \\
& -\frac{1}{2} \sum_{\alpha, \beta=1}^{N} \boldsymbol{\tau}_{\alpha}: \mathbf{A}_{\alpha \beta}^{e \tau}: \boldsymbol{\tau}_{\beta}-\frac{1}{2} \sum_{\alpha, \beta=1}^{N} \boldsymbol{\kappa}_{\alpha} \therefore \mathbf{A}_{\alpha \beta}^{\phi \kappa} \therefore \boldsymbol{\kappa}_{\beta} . \tag{276}
\end{align*}
$$

To obtain the lower (resp. upper) bound, we have to maximize (resp. minimize) the function $\mathcal{H}$ with respect to $\left(\boldsymbol{\tau}_{1}, \ldots, \boldsymbol{\tau}_{N}, \boldsymbol{\kappa}_{1}, \ldots, \boldsymbol{\kappa}_{N}\right)$. It is observed that in the above expression of $\mathcal{H}, \boldsymbol{\tau}_{\alpha}$ and $\boldsymbol{\kappa}_{\alpha}$ are uncoupled. Optimization is thus carried out independently with respect to these two families of tensors, leading to the following system of equations

$$
\begin{align*}
f_{\alpha}\left(\mathbf{C}_{\alpha}-\mathbf{C}_{0}\right)^{-1}: \boldsymbol{\tau}_{\alpha}+\sum_{\beta=1}^{N} \mathbf{A}_{\alpha \beta}^{e \tau}: \boldsymbol{\tau}_{\beta}=f_{\alpha} \overline{\mathbf{e}},  \tag{277a}\\
f_{\alpha}\left(\mathbf{L}_{\alpha}-\mathbf{L}_{0}\right)^{-1} \therefore \boldsymbol{\kappa}_{\alpha}+\sum_{\beta=1}^{N} \mathbf{A}_{\alpha \beta}^{\phi \kappa} \therefore \boldsymbol{\kappa}_{\beta}=\mathbf{0} . \tag{277b}
\end{align*}
$$

Equation (277b) yields $\boldsymbol{\kappa}_{\alpha}=\mathbf{0}$ for $\alpha=1, \cdots, N$. We finally obtain

- lower bound:

$$
\begin{equation*}
\overline{\mathbf{e}}: \mathbf{C}_{\text {eff }}: \overline{\mathbf{e}} \geq \overline{\mathbf{e}}: \mathbf{C}_{0}: \overline{\mathbf{e}}+\overline{\mathbf{e}}:\left\langle\tau^{\mathrm{opt}}\right\rangle, \quad \text { for } \mathbf{C} \geq \mathbf{C}_{0}, \mathbf{L} \geq \mathbf{L}_{0}, \tag{278}
\end{equation*}
$$

- upper bound:

$$
\begin{equation*}
\overline{\mathbf{e}}: \mathbf{C}_{\text {eff }}: \overline{\mathbf{e}} \leq \overline{\mathbf{e}}: \mathbf{C}_{0}: \overline{\mathbf{e}}+\overline{\mathbf{e}}:\left\langle\tau^{\mathrm{opt}}\right\rangle, \quad \text { for } \mathbf{C} \leq \mathbf{C}_{0}, \mathbf{L} \leq \mathbf{L}_{0}, \tag{279}
\end{equation*}
$$

where $\boldsymbol{\tau}^{\text {opt }}$ solves (277a).
Under the assumption of statistical isotropy, classical Hashin-Shtrikman bounds depend on the mechanical properties and volume fractions of each constituent only. However, For stress-gradient composites, these bounds depend also on the two-point probability function. In order to go further, we must specify the underlying microstructure (the two-point probability function).

### 8.3.3 On the choice of the two-point probability function

As previously argued, the two-point probability function must be specified to obtain explicit expressions of the bounds. The present analysis is restricted to two-phase materials, for which (Willis, 1982)

$$
\begin{equation*}
\mathcal{S}_{2}^{(\alpha \beta)}(r)-f_{\alpha} f_{\beta}=f_{\alpha}\left(\delta_{\alpha \beta}-f_{\beta}\right) \mathcal{R}(r), \quad \text { (no sum) } \tag{280}
\end{equation*}
$$

where $\mathcal{R}(r)$ is the two point correlation function. In order to obtain reliable predictions on the effective properties of stress-gradient composites, realistic correlation functions are necessary in our formulation. In practical applications, nanocomposites are often made up of spherical particles embedded in a homogeneous matrix. Therefore, the Verlet and Weis (1972) model is particularly suited to this kind of materials (see section 8.3.3.1). We first consider the correlation function of Debye et al. (1957), which is instructive as it leads to closed-form expressions (see section 8.3.3.2).

### 8.3.3.1 Debye's correlation function

The correlation function of Debye et al. (1957) describes so-called "perfect" disorder. It is given by the following expression

$$
\begin{equation*}
\mathcal{R}_{\mathrm{D}}(r)=\exp \left(-\frac{r}{b}\right), \quad \hat{\mathcal{R}}_{\mathrm{D}}(k)=\frac{8 \pi b^{3}}{\left(1+k^{2} b^{2}\right)^{2}}, \tag{281}
\end{equation*}
$$

where $b$ is a constant interpreted as a correlation length. To the best of our knowledge, $\mathcal{R}_{\mathrm{D}}$ is not realizable (in the sense that the authors do not produce microstructure that realize this correlation function). Evaluation of the general bounds of section 8.3.2 delivers the explicit expressions

- lower bound: for $\mathbf{C}>\mathbf{C}_{0}, \mathbf{L}>\mathbf{L}_{0}$

$$
\begin{equation*}
\mathbf{C}_{\text {eff }} \geq \mathbf{C}_{\text {lower }}^{\mathrm{HS}}=\left\{\sum_{\alpha=1}^{2} f_{\alpha} \mathbf{C}_{\alpha}:\left[\mathbf{I}+\mathbf{P}:\left(\mathbf{C}_{\alpha}-\mathbf{C}_{0}\right)\right]^{-1}\right\}:\left\{\sum_{\beta=1}^{2} f_{\beta}\left[\mathbf{I}+\mathbf{P}:\left(\mathbf{C}_{\beta}-\mathbf{C}_{0}\right)\right]\right\}^{-1}, \tag{282}
\end{equation*}
$$

- upper bound: for $\mathbf{C}<\mathbf{C}_{0}, \mathbf{L}<\mathbf{L}_{0}$

$$
\begin{equation*}
\mathbf{C}_{\text {eff }} \leq \mathbf{C}_{\text {upper }}^{\mathrm{HS}}=\left\{\sum_{\alpha=1}^{2} f_{\alpha} \mathbf{C}_{\alpha}:\left[\mathbf{I}+\mathbf{P}:\left(\mathbf{C}_{\alpha}-\mathbf{C}_{0}\right)\right]^{-1}\right\}:\left\{\sum_{\beta=1}^{2} f_{\beta}\left[\mathbf{I}+\mathbf{P}:\left(\mathbf{C}_{\beta}-\mathbf{C}_{0}\right)\right]\right\}^{-1}, \tag{283}
\end{equation*}
$$

where $\mathbf{P}$ is the following isotropic, fourth-rank tensor (which is derived in appendix G)

$$
\begin{equation*}
\mathbf{P}=3 p \mathbf{J}+2 q \mathbf{K}, \tag{284}
\end{equation*}
$$

with

$$
\begin{equation*}
p=\frac{\left(1-2 v_{0}\right)\left(1+v_{0}+3 h(2+h)\left(1-v_{0}\right)\right)}{18 \mu_{0}\left(1-v_{0}^{2}\right)(1+h)^{2}}, \quad q=\frac{8-10 v_{0}+15 h(2+h)\left(1-v_{0}\right)}{60 \mu_{0}\left(1-v_{0}\right)(1+h)^{2}} \tag{285}
\end{equation*}
$$

in which we denoted $h=\ell_{0} / b$. For vanishing material internal length $\ell_{0} \rightarrow 0$, this tensor reduces to the classical Hill tensor of a spherical inclusion embedded in a Cauchy reference medium with stiffness $\mathbf{C}_{0}$. It is observed that, although the classical Hill tensor depends on the properties of the reference material and the shape of the inclusion only, $\mathbf{P}$ also depends on the correlation length $b$ and the material internal length $\ell_{0}$.

If the reference medium is chosen such that

$$
\begin{align*}
& \kappa_{0} \leq \min \left(\kappa_{1}, \kappa_{2}\right), \quad \mu_{0} \leq \min \left(\mu_{1}, \mu_{2}\right), \quad \frac{\mu_{0}}{\ell_{0}^{2}} \leq \min \left(\frac{\mu_{1}}{\ell_{1}^{2}}, \frac{\mu_{2}}{\ell_{2}^{2}}\right),  \tag{286}\\
& \frac{4\left(3 \kappa_{0}-2 \mu_{0}\right) \mu_{0}}{\left(3 \kappa_{0}+10 \mu_{0}\right) \ell_{0}^{2}} \leq \min \left(\frac{4\left(3 \kappa_{1}-2 \mu_{1}\right) \mu_{1}}{\left(3 \kappa_{1}+10 \mu_{1}\right) \ell_{1}^{2}}, \frac{4\left(3 \kappa_{2}-2 \mu_{2}\right) \mu_{2}}{\left(3 \kappa_{2}+10 \mu_{2}\right) \ell_{2}^{2}}\right), \tag{287}
\end{align*}
$$

we then obtain the Hashin-Shtrikman lower bound. The inequality in equation (282) reduces to

$$
\begin{align*}
& \kappa_{\mathrm{eff}} \geq \frac{(1-f) \kappa_{1}\left[p\left(\kappa_{0}-\kappa_{2}\right)-1\right]+f \kappa_{2}\left[p\left(\kappa_{0}-\kappa_{1}\right)-1\right]}{(1-f)\left[p\left(\kappa_{0}-\kappa_{2}\right)-1\right]+f\left[p\left(\kappa_{0}-\kappa_{1}\right)-1\right]},  \tag{288a}\\
& \mu_{\mathrm{eff}} \geq \frac{(1-f) \mu_{1}\left[q\left(\mu_{0}-\mu_{2}\right)-1\right]+f \mu_{2}\left[q\left(\mu_{0}-\mu_{1}\right)-1\right]}{(1-f)\left[q\left(\mu_{0}-\mu_{2}\right)-1\right]+f\left[q\left(\mu_{0}-\mu_{1}\right)-1\right]}, \tag{288b}
\end{align*}
$$

where $p$ and $q$ are the components of tensor $\mathbf{P}$. If the reference medium is chosen to be stiffer than all phases, the Hashin-Shtrikman upper bound is obtained (inequalities (288) are reversed).

When $\ell_{0} \rightarrow 0$ ( $b$ being fixed), the classical Hashin-Shtrikman bounds are retrieved regardless of the correlation length (and the material internal lengths of the composite). Conversely, for $b \rightarrow 0$ ( $\ell_{0}$ being fixed) (the medium $\Omega$ is nearly uncorrelated), the above bounds reduce to the classical Reuss bounds. This was not unexpected, since this case is formally equivalent to $\ell_{0} \rightarrow \infty$ ( $b$ being fixed), which was discussed at the end of section 6.5.

### 8.3.3.2 The model of Verlet and Weis

An important statistical characterization of nanocomposites made up by non overlapping spherical inclusion is the radial distribution function $g(r)$ (Torquato, 2002). It shows how the number density varies as a function of distance from a fixed particle. Markov and Willis (1998) showed that the two-point correlation function $\mathcal{R}(r)$ of a random dispersion of non overlapping spheres can be expressed as a sum of a well-stirred part $\mathcal{R}^{\mathrm{ws}}(r)$ (see also Torquato and Stell (1985)) and a correction term $\mathcal{R}^{*}(r)$ which involves the radial distribution function $g(r)$

$$
\begin{equation*}
\mathcal{R}(r)=\mathcal{R}^{\mathrm{ws}}(r)+\mathcal{R}^{*}(r) \tag{289}
\end{equation*}
$$

where $\mathcal{R}^{*}(r)$ can be neglected for $f \leq 12.5 \%$. The expressions of $\mathcal{R}^{\mathrm{ws}}(r)$ and $\mathcal{R}^{*}(r)$, expressed in terms of $\rho=r / a$, are reported here for convenience

$$
\mathcal{R}^{\mathrm{ws}}(\rho)= \begin{cases}\frac{1}{1-f}\left[(1-f)-\frac{3 \rho}{4}+\frac{(1+3 f) \rho^{3}}{16}-\frac{9 f \rho^{4}}{160}+\frac{f \rho^{6}}{2240}\right], & 0 \leq \rho \leq 2  \tag{290}\\ \frac{f}{1-f} \frac{(\rho-4)^{4}\left(36-34 \rho-16 \rho^{2}-\rho^{3}\right)}{2240 \rho}, & 2 \leq \rho \leq 4 \\ 0, & 4 \leq \rho\end{cases}
$$

and

$$
\mathcal{R}^{*}(\rho)= \begin{cases}\frac{f}{1-f} \int_{\rho}^{\rho+2} F(\rho, \eta)[g(\eta)-1] \mathrm{d} \eta, & 0 \leq \rho \leq 2  \tag{291}\\ \frac{f}{1-f}\left[\int_{2}^{\rho} F(-\rho,-\eta)[g(\eta)-1] \mathrm{d} \eta+\int_{\rho}^{\rho+2} F(\rho, \eta)[g(\eta)-1] \mathrm{d} \eta\right], & 2 \leq \rho \leq 4 \\ \frac{f}{1-f}\left[\int_{\rho-2}^{\rho} F(-\rho,-\eta)[g(\eta)-1] \mathrm{d} \eta+\int_{\rho}^{\rho+2} F(\rho, \eta)[g(\eta)-1] \mathrm{d} \eta\right], & 4 \leq \rho\end{cases}
$$

in which the function $F(\rho, \eta)$ is defined by

$$
\begin{equation*}
F(\rho, \eta)=\frac{3 \eta(2+\rho-\eta)^{3}\left[4-6(\rho-\eta)+(\rho-\eta)^{2}\right]}{160 \rho} \tag{292}
\end{equation*}
$$

We recall that, in order to derive Hashin-Shtrikman bounds, we need to evaluate the Fourier transform of the correlation function

$$
\begin{equation*}
\hat{\mathcal{R}}(k)=\int_{\mathbb{R}^{3}} \mathcal{R}(\mathbf{r}) \exp (-i \mathbf{k} \cdot \mathbf{x}) \mathrm{d} \mathbf{x}=\frac{4 \pi a^{2}}{k} \int_{0}^{\infty} \mathcal{R}(\rho) \rho \sin (a k \rho) \mathrm{d} \rho . \tag{293}
\end{equation*}
$$

From equation (293) and equation (289), we have

$$
\begin{equation*}
\hat{\mathcal{R}}(k)=\frac{4 \pi a^{2}}{k} \int_{0}^{\infty}\left[\mathcal{R}^{\mathrm{ws}}(\rho)+\mathcal{R}^{*}(\rho)\right] \rho \sin (a k \rho) \mathrm{d} \rho \tag{294}
\end{equation*}
$$

By using equation (291), the calculation of $\int_{0}^{\infty} \mathcal{R}^{\mathrm{ws}}(\rho) \rho \sin (a k \rho) \mathrm{d} \rho$ is straightforward and can be given in closed-form. Upon interchanging the order of integration, the calculation of $\int_{0}^{\infty} \mathcal{R}^{*}(\rho) \rho \sin (a k \rho) \mathrm{d} \rho$ leads to

$$
\begin{align*}
& \int_{0}^{\infty} \mathcal{R}^{*}(\rho) \rho \sin (a k \rho) \mathrm{d} \rho \\
& =\frac{f}{1-f} \int_{2}^{\infty}\left[\int_{\eta-2}^{\eta} F(\rho, \eta) \rho \sin (a k \rho) \mathrm{d} \rho+\int_{\eta}^{\eta+2} F(-\rho,-\eta) \rho \sin (a k \rho) \mathrm{d} \rho\right][g(\eta)-1] \mathrm{d} \eta \\
& =\frac{9 f}{1-f} \frac{(\cos (a k) a k-\sin (a k))^{2}}{a^{6} k^{6}} \int_{2}^{\infty} \eta \sin (a k \eta)[g(\eta)-1] \mathrm{d} \eta \tag{295}
\end{align*}
$$

If the radial distribution function is given, we can compute $\hat{\mathcal{R}}(k)$ which is needed to the evaluation of Hashin-Shtrikman bounds. For low densities of non overlapping, mono-sized sphere, the most well-known statistical model is the Percus and Yevick (1958) model (later solved exactly by Wertheim (1963), see also Lebowitz (1964) for a mixture of spheres). The Percus-Yevick model is shown to be in very good agreement with numerical computations (Alder and Wainwright, 1960) for low densities of spheres. The closed form solution of Wertheim (1963) can be written as (see also Drugan and Willis (1996); Monetto and Drugan (2004))

$$
\left\{\begin{array}{l}
g_{\mathrm{PY}}(\rho, f)=0 \text { for } 0 \leq \rho \leq 2,  \tag{296}\\
\int_{0}^{\infty} \rho\left[g_{\mathrm{PY}}(\rho, f)-1\right] \exp (-s \rho) \mathrm{d} \rho=\frac{2 s L(2 s)}{3 f[L(2 s)+M(2 s) \exp (2 s)]}-\frac{1}{s^{2}},
\end{array}\right.
$$

where the function $L(s)$ and $M(s)$ are defined by

$$
\begin{align*}
L(s) & =12 f\left[\left(1+\frac{f}{2}\right) s+1+2 f\right]  \tag{297}\\
M(s) & =(1-f)^{2} s^{3}+6 f(1-f) s^{2}+18 f^{2} s-12 f(1+2 f) \tag{298}
\end{align*}
$$

It should be noted however that this model does not give good predictions at high densities of spheres. To overcome this shortcoming, Verlet and Weis (1972) introduced an empirical correction to the model of Percus and Yevick (1958), which greatly improves the accuracy of the radial distribution function at very high densities of spheres. The radial distribution function of Verlet and Weis (1972) can be written as (Monetto and Drugan, 2004)

$$
\begin{equation*}
g_{\mathrm{VW}}(\rho, f)=g_{\mathrm{PY}}\left(\rho / \phi, f^{\prime}\right)+\delta(\rho) \text { for } \rho \geq 2 \tag{299}
\end{equation*}
$$

where $f^{\prime}=f-\frac{1}{16} f^{2}, \phi=\left(f^{\prime} / f\right)^{1 / 3}$ and

$$
\begin{equation*}
\delta(\rho)=\frac{\alpha}{\rho} \exp [\beta(2-\rho)] \cos [\beta(2-\rho)] . \tag{300}
\end{equation*}
$$

In the above expressions, $g_{\text {PY }}$ denotes the radial distribution function of Percus and Yevick (1958) (see equation (296)) and

$$
\begin{equation*}
\alpha=\frac{3}{2} \frac{f^{\prime 2}\left(1-0.7117 f^{\prime}-0.114 f^{\prime 2}\right)}{\left(1-f^{\prime}\right)^{4}}, \quad \beta=12 \alpha \frac{\left(1-f^{\prime}\right)^{2}}{f^{\prime}\left(2+f^{\prime}\right)} \tag{301}
\end{equation*}
$$

In the following, we will evaluate the Hashin-Shtrikmand bounds for the radial distribution function of Verlet and Weis (1972). Since $g(r)=0$ for $r<2 a$, the last term of equation (295) can be rewritten as

$$
\begin{equation*}
\int_{2}^{\infty} \eta \sin (a k \eta)[g(\eta)-1] \mathrm{d} \eta=\int_{0}^{\infty} \eta \sin (a k \eta)[g(\eta)-1] \mathrm{d} \eta+\int_{0}^{2} \eta \sin (a k \eta) \mathrm{d} \eta . \tag{302}
\end{equation*}
$$

Upon substituting equation (299), we find

$$
\begin{align*}
& \int_{2}^{\infty} \eta \sin (a k \eta)[g(\eta)-1] \mathrm{d} \eta \\
& =\phi^{2} \int_{0}^{\infty} \eta \sin (a k \phi \eta)\left[g_{\mathrm{PY}}\left(\eta, f^{\prime}\right)-1\right] \mathrm{d} \eta+\int_{2}^{\infty} \eta \sin (a k \eta) \delta(\eta) \mathrm{d} \eta+\int_{0}^{2} \eta \sin (a k \eta) \mathrm{d} \eta \tag{303}
\end{align*}
$$

By employing the identity

$$
\begin{equation*}
\sin (s \eta)=\frac{1}{2 i}[\exp (i s \eta)-\exp (-i s \eta)] \tag{304}
\end{equation*}
$$

and using equation (296), we find

$$
\begin{align*}
& 2 i \int_{0}^{\infty} \eta \sin (a k \phi \eta)\left[g_{\mathrm{PY}}\left(\eta, f^{\prime}\right)-1\right] \mathrm{d} \eta  \tag{305}\\
& =\lim _{s \rightarrow-i a k \phi} \int_{0}^{\infty} \eta\left[g_{\mathrm{PY}}\left(\eta, f^{\prime}\right)-1\right] \exp (-s \eta) \mathrm{d} \eta-\lim _{s \rightarrow i a k \phi} \int_{0}^{\infty} \eta\left[g_{\mathrm{PY}}\left(\eta, f^{\prime}\right)-1\right] \exp (-s \eta) \mathrm{d} \eta \tag{306}
\end{align*}
$$



Figure 8.1. The two point correlation function $\mathcal{R}(r)$ plotted as a function of (normalized) radial distance, $r / a$. This function is evaluated from Monte-Carlo simulations of assemblies of hard spheres (red dots), and compared to a direct computation by means of the model of Verlet and Weis (1972). The gray zone represents the $99 \%$ confidence interval.
so that equation (294) can be explicitly evaluated. However, the expression is too long to be reported here (see section 8.3.3.3 for a numerical evaluation of the bounds).

To close this section, we demonstrate that the model of Verlet and Weis (1972) indeed delivers an excellent approximation of the correlation function, even at high volume fractions of spherical inclusions. To do so, we used a standard Monte-Carlo simulation (Allen and Tildesley, 1987) to generate assemblies of monodisperse hard-spheres. The two point correlation function, $\mathcal{R}(r)$ was then sampled.

Figure 8.1 compares the two point correlation function $\mathcal{R}(r)$ thus obtained (with 300 realizations of assemblies of 4000 spheres) to that of Verlet and Weis (1972). The volume fraction of particles was $30 \%$. Both approaches are found to be in excellent agreement, which demonstrates the robustness of the model of Verlet and Weis (1972).

### 8.3.3.3 Discussions

In this section, we present numerical illustrations of the Hashin-Shtrikman bounds obtained within the frame of the model of Verlet and Weis. We consider successively the case of stiff inhomogeneities and soft inhomogeneities in which the material internal lengths of matrix and inclusions are equal

$$
\begin{equation*}
\mu_{\mathrm{i}}=10 \mu_{\mathrm{m}}, \quad v_{\mathrm{i}}=v_{\mathrm{m}}=0.125, \quad \ell_{\mathrm{i}}=\ell_{\mathrm{m}}=0.2 a, \tag{307}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu_{\mathrm{i}}=0.1 \mu_{\mathrm{m}}, \quad v_{\mathrm{i}}=v_{\mathrm{m}}=0.125, \quad \ell_{\mathrm{i}}=\ell_{\mathrm{m}}=0.2 a \tag{308}
\end{equation*}
$$

Figure 8.2 plots the bounds on the effective bulk (left) and shear (right) moduli as a function of the volume fraction of inclusions in the case of stiff inhomogeneities. The reference medium is chosen to be the matrix (lower bound) or the inclusion (upper bound). Interestingly, it is observed that the Mori-Tanaka estimate does not coincide with the Hashin-Shtrikman lower bound. It is at odds with classical Cauchy materials, for which the Mori-Tanaka estimate yields the Hashin-Shtrikman lower (resp. upper) bound for stiff (resp. soft) spherical inclusions.


Figure 8.2. Stiff inhomogeneity case: Hashin-Shtrikman bounds derived by using the Verlet-Weis model on the effective bulk (left) and shear (right) moduli. $\mu_{\mathrm{i}}=10 \mu_{\mathrm{m}}, v_{\mathrm{i}}=\nu_{\mathrm{m}}=0.125, \ell_{\mathrm{i}}=\ell_{\mathrm{m}}=0.2 a$.


Figure 8.3. Stiff inhomogeneity case: Hashin-Shtrikman bounds derived by using the Verlet-Weis model on the effective bulk (left) and shear (right) moduli. $\mu_{\mathrm{i}}=10 \mu_{\mathrm{m}}, \nu_{\mathrm{i}}=\nu_{\mathrm{m}}=0.125$. The volume fraction is fixed at $40 \%$.

Figure 8.3 plots the bounds at a fixed volume fraction $f=40 \%$ for various values of the material internal length. It is observed that the Mori-Tanaka estimate only coincides with the Hashin-Shtrikman lower bound for $\ell / a \rightarrow 0$ (classical elasticity case).

It should be noted that the Mori-Tanaka estimation is based on the solution to Eshelby's spherical inhomogeneity problem (see section 7.3). In fact, it does not account for the interaction between inclusions. As a consequence, for high densities of spheres, Mori-Tanaka estimate fails to deliver reliable results. This is better illustrated in figure 8.4 (the case of soft inhomogeneity) where the Mori-Tanaka estimate falls outside Hashin-Shtrikman bounds for volume fractions larger than $30 \%$. Note that the reference medium is chosen to be the inclusion (lower bound) or the matrix (upper bound). Figure 8.5 plots the bounds at a fixed volume fraction $f=40 \%$ for various values of material internal length. Similarly to the stiff case, it is observed that the Mori-Tanaka estimate only coincides with the Hashin-Shtrikman upper bound for $\ell / a \rightarrow 0$ (classical elasticity case).

To close this section, we discuss the sensitivity of the Hashin-Shtrikman bounds to the microstructure. It is recalled that for stress-gradient materials, the bounds are found to depend on the microstructure through the correlation function. This is at odds with the same bounds for


Figure 8.4. Soft inhomogeneity case: Hashin-Shtrikman bounds derived by using the Verlet-Weis model on the effective bulk (left) and shear (right) moduli. $\mu_{\mathrm{i}}=0.1 \mu_{\mathrm{m}}, v_{\mathrm{i}}=v_{\mathrm{m}}=0.125, \ell_{\mathrm{i}}=\ell_{\mathrm{m}}=0.2 a$.


Figure 8.5. Soft inhomogeneity case: Hashin-Shtrikman bounds derived by using the Verlet-Weis model on the effective bulk (left) and shear (right) moduli. $\mu_{\mathrm{i}}=0.1 \mu_{\mathrm{m}}, v_{\mathrm{i}}=v_{\mathrm{m}}=0.125$. The volume fraction is fixed at $40 \%$.


Figure 8.6. Hashin-Shtrikman bounds derived by Verlet-Weis model (green) and Debye model (yellow) on the effective bulk (left) and shear modulus (right) as a function of $\ell / a$. The volume fraction is fixed at $f=20 \%$. The mechanical properties of materials $\mu_{\mathrm{i}}=10 \mu_{\mathrm{m}}, v_{\mathrm{i}}=\nu_{\mathrm{m}}=0.125$.
classical (Cauchy) materials, for which the correlation function vanishes (in the isotropic case).
In order to quantify this dependency, it is interesting to compare the bounds obtained with the correlation function of Verlet and Weis (1972) with those obtained with the correlation function of Debye et al. (1957) (material parameters and volume fractions being identical in both cases). In order to allow for a relevant comparison, we need to relate the correlation length $b$ in the model of Debye et al. (1957) to the radius $a$ of the particles in the model of Verlet and Weis (1972). We chose the following identification

$$
\begin{equation*}
b=\int_{0}^{\infty} \mathcal{R}_{\mathrm{D}}(r) \mathrm{d} r=\int_{0}^{\infty} \mathcal{R}_{\mathrm{VW}}(r) \mathrm{d} r \tag{309}
\end{equation*}
$$

We found $b=0.578 a$ for $f=20 \%$ and $b=0.478 a$ for $f=40 \%$. These values of the correlation length $b$ are then plugged in equation (288) to derive the Hashin-Shtrikman bounds.

The Hashin-Shtrikman bounds derived by Verlet-Weis model (green zone) and Debye model (yellow) are plotted as a function of material internal length of the reference medium for two volume fractions, $f=20 \%$ (figure 8.6) and $f=40 \%$ (figure 8.7). In both cases, the material properties were $\mu_{\mathrm{i}}=10 \mu_{\mathrm{m}} \nu_{\mathrm{i}}=\nu_{\mathrm{m}}=0.125$ and $\ell_{\mathrm{i}}=\ell_{\mathrm{m}}$. In the same plot, we present the Mori-Tanaka estimate produced in section 7.3. As expected, both families of bounds coincide for $\ell_{0} \rightarrow 0$.

More interestingly, we observe no significant difference between the bounds produced by the models of Verlet and Weis (1972) and Debye et al. (1957) for a wide range of material internal lengths. This result suggests that although the Hashin-Shtrikman bounds for stress-gradient composites depend on the underlying microstructure (unlike classical Cauchy materials), this dependency is rather weak.

In this chapter, we established the variational principle of Hashin-Shtrikman for stressgradient composites. The derivation followed the general variational framework developed by Willis (1983); Talbot and Willis (1985); Willis (1991) for non-linear Cauchy materials. In turn, Hashin-Shtrikman bounds were derived by using phase-wise constant trial fields. An interesting (but expected) result is that the bounds depend on the two-point probability function, which is not the case in classical elasticity.


Figure 8.7. Hashin-Shtrikman bounds derived by Verlet-Weis model (green) and Debye model (yellow) on the effective bulk (left) and shear modulus (right) as a function of $\ell / a$. The volume fraction is fixed at $f=40 \%$. The mechanical properties of materials $\mu_{\mathrm{i}}=10 \mu_{\mathrm{m}}, v_{\mathrm{i}}=\nu_{\mathrm{m}}=0.125$.

The general bounds were then evaluated for two-phase stress-gradient composites. This required to specify the two-point probability function. We used successively the Debye et al. (1957) and Verlet and Weis (1972) models. The latter corresponds to an assembly of mono-sized hard sphere particles and remains accurate at relatively high densities. Quite remarkably, the Mori-Tanaka estimate derived in chapter 7 falls outside the Hashin-Shtrikman bounds for soft inhomogeneities, even at moderate volume fractions. This result is in disagreement with isotropic Cauchy materials where the Mori-Tanaka estimate coincides with the lower (stiff inhomogeneity) or upper bounds (soft inhomogeneity) (under the assumption of statistical isotropy).

As already mentioned, the Hashin-Shtrikman bounds depend explicitly on the two-point probability function. This chapter closes with a study on the sensitivity of these bounds to the two-point probability function. For fixed correlation length and identical mechanical material properties, we observed no significant difference between the bounds produced by the models of Debye et al. (1957) and Verlet and Weis (1972). This result is consistent with classical Cauchy elasticity (where no dependence at all is observed).

## Chapter 9

## Conclusions \& Perspectives

Nanocomposites are widely used engineering materials. As such, the estimation of their macroscopic mechanical properties is of great concern. To this end, generalized continua are attractive material models which are able to reproduce (at least qualitatively) some tendencies (e.g. sizeeffects). With this goal in mind, the stress-gradient model introduced by Forest and Sab (2012) (see also Sab et al., 2016) was investigated in the second part of this thesis. Due to the existence of at least one material internal length, the homogenization of stress-gradient model results in macroscopically homogeneous materials exhibiting size-effects.

In chapter 6, the derivation of the stress-gradient model was first revisited by minimizing the complementary strain energy. We showed that the equilibrium equations require the stressgradient to be work-conjugate to a trace-free generalized strain variable (the trace of the stressgradient being constrained). We also stated and discussed the essential boundary conditions; unlike Cauchy mechanics, the full stress tensor (rather than the traction vector) is prescribed at the boundary. We then extended the classical (potential, complementary) energy principles to stress-gradient bodies. Drawing inspiration from the work of Aifantis (1992) and Gao and Park (2007), we proposed a simplified model of stress-gradient, linear elasticity. It requires only one (rather than three in the general, isotropic case) material internal length. We further showed that this model induces boundary layers near the free-surface of a rectangular beam undergoing pure bending. Interestingly, the normalized bending stiffness of the beam decreases as the beam thickness decreases (the material internal length being fixed): this is an example of softening size-effect. While this result is not relevant for most nano-beams where the stiffening size-effect is generally observed experimentally, atomistic simulation suggests that some nano silicon beam might exhibit softening size-effect. For such materials, the strain-gradient model is inadequate, while the stress-gradient model has the required qualitative behavior.

In chapter 7, a framework based on a (generalized) Hill-Mandel lemma for the homogenization of stress gradient composites was then established. In which we assumed that the material internal length is comparable or much smaller than the typical size of the heterogeneities. In this case, the stress-gradient material is homogenized as a macroscopically homogeneous Cauchy material. We derived boundary conditions (kinematic uniform, static uniform, periodic and mixed boundary conditions) that are suitable to the computation of the apparent compliance of linearly elastic materials. Remarkably, we concluded that stress-gradient materials exhibit a softening size-effect in the effective properties. More precisely, a decrease of the size of the heterogeneities (the material internal length being kept constant) induces a decrease of the
macroscopic stiffness. This result shows that, although conceptually similar, stress-gradient materials are not equivalent to strain-gradient materials (which predict the opposite, stiffening size-effect). Based on the solution to Eshelby's spherical inhomogeneity problem, which was derived for isotropic and uniaxial loading, we produced Mori-Tanaka estimates of the effective properties of stress-gradient composites with spherical inclusions.

In chapter 8, Hashin-Shtrikman variational principle for stress-gradient materials were then derived. Upon substituting phase-wise constant trial fields, we found the Hashin-Shtrikman bounds for stress-gradient composites. This requires the Green operators of an infinite stressgradient body that we then obtained explicitly. As expected, the bounds depend on the two-point probability function. This is at odds with isotropic Cauchy materials where this function vanishes (under the assumption of statistical isotropy). We then obtained explicitly expressions of bounds for Debye et al. (1957) and Verlet and Weis (1972) model. Remarkably, the Mori-Tanaka estimate previously obtained falls outside the bounds for moderate volume fractions ( $>30 \%$ ). This result is at odds with classical elasticity where the Mori-Tanaka estimate coincides with the lower (stiff inhomogeneity) or the upper (soft inhomogeneity) bounds. This results underlines the fact that the Mori-Tanaka estimate does not account for the interaction between inclusions. Furthermore, we also addressed the sensitivity of the obtained bounds to the two-point probability function (the correlation length being fixed). It was shown that this sensitivity is weak for the case under consideration.

The work presented in the second part of this thesis can be extended or improved in several directions. Firstly, more advanced homogenization techniques such as full field simulations can be invoked to account for fine-scale microstructure features. In this case, the LippmannSchwinger formalism based on the closed-form expression of the Green operators derived in section 8.2 (see also appendix D) can be adopted in a FFT based framework (Moulinec and Suquet, 1994, 1998) for stress-gradient materials (it should be observed that in Fourier space, the Green operators of periodic and unbounded bodies coincide). It should be noted however that Lippmann-Schwinger solvers for stress-gradient elasticity are much more costly than their classical elasticity counterparts (the number of unknowns per cell is much higher and evaluation of the Green operator is more costly).

Secondly, the closed-form solution to Eshelby's problem for other kind of inclusion shapes (ellipsoidal, polygonal, etc) is of great interest. This solution would help to explore the effect of various geometrical parameters (e.g. aspect ratio of ellipsoidal inclusion) on the effective properties of stress-gradient composites. However, the solution to the inhomogeneity problem might not be analytically tractable.

Thirdly, the Hashin-Shtrikman bounds derived in chapter 8 can be further improved by using enriched (non uniform) trial fields. This is expected to produce sharper bounds. Furthermore, the Hashin-Shtrikman bounds were derived under the assumption that the Green operators of a finite body can be replaced by their counterparts of an infinite body. Its rigorous justification remains an open question for both stress- and strain- gradient materials. Other kinds of bounds could also be considered. For instance, the security-sphere bounds (Keller et al., 1967) which remain finite at infinite mechanical contrast. In this case, the solution to Eshelby's spherical inhomogeneity embedded in a finite matrix can be employed as trial fields in the minimum (complementary, potential) energy principle.

Finally, although the work presented above is restricted to linear elasticity, it probably
proposes basic building blocks for the extension to nonlinear mechanical behaviors.

## Part IV

## Closing remark

In this work, we have investigated the computation of the macroscopic mechanical properties of heterogeneous materials. Depending on the characteristic length(s) considered, the material model was described, at the microscale, by Cauchy or generalized continua. Under the scale separation condition, homogenization of such materials leads to a macroscopic homogeneous Cauchy medium.

In the first part, a Cauchy medium was considered at the microscale, and homogenization of random microstructures was numerically performed over a large number of realizations. In order to alleviate the associated computational cost, we proposed a homogenization approach relying on a mesoscopic description of the random materials (within a filtering framework). In particular, we presented the construction, identification and validation of a random field model representing the elasticity tensor at the mesoscopic scale. It was shown that the random field model parameters can be successfully identified from a limited number of realizations (using the maximum likelihood method). The model is further shown to deliver accurate results on the ensemble average apparent properties. The proposed methodology is general and was illustrated on a prototypical microstructure.

In the second part, the homogenization of stress-gradient composites was discussed, and a general framework for the homogenization of such materials was notably established. As a very first step towards the full field homogenization of such materials, a mean field approach was adopted. It was shown that the stress- and strain-gradient models define complementary behaviors. In particular, the stress-gradient model describes a class of materials that exhibit a softening size-effect. In addition, Mori-Tanaka estimate and Hashin-Shtrikman bounds for stressgradient composites were then derived. Interestingly, the Hashin-Shtrikman bounds depend on the microstructure as expected, this dependency is weak (in terms of effective properties).

The work presented in this thesis was concerned with linear elastic materials. It may pave the way to extensions to nonlinear mechanical behaviors.

## Part V

## Appendix

## Appendix A

## Numerical resolution of the auxiliary problem

This part gives a brief introduction about FFT based methods to numerically resolve the auxiliary problem defined by equations (5) and (18). It relies on the discretization of the so-called Lippmann-Schwinger equation. For a homogeneous reference material with stiffness $\mathbf{C}_{0}$, we introduce the stress polarization tensor $\boldsymbol{\tau}(\mathbf{x})$ as

$$
\begin{equation*}
\boldsymbol{\tau}(\mathbf{x}):=\left(\mathbf{C}(\mathbf{x})-\mathbf{C}_{0}\right): \boldsymbol{\varepsilon}(\mathbf{x}) \tag{310}
\end{equation*}
$$

The corrector problem defined by equation (5) can be rewritten as

$$
\begin{align*}
\nabla \cdot \sigma & =\mathbf{0},  \tag{311a}\\
\sigma(\mathbf{x}) & =\mathbf{C}_{0}: \boldsymbol{\varepsilon}(\mathbf{x})+\boldsymbol{\tau}(\mathbf{x}),  \tag{311b}\\
\boldsymbol{\varepsilon}(\mathbf{x}) & =\nabla^{\mathrm{s}} \mathbf{u},  \tag{311c}\\
\mathbf{u}(\mathbf{x}) & =\overline{\boldsymbol{\varepsilon}} \cdot \mathbf{x}+\mathbf{u}^{\mathrm{per}}(\mathbf{x}), \tag{311d}
\end{align*}
$$

where the loading parameter $\bar{\varepsilon}$ coincides with the average strain, $\bar{\varepsilon}=\langle\boldsymbol{\varepsilon}\rangle$. The solution to equation (311) can be expressed in terms of the Green operator for strains (Kröner, 1977)

$$
\begin{equation*}
\varepsilon(\mathbf{x})=\bar{\varepsilon}-\int_{\Omega} \Gamma_{0}(\mathbf{x}-\mathbf{y}) \tau(\mathbf{y}) \mathrm{d} \Omega=\bar{\varepsilon}-\Gamma_{0}[\tau](\mathbf{x}) . \tag{312}
\end{equation*}
$$

Upon substituting (310) in equation (312), we finally find that

$$
\begin{equation*}
\varepsilon(\mathbf{x})=\bar{\varepsilon}-\Gamma_{0}\left[\left(\mathbf{C}-\mathbf{C}_{0}\right): \varepsilon\right](\mathbf{x}), \tag{313}
\end{equation*}
$$

which is known as the Lippmann-Schwinger equation (Zeller and Dederichs, 1973).
In their seminal work, Moulinec and Suquet $(1994,1998)$ proposed to discretize equation (313) on a cartesian grid. They seek for the strain tensor in the space of band-limited, symmetric, second-order tensors $\boldsymbol{\varepsilon}^{\beta}$ and solve the equation ( $\beta$ : voxel index)

$$
\begin{equation*}
\boldsymbol{\varepsilon}^{\beta}+\boldsymbol{\Gamma}_{0}^{\mathrm{trunc}}\left[\left(\mathbf{C}^{\beta}-\mathbf{C}_{0}\right): \boldsymbol{\varepsilon}^{\beta}\right]=\overline{\boldsymbol{\varepsilon}}, \tag{314}
\end{equation*}
$$

by a fixed point method, where $\boldsymbol{\Gamma}_{0}^{\text {trunc }}$ is the truncated Green operator for strains and the stiffness tensor $\mathbf{C}^{\beta}$ is constant in voxel $\beta$. The main asset is that the convolution product appearing in
equation (314) can be efficiently computed by Fast Fourier Transform algorithm (see Frigo and Johnson (2005)).

The resulting numerical scheme is simple and efficient. However, it does not converge for rigid inclusions or pores (Moulinec and Suquet, 1994, 1998). Moreover, how to handle heterogeneous voxels remains unclear. In order to overcome this shortcoming, numerous contributions have been proposed

- Accelerated schemes to reduce the number of iterations: the accelerated-scheme combined with a multigrid approach of Eyre and Milton (1999), the augmented Lagrangian approach of Michel et al. (2001), the accelerated scheme by conjugate gradients of Zeman et al. (2010), the polarization-based approach of Monchiet and Bonnet (2012), the filtering scheme Gélébart and Ouaki (2015), etc.
- Approximate discrete Green operators for improving both the accuracy of local fields and the convergence rate: truncated (Moulinec and Suquet, 1994, 1998), filtered (Brisard and Dormieux, 2010, 2012), finite difference (Willot et al., 2014; Willot, 2015), etc
- Extensions to more complex mechanical behavior: viscoelasticity (Šmilauer and Bažant, 2010), nonlinear (Gélébart and Mondon-Cancel, 2013), elasto viscoplastic (Lebensohn et al., 2012), permeability (Bignonnet and Dormieux, 2014), etc

Recent contributions of Brisard and Dormieux $(2010,2012)$ introduce a unified framework for FFT based method. The discretization of the Lippmann-Schwinger equation and the resolution of the associated linear system are clearly separated. A consistent rule to deal with heterogeneous voxels was also proposed. With the help of equation (310), (Brisard and Dormieux, 2010, 2012) rewrite equation (312) in term of polarization as unknown:

$$
\begin{equation*}
\left(\mathbf{C}(\mathbf{x})-\mathbf{C}_{0}\right)^{-1}: \tau(\mathbf{x})+\boldsymbol{\Gamma}_{0}[\tau](\mathbf{x})=\bar{\varepsilon} \tag{315}
\end{equation*}
$$

The weak form of (315) reads:

$$
\begin{equation*}
\underbrace{\left\langle\boldsymbol{\sigma}:\left(\mathbf{C}-\mathbf{C}_{0}\right)^{-1}: \boldsymbol{\tau}\right\rangle+\left\langle\boldsymbol{\varpi}:\left(\boldsymbol{\Gamma}_{0} * \boldsymbol{\tau}\right)\right\rangle}_{a(\boldsymbol{\tau}, \boldsymbol{\pi})}=\underbrace{\langle\bar{\varepsilon}: \boldsymbol{\varpi}\rangle}_{f(\boldsymbol{\pi})}, \tag{316}
\end{equation*}
$$

and the resulting variational problem

$$
\begin{equation*}
\text { find } \tau \in \mathbb{V} \text { such that, for all } \varpi \in \mathbb{V}: a(\tau, \varpi)=f(\varpi), \tag{317}
\end{equation*}
$$

where $\mathbb{V}$ is the space of square integrable, symmetric second-order tensors. The Galerkin discretization of equation (316) is then defined by Brisard and Dormieux (2012):

$$
\begin{equation*}
\text { find } \boldsymbol{\tau}^{h} \in \mathbb{V}^{h} \text { such that, for all } \boldsymbol{\varpi}^{h} \in \mathbb{V}^{h}: a\left(\tau^{h}, \boldsymbol{\varpi}^{h}\right)=f\left(\boldsymbol{\varpi}^{h}\right), \tag{318}
\end{equation*}
$$

where $\mathbb{V}^{h}$ is the space of voxel-wise constant polarizations. Interestingly, this provides a consistent rule for the discretization of the stiffness tensor for a heterogeneous voxel $\beta$

$$
\begin{equation*}
\left(\mathbf{C}_{\beta}^{h}-\mathbf{C}_{0}\right)^{-1}=\frac{1}{\Omega_{\beta}^{h}} \int_{\Omega_{\beta}^{h}}\left[\mathbf{C}(\mathbf{x})-\mathbf{C}_{0}\right] \mathrm{d} V_{\mathbf{x}} . \tag{319}
\end{equation*}
$$

It is worth noticing that the evaluation of $\left\langle\boldsymbol{\varpi}:\left(\boldsymbol{\Gamma}_{0} * \boldsymbol{\tau}\right)\right\rangle$ remains a difficult task. An asymptotically consistent approximation is thus introduced in Brisard and Dormieux (2012) which involves the so-called filtered Green operator for strains. The discrete variational form results in a linear system

$$
\begin{equation*}
\mathrm{A} \cdot \mathrm{x}=\mathrm{b}, \tag{320}
\end{equation*}
$$

in which the matrix A is not explicitly written (only the matrix-vector product $\mathrm{x} \mapsto \mathrm{A} \cdot \mathrm{x}$ is implemented). As a consequence, the choice of the linear solver is not limited to fixed point iterations.

## Appendix B

## Toeplitz and Circulant matrix

The correlation matrix is evaluated for points in a regular grid. As a consequence, it posses a particular matrix structure that opens opportunity for efficient numerical implementation (storage, matrix-vector product). In this appendix, we present some materials for the numerical implementation of the Toeplitz and circulant matrix.

## B. 1 Circulant matrix

A $n \times n$ circulant matrix $C_{n}$ is a matrix of the form

$$
C_{n}=\left(\begin{array}{cccc}
c_{0} & c_{1} & \cdots & c_{n-1}  \tag{321}\\
c_{n-1} & c_{0} & \cdots & c_{n-2} \\
\vdots & \ddots & \ddots & \vdots \\
c_{n-1} & \cdots & \cdots & c_{0}
\end{array}\right) .
$$

It is completely specified by its first row $c=\left[\begin{array}{llll}c_{0} & c_{1} & \cdots & c_{n-1}\end{array}\right]$. The circulant matrix $C_{n}$ is diagonalized by the following form:

$$
\begin{equation*}
C_{n}=F_{n}^{-1} \Lambda F_{n}, \tag{322}
\end{equation*}
$$

where $\Lambda=\operatorname{diag}\left(\lambda_{0}, \ldots, \lambda_{n-1}\right)$ is a diagonal matrix containing eigenvalues of $C_{n}: \Lambda=\operatorname{DFT}[c]$ and $F_{n}$ is the Fourier matrix: $F_{n}(j, k)=\frac{1}{\sqrt{n}} \exp (-(j-1)(k-1) 2 \pi l / n)$. Therefore, the multiplication between a circulant matrix $C_{n}$ with a vector $z$ can be computed efficiently in $O(N \log N)$ time

```
Algorithm 2: Fast circulant matrix-vector product
    Data: First row \(c\) of circulant matrix \(C_{n}\), vector \(z\)
    Result: Matrix vector product \(y=C z\)
    \(\hat{z}=\mathrm{DFT}[z]\)
    \(\hat{c}=\mathrm{DFT}[c]\)
    \(y=\mathrm{DFT}^{-1}[\hat{c} \circ \hat{z}]\)
    NOTA: o element-wise vector product.
```


## B. 2 Multilevel circulant matrix

A $m^{\text {th }}$-level circulant matrix $C$ has the following form

$$
C=\left(\begin{array}{cccc}
C_{0} & C_{1} & \cdots & C_{n-1}  \tag{323}\\
C_{n-1} & C_{0} & \cdots & C_{n-2} \\
\vdots & \ddots & \ddots & \vdots \\
C_{n-1} & \cdots & \cdots & C_{0}
\end{array}\right),
$$

where each block $C_{i}(i=0 \cdots n-1)$ is a $(m-1)^{\text {th }}$-level circulant matrix. The size of matrix $C$ is $n^{m} \times n^{m}$. The $m^{\text {th }}$-level circulant matrix $C$ is completely specified by its first row $c$.

The product between matrix $C$ with a vector $z$ can be computed efficiently by the following algorithm

```
Algorithm 3: Fast multilevel circulant matrix-vector product
    Data: First row \(c\) of \(m^{\text {th }}\)-level circulant matrix \(C\), vector \(z\)
    Result: Matrix vector product \(y=C z\)
    \(c^{\prime}=c\).reshape \(\underbrace{(n, \cdots, n)}_{m \text { times }}\)
    \(z^{\prime}=z\).reshape \(\underbrace{(n, \cdots, n)}_{m \text { times }}\)
    \(\hat{c}=\mathrm{DFT}_{m}\left[c^{\prime}\right]\)
    \(\hat{z}=\mathrm{DFT}_{m}\left[z^{\prime}\right]\)
    \(y^{\prime}=\mathrm{DFT}_{m}^{-1}[\hat{c} \circ \hat{z}]\)
    \(y=y^{\prime}\). .eshape \(\left(n^{m}\right)\)
    NOTA: \(\mathrm{DFT}_{m}\) multidimensional DFT, o element-wise product.
```


## B. 3 Toeplitz matrix

A symmetric $n \times n$ Toeplitz matrix $T_{n}$ have the following form

$$
T_{n}=\left(\begin{array}{cccc}
t_{0} & t_{1} & \cdots & t_{n-1}  \tag{324}\\
t_{1} & t_{0} & \cdots & t_{n-2} \\
\vdots & \ddots & \ddots & \vdots \\
t_{n-1} & \cdots & \cdots & t_{0}
\end{array}\right) .
$$

The Toeplitz matrix $T_{n}$ is completely specified by its first row $t=\left[\begin{array}{llll}t_{0} & t_{1} & \cdots & t_{n-1}\end{array}\right]$.
For a given vector $z$, the matrix-vector product $T z$ can be computed efficiently in $O(N \log N)$ time by first embedded $T_{n}$ in a $(2 n-1) \times(2 n-1)$ circulant matrix $C_{2 n-1}$ whose first row: $c=\left[\begin{array}{llllllll}t_{0} & t_{1} & \cdots & t_{n-1} & t_{n-1} & t_{n-2} & \cdots & t_{1}\end{array}\right]$. As a consequence, $n-1$ zeros are padded into
the vector $z$.

```
Algorithm 4: Fast Toeplitz matrix-vector product
    Data: First row \(t=\left[\begin{array}{llll}t_{0} & t_{1} & \cdots & t_{n-1}\end{array}\right]\) of Toeplitz matrix \(T_{n}\), vector \(z\)
    Result: Matrix vector product \(y=T z\)
    Construct \(c=\left[\begin{array}{llllllll}t_{0} & t_{1} & \cdots & t_{n-1} & t_{n-1} & t_{n-2} & \cdots & t_{1}\end{array}\right]\)
    Pad \(n-1\) zeros into \(z: x=\left[\begin{array}{ll}z & 0\end{array}\right]\)
    \(\hat{x}=\mathrm{DFT}[x]\)
    \(\hat{c}=\mathrm{DFT}[c]\)
    \(y^{\prime}=\mathrm{DFT}^{-1}[\hat{c} \circ \hat{x}]\)
    \(y(i)=y^{\prime}(i)\) for \(i=0 \cdots n-1\)
    NOTA: o element-wise product.
```


## B. 4 Multilevel Toeplitz matrix

A $m^{\text {th }}$-level symmetric Toeplitz matrix $T$ has the following form

$$
T=\left(\begin{array}{cccc}
T_{0} & T_{1} & \cdots & T_{n-1}  \tag{325}\\
T_{1} & T_{0} & \cdots & T_{n-2} \\
\vdots & \ddots & \ddots & \vdots \\
T_{n-1} & \cdots & \cdots & T_{0}
\end{array}\right)
$$

where each block $T_{i}(i=0 \cdots n-1)$ is a $(m-1)^{\text {th }}$-level Toeplitz matrix. The $m^{\text {th }}$-level symmetric Toeplitz matrix $C$ is completely specified by its first row.

The product between matrix $T$ with a vector $z$ can be computed efficiently by first embedded each $n \times n$ Toeplitz block into a $(2 n-1) \times(2 n-1)$ circulant block. This embedding results in a $(2 n-1)^{m} \times(2 n-1)^{m} m^{\text {th }}$-level circulant matrix. In the same way, $(2 n-1)^{m}-n^{m}$ zeros are padded into vector $z$.
Algorithm 5: Fast multilevel Toeplitz matrix-vector product
Data: First row $t$ of $m^{\text {th }}$-level Toeplitz matrix $T$, vector $z$
Result: Matrix vector product $y=T z$
For each block $T_{i}(i=0 \cdots n-1)$, embedded $T_{i}$ into the circulant matrix $C_{i}$ (see 4)
$\operatorname{Pad}(2 n-1)^{m}-n^{m}$ zeros into vector $z$ resulting in vector $z^{\prime}$.
Compute the matrix-vector product $y^{\prime}=C z^{\prime}$ by Algorithm 3
Extract $y$ from $y^{\prime}$

## Appendix C

# On Eshelby's spherical inhomogeneity problem (uniaxial loading at infinity) 

## C. 1 Strain compatibility conditions

The strain compatibility conditions for uniaxial strain is reported here for convenience. The expressions are given in spherical coordinates defined in section (7.2.1). The strain compatibility condition reads

$$
\begin{equation*}
\boldsymbol{\Upsilon}=\operatorname{curl} \operatorname{curl} \boldsymbol{\varepsilon}=\mathbf{0}, \tag{326}
\end{equation*}
$$

in which the curl operator of $\varepsilon$ is defined as

$$
\begin{equation*}
\operatorname{curl} \boldsymbol{\varepsilon}=\nabla \times \boldsymbol{\varepsilon}=\epsilon_{i j k} \varepsilon_{m j, i} \mathbf{e}_{k} \otimes \mathbf{e}_{m}, \tag{327}
\end{equation*}
$$

where $\boldsymbol{\epsilon}$ is the permutation tensor, $\times$ denotes the cross product. It worth mentioning that $\boldsymbol{\Upsilon}$ is symmetric.

$$
\begin{align*}
\Upsilon_{r r}= & \left(\frac{1}{r^{2} \sin \theta}\left(-2 \varepsilon_{\mathrm{r} \theta}+2 \frac{\partial}{\partial \theta} \varepsilon_{\phi \phi}-\frac{\partial}{\partial \theta} \varepsilon_{\theta \theta}\right)-\frac{2 \frac{\partial}{\partial \phi} \varepsilon_{\theta \phi}}{r^{2} \sin ^{2} \theta}\right) \cos \theta \\
& -\frac{1}{r^{2} \sin \theta}\left(2 \frac{\partial}{\partial \phi} \varepsilon_{\mathrm{r} \phi}+2 \frac{\partial^{2}}{\partial \phi \partial \theta} \varepsilon_{\theta \phi}\right)+\frac{\frac{\partial^{2}}{\partial \phi^{2}} \varepsilon_{\theta \theta}}{r^{2} \sin ^{2} \theta} \\
& +\frac{1}{r^{2}}\left(r \frac{\partial}{\partial r} \varepsilon_{\phi \phi}+r \frac{\partial}{\partial r} \varepsilon_{\theta \theta}+2 \varepsilon_{\theta \theta}-2 \varepsilon_{\mathrm{rr}}-2 \frac{\partial}{\partial \theta} \varepsilon_{\mathrm{r} \theta}+\frac{\partial^{2}}{\partial \theta^{2}} \varepsilon_{\phi \phi}\right),  \tag{328}\\
\Upsilon_{r \theta}= & \left(\frac{1}{r \sin \theta}\left(-\frac{\partial}{\partial r} \varepsilon_{\phi \phi}+\frac{\partial}{\partial r} \varepsilon_{\theta \theta}\right)+\frac{\frac{\partial}{\partial \phi}}{r^{2} \sin ^{2} \theta}\right) \cos \theta \\
& +\frac{1}{r^{2} \sin \theta}\left(r \frac{\partial^{2}}{\partial \phi \partial r} \varepsilon_{\theta \phi}+\frac{\partial^{2}}{\partial \phi \partial \theta} \varepsilon_{\mathrm{r} \phi}\right) \\
& -\frac{1}{r^{2}}\left(r \frac{\partial^{2}}{\partial r \partial \theta} \varepsilon_{\phi \phi}+2 \varepsilon_{\mathrm{r} \theta}-\frac{\partial}{\partial \theta} \varepsilon_{\mathrm{rr}}\right)-\frac{\frac{\partial^{2}}{\partial \phi^{2}} \varepsilon_{\mathrm{r} \theta}}{r^{2} \sin ^{2} \theta},  \tag{329}\\
\Upsilon_{r \phi}= & \left(\frac{1}{r^{2} \sin \theta}\left(2 r \frac{\partial}{\partial r} \varepsilon_{\theta \phi}-\frac{\partial}{\partial \theta} \varepsilon_{\mathrm{r} \phi}\right)-\frac{\frac{\partial}{\partial \phi}}{r^{2} \sin ^{2} \theta}\right) \cos \theta \\
& +\frac{1}{r^{2}}\left(r \frac{\partial^{2}}{\partial r \partial \theta} \varepsilon_{\theta \phi}-2 \varepsilon_{\mathrm{r} \phi}-\frac{\partial^{2}}{\partial \theta^{2}} \varepsilon_{\mathrm{r} \phi}\right) \\
& -\frac{1}{r^{2} \sin \theta}\left(r \frac{\partial^{2}}{\partial \phi \partial r} \varepsilon_{\theta \theta}-\frac{\partial}{\partial \phi} \varepsilon_{\mathrm{rr}}-\frac{\partial^{2}}{\partial \phi \partial \theta} \varepsilon_{\mathrm{r} \theta}\right)+\frac{\varepsilon_{\mathrm{r} \phi}}{r^{2} \sin { }^{2} \theta},  \tag{330}\\
\Upsilon_{\theta \theta}= & \frac{1}{r}\left(r \frac{\partial^{2}}{\partial r^{2}} \varepsilon_{\phi \phi}+2 \frac{\partial}{\partial r} \varepsilon_{\phi \phi}-\frac{\partial}{\partial r} \varepsilon_{\mathrm{rr}}\right)-\frac{1}{r^{2} \sin ^{2} \theta}\left(2 r \frac{\partial^{2}}{\partial \phi \partial r} \varepsilon_{\mathrm{r} \phi}+2 \frac{\partial}{\partial \phi} \varepsilon_{\mathrm{r} \phi}\right) \\
& +\frac{\cos \theta}{r^{2} \sin \theta}\left(-2 r \frac{\partial}{\partial r} \varepsilon_{\mathrm{r} \theta}-2 \varepsilon_{\mathrm{r} \theta}+\frac{\partial}{\partial \theta} \varepsilon_{\mathrm{rr}}\right)+\frac{\frac{\partial^{2}}{\partial \phi^{2}} \varepsilon_{\mathrm{rr}}}{r^{2} \sin ^{2} \theta},  \tag{331}\\
\Upsilon_{\theta \phi}= & \left(\frac{1}{r^{2} \sin \theta}\left(-r \frac{\partial}{\partial r} \varepsilon_{\mathrm{r} \phi}-\varepsilon_{\mathrm{r} \phi}\right)+\frac{\frac{\partial}{\partial \phi} \varepsilon_{\mathrm{rr}}}{r^{2} \sin ^{2} \theta}\right) \cos \theta \\
& +\frac{1}{r^{2} \sin \theta}\left(r \frac{\partial^{2}}{\partial \phi \partial r} \varepsilon_{\mathrm{r} \theta}+\frac{\partial}{\partial \phi} \varepsilon_{\mathrm{r} \theta}-\frac{\partial^{2}}{\partial \phi \partial \theta} \varepsilon_{\mathrm{rr}}\right) \\
& -\frac{1}{r^{2}}\left(r^{2} \frac{\partial^{2}}{\partial r^{2}} \varepsilon_{\theta \phi}+2 r \frac{\partial}{\partial r} \varepsilon_{\theta \phi}-r \frac{\partial^{2}}{\partial r \partial \theta} \varepsilon_{\mathrm{r} \phi}-\frac{\partial}{\partial \theta} \varepsilon_{\mathrm{r} \phi}\right),  \tag{332}\\
\Upsilon_{\phi \phi}= & \frac{1}{r^{2}}\left(r^{2} \frac{\partial^{2}}{\partial r^{2}} \varepsilon_{\theta \theta}+2 r \frac{\partial}{\partial r} \varepsilon_{\theta \theta}-r \frac{\partial}{\partial r} \varepsilon_{\mathrm{rr}}-2 r \frac{\partial^{2}}{\partial r \partial \theta} \varepsilon_{\mathrm{r} \theta}-2 \frac{\partial}{\partial \theta} \varepsilon_{\mathrm{r} \theta}+\frac{\partial^{2}}{\partial \theta^{2}} \varepsilon_{\mathrm{rr}}\right), \tag{333}
\end{align*}
$$

which give 6 equations for the compatibility of strain.

## C. 2 General solution

In this case, the general expression (210) of the stress tensor depends on twelve integration constants. Recalling first that $\sigma \rightarrow \sigma^{\infty} \mathbf{e}_{z} \otimes \mathbf{e}_{z}$ as $r \rightarrow+\infty$, it can be shown that the general
solution reads, outside the spherical inhomogeneity $(r>a)$

$$
\begin{align*}
f_{1}= & -\left[\left(3 \rho_{\mathrm{m}}^{2}+3 \rho_{\mathrm{m}}+1\right) C_{4}+\rho_{\mathrm{m}}\left(39 \rho_{\mathrm{m}}^{3}+39 \rho_{\mathrm{m}}^{2}+16 \rho_{\mathrm{m}}+3\right) C_{10}\right. \\
& \left.+\left(39 \rho_{\mathrm{m}}^{4}+39 \rho_{\mathrm{m}}^{3}+9 \rho_{\mathrm{m}}^{2}-4 \rho_{\mathrm{m}}-3\right) C_{11}\right] \frac{\rho_{\mathrm{m}}}{2} \exp \left(\frac{a-r}{\ell_{\mathrm{m}}}\right) \\
& -\frac{2+v_{\mathrm{m}}}{2 v_{\mathrm{m}}} \frac{\rho_{\mathrm{m}}^{3}}{\alpha_{\mathrm{m}}^{3}} C_{2}+\frac{\rho_{\mathrm{m}}^{3}}{\alpha_{\mathrm{m}}^{3}} C_{6}-\frac{13}{2} \frac{\rho_{\mathrm{m}}^{5}}{\alpha_{\mathrm{m}}^{5}} C_{7},  \tag{334}\\
f_{2}= & {\left[\rho_{\mathrm{m}}\left(3 \rho_{\mathrm{m}}^{2}+3 \rho_{\mathrm{m}}+1\right) C_{10}+\left(3 \rho_{\mathrm{m}}^{3}+3 \rho_{\mathrm{m}}^{2}-1\right) C_{11}\right] \rho_{\mathrm{m}}^{2} \exp \left(\frac{a-r}{\ell_{\mathrm{m}}}\right) } \\
& +\frac{\rho_{\mathrm{m}}^{3}}{\alpha_{\mathrm{m}}^{3}} C_{6}+\frac{\rho_{\mathrm{m}}^{5}}{\alpha_{\mathrm{m}}^{5}} C_{7},  \tag{335}\\
f_{3}= & {\left[-\left(3 \rho_{\mathrm{m}}^{2}+3 \rho_{\mathrm{m}}+1\right) C_{4}+\left(4 \rho_{\mathrm{m}}^{2}+1\right)\left(3 \rho_{\mathrm{m}}^{2}+3 \rho_{\mathrm{m}}+1\right) C_{10}\right.} \\
& \left.+2\left(6 \rho_{\mathrm{m}}^{4}+6 \rho_{\mathrm{m}}^{3}+9 \rho_{\mathrm{m}}^{2}+7 \rho_{\mathrm{m}}+3\right) C_{11}\right] \frac{\rho_{\mathrm{m}}}{4} \exp \left(\frac{a-r}{\ell_{\mathrm{m}}}\right) \\
& +\frac{1-v_{\mathrm{m}}}{4 v_{\mathrm{m}}} \frac{\rho_{\mathrm{m}}^{3}}{\alpha_{\mathrm{m}}^{3}} C_{2}-\frac{1}{2} \frac{\rho_{\mathrm{m}}^{3}}{\alpha_{\mathrm{m}}^{3}} C_{6}+\frac{\rho_{\mathrm{m}}^{5}}{\alpha_{\mathrm{m}}^{5}} C_{7},  \tag{336}\\
f_{4}= & {\left[\left(3 \rho_{\mathrm{m}}^{2}+3 \rho_{\mathrm{m}}+1\right) C_{4}-\rho_{\mathrm{m}}\left(3 \rho_{\mathrm{m}}^{3}+3 \rho_{\mathrm{m}}^{2}+2 \rho_{\mathrm{m}}+1\right) C_{10}\right.} \\
& \left.-\left(3 \rho_{\mathrm{m}}^{4}+3 \rho_{\mathrm{m}}^{3}+9 \rho_{\mathrm{m}}^{2}+8 \rho_{\mathrm{m}}+1\right) C_{11}\right] \frac{\rho_{\mathrm{m}}}{4} \exp \left(\frac{a-r}{\ell_{\mathrm{m}}}\right) \\
& +\frac{1}{4} \frac{\rho_{\mathrm{m}}^{3}}{\alpha_{\mathrm{m}}^{3}} C_{2}-\frac{1}{2} \frac{\rho_{\mathrm{m}}^{3}}{\alpha_{\mathrm{m}}^{3}} C_{6}-\frac{1}{4} \frac{\rho_{\mathrm{m}}^{5}}{\alpha_{\mathrm{m}}^{5}} C_{7},  \tag{337}\\
f_{5}= & {\left[\left(3 \rho_{\mathrm{m}}^{2}+3 \rho_{\mathrm{m}}+1\right) C_{4}+\rho_{\mathrm{m}}\left(15 \rho_{\mathrm{m}}^{3}+15 \rho_{\mathrm{m}}^{2}+6 \rho_{\mathrm{m}}+1\right) C_{10}\right.} \\
& \left.+\left(15 \rho_{\mathrm{m}}^{4}+15 \rho_{\mathrm{m}}^{3}-3 \rho_{\mathrm{m}}^{2}-8 \rho_{\mathrm{m}}-3\right) C_{11}\right] \rho_{\mathrm{m}} \exp \left(\frac{a-r}{\ell_{\mathrm{m}}}\right)+\frac{\rho_{\mathrm{m}}^{3}}{\alpha_{\mathrm{m}}^{3}} C_{2}+5 \frac{\rho_{\mathrm{m}}^{5}}{\alpha_{\mathrm{m}}^{5}} C_{7},  \tag{338}\\
f_{6}= & -\left[\left(2 \rho_{\mathrm{m}}^{2}+2 \rho_{\mathrm{m}}+1\right) C_{4}+\rho_{\mathrm{m}}^{2}\left(3 \rho_{\mathrm{m}}^{2}+3 \rho_{\mathrm{m}}+1\right) C_{10}\right. \\
& \left.+\left(3 \rho_{\mathrm{m}}^{4}+3 \rho_{\mathrm{m}}^{3}-5 \rho_{\mathrm{m}}^{2}-6 \rho_{\mathrm{m}}-3\right) C_{11}\right] \frac{\rho_{\mathrm{m}}}{2} \exp \left(\frac{a-r}{\ell_{\mathrm{m}}}\right) \\
& +1+\frac{1-2 v_{\mathrm{m}}}{6 v_{\mathrm{m}}} \frac{\rho_{\mathrm{m}}^{3}}{\alpha_{\mathrm{m}}^{3}} C_{2}-\frac{1}{2} \frac{\rho_{\mathrm{m}}^{5}}{\alpha_{\mathrm{m}}^{5}} C_{7},  \tag{339}\\
&
\end{align*}
$$

where $\alpha_{\mathrm{m}}$ and $\rho_{\mathrm{m}}$ have been introduced in section 7.2.2, while $C_{2}, C_{4}, C_{6}, C_{7}, C_{10}$ and $C_{11}$ are integration constants.

Stresses must also remain finite at the center of the inhomogeneity ( $r=0$ ). This leads to the following form of the general solution, inside the inhomogeneity $(r<a)$

$$
\begin{align*}
f_{1}= & {\left[-\rho_{\mathrm{i}}\left(3 \rho_{\mathrm{i}}^{2}+1\right) \Im_{\mathrm{i}}+3 \rho_{\mathrm{i}}^{2} \mathfrak{C}_{\mathrm{i}}\right] D_{3}+\left[-\rho_{\mathrm{i}}^{3}\left(39 \rho_{\mathrm{i}}^{2}+16\right) \Im_{\mathrm{i}}+3 \rho_{\mathrm{i}}^{2}\left(13 \rho_{\mathrm{i}}^{2}+1\right) \mathfrak{C}_{\mathrm{i}}\right] D_{8} } \\
& +\left[3 \rho_{\mathrm{i}}\left(-13 \rho_{\mathrm{i}}^{4}-3 \rho_{\mathrm{i}}^{2}+1\right) \Im_{\mathrm{i}}+\rho_{\mathrm{i}}^{2}\left(39 \rho_{\mathrm{i}}^{2}-4\right) \mathfrak{C}_{\mathrm{i}}\right] D_{9} \\
& +D_{5}+\left(28-\frac{7+10 v_{\mathrm{i}}}{v_{\mathrm{i}}} \rho_{\mathrm{i}}^{-2}\right) \alpha_{\mathrm{i}}^{2} D_{12},  \tag{340}\\
f_{2}= & {\left[2 \rho_{\mathrm{i}}^{3}\left(3 \rho_{\mathrm{i}}^{2}+1\right) \Im_{\mathrm{i}}-6 \rho_{\mathrm{i}}^{4} \mathfrak{C}_{\mathrm{i}}\right] D_{8}+\left[6 \rho_{\mathrm{i}}^{5} \Im_{\mathrm{i}}-2 \rho_{\mathrm{i}}^{2}\left(3 \rho_{\mathrm{i}}^{2}-1\right) \mathfrak{C}_{\mathrm{i}}\right] D_{9} } \\
& +D_{5}+\left(28+\rho_{\mathrm{i}}^{-2}\right){\alpha_{\mathrm{i}}^{2} D_{12},}^{\text {a }} \tag{341}
\end{align*}
$$

$$
\begin{align*}
& f_{3}=\frac{1}{2}\left[-\rho_{\mathrm{i}}\left(3 \rho_{\mathrm{i}}^{2}+1\right) \mathfrak{S}_{\mathrm{i}}+3 \rho_{\mathrm{i}}^{2} \mathfrak{C}_{\mathrm{i}}\right] D_{3}+\frac{1}{2}\left[\rho_{\mathrm{i}}\left(12 \rho_{\mathrm{i}}^{4}+7 \rho_{\mathrm{i}}^{2}+1\right) \mathfrak{S}_{\mathrm{i}}-3 \rho_{\mathrm{i}}^{2}\left(4 \rho_{\mathrm{i}}^{2}+1\right) \mathfrak{C}_{\mathrm{i}}\right] D_{8} \\
& +\left[3 \rho_{\mathrm{i}}\left(2 \rho_{\mathrm{i}}^{4}+3 \rho_{\mathrm{i}}^{2}+1\right) \Im_{\mathrm{i}}-\rho_{\mathrm{i}}^{2}\left(6 \rho_{\mathrm{i}}^{2}+7\right) \mathfrak{C}_{\mathrm{i}}\right] D_{9} \\
& +D_{5}+\left(28-\frac{7+6 v_{\mathrm{i}}}{v_{\mathrm{i}}} \rho_{\mathrm{i}}^{-2}\right) \alpha_{\mathrm{i}}^{2} D_{12} \text {, }  \tag{342}\\
& f_{4}=\frac{1}{2}\left[\rho_{\mathrm{i}}\left(3 \rho_{\mathrm{i}}^{2}+1\right) \Im_{\mathrm{i}}-3 \rho_{\mathrm{i}}^{2} \mathfrak{C}_{\mathrm{i}}\right] D_{3}+\frac{1}{2}\left[-\rho_{\mathrm{i}}^{3}\left(3 \rho_{\mathrm{i}}^{2}+2\right) \mathfrak{\Im}_{\mathrm{i}}+\rho_{\mathrm{i}}^{2}\left(3 \rho_{\mathrm{i}}^{2}+1\right) \mathfrak{C}_{\mathrm{i}}\right] D_{8} \\
& +\frac{1}{2}\left[-\rho_{\mathrm{i}}\left(3 \rho_{\mathrm{i}}^{4}+9 \rho_{\mathrm{i}}^{2}+1\right) \mathfrak{S}_{\mathrm{i}}+\rho_{\mathrm{i}}^{2}\left(3 \rho_{\mathrm{i}}^{2}+8\right) \mathfrak{C}_{\mathrm{i}}\right] D_{9}+D_{5}+\left(28+5 \rho_{\mathrm{i}}^{-2}\right) \alpha_{\mathrm{i}}^{2} D_{12},  \tag{343}\\
& f_{5}=\left[2 \rho_{\mathrm{i}}\left(3 \rho_{\mathrm{i}}^{2}+1\right) \Im_{\mathrm{i}}-6 \rho_{\mathrm{i}}^{2} \mathfrak{C}_{\mathrm{i}}\right] D_{3}+\left[6 \rho_{\mathrm{i}}^{3}\left(5 \rho_{\mathrm{i}}^{2}+2\right) \mathfrak{\Im}_{\mathrm{i}}-2 \rho_{\mathrm{i}}^{2}\left(15 \rho_{\mathrm{i}}^{2}+1\right) \mathfrak{C}_{\mathrm{i}}\right] D_{8} \\
& +\left[6 \rho_{\mathrm{i}}\left(5 \rho_{\mathrm{i}}^{4}-\rho_{\mathrm{i}}^{2}-1\right) \mathfrak{G}_{\mathrm{i}}-2 \rho_{\mathrm{i}}^{2}\left(15 \rho_{\mathrm{i}}^{2}-8\right) \mathfrak{C}_{\mathrm{i}}\right] D_{9}+12 \frac{\alpha_{\mathrm{i}}^{2}}{\rho_{\mathrm{i}}^{2}} D_{12},  \tag{344}\\
& f_{6}=\left[-\rho_{\mathrm{i}}\left(2 \rho_{\mathrm{i}}^{2}+1\right) \mathfrak{S}_{\mathrm{i}}+2 \rho_{\mathrm{i}}^{2} \mathfrak{C}_{\mathrm{i}}\right] D_{3}+\left[-\rho_{\mathrm{i}}^{3}\left(3 \rho_{\mathrm{i}}^{2}+1\right) \mathfrak{\Im}_{\mathrm{i}}+3 \rho_{\mathrm{i}}^{4} \mathfrak{C}_{\mathrm{i}}\right] D_{8} \\
& +\left[-\rho_{\mathrm{i}}\left(3 \rho_{\mathrm{i}}^{4}-5 \rho_{\mathrm{i}}^{2}-3\right) \Im_{\mathrm{i}}+3 \rho_{\mathrm{i}}^{2}\left(\rho_{\mathrm{i}}^{2}-2\right) \mathfrak{C}_{\mathrm{i}}\right] D_{9}+D_{1}+\frac{7-4 \nu_{\mathrm{i}}}{v_{\mathrm{i}}} \frac{\alpha_{\mathrm{i}}^{2}}{\rho_{\mathrm{i}}^{2}} D_{12}, \tag{345}
\end{align*}
$$

where $\alpha_{\mathrm{i}}, \rho_{\mathrm{i}}, \mathfrak{C}_{\mathrm{i}}$ and $\mathfrak{\Im}_{\mathrm{i}}$ have been introduced in section 7.2 .2, while $D_{1}, D_{3}, D_{5}, D_{8}, D_{9}$ and $D_{12}$ are integration constants. The twelve unknown integration constants are found by enforcing the


## Appendix D

## Green operators: Matrix formulation

Here, we present a matrix formulation to calculate Green operators for strains. This approach is general and some below elements can be useful for the numerical implementation of stressgradient model.

The Mandel-Voigt representation of the stress tensor and the displacement vector are

$$
\begin{align*}
\sigma & =\left[\begin{array}{lllll}
\sigma_{11} & \sigma_{22} & \sigma_{33} & \sqrt{2} \sigma_{23} & \sqrt{2} \sigma_{13} \\
\sqrt{2} \sigma_{12}
\end{array}\right]^{\mathrm{T}},  \tag{346}\\
\mathrm{u} & =\left[\begin{array}{lll}
u_{1} & u_{2} & u_{3}
\end{array}\right]^{\mathrm{T}} . \tag{347}
\end{align*}
$$

The trace-free stress gradient can be represented by a column vector as follow

$$
\mathrm{R}=\begin{array}{llllll}
{\left[R_{111}\right.} & R_{221} & R_{331} & \sqrt{2} R_{231} & \sqrt{2} R_{131} & \sqrt{2} R_{121}, \\
R_{112} & R_{222} & R_{332} & \sqrt{2} R_{232} & \sqrt{2} R_{132} & \sqrt{2} R_{122},  \tag{348}\\
R_{113} & R_{223} & R_{333} & \sqrt{2} R_{233} & \sqrt{2} R_{133} & \sqrt{2} R_{123}
\end{array},
$$

The Cauchy deformation is derived from the displacement field

$$
\mathrm{e}=\left[\begin{array}{c}
e_{11}  \tag{349}\\
e_{22} \\
e_{33} \\
\sqrt{2} e_{23} \\
\sqrt{2} e_{13} \\
\sqrt{2} e_{12}
\end{array}\right]=\left[\begin{array}{ccc}
\partial_{1} & 0 & 0 \\
0 & \partial_{2} & 0 \\
0 & 0 & \partial_{3} \\
0 & \frac{\sqrt{2}}{2} \partial_{3} & \frac{\sqrt{2}}{2} \partial_{2} \\
\frac{\sqrt{2}}{2} \partial_{3} & 0 & \frac{\sqrt{2}}{2} \partial_{1} \\
\frac{\sqrt{2}}{2} \partial_{2} & \frac{\sqrt{2}}{2} \partial_{1} & 0
\end{array}\right]\left[\begin{array}{l}
u_{1} \\
u_{2} \\
u_{3}
\end{array}\right]=\mathrm{D}_{u} \cdot \mathrm{u}
$$

The stress gradient reads

$$
\begin{equation*}
\nabla \sigma=\mathrm{D}_{s} \cdot \sigma \tag{350}
\end{equation*}
$$

where

$$
\mathrm{D}_{s}=\left[\begin{array}{lll}
\mathrm{D}_{s}^{1} & \mathrm{D}_{s}^{2} & \mathrm{D}_{s}^{3} \tag{351}
\end{array}\right]^{\mathrm{T}},
$$

in which

$$
\mathrm{D}_{s}^{i}=\left[\begin{array}{cccccc}
\partial_{i} & 0 & 0 & 0 & 0 & 0  \tag{352}\\
0 & \partial_{i} & 0 & 0 & 0 & 0 \\
0 & 0 & \partial_{i} & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{\sqrt{2}}{2} \partial_{i} & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{\sqrt{2}}{2} \partial_{i} & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{\sqrt{2}}{2} \partial_{i}
\end{array}\right] .
$$

The trace-free stress gradient is obtained by

$$
\begin{equation*}
\mathrm{R}=\mathrm{K} .(\nabla \sigma), \tag{353}
\end{equation*}
$$

where K is the matrix representation of the projector $\mathbf{K}$.

$$
\mathrm{K}=\left[\begin{array}{cccccccccccccccccc}
\frac{1}{2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{-\sqrt{2}}{4} & 0 & 0 & 0 & 0 & \frac{-\sqrt{2}}{4} & 0  \tag{354}\\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{3}{4} & 0 & 0 & 0 & 0 & \frac{-1}{4} & 0 & 0 & 0 & 0 & \frac{-\sqrt{2}}{4} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{3}{4} & 0 & \frac{-\sqrt{2}}{4} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{-1}{4} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{-\sqrt{2}}{4} & 0 & \frac{1}{2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -\frac{\sqrt{2}}{4} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{-1}{4} & 0 & 0 & 0 & 0 & \frac{3}{4} & 0 & 0 & 0 & 0 & \frac{-\sqrt{2}}{4} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{-\sqrt{2}}{4} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{3}{4} & 0 & 0 & 0 & 0 & \frac{-1}{4} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{-\sqrt{2}}{4} & 0 & 0 & 0 & 0 & \frac{-\sqrt{2}}{4} & 0 & 0 & 0 & 0 & \frac{1}{2} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{-1}{4} & 0 & \frac{-\sqrt{2}}{4} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{3}{4} & 0 & 0 \\
\frac{-\sqrt{2}}{4} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{-1}{4} & 0 & 0 & 0 & 0 & \frac{3}{4} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

We pose

$$
\begin{align*}
& \mathrm{S}=\left[\begin{array}{ll}
\sigma & \mathrm{R}
\end{array}\right]^{\mathrm{T}},  \tag{355}\\
& \mathrm{U}=\left[\begin{array}{ll}
\mathrm{u} & \phi
\end{array}\right]^{\mathrm{T}}  \tag{356}\\
& \mathrm{E}
\end{align*}=\left[\begin{array}{ll}
\mathrm{e} & \phi \tag{357}
\end{array}\right]^{\mathrm{T}} .
$$

- Equilibrium equations

$$
\left\{\begin{array}{ll}
\nabla \cdot \boldsymbol{\sigma} & =\mathbf{0}  \tag{358}\\
\mathbf{R} & =\mathbf{K} \therefore(\nabla \boldsymbol{\sigma})
\end{array} \Leftrightarrow \quad\left[\begin{array}{cc}
\mathrm{D}_{u}^{\mathrm{T}} & 0_{3 \times 18} \\
\mathrm{~K} . \mathrm{D}_{s} & -\mathrm{I}_{18 \times 18}
\end{array}\right] \cdot \sigma=0 \quad \Leftrightarrow \quad \text { D.S }=0,\right.
$$

where $0_{3 \times 18}$ denotes the $3 \times 18$ zero matrix, $\mathrm{I}_{18 \times 18}$ denotes the $18 \times 18$ identity matrix. The dimension of matrix $D$ is $21 \times 24$.

- Constitutive relations

$$
\left\{\begin{array}{l}
\boldsymbol{\sigma}=\mathbf{C}: \mathbf{e}+\boldsymbol{\tau}  \tag{359}\\
\mathbf{R}=\mathbf{L} \therefore \boldsymbol{\theta}+\boldsymbol{\kappa}
\end{array} \quad \Leftrightarrow \quad \mathrm{S}=\left[\begin{array}{cc}
\mathrm{C} & 0_{6 \times 18} \\
0_{18 \times 6} & \mathrm{~L}
\end{array}\right] \cdot\left[\begin{array}{l}
\mathrm{e} \\
\phi
\end{array}\right]+\left[\begin{array}{l}
\tau \\
\kappa
\end{array}\right] \quad \Leftrightarrow \quad \mathrm{S}=\mathrm{B} . \mathrm{E}+\mathrm{T} .\right.
$$

It can readily be seen that the dimension of matrix B is $24 \times 24$.

- Compatibility condition

$$
\mathbf{e}=\nabla^{\mathrm{s}} \mathbf{u}+\nabla \cdot \boldsymbol{\phi} \quad \Leftrightarrow\left[\begin{array}{cc}
\mathrm{D}_{u} & \mathrm{D}_{s}^{T}  \tag{360}\\
\mathrm{O}_{18 \times 3} & \mathrm{I}_{18 \times 18}
\end{array}\right] \cdot\left[\begin{array}{l}
\mathrm{u} \\
\phi
\end{array}\right] \quad \Leftrightarrow \quad \mathrm{E}=\mathrm{A} . \mathrm{U},
$$

the dimension of matrix A is $24 \times 21$.
Gathering together above results, the field equations of stress-gradient model can be represented by matrix formulations as follow

$$
\begin{align*}
\text { D.S } & =0,  \tag{361}\\
\mathrm{~S} & =\mathrm{B} . \mathrm{E}+\mathrm{T},  \tag{362}\\
\mathrm{E} & =\mathrm{A} . \mathrm{U}, \tag{363}
\end{align*}
$$

or in Fourier space:

$$
\begin{align*}
\hat{\text { D. }} . \hat{S} & =0,  \tag{364}\\
\hat{S} & =\hat{\mathrm{B}} . \hat{\mathrm{E}}+\hat{\mathrm{T}},  \tag{365}\\
\hat{\mathrm{E}} & =\hat{\mathrm{A}} . \hat{\mathrm{U}} . \tag{366}
\end{align*}
$$

It should be noted that the differential operators are replaced by $i \mathbf{k}$ where $\mathbf{k}$ is the wave vector in Fourier space. From Equation (366), we deduce

$$
\begin{equation*}
\hat{\mathrm{E}}=-\hat{\mathrm{A}} .(\hat{\mathrm{D}} . \hat{\mathrm{B}} . \hat{\mathrm{A}})^{-1} \cdot \hat{\mathrm{D}} . \hat{\mathrm{T}} . \tag{367}
\end{equation*}
$$

The Green operators for strains which relate the strains with the polarization fields are thus obtained as

$$
\begin{equation*}
\hat{\Gamma}=\hat{A} \cdot(\hat{D} \cdot \hat{B} \cdot \hat{A})^{-1} \cdot \hat{D} . \tag{368}
\end{equation*}
$$

Care has been taken to solve equation (367). It can be seen that there are 24 equations to solve for 21 unknowns. This is due to the fact that there are 3 redundant equations in this system which is transferred from the trace-free stress gradient R part.

The matrix representation of Green operators $\hat{\Gamma}$ can be decomposed by block as follow

$$
\begin{align*}
\hat{\mathrm{E}} & =-\hat{\Gamma} \cdot \hat{\mathrm{T}},  \tag{369}\\
{\left[\begin{array}{l}
\mathrm{e} \\
\phi
\end{array}\right] } & =\left[\begin{array}{ll}
\hat{\Gamma}_{e \tau} & \hat{\Gamma}_{e \kappa} \\
\hat{\Gamma}_{\phi \tau} & \hat{\Gamma}_{\phi k}
\end{array}\right] \cdot\left[\begin{array}{l}
\tau \\
\kappa
\end{array}\right] \tag{370}
\end{align*}
$$

Due to lengthy expressions, we only report below the matrix representation of Green operator $\hat{\Gamma}_{e \tau}\left(\mathbf{k}=k \mathbf{e}_{3}\right.$ ) (which is sufficient to evaluate the bounds in section 8.3)

## Appendix E

## Green operators: Simplification

In this appendix, we prove equation (247). Note that problem (239) is linear, its solution is obtained as the sum of the solution to two problems (see equation (234)):

- Problem (239), complemented with clamped boundary conditions $(\mathbf{u}, \boldsymbol{\phi}) \in \mathbb{K} \mathbb{A}(\mathbf{0}, \mathbf{0})$. The solution to this problem is expressed in term of Green operators

$$
\begin{align*}
& \mathbf{e}(\mathbf{x})=-\boldsymbol{\Gamma}_{e \tau}[\tau](\mathbf{x})-\boldsymbol{\Gamma}_{e \kappa}[\boldsymbol{\kappa}](\mathbf{x}),  \tag{372}\\
& \phi(\mathbf{x})=-\boldsymbol{\Gamma}_{\phi \tau}[\tau](\mathbf{x})-\boldsymbol{\Gamma}_{\phi \kappa}[\boldsymbol{\kappa}](\mathbf{x}), \tag{373}
\end{align*}
$$

- Problem (239) with no prestresses ( $\boldsymbol{\tau}=\mathbf{0}, \boldsymbol{\kappa}=\mathbf{0}$ ) complemented with kinematic uniform boundary conditions $(\mathbf{u}, \boldsymbol{\phi}) \in \mathbb{K} \mathbb{A}(\overline{\mathbf{e}} \cdot \mathbf{x}, \mathbf{0})$. The solution to this problem is trivial (the medium is homogeneous), $\mathbf{e}(\mathbf{x})=\overline{\mathbf{e}}, \forall \mathbf{x} \in \Omega$.

To study Green operators, only the first problem with clamped boundary conditions is involved. Apply equation (161) for ( $\boldsymbol{\sigma}_{1}, \mathbf{u}_{2}, \boldsymbol{\phi}_{2}$ ) then ( $\boldsymbol{\sigma}_{2}, \mathbf{u}_{1}, \boldsymbol{\phi}_{1}$ ) and note that both ( $\mathbf{u}_{1}, \boldsymbol{\phi}_{1}$ ) and $\left(\mathbf{u}_{2}, \boldsymbol{\phi}_{2}\right) \in \mathbb{K} \mathbb{A}(\mathbf{0}, \mathbf{0})$, we find

$$
\begin{align*}
& \left\langle\boldsymbol{\sigma}_{1}: \mathbf{e}_{2}+\mathbf{R}_{1} \therefore \boldsymbol{\phi}_{2}\right\rangle=\frac{1}{V} \int_{\partial \Omega} \boldsymbol{\sigma}_{1}:\left(\mathbf{u}_{2} \stackrel{\left.\stackrel{\mathrm{~s}}{\otimes} \mathbf{n}+\boldsymbol{\phi}_{2} \cdot \mathbf{n}\right) \mathrm{d} S=0,}{\left\langle\boldsymbol{\sigma}_{2}: \mathbf{e}_{1}+\mathbf{R}_{2} \therefore \boldsymbol{\phi}_{1}\right\rangle=\frac{1}{V} \int_{\partial \Omega} \boldsymbol{\sigma}_{2}:\left(\mathbf{u}_{1} \stackrel{\mathrm{~s}}{\otimes} \mathbf{n}+\boldsymbol{\phi}_{1} \cdot \mathbf{n}\right) \mathrm{d} S=0,}\right. \tag{374}
\end{align*}
$$

therefore

$$
\begin{equation*}
\left\langle\boldsymbol{\sigma}_{1}: \mathbf{e}_{2}+\mathbf{R}_{1} \therefore \boldsymbol{\phi}_{2}\right\rangle=\left\langle\boldsymbol{\sigma}_{2}: \mathbf{e}_{1}+\mathbf{R}_{2} \therefore \boldsymbol{\phi}_{1}\right\rangle, \tag{376}
\end{equation*}
$$

which can be written as

$$
\begin{equation*}
\left\langle\left(\mathbf{C}: \mathbf{e}_{1}+\boldsymbol{\tau}_{1}\right): \mathbf{e}_{2}+\left(\mathbf{L}_{1} \therefore \boldsymbol{\phi}_{1}+\boldsymbol{\kappa}_{1}\right) \therefore \boldsymbol{\phi}_{2}\right\rangle=\left\langle\left(\mathbf{C}: \mathbf{e}_{2}+\boldsymbol{\tau}_{2}\right): \mathbf{e}_{1}+\left(\mathbf{L}_{2} \therefore \boldsymbol{\phi}_{2}+\boldsymbol{\kappa}_{2}\right) \therefore \boldsymbol{\phi}_{1}\right\rangle . \tag{377}
\end{equation*}
$$

By exploiting the symmetry of the stiffness tensor and generalized stiffness tensor, we find

$$
\begin{equation*}
\left\langle\left(\mathbf{C}: \mathbf{e}_{1}\right): \mathbf{e}_{2}+\left(\mathbf{L}_{1} \therefore \boldsymbol{\phi}_{1}\right) \therefore \boldsymbol{\phi}_{2}\right\rangle=\left\langle\left(\mathbf{C}: \mathbf{e}_{2}\right): \mathbf{e}_{1}+\left(\mathbf{L}_{2} \therefore \boldsymbol{\phi}_{2}\right) \therefore \boldsymbol{\phi}_{1}\right\rangle, \tag{378}
\end{equation*}
$$

equation (377) then reduces to

$$
\begin{equation*}
\left\langle\boldsymbol{\tau}_{1}: \mathbf{e}_{2}\right\rangle+\left\langle\boldsymbol{\kappa}_{1} \therefore \boldsymbol{\phi}_{2}\right\rangle=\left\langle\boldsymbol{\tau}_{2}: \mathbf{e}_{1}\right\rangle+\left\langle\boldsymbol{\kappa}_{2} \therefore \boldsymbol{\phi}_{1}\right\rangle . \tag{379}
\end{equation*}
$$

Writing the total strain and micro-deformation in terms of Green operators and by choosing $\boldsymbol{\tau}_{1}=\boldsymbol{\tau}_{2}=\mathbf{0}$ then $\boldsymbol{\kappa}_{1}=\boldsymbol{\kappa}_{2}=\mathbf{0}$, we obtain

$$
\begin{equation*}
\left\langle\boldsymbol{\kappa}_{1} \therefore \boldsymbol{\Gamma}_{\phi \kappa}^{\infty}\left[\boldsymbol{\kappa}_{2}\right]\right\rangle=\left\langle\boldsymbol{\kappa}_{2} \therefore \boldsymbol{\Gamma}_{\phi \kappa}^{\infty}\left[\boldsymbol{\kappa}_{1}\right]\right\rangle, \quad\left\langle\boldsymbol{\tau}_{1}: \boldsymbol{\Gamma}_{e \tau}^{\infty}\left[\boldsymbol{\tau}_{2}\right]\right\rangle=\left\langle\boldsymbol{\tau}_{2}: \boldsymbol{\Gamma}_{e \tau}^{\infty}\left[\boldsymbol{\tau}_{1}\right]\right\rangle, \tag{380}
\end{equation*}
$$

the Green operator $\boldsymbol{\Gamma}_{e \tau}^{\infty}$ and $\boldsymbol{\Gamma}_{\phi \kappa}^{\infty}$ are symmetric. Upon substituting equation (379), (380) simplifies to

$$
\begin{equation*}
\left\langle\boldsymbol{\tau}_{1}: \boldsymbol{\Gamma}_{e \kappa}^{\infty}\left[\boldsymbol{\kappa}_{2}\right]\right\rangle+\left\langle\boldsymbol{\kappa}_{1} \therefore \boldsymbol{\Gamma}_{\phi \tau}^{\infty}\left[\boldsymbol{\tau}_{2}\right]\right\rangle=\left\langle\boldsymbol{\tau}_{2}: \boldsymbol{\Gamma}_{e \kappa}^{\infty}\left[\boldsymbol{\kappa}_{1}\right]\right\rangle+\left\langle\boldsymbol{\kappa}_{2} \therefore \boldsymbol{\Gamma}_{\phi \tau}^{\infty}\left[\boldsymbol{\tau}_{1}\right]\right\rangle . \tag{381}
\end{equation*}
$$

By choosing $\boldsymbol{\tau}_{2}=\mathbf{0}$, we finally find

$$
\begin{equation*}
\left\langle\boldsymbol{\tau}_{1}: \boldsymbol{\Gamma}_{e \kappa}^{\infty}\left[\boldsymbol{\kappa}_{2}\right]\right\rangle=\left\langle\boldsymbol{\kappa}_{2} \therefore \boldsymbol{\Gamma}_{\phi \tau}^{\infty}\left[\boldsymbol{\tau}_{1}\right]\right\rangle . \tag{382}
\end{equation*}
$$

The proof is complete.

## Appendix F

## Walpole's tensor basis

Any fourth-rank transverse isotropic tensor $\mathbf{T}$ is defined by a single direction whose unit vector is denoted by $\mathbf{n}$. It is convenient to define the following projectors

$$
\begin{equation*}
\mathbf{p}=\mathbf{n} \otimes \mathbf{n}, \quad \mathbf{q}=\mathbf{I}-\mathbf{n} \otimes \mathbf{n}, \tag{383}
\end{equation*}
$$

Walpole (1984) showed that $\mathbf{T}$ is a linear combination of the six fourth-order tensor $\mathbf{E}_{1}, \mathbf{E}_{2}, \mathbf{E}_{3}$, $\mathbf{E}_{4}, \mathbf{F}, \mathbf{G}$, which are defined as follows

$$
\begin{align*}
& \mathbf{E}_{1}=\mathbf{p} \otimes \mathbf{p}, \quad \mathbf{E}_{2}=\frac{1}{2} \mathbf{q} \otimes \mathbf{q}, \quad \mathbf{E}_{3}=\frac{1}{\sqrt{2}} \mathbf{p} \otimes \mathbf{q},  \tag{384}\\
& \mathbf{E}_{4}=\frac{1}{\sqrt{2}} \mathbf{q} \otimes \mathbf{p}, \quad \mathbf{F}=\mathbf{q} \boxtimes^{\mathrm{s}} \mathbf{q}-\frac{1}{2} \mathbf{q} \otimes \mathbf{q}, \quad \mathbf{G}=\mathbf{p} \boxtimes^{\mathrm{s}} \mathbf{q}+\mathbf{q} \boxtimes^{\mathrm{s}} \mathbf{p}, \tag{385}
\end{align*}
$$

otherwise stated

$$
\begin{equation*}
\mathbf{T}=a_{11} \mathbf{E}_{1}+a_{22} \mathbf{E}_{2}+a_{12} \mathbf{E}_{3}+a_{21} \mathbf{E}_{4}+f \mathbf{F}+g \mathbf{G} . \tag{386}
\end{equation*}
$$

We recall here the multiplication table for the double contraction ":" of these tensors
$\begin{array}{lllllll}: & \mathbf{E}_{1} & \mathbf{E}_{2} & \mathbf{E}_{3} & \mathbf{E}_{4} & \mathbf{F} & \mathbf{G}\end{array}$
$\begin{array}{lllllll}\mathbf{E}_{1} & \mathbf{E}_{1} & \mathbf{0} & \mathbf{E}_{3} & \mathbf{0} & \mathbf{0} & \mathbf{0}\end{array}$
$\begin{array}{lllllll}\mathbf{E}_{2} & \mathbf{0} & \mathbf{E}_{2} & \mathbf{0} & \mathbf{E}_{4} & \mathbf{0} & \mathbf{0}\end{array}$
$\begin{array}{lllllll}\mathbf{E}_{3} & \mathbf{0} & \mathbf{E}_{3} & \mathbf{0} & \mathbf{E}_{1} & \mathbf{0} & \mathbf{0}\end{array}$
$\begin{array}{lllllll}\mathbf{F} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{F} & \mathbf{0}\end{array}$

In some case of interest, a more condensed representation of $\mathbf{T}$ can be adopted

$$
\begin{equation*}
\mathbf{T}=(A, f, g), \tag{388}
\end{equation*}
$$

where $A$ denotes the matrix

$$
A=\left[\begin{array}{ll}
a_{11} & a_{12}  \tag{389}\\
a_{21} & a_{22}
\end{array}\right] .
$$

Using this representation, the double dot product between two transverse isotropic tensor $\mathbf{T}=(A, f, g)$ and $\mathbf{T}^{\prime}=\left(A^{\prime}, f^{\prime}, g^{\prime}\right)$ is particularly simple

$$
\begin{equation*}
\mathbf{T}: \mathbf{T}^{\prime}=\left(A A^{\prime}, f f^{\prime}, g g^{\prime}\right) \tag{390}
\end{equation*}
$$

It can readily be verified that the inversion and the transposition of $\mathbf{T}$ respectively read

$$
\begin{align*}
& \mathbf{T}^{-1}=\left(A^{-1}, 1 / f, 1 / g\right),  \tag{391}\\
& \mathbf{T}^{\mathrm{T}}=\left(A^{\mathrm{T}}, f, g\right) \tag{392}
\end{align*}
$$

## Appendix G

## Stress-gradient Hill's tensor

The fourth order Green's operator $\hat{\Gamma}_{0, e \tau}^{\infty}(\mathbf{k})$ expressed in Walpole basis as (see appendix D)

$$
\hat{\boldsymbol{\Gamma}}_{0, e \tau}^{\infty}(\mathbf{k})=\left(\frac{1}{2 \mu\left(1-v^{2}\right)\left(1+k^{2} \ell^{2}\right)}\left[\begin{array}{cc}
(1-v)\left(1+k^{2} \ell^{2}\right)-2 v^{2} & -\sqrt{2} v k^{2} \ell^{2}  \tag{393}\\
-\sqrt{2} v k^{2} \ell^{2} & k^{2} \ell^{2}(1-v)^{2}
\end{array}\right], \frac{k^{2} \ell^{2}}{2 \mu\left(k^{2} \ell^{2}+1\right)}, \frac{1}{2 \mu}\right),
$$

where $k=\|\mathbf{k}\|, \mathbf{k}=k \mathbf{n},\|\mathbf{n}\|=1$. The contraction of $\hat{\boldsymbol{\Gamma}}_{e \tau}^{\infty}(\mathbf{k})$ with the isotropic projection tensor $\left({ }^{4} \mathbf{J},{ }^{4} \mathbf{K}\right)$ reads

$$
\begin{align*}
& { }^{4} \mathbf{J}:: \hat{\boldsymbol{\Gamma}}_{0, e \tau}^{\infty}(\mathbf{k})=\frac{(1-2 v)\left(1+v+3 k^{2} \ell^{2}(1-v)\right)}{6 \mu\left(1-v^{2}\right)\left(1+k^{2} \ell^{2}\right)},  \tag{394}\\
& { }^{4} \mathbf{K}:: \hat{\boldsymbol{\Gamma}}_{0, e \tau}^{\infty}(\mathbf{k})=\frac{8-10 v+15 k^{2} \ell^{2}(1-v)}{6 \mu(1-v)\left(1+k^{2} \ell^{2}\right)} \tag{395}
\end{align*}
$$

From equation (371) and equation (280), we have

$$
\begin{align*}
\mathbf{A}_{\alpha \beta}^{e \tau} & =f_{\alpha}\left(\delta_{\alpha \beta}-f_{\beta}\right) \int_{\mathbf{r} \in \mathbb{R}^{3}} \mathcal{R}(\mathbf{r}) \boldsymbol{\Gamma}_{0, e \tau}^{\infty}(\mathbf{r}) \mathrm{d} \mathbf{r}  \tag{396}\\
& =\frac{f_{\alpha}\left(\delta_{\alpha \beta}-f_{\beta}\right)}{8 \pi^{3}} \int_{\mathbf{k} \in \mathbb{R}^{3}} \hat{\mathcal{R}}(\mathbf{k}) \hat{\Gamma}_{0, e \tau}^{\infty}(\mathbf{k}) \mathrm{d} \mathbf{k}, \tag{397}
\end{align*}
$$

which is followed by Parseval's formula. $\mathbf{A}_{\alpha \beta}^{e \tau}$ is isotropic, it can be decomposed in the Walpole basis as

$$
\begin{align*}
\mathbf{A}_{\alpha \beta}^{e \tau} & =f_{\alpha}\left(\delta_{\alpha \beta}-f_{\beta}\right) \mathbf{P},  \tag{398}\\
\mathbf{P} & =3 p \mathbf{J}+2 q \mathbf{K} . \tag{399}
\end{align*}
$$

Contract resp. both side of equation (397) with $\mathbf{J}$ and $\mathbf{K}$, we obtain

$$
\begin{align*}
3 p & =\frac{1}{2 \pi^{2}} \int_{0}^{\infty} \hat{\mathcal{R}}(k) \frac{(1-2 v)\left(1+v+3 k^{2} \ell^{2}(1-v)\right)}{6 \mu\left(1-v^{2}\right)\left(1+k^{2} \ell^{2}\right)} k^{2} \mathrm{~d} k  \tag{400a}\\
10 q & =\frac{1}{2 \pi^{2}} \int_{0}^{\infty} \hat{\mathcal{R}}(k) \frac{8-10 v+15 k^{2} \ell^{2}(1-v)}{6 \mu(1-v)\left(1+k^{2} \ell^{2}\right)} k^{2} \mathrm{~d} k \tag{400b}
\end{align*}
$$

We finally deduce

$$
\begin{align*}
& p=\frac{(1-2 v)(1+v+3 h(2+h)(1-v))}{18 \mu\left(1-v^{2}\right)(1+h)^{2}},  \tag{401}\\
& q=\frac{8-10 v+15 h(2+h)(1-v)}{60 \mu(1-v)(1+h)^{2}}, \tag{402}
\end{align*}
$$

in which we denoted $h=\ell / b$. For $\ell=0$, the stress gradient effects vanish. We recover the classical Hill's tensor of domain $\Omega$ as expected

$$
\begin{equation*}
\mathbf{P}=\frac{1-2 v}{6 \mu(1-v)} \mathbf{J}+\frac{4-5 v}{15 \mu(1-v)} \mathbf{K} \tag{403}
\end{equation*}
$$
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