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Abstract

Complex chemistry is an essential ingredient in advanced numerical simulation of combustion systems.

However, introducing detailed chemistry in Computational Fluid Dynamics (CFD) softwares is a non

trivial task since the time and space resolutions necessary to capture and solve for a flame are very often

smaller than the turbulent characteristic scales by several orders of magnitude. A solution based on the

reduction of chemical mechanisms is proposed to tackle this issue. An automated reduction and opti-

misation strategy is suggested relying on the construction of reference trajectories computed with the

evolution of stochastic particles that face mixing, evaporation and chemical reactions. The methodology,

which offers strong reduction in CPU cost, is applied to the derivation of several mechanisms for canon-

ical and industrial applications, for simple fuel such as methane up to more complex hydrocarbon fuels,

as kerosene, including an optimised lumping procedure for isomers.

Résumé

La complexité de la chimie joue un role majeur dans la simulation numérique de la plupart des écoulements

réactifs industriels. L’utilisation de schémas cinétiques chimiques détaillés avec les outils de simulation

actuels reste toutefois trop coûteuse du fait des faibles pas de temps et d’espaces associés à la résolution

d’une flamme, bien souvent inférieurs de plusieurs ordres de grandeur à ceux nécessaires pour capturer

les effets de la turbulence. Une solution est proposée pour s’affranchir de cette limite. Un outil au-

tomatisé de réduction de schémas cinétiques est développé sur la base d’un ensemble de trajectoires de

références construites dans l’espace des compositions pour être représentatives du système à simuler.

Ces trajectoires sont calculées à partir de l’évolution de particules stochastiques soumises à différentes

conditions de mélange, de réaction et d’évaporation dans le cas de combustible liquide. L’ensemble est

couplé à un algorithme génétique pour l’optimisation des taux de réaction du schéma réduit, permettant

ainsi une forte réduction du coût calcul. L’approche a été validée et utilisée pour la réduction de divers

mécanismes réactionnels sur des applications académiques et industrielles, pour des hydrocarbures sim-

ples comme le méthane jusqu’à des hydrocarbures plus complexes, comme le kérosène en incluant une

étape optimisée de regroupement des isomères.
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1.1 Industrial context

1.1.1 Energy demand growth

The world energy demand has more than doubled since the seventies and it is expected to grow a further

48% between 2012 and 2040 [1]. This increasing trend is attributed to two major reasons: (1) the growth

of the earth’s population and (2) the economic development of the emerging countries. The pie charts of

Figure 1.1 show that despite the expansion of renewable energy, the major power sources largely come

from the combustion of fossil fuels (oil, coal and natural gas) and biofuels. Cumulated they form a total

contribution of 78.6% of the world energy consumption [2] in 2014. This reliance on fossil fuels may be

curtailed in a few sectors including agriculture, commercial, public services and residential. Nevertheless

there are industries for which this dependence is hardly replaceable. Transportation is the primary sector

that is concerned and specifically air transportation. Indeed, although the traditional automobile will

be largely replaced by electric cars in the next decades, creating electric planes is a more complicated

challenge. The main reason for this, is that the energetic density of batteries is not going to reach anytime

soon, the energetic density of fossil fuels. This dependence also applies to the process industries that

often rely on the use of combustion to generate large amount of chemical compounds to be employed by

other sectors including medical, chemical and electronic manufacturers.
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achieved. Moreover, the operation of a burner is piloted by a complex multi-physic that couple fluid

mechanics to chemistry under a variety of different time-scales. Depending on the application, the prob-

lem may be complicated by introducing liquid atomisation, evaporation, radiation effects, heat transfer

through the combustor walls... The majority of these phenomena are already difficult to measure when

seen separately. Capturing a detailed interaction of these physical effects within a real geometry is a true

challenge than can be solved only with simulation. In that context, most of the combustion industries

share the interest of being able to perform reactive flow simulations at reasonable costs.

1.2.2 Chemistry reduction for reactive flow simulations

The inclusion of complex chemistry plays a dominant role for the numerical simulation of most of the

turbulent combustion applications found in industry. Indeed, predicting the CO, NOx or soot emissions

of a lean premixed gas turbine can only be achieved accounting for a finite-rate chemistry. The same

applies to the chemical process industries. For instance, the estimation of the level of hydrogen leaving a

Partial Oxidation (POX) system necessitates the use of a chemical solver. Introducing complex chemistry

in CFD softwares in a non trivial task since the time and space resolutions necessary to capture and solve

for a flame are very often smaller than the turbulent characteristic scales by several orders of magnitude.

Moreover the number of scalars to be transported dramatically increases with the introduction of complex

chemistry. As a consequence, the cost associated to reactive flow simulations becomes prohibitive.

Several solutions have been proposed to overcome this limitation. One typical approach consists of

storing in a look-up table the chemical trajectories computed a priori from a reference canonical problem

and for conditions which are limited to the study. A second well employed methodology relies on a

simplified description of the chemical system through the introduction of a limited number of reactions.

The present thesis is focused on the creation of an automated tool to derive such reduced combustion

schemes.

1.3 Manuscript content

During this thesis, several reduced combustion mechanisms are constructed, gradually increasing the

complexity of the employed reduction method and the complexity of the configuration to which the

mechanisms apply. The methodology followed to end up with an automated reduction/optimisation tool

(named ORCh) and for its use to create the reduced mechanisms is depicted within this manuscript along

8 chapters. An indicative content of the thesis is as follows:

Chapter 1: Context of the thesis

This chapter introduces the specific industrial context into which the study is set along with the impor-

tance of chemistry reduction. A description of the thesis objectives is then provided.

Chapter 2: Aerothermochemical equations

The manuscript first introduces the equations used to model reactive turbulent flows. The methods em-

ployed today for the calculation of the species thermodynamic, of the associated chemical equilibrium

and of the source terms are highlighted. The combustion regimes are then presented with their specific

characteristics. The chapter ends with a presentation of the interaction between turbulence, combustion

and evaporating liquid droplets. The concepts for the modelling of the coupled effects are given.
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Chapter 3: Literature review on chemistry reduction

Chapter three starts with a description of the concept behind chemistry reduction. The most significant

reduction methodologies from the literature are then presented to end up with either global, skeletal or

analytical mechanisms. The chapter ends with a short review of the existing relevant reduced combustion

schemes for methane-air flames.

Chapter 4: Strategy for chemistry reduction

This chapter presents a reduction/optimisation approach relying on several existing methodologies. The

optimisation procedure is first applied to global chemistry reduction. Then a methodology is depicted for

the derivation of skeletal/analytical combustion mechanisms and for their optimisation. Both approaches

are illustrated in the context of methane-air combustion for lean/stoichiometric mixtures and at atmo-

spheric conditions.

Chapter 5: New canonical problem for chemistry reduction

A new reference problem is introduced in this chapter. This canonical approach is proposed to account

for multiple inlet problems, for evaporation, for flames submitted to high levels of dilution and for heat

losses conditions. The approach relies on the evolution (in terms of mixing, evaporation and reaction)

of stochastic particles initiated to the specific conditions of the studied problem. A two-inlet and single

phase methane flame developing in vitiated air is tested to validate the approach for chemistry reduction.

Chapter 6: An application for the Auto-Thermal Reforming (ATR) of methane

The proposed reduction/optimisation methodology constructed along the stochastic/deterministic trajec-

tories is employed to derive reduced mechanisms for an ATR process operated by Air Liquide. First, a

brief review of the methods used for the production of syngas are presented. Then several mechanisms

are derived for the conditions of a chamber operating at very high pressure and in which fuel, oxidiser

and steam are injected over three separated inlets. The reduced mechanisms are finally compared to the

detailed ones over RANS simulations performed by Air Liquide.

Chapter 7: An application to kerosene combustion in aeronautical chambers

The applicability of the developed reduction and optimisation methodology is further demonstrated for

pollutants prediction. It is applied to the conditions of an aero combustion chamber for the estimation of

CO and NOx levels. Several mechanisms are derived for several levels of accuracy in the reproduction

of temperature, species mass fractions for diffusion and premixed flames and the estimation of the cor-

rect laminar freely propagating flame speed for a large range of equivalence ratios. The results of a 3D

two-phase flow Large-Eddy Simulation (LES) are then presented based on a mechanism composed of 26

transported species and 338 chemical reactions for CO and NOx prediction.

Chapter 8: Conclusion and perspectives

This last chapter provides general conclusions for the study of chemistry reduction and suggests perspec-

tives in regards to the improvement of the developed reduction/optimisation approach and to its extension

to other related reactive problems.
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2.1 Equations to solve for reactive turbulent flows

2.1.1 Mixture properties

The subsequent composition and thermodynamic properties will be used to describe the mixture. They

will serve for the definition of the aerothermochemical conservation equations.

2.1.1.1 Mixture composition

The mixture composition that is considered is assumed to rely on Nsp chemical species referenced by

letter k. The mixture density is estimated from the sum of the partial density ρk of each chemical

species,

ρ =

Nsp∑

k=1

ρk . (2.1)

The species k mass fraction Yk is defined by the species individual density to the mixture density

ratio,

Yk =
ρk
ρ

. (2.2)

The definitions of equations 2.1 and 2.2 ensure that species mass fractions are bounded between zero and

unity and that the sum of the Nsp mass fractions equals unity:

Nsp∑

k=1

Yk = 1 . (2.3)

W is defined as the mean molecular weight of the mixture that is considered. It is computed from

each species molecular weight Wk and from their mass fractions through the relation:

1

W
=

Nsp∑

k=1

Yk
Wk

. (2.4)

The molar fraction Xk of species k is then deducted from relation 2.5:

Xk =
W

Wk
Yk , (2.5)

and its concentration (number of moles per unit volume), from relation 2.6:

[Xk] =
ρk
Wk

. (2.6)

2.1.1.2 Thermodynamic of the mixture

The molar heat capacity at constant pressure Cm
p,k(T, P

◦) of the species k is computed at standard pres-

sure P ◦ = 1 atm according to the temperature T using the so-called NASA polynomials (relation 2.7)

which have been designed in the early seventies to fit with experimental measurements:

Cm
p,k(T, P

◦)

R
= a1,k + a2,kT + a3,kT

2 + a4,kT
3 + a5,kT

4 , (2.7)

where R = 8.314 J.mol−1.K−1 is the ideal gas constant.
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Enthalpy and entropy variations are expressed as a function of the heat capacity at constant pressure

through the relations:

Hm
k (T, P ◦) =

∫ T

θ=T ◦

Cm
p (θ, P ◦)dθ +∆h◦,mf,k , (2.8)

Sm
k (T, P ◦) =

∫ T

θ=T ◦

Cm
p (θ, P ◦)dθ , (2.9)

in which ∆h◦,mf,k refers to the molar standard enthalpy of formation of species k at reference pressure P ◦

and reference temperature T ◦. The standard temperature is commonly set to the atmospheric conditions

(T ◦ = 298.15 K) at which experiments are easier to perform. The NASA polynomials approximation is

extended to the enthalpy and entropy properties through the relations,

Hm
k (T, P ◦)

RT
= a1,k + a2,kT + a3,kT

2 + a4,kT
3 + a5,kT

4 +
a6,k
T

, (2.10)

Sm
k (T, P ◦)

R
= a1,kln(T ) + a2,kT + a3,kT

2 + a4,kT
3 + a5,kT

4 +
a6,k
T

+ a7,k . (2.11)

Note that the coefficient a6,k = ∆h◦,mf,k /R, which gives the relation Hm
k (T ◦, P ◦) = ∆h◦,mf,k when species

k is at standard pressure and temperature. For each chemical species, there is two sets of polynomials

corresponding to low temperatures commonly ranging from 300 K to 1000 K and high temperatures

which corresponds to variations between 1000 K and 5000 K.

The following mixture laws are used to find the molar thermodynamic properties of the mixture from

species individual properties.

Cm
p (T, P,X) =

Nsp∑

k=1

XkC
m
p,k(T, P

◦) , (2.12)

Hm(T, P,X) =

Nsp∑

k=1

XkH
m
k (T, P ◦) , (2.13)

Sm(T, P,X) =

Nsp∑

k=1

Xk

(
Sm
k (T, P ◦)−R ln

(
P

P ◦

)
−R ln (Xk)

)
. (2.14)

Finally the mixture heat capacity at constant pressure expressed per unity of mass Cp, the mixture

mass specific enthalpy H and mass specific entropy S are given by:

Cp =
Cm
p

W
, (2.15)

H =
Hm

W
, (2.16)

S =
Sm

W
. (2.17)

2.1.1.3 Equation of state

The ideal gas law is an hypothesis that is frequently used in combustion and that relies on the assumptions

that the molecules (1) behave as rigid spheres that are (2) homogeneously distributed on the macroscopic

scale, that are (3) sufficiently separated from each other leading to negligible intermolecular forces and
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that these molecules are submitted to (4) perfectly elastic collisions. Following this hypothesis, the

following equation of state will be used all along this thesis:

P = ρ
R

W
T = ρ




Nsp∑

k=1

Yk
Wk


RT , (2.18)

where ρ stands for the mixture density, W is the mixture mean molecular weight and R = 8.314 J.mol−1.K−1

is the ideal gas constant.

2.1.2 Conservation equations

Combustion takes place under the coupling of transport by velocity and diffusion, chemical kinetic and

thermodynamic. First, the equations describing aerothermochemistry are given along with the associated

thermodynamic and equilibrium principles. The derivation of the conservation equations is a non-trivial

task which is reported in several publications including [3, 4]. The balanced equations express mass,

momentum and energy conservations.

2.1.2.1 Mass conservation

The continuity equation that describes mass conservation reads:

∂ρ

∂t
+

∂ρui
∂xi

= 0 . (2.19)

with ui, the velocity projected on the ith axis.

2.1.2.2 Momentum conservation

The equation of momentum expressed neglecting the volume force that acts on the fluid reads:

∂ρuj
∂t

+
∂ρuiuj
∂xi

= −
∂P

∂xj
+

∂τij
∂xi

, (2.20)

where τij refers to the viscous tensor and is defined for Newtonian fluids by:

τij = −
2

3
µ
∂uk
∂xk

δij + µ

(
∂ui
∂xj

+
∂uj
∂xi

)
, (2.21)

in which µ describes the mixture dynamic viscosity and δij is the Kronecker symbol.

2.1.2.3 Species conservation

Mass conservation applied to the conservation of the Nsp chemical species is written:

∂ρYk
∂t

+
∂

∂xi
(ρ (ui + Vk,i)Yk) = ω̇k , (2.22)

where ω̇k is the species k chemical source term which must verify the relation:

Nsp∑

k=1

ω̇k = 0 . (2.23)
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Vk,i represents the diffusion velocity of species k in the direction i. It is written as a function of Dkj , a

matrix constructed with the binary diffusion coefficients of species j into species k.

Vk,i = −

Nsp∑

j=1

Dkjdj,i − θk
∂lnT

∂xi
= −

Nsp∑

j=1

Dkj

(
dj,i + χj

∂lnT

∂xi

)
, (2.24)

where θk is species k thermal diffusion coefficient, χj is the thermal diffusion ratio of species j which

must satisfy
∑Nsp

j=1 χj = 0 and with,

dk,i =
∂Xk

∂xi
+ (Xk − Yk)

∂lnP

∂xi
. (2.25)

The evaluation of the diffusion velocities for the Nsp chemical species requires the inversion of a Nsp ×

Nsp matrix. The high cost associated to the resolution of this system often leads to the use of a “mixture

averaged” simplified estimation proposed by Hirschfelder and Curtiss [5]:

DH
k =

1− Yk∑
j 6=k Xj/Dkj

(2.26)

The term χj
∂lnT
∂xi

in 2.24 is neglected since Soret and Dufour effects are not accounted for. Using this

approximation with the Hirschfelder and Curtiss formulation, the diffusion velocity Vk,i reads:

Vk,i = −
DH

k

Xk

∂Xk

∂xi
+ Vc,i . (2.27)

Vc,i is a correction velocity introduced to ensure mass conservation.

Vc,i =

Nsp∑

k=1

DH
k

Wk

W

∂Xk

∂xi
. (2.28)

Note that the term ∂lnP
∂xi

in equation 2.25 is removed for this thesis because the thermodynamic pressure

is spatially constant when using a low Mach number formalism.

2.1.2.4 Energy conservation

The conservation equation for the energy is written in terms of sensible enthalpy. The sensible enthalpy

is expressed through the relation:

hs(T ) =

∫ T

θ=T ◦

Cp(θ)dθ , (2.29)

and the corresponding conservation equation reads:

∂ρhs
∂t

+
∂

∂xi
(ρuihs) =

DP

Dt
+

∂Qi

∂xi
+ τij

∂ui
∂xj

+ Q̇+ ω̇T . (2.30)

The term Qi represents the heat flux:

Qi = λth
∂T

∂xi
−

Nsp∑

k=1

(ρhs,kYk + Pχk)Vk,i , (2.31)
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where χk is the thermal diffusion ratio of species k and λth refers to the thermal conductivity of the

mixture. The term Q̇ represents the external heat sources (for instance, coming from a spark or from

radiative fluxes) and ω̇T is the chemical heat source term written:

ω̇T = −

Nsp∑

k=1

∆h0f,kω̇k (2.32)

where ∆h0f,k is the formation enthalpy of species k. The operator D ·/Dt is called the material derivative

which corresponds to D · /Dt = ∂ · /∂t+ ui∂ · /∂xi
Several approximations are set. The studied cases do not account for external heat sources, hence the

source term Q̇ is neglected. The viscous forces term τij
∂ui

∂xj
is not taken into account since it evolves like

the square of the Mach number. Finally, without accounting for the Soret and Dufour effects, the initial

formulation of the energy equation is simplified to:

∂ρhs
∂t

+
∂

∂xi
(ρuihs) =

DP

Dt
+

∂

∂xi

(
λth

∂T

∂xi

)
−

∂

∂xi


ρ

Nsp∑

k=1

hs,kYkVk,i


+ ω̇T . (2.33)

2.2 Introduction to chemical kinetics

In reactive flows, the species source terms ω̇k that appear in equation 2.22 and the sensible enthalpy

source term ω̇T of equation 2.32 are modelled from chemistry. Although in a global manner, the com-

bustion of any hydrocarbon may be cast in the form of equation 2.34, in reality hundreds of species are

involved interacting together over thousands of different reactions.

CnHm +
(
n+

m

4

)
O2 → nCO2 +

m

2
H2O (2.34)

Some of these chemical reactions occur in both direct and reverse directions. From a macroscopic point

of view, a system appears to be at equilibrium when the concentrations of the species are stable. How-

ever, on a microscopic level, both forward and backward reactions occur but at equal rates. The balance

between the direct and reverse rates is described using an equilibrium constant computed from thermo-

dynamic considerations.

Detailed mechanisms describing these chemical paths are found in the literature and are reliable to-

day for the simulation of a large range of operating conditions (pressure, temperature, equivalence ratio).

Unfortunately, these mechanisms cannot be directly used to compute for 3D turbulent combustion essen-

tially because of the amount of chemical species i.e. the amount of transport equations involved and be-

cause of the tiny time and space resolutions necessary to capture the intermediate species that are present

within these mechanisms. Several alternatives to lower the costs associated to the computation of such

chemical schemes are found in the literature including the chemistry reduction and tabulation method-

ologies. The two approaches are briefly introduced below. The reduction approach will be discussed in

detail over the following chapters since it is the primary subject addressed within this manuscript. First,

the overall equations that govern chemical kinetics are given.

2.2.1 Species source terms

A chemical mechanism is made up of Nsp chemical species combined over Nr reversible reactions. The

jth reaction is associated to ν
′

kj and ν
′′

kj which are respectively the reactants and products stoichiometric
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coefficients associated to the chemical species k with molecular formula Mk.

Nsp∑

k=1

ν
′

kjMk ⇋

Nsp∑

k=1

ν
′′

kjMk, with j = 1, Nr . (2.35)

The rate associated to a given reaction j quantifies the mass variation of the chemical species involved

within this reaction per unit of time:

Q̇j =
ω̇kj

Wkνkj
, (2.36)

where νkj = ν
′′

kj − ν
′

kj . Species variation rates over every jth reaction are deduced from relation 2.36,

and the total reaction rate of species k corresponds to the sum of the ω̇kj over the Nr reactions of the

mechanism:

ω̇k =

Nr∑

j=1

ω̇kj = Wk

Nr∑

j=1

νkjQ̇j . (2.37)

Summing the ω̇k source terms over the Nsp chemical species of the mechanism returns a null value, thus

ensuring mass conservation.

2.2.2 Reaction rates

The reaction rate Q̇j of every reaction is computed from both direct and reverse rates.

Q̇j = Q̇fj − Q̇rj (2.38)

The forward rate of the jth reaction is modeled through the use of a relation that correlates the concen-

tration of the reactants to a chemical constant Kfj . Same applies to the backward rate using this time,

the products concentrations and Krj , the reverse chemical constant of reaction j:

Q̇fj = Kfj

Nsp∏

k=1

[Xk]
ν
′

kj , Q̇rj = Krj

Nsp∏

k=1

[Xk]
ν
′′

kj , (2.39)

where [Xk] = ρYk/Wk refers to the molar concentration of species k.

2.2.2.1 Arrhenius law

The determination of the rate constant of a reaction has driven many experimental studies which have

led to the description of empirical laws based on a temperature dependency. Conventionally, a modified

Arrhenius form is used in combustion:

Kfj = AjT
βj exp

(
−

Ej

RT

)
(2.40)

where the rate of the reaction Kfj is computed from the absolute temperature T of the mixture related

to an activation energy Ej expressed in J.mol−1, an exponent βj , a pre-exponential collision frequency

factor Aj and R, the ideal gas constant. In many circumstances, the pre-exponential term is sufficient

to account for the temperature dependence since binary elementary reactions behave in a classical Ar-

rhenius way over a limited temperature range. However, to properly address the range of temperatures

found in combustion, an additional dependence in temperature is introduced using the exponent βj . The

importance of the activation energy term Ej is illustrated on figure 2.1. To dissociate the initial reactants
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Energy

Energy barrier
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Formation enthalpy 
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Figure 2.1: Activation energy diagram Ej

into intermediate and radical species a sufficient amount of energy must be provided to the system. The

dissociated species then recombine into more stable products while delivering energy through the form

of heat. The process is called combustion, because in all cases, the volume of energy necessary to en-

sure the dissociation of the molecules is lower than the energy provided by the recombination step. The

chemical process is exothermic.

2.2.2.2 Reverse reaction rate constant and equilibrium

The backward rate is balanced with the forward one defining an equilibrium constant. Equilibrium is

achieved when the forward rate Q̇fj equals the backward rate Q̇rj , hence when:

Kfj

Nsp∏

k=1

[Xk]
ν
′

kj = Krj

Nsp∏

k=1

[Xk]
ν
′′

kj (2.41)

The equilibrium constant is defined as the ratio of the reactants concentrations by the products concen-

trations:

Keq,j =

Nsp∏

k=1

[Xk]
νkj =

Kfj

Krj
(2.42)

The reverse reaction rate constant is deduced from Krj = Kfj/Keq,j after computing for the equilibrium

constant that is deduced from the thermodynamic properties of the species involved within reaction j.

These thermodynamic properties are given from the computation of the Gibbs free energy.

2.2.2.3 Gibbs free energy

The estimation of the chemical equilibrium of a reaction necessitates the definition of the standard Gibbs

free energy change. This reference state is used to describe the chemical potential of species and en-

ables to quantify the difference in potential that exists between the reactants and the products of a given

reaction. This is expressed, for the jth reaction, through:

∆G◦
j = −RT lnKp,j , (2.43)

where index ◦ refers to all the products and reactants in their standard state and Kp,j is the equilibrium

constant of reaction j expressed from the partial pressure of the species involved within reaction j.

Note that the more negative is ∆G◦
j , the larger is the equilibrium constant of reaction j and the more
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spontaneous is the reaction. In addition, if the Gibbs free energy of the reactants of j is similar to the one

of its products, the reaction has no tendency to proceed (∆G◦
j = 0). The equilibrium constant in pressure

relates to the one in concentration terms Keq,j by:

Kp,j = Keq,j

(
RT

P ◦

)∑Nsp
k=1

νkj

(2.44)

with P ◦, the reference pressure. Combining this relation with equation 2.43 allows to get an expression of

the equilibrium constant in terms of concentrations Keq,j as a function of the standard Gibbs free energy

variation across the jth reaction, here expressed in terms of entropy and enthalpy change, respectively

noted ∆S◦
j and ∆H◦

j .

Keq,j = exp

(
∆S◦

j

R
−

∆H◦
j

RT

)(
P ◦

RT

)∑Nsp
k=1

νkj

(2.45)

In practice, the entropy and enthalpy change necessary to calculate the equilibrium constants are com-

puted from the NASA relations introduced in 2.10 and 2.11.

2.2.2.4 Reactions orders

The unit for the chemical rate constant and the unit for the pre-exponential factor Aj varies with the

order of the reaction. The Aj in a reaction of 1st order is expressed in s−1.K−βj , of 2nd order in

m3.mol−1.s−1.K−βj and the pre-exponential factor have the unit m6.mol−2.s−1.K−βj for 3rd order reac-

tions .

2.2.2.5 Third-body reactions

Three-body reactions involve two species ‘A’ and ‘B’ as reactants and a third body ‘M’. They yield as

products, the species ‘AB’ and the unchanged catalyst species ‘M’ which is used to stabilise the excited

product ‘AB∗’ through the release of heat. On the contrary, in the reverse direction, heat provides the

energy necessary to break the link between ‘A’ and ‘B’. Although three-body reactions are described

by only one Arrhenius equation, the chemical process undergoes the 3 steps detailed within table 2.1.

The third body ‘M’ can be any inert molecule. The notation usually is A + B + M ⇋ AB + M. The

Forward direction Backward direction

A + B → AB∗

AB∗ + M → AB + M∗

M∗ → M + heat

M + heat → M∗

AB + M∗ → AB∗ + M

AB∗ → A + B

Table 2.1: Forward and backward decomposition of a three-body reaction.

concentration of the third body can be defined from either a single species or from a combination of

species. In the first case, the notation usually takes the form A+B+N2 ⇋ AB+N2 (here with the azote

species). In the second case, each of the species is seen as a more or less effective collisional partner.

Third body efficiencies βk are thus defined and the calculation of the concentration [XM] is done on the

basis of equation 2.46. Species which are associated to a high efficiency are given a value above 1.0; on

the contrary a value below 1.0 is defined for the species which are not effective collisional partners. A
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default efficiency of 1.0 is declared for all the other species.

[XM] =

Nsp∑

k=1

βk[Xk] (2.46)

2.2.2.6 Fall-off correction

Under specific conditions, some reaction rate expressions are dependent on pressure and temperature.

This is especially true for the rate associated to unimolecular/recombination fall-off reactions which

increases with pressure. As an example, let us consider the unimolecular/recombination reaction that

describes the methyl recombination (table 2.2). If the chemical process takes place at either a low or high-

High pressure limit CH3 + CH3 ⇋ C2H6

Low pressure limit CH3 + CH3 + M ⇋ C2H6 + M

Table 2.2: Low and high-pressure reactions for methyl recombination

pressure limit, typical Arrhenius laws are applicable to the reactions described in table 2.2. However, if

the pressure is in between, an accurate description of the phenomenon requires a more complicated rate

expression. In such a case, the reaction is said to be in the “fall-off” region. Common practice is to write

Figure 2.2: Lindemann form and Troe form applied to the methyl recombination [6]

the overall reaction as CH3+CH3 (+M) ⇋ C2H6 (+M). Several formulas (derived from the Lindemann

description) are available to smoothly relate the limiting low and high-pressure rate expressions. With

the Lindemann approach, Arrhenius parameters need to be given for both the low pressure limit K0 and

the high pressure limit K∞.

K0 = A0T
β0 exp

(
−

E0

RT

)
(2.47)

K∞ = A∞T β∞ exp

(
−
E∞

RT

)
(2.48)

The expression taken at any pressure is based on a combination of both K0 and K∞ (see equation 2.49).

The term Pr is here equivalent to a pressure and [M] represents the concentration of the mixture, possibly
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estimated from third-body efficiencies.

K = K∞

(
Pr

1 + Pr

)
F (2.49)

Pr =
K0[M]

K∞
(2.50)

The expression for the F coefficient is equal to unity with the Lindemann description. Other descriptions

of F such as the Troe form have been proposed:

log(F ) =

[
1 +

(
log(Pr) + c

n− d(log(Pr) + c)

)2
]−1

log(Fcent) (2.51)

where the coefficients c, n and d are estimated through:

c = −0.4− 0.67 log(Fcent) (2.52)

n = 0.75− 1.27 log(Fcent)

d = 0.14

and Fcent through the equation 2.53 where the parameters α, T ∗, T ∗∗, T ∗∗∗ have to be specified as inputs

(T ∗∗ is not always used).

Fcent = (1− α) exp

(
−T

T ∗∗∗

)
+ α exp

(
−T

T ∗

)
+ exp

(
−T ∗∗

T

)
(2.53)

2.2.3 Reducing the costs for solving chemistry

As introduced earlier, the detailed combustion mechanisms available in the literature require the use of

tiny mesh sizes. Typically, the size of the cells found within the flame thickness, at atmospheric pressure,

should be of the order of ten micrometers to properly solve for the intermediate and radical species.

Moreover the time steps necessary to capture the entire chemistry of the flame are always smaller than

the time steps used to solve for turbulence by several orders of magnitude. The actual computer resources

are not sufficient enough to support the expensive and long simulations resulting from these tiny time and

space resolutions. As a result, the use of detailed chemistry is limited to a very small number of academic

studies and as of today such large mechanisms have never been employed in industry. Accordingly, most

of the reactive computations are today performed from either a tabulation or from a reduction of the

chemistry. The two approaches are briefly discussed here.

2.2.3.1 Chemistry reduction

The reduction of chemistry consists in lowering the complexity of the combustion mechanism by remov-

ing chemical species and reactions without significantly modifying the results for the conditions under

study. A large amount of methodologies have been developed for the derivation of reduced mechanisms.

A detailed review of these techniques is proposed in Chapter 3.
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2.2.3.2 Chemistry tabulation

Another largely employed methodology for the reduction of the costs associated to chemistry consists

in storing the chemical responses obtained from canonical 1D flame simulations into a library relying

on a reduced number of parameters. The mixture composition, temperature and species source terms

are thus obtained from this library also called a chemical table. The sub-space coordinates (table input

parameters) are either expressed from one thermochemical variable or from the linear combination of

independent variables.

Maas and Pope [7] observed that there exist a composition sub-space called manifold in which the

evolution of the reactive system converges towards a group of similar trajectories. This set is called

Intrinsic Low Dimensional Manifold (ILDM) or variety attractor. Knowing the trajectory for the attractor

enables the reconstruction of the evolution of the entire system. The validity range of the attractor is

directly related to the number of dimensions of the composition sub-space.

Two main models have been constructed from the ILDM methodology and from the flamelet (dis-

cussed in section 2.3.1) hypothesis namely the FPI (Flamelet Prolongation of ILDM) model developed

by Gicquel [8] and the FGM model (Flamelet Generated Manifold) of Van Oijen [9]. These models rely

on the assumption that there is an analogue response between the local flame front and the tabulated lam-

inar canonical flamelet. The laminar flame responses are computed for given conditions and projected in

the reduced space: tabulated as a function of a few parameters.

2.3 Combustion regimes

Two canonical combustion regimes exist. A premixed configuration is characterised by a perfect mixing

of the fuel and of the oxidiser before combustion while a diffusion regime is achieved when combustion

occurs at the mixing interface between the fuel injection and the oxidiser injection.

Premixed flames are interesting in the sense that they provide high burning efficiency because the

mixing between the fuel and the oxidiser is done prior to the combustion. The temperature of the burnt

gases is also easily monitored through the equivalence ratio of the mixture. This exhaust temperature

is a key parameter for a number of industrial applications and also controls the pollutants formation.

Unfortunately because of the premixing, these flames are difficult to design and finally, the reaction may

accidentally be initiated as soon as the fuel encounters the oxidiser which poses real safety problems.

On the other hand, diffusion flames are much easier to design and also much safer to operate. In-

deed, because no premixing is required, the flame cannot propagate in the fuel stream since the oxidiser

is missing and vice versa. Notwithstanding these facts, non-premixed flames are not attractive either

because the mixing by molecular diffusion is less efficient and the maximum temperature is much more

difficult to control.

Most industrial applications cannot be described by these two ideal cases. Real systems lie in a

regime that is in between premixed and non-premixed flames and that shares characteristics with both of

them. This last regime is referred as partially-premixed combustion. The three concepts are introduced

and illustrated in this section.
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and finally, in this context, the enthalpy conservation reads:

∂

∂x
(ρuhs) =

∂

∂x

(
λth

∂T

∂x

)
−

∂

∂x


ρ

Nsp∑

k=1

hs,kYkVk


+ ω̇T . (2.56)

2.3.1.3 Controlling variables

The chemical process taking place within the reactive front of a premixed flame may be described using

a progress variable c which is normalised in order to be equal to 0 in the fresh gases and 1 in the burned

gases region. On the basis of the temperature variation across the flame, this progress variable reads:

c =
T − T0

Teq − T0
. (2.57)

It is also commonly expressed from Yc which is estimated from a linear combination of the combustion

products:

c =
Yc − Yc,0
Yc,eq − Yc,0

. (2.58)

Typically Yc = YCO + YCO2
+ YH2O is defined. This definition is valid for the great majority of the

premixed combustion problem, however it does not apply well for some specific cases including the

capture of the NOx levels. The progress variable c is particularly suitable for the analysis of the flame

structure, to estimate the location of the reactive layer and to define the normal to the flame front through

the relation:

n =
−∇c

|∇c|
. (2.59)

For a premixed flame, the perfect mixing of the fuel and oxidiser is characterised by an equivalence

ratio which is computed from relation:

φ = s
YF,0
YO,0

, (2.60)

where YF,0 and YO,0 respectively represent the fuel and oxidiser mass fractions in the fresh gases. The

term s is the stoichiometric ratio defined by relation 2.61.

s =
νOWO

νFWF
, (2.61)

where WF and WO are the fuel and oxidiser molecular weights. The terms νF and νO respectively stand

for the fuel and oxidiser stoichiometric coefficients within the global reaction:

νFF + νOO → νPP , (2.62)

with F, O and P the species formula of the fuel, oxidiser and the product of the global reaction. The

equivalence ratio equals unity for a stoichiometric mixture. The mixture is said to be “lean” when

the fuel mass fraction in the fresh gases YF,0 is lower than in stoichiometric conditions i.e. when the

equivalence ratio is lower than 1. On the other hand it is called “rich” for higher fuel mass fractions in

the fresh gases i.e. for φ greater than 1.
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2.3.1.4 Flame speed, flame thickness

Multiple definitions of the flame speed are commonly employed whether the combustion is analysed in

an absolute reference frame (absolute speed), relatively to the local flow velocity (displacement speed)

or considering the speed at which the the fuel reacts (consumption speed). The so-called laminar flame

speed is the only one studied in this thesis. It corresponds to the speed at which the fuel is consumed. It

is computed from the integral of the burning rate across the flame brush:

S0
L = −

1

ρ0(YF,0 − YF,∞)

∫ +∞

−∞

ω̇Fdx , (2.63)

where x corresponds to the direction of the flame domain, and ρ0, YF,0 are respectively the density and

the fuel mass fraction in the fresh gases and where YF,∞ is the fuel mass fraction in the burned gases.

The laminar flame is also described through its thickness which varies according to the composition

of the burning mixture (fuel and oxidiser type, equivalence ratio), the initial temperature and pressure.

Several definitions exist including the thermal thickness δthL , the diffusive thickness δdL, the blint thickness

δbL and the reaction zone thickness δrL. The thermal thickness [11] is computed from the temperature

gradient:

δthL =
Teq − T0∣∣∣∣
∂T

∂x

∣∣∣∣
max

, (2.64)

where T0 and Teq are respectively the temperature in the fresh and in the burned gases. The diffusive

thickness [11] provides an a priori estimation of the flame thickness that relies on the thermal diffusion

of the fresh gases δdL = D0
th/S

0
L. It is easy to compute although it usually underestimates the thickness

value in comparison to δthL . The blint thickness [12] is a corrected version of the diffusive thickness which

relies on equilibrium thermochemistry δbL = 2δdL(Teq/Tf )
0.7. It provides a much closer estimation of

the thickness of the thermal layer. Finally the reaction zone thickness [13] is estimated from the region

where the heat is released. It is usually one order of magnitude smaller than the thermal thickness. Along

this thesis, only the thermal thickness will be employed using the relation 2.64.

2.3.2 Canonical problem: The diffusion flame

Diffusion flames are characterised by a separated injection of fuel and oxidiser. The flame develops inside

of the diffusion layer and is stabilised exactly at the stoichiometric line. In opposition to the premixed

flame, the diffusion one is not associated to auto-propagative effects and is not characterised by

any specific thickness since it is largely piloted by the mixing of the reactants. The diffusion flame is

illustrated on figure 2.6. The maximum temperature is located inside of the reaction zone and diffuses

towards the fuel and the oxidiser streams. The structure inside of the diffusion flame is piloted by the

external streams which influence the local stretch.

2.3.2.1 Passive mixture fraction

The mixing state is locally described using a mixture fraction Z. The use of the atomic conservation is

one way to define Z as a passive scalar in a multi-species environment. Bilger [14] provides a description

of the mixture fraction for hydrocarbon species of type CmHn:

Z =
ZC/(mWC) + ZH/(nWH) + 2(YO2,2 − ZO)/(νOWO2

)

ZC,0/(mWC) + ZH,0/(nWH) + 2YO2,2/(νOWO2
)

, (2.65)
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2.3.3 Partially premixed combustion

2.3.3.1 Combustion regimes in real systems

A large part of the academic studies devoted to turbulent combustion are performed for conditions cor-

responding to the presented two limiting regimes. As introduced earlier this does not apply very well to

real systems for which efficient, easy and safe to operate strategies are necessary. Higher performances

(a) Surface colour represents the combustion regime,

red: rich premixed, blue: lean premixed and green: dif-

fusion.

(b) Hydrogen consumption rate. Premixed rates are

drawn in solid lines and diffusion ones in dashed lines.

The black line shows the stoichiometric mixture fraction.

Figure 2.6: DNS of a turbulent hydrogen jet lifted flame by Mizobuchi et al. [15].

are reached for premixed combustion than for diffusion flames. However, to avoid any accident, the fuel

and oxidiser cannot meet outside of the combustion chamber. For that reason, separated injections of the

fuel and of the oxidiser are frequently retained and the actual design tendency is towards the development

of technologies to enhance the mixing of the reactants before they enter the combustion zone. This may

be done by increasing turbulence (introducing a swirl) or by enhancing the interaction between the fuel

and the oxidiser directly through the injection system. Nevertheless, a great majority of the industrial

systems operate under conditions in which the reactants are not perfectly mixed together when they start

burning or in conditions where local flame extinctions favour the mixing between the fuel and the oxi-

diser while they react in the flame zone. Accordingly, a point situated within the reactive layer faces a

combustion regime that varies from perfectly premixed combustion to non-premixed combustion. This

is illustrated on figure 2.6 which gives the contours of the combustion regimes expressed here for lean

and rich premixed conditions and for diffusion conditions in the case of an hydrogen/air jet lifted flame.

In that case, the flame is said to operate in a partially premixed regime. This combustion mode has a

drastic impact on the reaction rate. It moreover plays an important role in the stabilisation of a flame
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which is the result of an intense mixing between the fuel, the oxidiser and the burned gases that leads to

the creation and propagation of partially premixed flamelets. This is again illustrated by figure 2.6.

2.3.3.2 Stratified combustion

A specific application of partially premixed flames is stratified combustion. It can be seen as a prop-

agation of a flame within several layers of premixed fuel-air mixtures at different equivalence ratios.

Stratified combustion is typically found in gas turbines, and internal combustion engines as well as in

the majority of the industrial furnaces. This type of combustion mode gained significance thanks to its

ability to provide high efficiencies while reducing the pollutants emissions. Typically CO and NOx levels

are minimised because of overall lean conditions and thanks to the lowering of the temperature. Strat-

ification is also frequently encountered in premixed combustion involving a dilution with cold air. The

flamelet hypothesis is usually employed to model stratified combustion.

2.4 Aerothermochemical equations in the LES formalism

2.4.1 Introduction to turbulence

In the flows characterised by low velocities, the small perturbations are instantly smoothed by the molec-

ular viscosity which tends to maintain organisation. In that case, the flow is called laminar and is char-

acterised by regular parallel trajectories. When the velocity increases, the viscosity is not strong enough

to dissipate the perturbations which are furthermore amplified by several instabilities. The flow moves

towards a turbulent state characterised by a disorganised appearance which is associated to a large range

of macroscopic scales. The same set of equations is used to describe both states. The transition between

the laminar and the turbulent state is explained by the non-linearity of these equations. Most of the flows

encountered in industrial processes, in transportation or even in nature are non stationary and turbulent.

The turbulent nature of a flow may be quantified comparing the inertial forces that tend to disrupt

the flow and create new turbulent scales to the viscous forces which have the tendency to dissipate

the movement and restore a laminar regime. The Reynolds number is a non-dimensional number that

provides such a comparison:

Re =
uL

ν
. (2.67)

It is expressed respectively from the velocity u and characteristic size L of the flow and from ν which

represents the kinematic viscosity of the fluid. Small Reynolds numbers are representative of laminar

flows while large Re correspond to turbulent conditions. The Kolmogorov theory [16] introduces the

concept of turbulent energy cascade towards the small scales which is one way to describe the turbulent

energy spectrum. It is illustrated within figure 2.7 by expressing the turbulent kinetic energy as a function

of the wave number. Three different scales are used to describe this spectrum and then to calibrate the

direct and large scales simulations.

• Macroscopic scale: The largest scales of the turbulence are geometry dependant. These are the

most energetic turbulent structures. The turbulent kinetic energy is defined from the relation:

kt =

3∑

i=1

1

2
u

′2
i . (2.68)
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Two scales may be employed to describe the macroscopic turbulent structures, namely the ener-

getic length scale Le and the integral length lt. The energetic length Le is expressed through the

relation:

Le =
k
3/2
t

ǫ
, (2.69)

where ǫ corresponds to the turbulent dissipation. The integral length lt is computed by accounting

for one of the three velocity component through:

lt =
u

′3

ǫ
. (2.70)

The turbulent Reynolds number Ret is expressed from this integral scale using:

Ret =
u′lt
ν

. (2.71)

In most practical applications, this ratio tends to be of the order of a thousand. Both characteristic

scales may be related using the hypothesis of local isotropy for the turbulent scales hence leading

to the relation 2.72 for the kinetic energy.

kt =
3

2
u

′2 . (2.72)

The relation between the length scales Le and lt follows:

lt
Le

=

(
2

3

)3/2

. (2.73)

• Intermediate scale: The largest eddies become unstable and break to form smaller eddies. This

transfer is done following the k
−5/3
t law. The Taylor scale λ to which this is associated is the most

dissipative scale.

• Viscous dissipation scale: This scale refers to the the smallest structure of the flows and is limited

by the molecular agitation. It is referred as the Kolmogorov scale in which length and velocity are

expressed from:

lK =
(ν
ǫ

)1/4
and uK = (νǫ)1/4 . (2.74)

ǫ refers to the dissipation rate through the form heat of the turbulent kinetic energy. A turbulent

Reynolds number associated to the Kolmogorov length scale appears ReK = u
′

K lK/ν ≈ 1.

2.4.2 Strategies for the simulation of turbulent flows: RANS, LES, DNS

The Computational Fluid Dynamics (CFD) aims at simulating numerically the flows by solving for the

discretised conservative equations. The large variety of scales observed while numerically solving for

the flows depends on the viscosity of the simulated fluid. The turbulence modelling consists in the

modification of the viscosity of the studied fluid to limit the scales to the ones that can be solved on the

employed mesh.

Three different approaches are used to simulate turbulent flows, namely DNS, RANS and LES.
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Computed in LES

Computed in DNS

Modeled in 

LES

Modeled in RANS

Large Eddies

Small dissipative 

eddies

Inertial Range

Figure 2.7: Illustration of the turbulent energetic spectrum along the energetic cascade. The solved and

modelled scales are given for RANS, LES and DNS approaches. Image extracted from [17].

• The introduced set of conservative equations allows for solving directly the aerothermochemistry

over all the space and time scales of the flow. This approach is called DNS for Direct Numerical

Simulation. Such a method is expensive because it requires the use of a mesh capable of capturing

the smallest scales of the flow through a resolution ∆ = 2lK (see [18]). This condition is expressed

from the turbulent Reynolds number and the integral scale through the relation:

∆ ≈
lt

Re
3/4
t

(2.75)

Because of this elevated cost, DNS is today exclusively employed for the simulation of academic

configurations limited to reasonably low Reynolds number.

• To numerically solve for fluid dynamics at reasonable costs, time averaged equations have been

derived. This approach is referred as RANS for Reynolds Averaged Numerical Simulation. The

entire set of turbulence fluctuations are modelled and no scale from the turbulent energy spectrum

is solved. Using this approach, the extracted informations concern only the mean behaviour of the

flow. Since it allows for dealing with coarse meshes hence giving short runback times, the method-

ology has been largely studied in academia over the last decades and is still today a reference for

most CFD based applications in industry.

• Finally, the LES for Large-Eddy Simulation consists in the solving of the non stationary large

structures of the flow and on the modelling of the smallest scales. This approach still requires

the introduction of specific models but these can be constructed from the information about the

large scales of the flow which are numerically solved. The introduction of such models lies on

the assumption that the cutting point between the solved and modelled informations is located

within the inertial scale (as illustrated on figure 2.7). In practice, this cutting point is dependant on

the used mesh. The added viscosity is of the order of the Reynolds number corresponding to the

cutting length scale, hence of the order of the mesh size ∆.
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2.4.3 Filtered equations for LES

The separation between the solved scales for LES and the scales that are modelled is given by a filtering

operation of the equations that are solved for a DNS. For a scalar φ(x, t), the filtering is performed

through a spatial convolution that gives,

φ(x, t) =

∫

R3

φ(y, t)G∆(y − x)dy , (2.76)

where G∆ is the filter associated to the scale ∆ that provides the filtered quantity φ(x, t). The filter must

be normalised so that, ∫

R3

G∆(x)dx = 1 , (2.77)

and must verify the commutativity of both spatial and temporal derivation operators, so that:

∂φ

∂t
=

∂φ

∂t
and

∂φ

∂xi
=

∂φ

∂xi
. (2.78)

After the filtering separation, the φ variable may be seen in two parts: (1) a part φ evolving above the

scale ∆ and (2) a fluctuating unresolved part φ′ evolving at scales lower than ∆.

φ(x, t) = φ(x, t) + φ′(x, t) . (2.79)

Because the density ρ of the flow varies from one point to another, the Favre filtered variable φ̃ is intro-

duced. It corresponds to a filter weighted by density.

φ̃ =
ρφ

ρ
. (2.80)

The Favre convolution is applied to the system of conservative equations (2.19)-(2.20)-(2.22) and (2.30)

leading to the following set of filtered relations:

• Filtered mass conservation
∂ρ

∂t
+

∂ρũi
∂xi

= 0 . (2.81)

• Filtered momentum conservation

∂ρũj
∂t

+
∂ρũiũj
∂xi

= −
∂

∂xi
[ρ(ũiuj − ũiũj)]
︸ ︷︷ ︸

(1)

−
∂P

∂xj
+

∂τ ij
∂xi

. (2.82)

• Filtered species conservation

∂ρỸk
∂t

+
∂ρũiỸk
∂xi

= −
∂

∂xi

[
ρ(ũiYk − ũiỸk)

]

︸ ︷︷ ︸
(2)

−
∂

∂xi

(
−ρVk,iYk

)

︸ ︷︷ ︸
(3)

+ ω̇k

︸︷︷︸
(4)

. (2.83)

• Filtered energy conservation

∂ρh̃s
∂t

+
∂ρũih̃s
∂xi

= −
∂

∂xi

[
ρ(ũihs − ũih̃s)

]

︸ ︷︷ ︸
(5)

+
DP

Dt
+

∂

∂xi

(
λth

∂T

∂xi

)

︸ ︷︷ ︸
(6)

(2.84)

−
∂

∂xi


ρ

Nsp∑

k=1

hs,kYkVk,i




︸ ︷︷ ︸
(7)

+ ω̇T

︸︷︷︸
(8)

. (2.85)
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Unresolved terms (1)-(8) appear in the filtered conservative equations. Each of them is closed by intro-

ducing several models:

• The sub grid Reynolds stress tensor (1) τ
′

ij = ρ(ũiuj − ũiũj) requires the introduction of a

turbulence model for the transport of momentum by unresolved velocity fluctuations and account

for the energy transfert between resolved and unresolved structures. The Boussinesq [19] approach

is employed in this thesis: turbulent fluxes are modelled using an expression similar to the laminar

definition 2.21 and using a turbulent viscosity µt = ρνt so that:

τ
′

ij = µt

(
∂ũi
∂xj

+
∂ũj
∂xi

)
−

2

3
µt

∂ũk
∂xk

δij , (2.86)

Several models may be introduced from this approach. The one employed in this thesis is discussed

in the next section.

• The sub grid species (2) and enthalpy fluxes (5) respectively written:

F
′

k,i = ρ(ũiYk − ũiỸk) (2.87)

Q
′

i = ρ(ũihs − ũih̃s) (2.88)

are modelled using a similar approach to the one for the sub grid Reynolds stress tensor. A turbu-

lent Prandtl number Prt is introduced for the enthalpy fluxes:

Q
′

i = −
µt

Prt

∂h̃s
∂xi

. (2.89)

and for the species fluxes, a turbulent Schmidt number is used Sct, so that:

F
′

k,i = −
µt

Sct

∂Ỹk
∂xi

. (2.90)

These Prandtl and Schmidt may be constant over the entire domain or may vary in space and time

depending on the formulation.

• The filtered laminar diffusive fluxes of species (3) and enthalpy (6)-(7) may be neglected be-

cause they are low in comparison with the turbulent fluxes for large Reynolds numbers. They may

also be modelled using laws based on gradients:

λ
∂T

∂xi
= λ

∂T̃

∂xi
, (2.91)

Vk,iYk = −Dk
Wk

W

∂X̃k

∂xi
, (2.92)

ρ

Nsp∑

k=1

hs,kYkVk,i = −ρ

Nsp∑

k=1

Dk
Wk

W

∂X̃k

∂xi
h̃s,k . (2.93)

• The filtered species chemical rate (4) enthalpy source term (8) respectively ω̇k and ω̇T are

critical points regarding the modelling of turbulent combustion. They will be discussed later in

section 2.4.5.
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2.4.4 Sub grid modelling for turbulence

Several approaches exist in the literature, however only the Boussinesq approximation is employed in

this thesis. It relies on the assumption that the effect of the unresolved small structures are similar to an

increase of the turbulent viscosity. The main difficulty lies in the calculation of this additional viscosity.

It is at the origin of several modelling developments.

• The Smagorinsky model relies on an equilibrium hypothesis between production and dissipa-

tion of kinetic energy at the scale of the filter. The turbulence is therefore only considered as a

dissipative phenomena.

νt = (CS∆)2 |S̃| = (CS∆)2
√
2S̃t

ijS̃
t
ij , (2.94)

where CS is the Smagorinsky constant (with a typical value CS = 0.17 calculated from the Kol-

mogorov spectrum), ∆ is the characteristic filter width and S̃ the filtered strain tensor that is ex-

pressed:

S̃ij =
1

2

(
∂ũi
∂xj

+
∂ũj
∂xi

)
. (2.95)

• The dynamic Smagorinsky model is derived by Germano [20] and Lilly [21]. This approach

relies on a dynamic and local estimation of the CS constant. The sub grid behaviour is estimated

from the resolved small structures which require the filtering written (̂·) of the solved velocity field

at a size ∆′ that is larger than the size ∆. The sub grid tensor and the sub grid tensor based on the

velocity field may be expressed from the Smagorinsky model through the following formulations:

τ
′

ij = 2ρ (CS∆)2 |S̃|S̃ij , (2.96)

τ
′′

ij = 2ρ̂
(
CS∆

′
)2

|
̂̃
S|
̂̃
Sij . (2.97)

The Germano identity is used to link both tensors through a term that depend on the solved field

and which may be explicitly computed:

Lij = τ
′

ij − τ
′′

ij = ρ
(
̂̃uî̃uj − ̂̃uiũj

)
. (2.98)

Combining the equations (2.96), (2.97) and (2.98) allows for computing the Smagorinsky constant

from the filtered velocity field at two different scales. The dynamic Smagorinsky model applies

to a large range of conditions, however it is more difficult and more expensive to use, since it

requires the definition of an explicit filtering operator. This approach is the one retained for the

LES simulation showed in chapter 7.

• The WALE model for Wall-Adaptating Eddy-Viscosity [22] aims at predicting the correct be-

haviour at walls and the transition to the turbulence. With this model the turbulent viscosity is

computed from relation:

νt = C2
W∆2

(sdijs
d
ij)

3/2

(S̃ijS̃ij)5/2 + (sdijs
d
ij)

5/4
, (2.99)

in which the CW constant equals 0.5. The tensor sdij reads,

sdij =
1

2

(
h̃ij + h̃ji

)
−

1

3
h̃kkδij with h̃ij = g̃ikg̃kj and g̃ij =

∂ũi
∂xj

. (2.100)
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2.4.5 Turbulent combustion models

Another major problem associated to turbulent combustion appears in the closure of the filtered source

term ω̇k. This term deals with the interaction between the turbulence and the combustion and is therefore

a key aspect in the computation of reactive LES. A few models are briefly introduced in this section. A

detailed description of the state of the art on the turbulent combustion models may be found in the work

by Veynante and Vervisch [10] or Pitsch [23]. The approaches to model turbulent combustion may be

organised into three groups:

• The algebraic approach: The reaction rate is controlled by the turbulent mixing described in

terms of scalar dissipation rate [24]. The smallest structures of the dissipation rate regulate the

mixing between the reactants. This approach may be employed only when the characteristic time

associated to the turbulence is large compared to the time scales of the combustion i.e. for very

large Damköhler Da numbers.

• The statistical approach: The filtered scalars are evaluated from an a priori knowledge of the un-

resolved structures properties obtained from a PDF (Probability Density Function). This function

provides a statistical distribution of the sub grid scales properties. The greatest difficulty rests in

the solving of this PDF. This is addressed through several methodologies:

– PDF transport. The first approach proposed in the literature consists in the transport of

the PDF and on its solving. A transport equation is added to the original set of conserva-

tive equations for the estimation of the filtered PDF [25]. Pope [26] proposed the use of

a Monte Carlo approach to solve for the PDF: a set of stochastic lagrangian particles car-

ries thermochemical informations into the physical space. The joint PDF is then constructed

from the particles informations. Although theoretically the approach may be used with large

chemistries, in practice, the number of particles necessary to maintain precision increases

with the dimension of the problem making the problem unfit.

– Presumed PDF. This approach allows for lowering the cost related to the joint PDF methods.

This methodology relies on a reduction of the number of scalars necessary for the description

of the system and by presuming the shape of the PDF. For instance, this approach is com-

monly linked with the FPI in tabulated chemistry for which the problem is simplified to two

dimensions: the progress variable c and the mixture fraction Z.

• The geometric approach: The flame front is considered to be a thin moving geometric surface.

Several combustion models are derived from this approach. The majority of them is intended to

model perfectly premixed flames since they rely on the hypothesis that there exists a clear interface

between the fresh and the burned gases. First examples are the G-Equation and Levelset [27,

28] models which are defined from a level of potential. The species properties are reconstructed

depending on their distance to the potential interface. Other well employed approaches are the

flame surface density concept [29] and the thickened flame model. This last model is the one

employed in this thesis. A few details on its derivation are given in the next sub section.
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2.4.6 The thickened flame model: TFLES

2.4.6.1 Overall principal

The size of the cells necessary to properly solve for the variations in the thin layer that forms the flame

is usually small in comparison to the size of the employed mesh. The concept of flame thickening was

introduced in the seventies by Butler et al. [30] and O’Rourke et al. [31] to tackle this issue. It aims at

increasing the number of points within the flame so as to capture its overall structure while conserving

its key properties.

Williams [32] and Kuo [33] stated that the velocity S0
L and the laminar flame thickness δ0L can be

expressed from the reaction rate ω̇ and from the thermal diffusion coefficient Dth:

S0
L ∝

√
Dthω̇ and δL ∝

Dth

S0
L

∝

√
Dth

ω̇
. (2.101)

Using this analysis Colin et al. [34] proposed to broaden the flame by a factor F from the relations,

DF
th = DthF and ω̇F =

ω̇

F
, (2.102)

hence thickening the flame while maintaining the proper laminar flame velocity since:

S0
L ∝

√
Dthω̇ −→ SF

L ∝
√

Dthω̇ , (2.103)

δ0L ∝

√
Dth

ω̇
−→ δFL ∝ F

√
Dth

ω̇
. (2.104)

In the TFLES context, the transport of any reactive scalar φ is then translated to the following con-

servative equation,

∂ρφ̃

∂t
+∇ · ρũφ̃ = ∇ · (ρFD∇φ̃) +

ω̇φ

F
. (2.105)

2.4.6.2 Conditions for the thickening F

The objective of the TFLES approach is primarily to increase the number of points for the description

of the species source terms. This is dependent on the local mesh size and flame thickness. For a defined

number n of points within the flame it appears that the potential

n =
δ0L

∆DNS
=

Fδ0L
∆LES

, (2.106)

where ∆DNS corresponds to the size of the mesh necessary for a DNS on which the non-thickened

profiles would be properly resolved and ∆LES is the size of the LES mesh on which it is desirable to use

the TFLES approach. The thickening factor F is then deduced:

F =
∆LES

∆DNS
=

n∆LES

δ0L(φ(x, t))
. (2.107)

2.4.6.3 Interaction between the flame and the turbulence

Modifying the thickness of the reactive layer impacts the interaction between the turbulence and the

flame. Poinsot et al. [35] and Meneveau et al. [36] demonstrated that the wrinkling of the flame

under the influence of an eddy decreases with the expansion of the flame thickness. The impact of the
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Figure 2.8: DNS of the interaction between the turbulence and the flame [11]. Left image: unthickened

flame. Right image: Flame thickened by a factor F = 5.

turbulence on the wrinkling of the flame was further studied by Angelberger et al. [37] and Colin et al.

[34]. This is illustrated on figure 2.8 which compares a perfectly resolved flame structure to a thickened

flame LES.

It is demonstrated that the non dimensional numbers describing the interaction between the flame

and the turbulence are modified. For instance, the Dämkholer number Da which gives the ratio between

the integral scale (mixing) and the chemical time scale reads:

Da =
tt

tc
=

lt

u
′

S0
L

δ0L
hence leading to DaF =

Da

F
, (2.108)

where tt is the turbulence characteristic time and tc is the characteristic time associated to the chemistry.

lt is the integral scale and u
′

represents the sub grid fluctuations. This effect is accounted for through the

introduction of an efficiency function E that increases the turbulent flame speed hence compensating for

the diminution of the flame surface. This function corresponds to the sub grid thickening factor defined

from [34, 38]:

E =
S0
t

S0
L

=
At

Al
(2.109)

where S0
t is the turbulent flame speed, At is the turbulent flame surface and Al is the laminar flame

surface. Among the efficiency functions found in the literature, Colin et al. [34] introduced a function

based on the ratio of the wrinkling factor of the initial flame with thickness δ0L by the wrinkling factor of

the thickened flame characterised by δ0F :

E =
Ξ(δ0L)

Ξ(δ0F )
=

1 + αΓ
(

∆
δ0
L

u′

S0

L

)
u′

S0

L

1 + αΓ
(

∆
δ0
F

, u′

S0

L

)
u′

S0

L

, (2.110)

where α and Γ are respectively a parameter and a function given by the model and where ∆ stands for the

filter size of the LES. This function may also be evaluated from a power law as introduced by Charlette

[38] which writes the ratio between the surface of the resolved flame and the surface of the unresolved

one from:

E =

(
1 +

∆

ηc

)β

, (2.111)
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where ηc is the mean of the radius of curvature of the flame and β is a constant defined for the model.

The LES results showed in the manuscript rely on the use of a corrected version of this model proposed

by Wang et al. [39]:

E =

(
1 +min

[
∆

δ0L
− 1,Γ

u′

S0
L

])γ

, (2.112)

where γ is a constant of the model. The value γ = 0.5 is used thereafter. Introducing this efficiency

factor into 2.105 gives:

∂ρφ̃

∂t
+∇ · ρũφ̃ = ∇ · (ρEFD∇φ̃) +

Eω̇φ

F
. (2.113)

2.4.6.4 Dynamic TFLES

Unfortunately this formulation increases the overall diffusion of the domain. In the context of a perfectly

premixed flame, the model may be employed using a constant value for the thickening factor F . On the

contrary in the case of other combustion regimes, increasing the diffusion over all the domain provokes

modifications of the mixing. Légier et al. [40] introduced a dynamic formulation of the TFLES approach,

relying on the flame sensor S: a scalar which equals 1 in the reactive zones and 0 on the remaining zones

of the domain. The filtered conservative equation for the scalar φ is rewritten with the flame sensor to

give:

∂ρφ̃

∂t
+∇ · ρũφ̃ = ∇ · (ρEFJ lam

i + (1− S)Jsgs
i ) +

Eω̇φ

F
. (2.114)

where J lam
i is the laminar diffusive flux and J

sgs
i represents the sub grid diffusive flux. The coupling

between the flame sensor S and both the thickening factor F and efficiency function E are:

F = 1 + (Fmax − 1)S , (2.115)

E = 1 + (Emax − 1)S . (2.116)

where the maximum values Fmax and Emax are respectively computed from relations 2.107 and 2.111.

Several formulations have been proposed for the calculation of the flame sensor in the context of tabulated

chemistry and of global chemistry (1 or 2 steps). Recently, Benard [41] proposed a methodology adapted

from the one of Franzelli [42] for the implementation of a flame sensor that rely on the source terms of

species CO, CO2 and H2O:
{

S = 1 if ω̇ > ω̇S

S = 0 if ω̇ < ω̇S

with ω̇ = ω̇CO2
+ ω̇CO + ω̇H2O , (2.117)

where ω̇S is a threshold value. This threshold is frequently defined from a percentage of the maximum

value of ω̇ within the flame. As illustrated on Figure 2.9, several steps are then employed to spread the

zone where the sensor S equals unity over the adjacent nodes and to filter the solution; so as to finally

get a smooth sensor that includes the entire flame zone. The threshold value ω̇S is often set to 10% of

the maximum source term computed with a 1D premixed laminar flame in similar operating conditions.

Using this procedure, note that the threshold value ω̇S must be compared with the unthickened value of

the source term that is obtained from F ω̇. Moreover, with a low Mach number formulation the time step

is large in comparison to that for a compressible approach. The flame sensor may vary against time which

pauses some robustness issues. To address this limitation, the flame sensor is filtered in time introducing

a coefficient of relaxation α between the value Sn and the value at time n− 1, so that:

Sn = αSn + (1− α)Sn−1 . (2.118)

This formulation lowers the time gradients. In the present work, α = 0.7 is used.
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Figure 2.9: Procedure to spread the flame sensor and to filter it. Left illustrations: Initial profile and

filtered profile. Right illustration: Final flame sensor. Image extracted from Benard [41].

2.5 Numerical description of the liquid phase

2.5.1 Two-phase flows modelling

A flow composed of particles rely on the presence of a carrying phase which may either be liquid or gas

and on a dispersed phase composed of either liquid particles (such as kerosene droplets), solid particles

(such as coal) or bubbles into a gaseous phase. The interaction of the dispersed phase with the flow

highly depends on the fraction of the volume occupied by the particles in the fluid domain. In the context

of this thesis, only a diluted suspension phase is considered. It requires a two-way coupling [43] which

means that the influence of the moving particles on the fluid also have to be accounted for in addition to

the inclusion of the impact of the fluid on the dispersed phase.

Two different descriptions are found in the literature: (1) The Euler-Euler approach consists of con-

sidering the dispersed phase as a continuous environment similar to a fluid which is given the mean

properties of the droplets mist. The characteristics of the dispersed phase are thus transported on a Eu-

lerian mesh using a set of flow equations similar to the ones employed for the carrying phase. (2) The

Lagrangian approach consists of following particles individually in the flow domain. The mass trans-

fer, momentum and energy phenomena are solved in interaction with the carrying phase. Each droplet

(particle) has its own properties (temperature, velocity and diameter). Efficient interpolation methods

are required with this approach since the position of the particles does not coincide with the mesh nodes.

The Lagrangian description is the methodology employed for this thesis.

2.5.2 Equations for the Lagrangian description

2.5.2.1 Kinematic of the droplets

Each particle is assumed to have a spherical form, the mass mp of a particle thus reads:

mp = ρp
π

6
d3p , (2.119)

where dp refers to the diameter of the particule and ρp to its density. The equations for the transport of

the particles are as follows:

• The particle kinematic formalism expresses the evolution of the position x
p
i of the particle p

moving with the velocity u
p
i from relation:

dx
p
i

dt
= u

p
i . (2.120)
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• The momentum conservation is written as a function of F
p
i which represents the projection onto

the ith axis of the forces acting on the particle.

mp
du

p
i

dt
= F

p
i where F

p
i = F

p
i,G + F

p
i,A + F

p
i,I , (2.121)

F
p
i is associated to three contributions: F

p
i,G stands for the gravity and buoyancy forces, F

p
i,A for

the aerodynamical and drag forces and F
p
i,I represents the interaction forces with the wall and the

other Lagrangian particles.

– Gravity: The gravitational and buoyancy forces acting on the particle may be written from

the relation:

F
p
i,G = (ρp − ρ)

π

6
d3pgi (2.122)

where ρ is the density of the carrier-phase and gi is the acceleration due to gravity. In

strongly turbulent flows, the gravity force is often neglected in comparison to the aerody-

namical forces. Furthermore, ρp >> ρ for liquid droplets into a gaseous phase, so that the

buoyancy forces may be neglected.

– Aerodynamic: The drag force induced by the gas on the particle reads:

F
p
i,A = mp

1

τp
(u

p
i − ui) , (2.123)

where τp is the time it takes to a particle to respond to the velocity fluctuations. This charac-

teristic time is dependent on the flow regime that is defined by the particle Reynolds number

Rep expressed:

Rep =
dp|u

p
i − ui|

ν
, (2.124)

τp is described as a function of the drag coefficient CD from the relation,

τp =
4ρpd

2
p

3CDRepρν
. (2.125)

A large variety of correlations have been proposed for the drag coefficient CD [44]. The

correlation for numbers of the particle Reynolds Rep lower than 1 is the Stokes law.

CD =
24

Rep
. (2.126)

For intermediate values, the correlation by Schiller and Naumann is employed [45],

CD =
24

Rep
+

3.6

Re0.313p

. (2.127)

For values of the particle Reynolds number higher than 1000, the coefficient is considered to

be constant and equal to 0.44.
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Figure 2.10: Illustration of a droplet p characterised by a temperature Tp and a composition Yk,p evapo-

rating into its surrounding gaseous environment at conditions T∞ and Yk,∞ [46].

2.5.2.2 Evaporation

Hypotheses of the evaporation model The temperature and the composition of the droplet are esti-

mated from the presented conservative equations. They are highly dependent on the ambient conditions.

The composition at the surface of the droplet (particle) is defined by the subscript p while the subscript

notation ∞ refers to the condition of the surrounding gas. This is illustrated on figure 2.10. Several

hypotheses are here formulated in the context of a single-component droplet.

1. The droplet is considered to be perfectly spherical and isolated i.e. its interaction with the other

droplets is not accounted for.

2. The temperature of the droplet is considered uniform, its thermal conductivity being infinite.

3. The surface of the droplet is assumed to be thermodynamically in equilibrium with the environ-

ment. The Clausius-Clapeyron law is therefore employed for the estimation of the saturation

vapour pressure at the surface of the droplet.

4. Except for the evaporated portion, the properties of the surrounding gas are considered constant

from the surface of the droplet up to infinity.

5. The formulation proposed by Hubbard et al. [47] also referred as the 2/3-1/3 law is retained to

consider the properties of the gas in the small layer that forms around the droplet. The composition

and temperature in this small region are computed from the surface conditions and from the infinite

conditions considering different ponderations. The formulation is illustrated on figure 2.10.

T1/3 =
2

3
Tp +

1

3
T∞ , (2.128)

Yk,1/3 =
2

3
Yk,p +

1

3
Yk,∞ . (2.129)

Mass evolution of the droplet The mass evaporation rate of the droplet is computed from the integra-

tion of the conservation equations of the evaporated species from the droplet radius up to infinity. See
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the work by Kuo [33] and Sirignano [48] for more details.

ṁp = −πdp(ρD)Sh log (1 +BM ) , (2.130)

This formulation introduces several characteristic terms and numbers

1. The Spalding number expressed in terms of mass allows for describing the mass transfer effects

as a function of the evaporated species mass fraction studied both at the droplet surface and in the

surrounding gas. It is expressed from the relation:

BM =
Yk,p − Yk,∞
1− Yk,p

(2.131)

The mass fraction Yk,∞ is expressed from an interpolation of the Eulerian mesh. The following

expressions are employed for the estimation of the species mass fractions at the surface of the

droplet;

Yk,p =
Xk,pWk

Wp
(2.132)

The species molar fraction Xk,p is computed from the Dalton’s law:

Xk,p =
Pk,p

P
, (2.133)

it is deduced from the Clausius-Clapeyron’s law that gives the relation between the total pressure

at saturation of a pure component as a function of its boiling temperature and of its latent heat of

vaporisation. The estimation of the molecular weight at the surface of the droplet is deduced from

the relation:

Wp = Xk,pWk + (1−Xk,p)W j 6=k,p . (2.134)

The computation of the term W j 6=k,p is achieved from the relation:

W j 6=k,p = W j 6=k,∞ =
1− Yk,∞

1− Yk,∞
W∞

Wk

W∞ , (2.135)

which states, that the molecular weight of the gaseous phase except for the evaporated species is

constant from the surface of the droplet up to the infinity.

2. The Sherwood number Sh gives the ratio between the convective mass flux and the diffusive

mass flux. The correlation proposed by Ranz and Marshall [49] applies in the context of a forced

convection around a sphere. It reads:

Sh = 2 + 0.55Re
1/2
p Sc1/3 (2.136)

3. The diffusion term (ρD) in the equation 2.130 is usually simplified to the expression:

ρD =
µ1/3

Sc
(2.137)
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Temperature evolution of the droplet The temperature evolution of the droplet is computed from the

integration of the energy conservative equation from the droplet surface up to infinity. Doing so, the

following expression is obtained;

dTp

dt
= −

1

τh

(
Tp −

(
T∞ −

LvBT

Cp,1/3

))
, (2.138)

where τh is the characteristic time associated to the heating of the spherical droplet and defined from:

τh =
ρpd

2
p

6

Sc

µ1/3Sh

Cp,k

Cp,1/3

BT

log 1 +BM
, (2.139)

where µ1/3 and Cp,1/3 are respectively the dynamic viscosity coefficient and the specific heat capacity

at constant pressure computed with the 2/3-1/3 law. An explanation on the derivation of relation 2.139

may be found in [48] or in Enjalbert’s thesis [50]. The thermal Spalding number BT is here expressed as

a function of the mass Spalding number through the relation,

BT = (1 +BM )
ShPr
NuSc − 1 (2.140)

The Nusselt number is used to describe the ratio between the convective and diffusive heat transfers. As

for the Sherwood number it may be expressed from the relation by Ranz and Marshall for a spherical

droplet:

Nu = 2 + 0.55Re
1/2
p Pr1/3 . (2.141)

Boiling specific condition The problem is simplified when the temperature of the carrying phase is

higher than the boiling temperature Tboil associated to the droplet composition. In that case, the gaseous

layer that forms around the droplet reaches saturation, hence Yk,p tends to unity and the Spalding number

diverges towards infinity.

In that situation, the equation 2.138 is simplified to dT/dt = 0. The temperature of the droplet is

assumed to be equal to Tboil, which gives,

Bsat
T =

Cp,ref(T∞ − Tboil)

Lv
. (2.142)

The Spalding number at boiling conditions expressed in terms of mass is then extracted from 2.140:

Bsat
M = (1 +Bsat

T )
NuSc
ShPr , (2.143)

and the equation 2.130 is employed for the calculation of the mass variation of the droplet using the

Spalding number at saturation Bsat
M .

Diameter evolution The diameter of the droplet evolves according to the formulation for the mass

evolution 2.130.

dmp =

(
πρpd

2
p

2

)
ddp (2.144)

The time evolution of the particle diameter is computed from the characteristic time τm and the initial

diameter of the particle dp,0.

dd2p
dt

=
d2p,0

2dpτm
with τm =

ρd2p,0Sc

4Shµ1/3 log (1 +BM )
(2.145)



Equations and models for reacting turbulent and two-phase flows 59

2.5.3 Coupling with the gaseous phase

2.5.3.1 Interaction between the dispersed phase and the gas

Three source terms are introduced into 2.19, 2.20, 2.23 and 2.30 to account for the feedback information

from the particle to the gaseous phase. Namely θM for the mass conservation, θD for the momentum

conservation and θH for the enthalpy. They are computed locally where the particle is present. The

expressions associated to these three terms are:

θM (xi, t) =
1

∆V

Np∑

p=1

−ṁpδ(xi − x
p
i (t)) , (2.146)

θD(xi, t) =
1

∆V

Np∑

p=1

−Ḟpδ(xi − x
p
i (t)) , (2.147)

θH(xi, t) =
1

∆V

Np∑

p=1

(
−ṁpCp,l

dTp

dt
+ ṁpLv

)
δ(xi − x

p
i (t)) , (2.148)

where δ corresponds to the Dirac distribution and ∆V to the control volume which theoretically should

be of the order of the particle size. In practice the volume control is defined from the size of the cell that

contains the particle.

2.5.3.2 Formalism in LES

Influence of the sub-grid fluctuations on the particles. The Lagrangian solver relies on the scalars

that are solved on the Eulerian mesh. Using LES, the sub-grid scales are unresolved. Therefore, the

dispersed phase only knows about the filtered information φ̃. A model should be introduced [51, 52] to

account for the sub-grid information and rebuild φ from the filtered value φ̃. It is reported in the literature

that the introduction of such a model is important for the drag term only when the unresolved velocity

fluctuations are of the order of the particle velocity or higher to the particle velocity. For an evaporating

spray this condition is encountered only at the end of the droplets life. The majority of the spray is

therefore insensitive to the velocity fluctuations. Hence, in the present case the effect is neglected.

Influence of the particles on the sub-grid scale turbulence. The presence of the dispersed phase may

impact the sub-grid fluctuations in two different manners: (1) the particles may dissipate the scales with

the same order of magnitude [53] hence modifying the form of the energy spectrum, (2) the two-way

coupling effects may be incorrectly estimated because the segregation of the particles by the sub-grid

fluctuations are not accounted for. Apart from a study by Yuu et al. [54], most of the recent applications

neglect this influence [55, 56]. The same assumption is made in the present work.

2.6 Numerical solvers

The results presented in this thesis have been derived from computations performed with two different

softwares namely CANTERA and YALES2. The ORCh methodology proposed for the reduction and

the optimisation of combustion mechanisms rely on the CANTERA package.
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2.6.1 Chemistry 1D solver: CANTERA

CANTERA is an open source suite of object-oriented software tools employed for the computation of

reacting flows involving detailed chemistry, thermodynamics and complex transport properties [57]. It is

used for the computation of chemical equilibrium, and for the simulation of networks of stirred reactors.

An adaptative mesh refinement algorithm is implemented in the code to optimise the mesh resolution in

the regions of strong gradients. The C++ version of the code is employed in this thesis.

2.6.2 Large-Eddy Simulation 3D solver: YALES2

YALES2 is a parallel CFD code which solves the three-dimensional Navier-Stokes equations on reactive

two-phase problems using DNS and LES approaches [58]. The code relies on the use of a finite volume

method based on unstructured meshes composed of triangles, tetrahedrons, prisms and pyramides hence

allowing for the simulation of complex geometries. YALES2 uses a low Mach number formulation which

is therefore not forced to deal with the compressible tiny time scales. It relies on the Courant Friedrichs

Lewy (CFL) criteria for the estimation of the time steps. The YALES2 solver is capable of dealing with

complex chemistry [59] and with the most advanced massively parallel supercomputers [60].
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3.1 Introduction

Even though detailed mechanisms are necessary to fully understand ignition, flame propagation and pol-

lutants emission, they are still today impractical to use for many industrial applications because of their

size. In fact, the combustion mechanisms developed today to describe the chemical oxidation of most hy-

drocarbons require the use of about fifty to several hundreds of conservative equations associated to tiny

time and space scales. Over the last decades, a tremendous amount of chemistry reduction approaches

have been developed in order to lower the costs arising from the use of complex mechanisms. This chap-

ter is intended to describe the most relevant of these methodologies for the creation of reduced chemical

schemes.

3.1.1 Reduced mechanisms types

The type of chemical schemes obtained from a reduction are here classified into three categories:

• Skeletal mechanisms are very similar to the detailed chemical schemes from which they are con-

structed. They do not introduce any assumptions but simply rely on the removal of the unnecessary

species and reactions. For the conditions of the reduction, these schemes are usually very accurate

compared to the targets defined from the reference. However, such combustion mechanisms still

require the transport of a large amount of intermediate species, hence it is rarely affordable to use

them for 3D simulations.

• Analytical mechanisms are usually derived from the introduction of quasi-steady state (QSS)

and/or partial equilibrium assumptions. Both hypothesis lead to the creation of analytical expres-

sions that relate the concentration of some intermediate species to the concentration of the major

ones. The scheme may then be reduced by removing the intermediates that are computed from the

analytical expressions.

The approaches employed for the derivation of either skeletal or analytical mechanisms rely on opera-

tions that are performed directly on the species and reactions of a reference detailed mechanism. A third

approach consists of creating from scratch a small set of global reactions. This methodology differs from

the two other approaches by the fact that the reactions of the global scheme are not selected within the

reference mechanism.

• Global mechanisms are constructed with less than ten species and from one to four chemical

reactions. They usually are ad hoc chemical schemes with fitted/optimised parameters. The ma-

jority of these mechanisms are developed to recover very specific properties of the flame such as

the flame velocity, the equilibrium temperature and sometimes a few major species mass fractions.

They are designed to match the profiles obtained with a detailed mechanism or directly the results

of an experiment.

The three approaches will be discussed in more detail over the chapter. The basic concepts for the

simplification of a detailed mechanism are now given to end up with a skeletal or analytical scheme.

3.1.2 Basic kinetic simplifications

This section on kinetic reduction principles is inspired from the work by Turányi and Tomlin [61].
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3.1.2.1 Pool chemical hypothesis

It is frequent that the concentration of a reactant is much higher than the concentration of the other

species and that the variation of this species concentration along the simulation is almost negligible.

For instance, this assumption perfectly applies to nitrogen N2 in most fuel-air flames. In that case the

chemical steps in which this species is present as a reactant may be simplified to first-order reactions. As

an example, let us consider the reaction A + B → C. Assuming that the concentration of species ‘B’

remains constant, the product K ′ = K[B] is also constant. The second order expression may then be

simplified to a first-order reaction with;

d[C]

dt
= K[A][B] = K ′[A] . (3.1)

3.1.2.2 Rate-determining step

Even with large combustion schemes, the production rate of a species may be dependent on the rate of a

single reaction. Such a reaction is called the rate-determining step. For instance, let us consider a simple

set of sequential first-order reactions.

A

K1

B

K2

C

K3

D

K4

E

The production rate of the final product ‘E’ may be estimated from the rate coefficient K3 of the

rate-limiting step multiplied by the concentration of the reactant of this chemical step, here ‘C’;

d[E]

dt
≈ K3[C] . (3.2)

For large mechanisms, the rate-determining step is distinguished from the others when increasing its rate

leads to a drastic increase of the production of the associated chemical products. Note that, it is usually

not the reaction with the lowest rate coefficient. In general, finding rate-determining steps is done by

quantifying the impact that a small change of rate coefficient has on the production rate ω̇k of a given

product k (see for instance the work of Turányi [62]).

3.1.2.3 Quasi-steady state approximation

A species k is said to be in quasi-steady state (QSS) whenever the reactions by which it is produced are

slower than the reacting steps by which the species is consumed i.e. whenever this species production

rate Pk is low compared to its consumption rate Ck. In that case, species k is quasi-instantly consumed

after it is produced thus the concentration of the species stays low and its net rate may be assumed as

equal to zero (ω̇k = 0):

ω̇k = Wk

Nr∑

j=1

νkjQ̇j = Wk

Nr∑

j=1

νkj


Kfj

Nsp∏

k=1

[Xk]
ν′
kj −Krj

Nsp∏

k=1

[Xk]
ν′′
k,j


 = 0 . (3.3)

Applying the QSS assumption, one can deduce analytical equations from relation 3.3 to express the con-

centration of the steady state species as a function of the other (non-QSS) chemical species. The system

of ODEs can then be simplified to a smaller system with fewer variables. Thus QSS principle relies on

the hypothesis that the concentration of the fast intermediate species can be algebraically expressed with

the concentration of a reduced set of important (major) species.
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For instance, a simple case is defined from the following successive reactions where species ‘B’ is

assumed to be a good QSS candidate.

A

Kf1

Kb1

B
K2

C

Applying the QSS assumption, the variation of concentration [B] is assumed constant so that:

d[B]

dt
= 0 hence [B] =

Kf1

Kb1 +K2
[A] . (3.4)

Then using the relation 3.4, the concentration of the chemical species ‘C’ may be expressed directly from

the concentration of species A since;

d[C]

dt
= K2[B] =

Kf1K2[A]

Kb1 +K2
= K ′[A] , (3.5)

where K ′ is expressed from:

K ′ =
Kf1K2

Kb1 +K2
. (3.6)

It is seen that from this simplification, the above set of reactions is now simplified to a single reaction,

A → C (3.7)

computed from an analytic rate coefficient K ′. Although the species ‘B’ is removed from the set of trans-

ported species, its kinetic participation is accounted for thanks to the analytical term K ′. Its concentration

may also be estimated from the relation 3.4, although in practice it is rarely performed.

3.1.2.4 Partial equilibrium

The partial equilibrium assumption applies when chemical species that participate in fast-equilibrium

reactions are then consumed by slow reactions. The chemical process hence reach a point where forward

and backward rates become equal. In that case, the stoichiometry of the chemical steps and the associated

equilibrium constants are used to estimate the ratios of the concentrations of the species involved. If the

rates of the equilibrium reactions are much higher than the rates of the other reactions that consume the

species involved within the equilibrium reactions, the concentrations of the species may be accurately

estimated.

As an example, the following reaction is considered;

A

Kf1

Kb1

B

As introduced in Section 2.2.2.2, the equilibrium constant of the reaction is estimated from the ratio of

the forward and backward rate coefficients: Keq,1 = Kf1/Kb1. If the reaction reaches equilibrium, the

following relation is verified:

Kf1[A] = Kb1[B] hence [B] =
Kf1[A]

Kb1
= Keq,1[A] . (3.8)

Moving on to the relation:
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A

Kf1

Kb1

B
K2

C

where the species ‘B’ is consumed by a slow reaction associated to a low rate coefficient K2 in compar-

ison to the forward and backward rates of reaction 1. The partial equilibrium assumption still applies

to reaction 1 and the relation 3.8 is therefore still valid. In that case, the relation for the production of

species ‘C’ reads:
d[C]

dt
= K2[B] = K2Keq,1[A] . (3.9)

Again using this assumption, the concentration of the species ‘B’ is not needed anymore to solve for the

system of ODEs.

3.1.2.5 Conserved properties

They are relations within the defined set of equations that state that some particular properties are con-

served. For instance the number of moles of each element stays constant during the chemical process.

Because of these conserved properties, there are some linear dependence between the rows of the stoi-

chiometric matrix. The number of chemical species Nsp is usually lower than the number of reactions

Nr. If there were no conserved properties, the rank of the stoichiometric matrix would be equal to Nsp.

With Nc conserved properties, the rank of the matrix is N = Nsp − Nc. Therefore there is no need to

solve for the complete system of ODEs, it can indeed be replaced by a reduced system with N variables.

The other concentrations being linearly related to the ones that are solved.

3.1.2.6 Lumping of reactions

The lumping of two reactions is presented considering the following set of chemical paths;

A + B → C + D 0.2K (3.10)

A + B → E + F 0.8K (3.11)

This formulation indicates that the reaction A + B → products is a multichannel reaction that leads to

the creation of combustion products C + D and combustion products E + F. Overall the rate coefficient

of the reaction is K, separated over the two chemical paths. Reaction 3.10 participates to 20% of the

consumption of the reactants and reaction 3.11 to 80% of it. Such systems of reactions are commonly

found in detailed combustion schemes. Following this, the system may simply be recast in the form of a

single reacting step:

A + B → 0.2C + 0.2D + 0.8E + 0.8F K (3.12)

The principle of rate-determining step may also be employed to lump two chemical reactions. For

instance, the following set of reactions is considered;

A + B → C + D Q̇1 = K1[A][B] slow (3.13)

D + E → F Q̇2 = K2[D][E] fast (3.14)

As explained earlier, reaction 3.13 is the rate-determining step, hence the rate of the lumped reaction that

would be obtained while lumping these two reactions would be Q̇ = K1[A][B]. During the reaction,
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species A, B and E are consumed while species C and F are produced. Species D is produced and

consumed at the same rate. To conserve the correct rate for the lumped reaction, only species A and B

can be expressed in the left-hand side of the step. In that case, the following formulation may be given:

A + B → C + F − E Q̇ = K1[A][B] (3.15)

It may be surprising to find negative stoichiometric coefficients in a reaction, but there are several lumped

mechanisms [63] that contain such coefficients. Interestingly not only the system of reactions is simpli-

fied to a single step but there is also the removal of the highly reactive species D. The lumping of

reactions based on timescale analysis is therefore of interest for the reduction of the number of species

of a combustion mechanism and for the reduction of the stiffness of the associated system of ODEs.

3.2 The derivation of global mechanisms

The use of reduced chemical schemes capable of accurately predict the main flame properties is of

primary importance for a number of practical applications in the combustion domain. These include all

the combustion problems for which no chemical description of the fuel oxidation has been formulated

and the applications for which the use of a detailed chemistry is too costly. Various reduced chemical

schemes based on a global description have been proposed in the literature and optimised to simulate

particular flame features. The investigators were usually trying to reproduce the consumption speed, the

temperature profile or the results of a given experiment.

3.2.1 Species and reactions selection

To understand the construction of a global scheme, one should keep in mind that the equilibrium state is

exclusively piloted by the thermodynamic of the species. Reactions have no impact on this equilibrium

condition but allow for describing the paths followed to reach this stable state and the speed at which it

is reached.

Figure 3.1: Adiabatic flame temperature as a function of the equivalence ratio in a kerosene-air mixture

(Franzelli et al. [64]). Comparison between the Luche mechanism [65] and simplified mixtures with 5

(•), 6 (�) and 7 (◦) chemical species.

As introduced earlier, global combustion mechanisms are ad hoc models composed of one to four

chemical steps [64, 66–69]. Simple one-step models of the form of relation 2.34 have been proposed
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and validated for recovering flame speed and equilibrium temperature in lean premixed conditions. To

properly reproduce the behaviour of rich hydrocarbon flames, the introduction of a few more chemical

species is nevertheless mandatory. This is illustrated on Figure 3.1 which gives a comparison for various

simplified chemistries of the temperature equilibrium of kerosene-air mixtures expressed by considering

a range of equivalence ratios from lean to rich conditions [64]. It is reported that a 5 species description

(Fuel, CO2, H2O, N2, O2) is enough to account for the equilibrium behaviour of lean kerosene-air flames,

however the error associated to rich conditions is large. The introduction of species CO leads to a better

description of stoichiometric and moderately rich conditions. Species H2 must be added for equivalence

ratios above 1.6. Indeed, because of the lack of oxygen, an incomplete oxidation of the hydrocarbons is

observed at rich conditions. CO and H2 being the main additional products of this incomplete combus-

tion. The same conclusion is provided in the work of Franzelli et al. for methane-air flames [70] and

may be extended to any hydrocarbon-air flames.

3.2.2 Optimisation of the chemical rates

Once a set of chemical species and reactions has been selected, the Arrhenius constants of the reactions

must be arranged to get an overall response that fits with experimental data or that matches flame trajec-

tories computed with a more detailed mechanism. The first mechanisms proposed in the literature were

manually optimised from chemical considerations.

More recently, optimisation-based approaches have been proposed to determine the chemical con-

stants of the reduced mechanisms. The concept was introduced in 1998 by Polifke et al. [71] in the

context of methane-air premixed combustion and considering two mechanisms: one with 2 chemical

steps and the other one with 3 steps. The methodology they proposed relies on the use of a Genetic

Algorithm (GA) and on a comparison with the species production rates computed with a detailed chem-

istry. Later, the approach was extended to much larger mechanisms by several research groups [72–76].

A similar strategy was also proposed in 2012 by Apri et al. [77] for biochemical kinetic systems us-

ing an optimisation procedure to fit with the original experimental data. In 2013, Gokulakrishnan et al.

[78] employed the same approach for the combustion of several fuels relying this time on a simulated

annealing algorithm. This optimisation methodology will be further discussed and analysed in the next

chapter.

3.2.3 Corrections functions

Optimisation approaches are efficient ways to find the best parameters for a reduced set of reactions.

However, it appears that even for optimised mechanisms, reduced low order kinetics cannot properly

describe the laminar flame velocity for a large range of equivalence ratios. To overcome this limitation,

a methodology relying on the adjustment of the pre-exponential factors in the Arrhenius equation of the

considered global reactions has been published recently [64, 68, 79] by different teams. The idea is to

introduce into some of the Arrhenius formulations a correction term that is tabulated as a function of the

equivalence ratio of the mixture.

This methodology has been revised lately in the work of Cailler et al. [69] also introducing virtual in-

termediate species with optimised properties. The additional degree of freedom included thanks to these

virtual species allows for recovering the proper temperature equilibrium even with a two-step chemistry.
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3.3 Reduction to skeletal mechanisms

Skeletal mechanisms are constructed based on detailed ones by removing the species and reactions which

participate negligibly to the chemical process. The computational costs involved for their use are still

prohibitive for industrial applications, although they are significantly smaller in comparison to the ones

achieved with the complex chemical schemes they have been build from. The discrepancies with the

detailed chemistry are minimal in almost all combustion regimes. As a result, skeletal mechanisms often

serve as reference for the creation of even more reduced mechanisms.

The species within a detailed chemical scheme may be classified into three categories (1) the im-

portant species, basically these include the initial reactants, the combustion products and any pollutant

of interest (2) the necessary species which have to be present to accurately capture the concentration

profiles of the important species as well as the flame temperature and other important reaction features,

(3) the remaining ones also called redundant species [80].

important species

necessary species

redundant species

Figure 3.2: Illustration of the relationship between chemical species [61], as treated by several ap-

proaches for the estimation of unnecessary (redundant) species. The procedure is initiated from the

important species. The species necessary for the reproduction of these important targets are identified.

The remaining species are poorly related to the group of targets and may be removed.

Automatic identification of redundant species and reactions are used to produce skeletal mechanisms

which can be seen as subsets of the original reference mechanisms. Traditional approaches focus on:

• Chemical rates and Jacobian-based inspections: (1) The removing of the reactions slower than

the rate-determining steps and of the ones producing much less heat than the main heat produc-

ing steps [81, 82]. The reduction of the number of reactions also means removing some chemical

species. (2) The integration of the fluxes for each species and elements [83, 84]. Redundant species

are identified as those which are poorly connected to the targets. (3) The use of the computational

singular perturbation (CSP) approach to identify the modes to which important species are associ-

ated [85] and then remove the species of the other modes. (4) The study of rate sensitivities using

the species connection defined by the Jacobian matrix of the differential system [80].

• Graph-based methodologies: (1) The creation of directed relation graphs (DRG) [86] that quan-

tify the interactions between the target species and the remaining ones. The extension of the DRG

methodology to the measurements of the error introduced by each reduced scheme [87]. The in-
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troduction of an error propagation along the interaction paths [88] to measure the relation between

a species and the targets via the production/consumption of other species. (2) The use of the path

flux analysis [89, 90].

• Optimisation methodologies: (1) The optimisation-based analysis of several possible reduction

levels [91] and (2) of the removal of several lists of species and/or reactions [73, 74, 92]. Because

the optimisation problem possesses multiple local optimums, the study is always performed using

a heuristic methodology, genetic algorithms are typically employed.

• Chemical lumping: (1) The definition of new species whose concentrations are computed from a

linear combination of the species of the starting mechanism [93]. (2) The use of timescales analysis

to define lumped groups which allow for the construction of a stoichiometric matrix associated to

the fast subspace of the initial matrix of the system [94]. The use of non-linear systems to find the

optimal groups of species to be lumped together [95].

Among these methods, the most commonly used are now discussed. Emphasis is on the approaches

relying on Directed Relation Graphs which have been largely employed in this thesis.

3.3.1 Jacobian-based methodologies

An approach relying on the analysis of the Jacobian matrix that describe the system of Ordinary Differ-

ential Equations (ODE) [80] is presented in this section for both species and reactions reduction.

3.3.1.1 Finding redundant species

Parameter Bk is defined to estimate the influence of a change in the concentration of species k on the

net production rate ω̇n of the Ni important species. It is based on the investigation of the Jacobian of

the kinetic system of ODEs. Within the normalised Jacobian matrix, the element ([Xk]/ω̇n)∂ω̇n/∂[Xk]

corresponds to the percentage of variation in the production of species n due to a change of 1% in the

concentration of species k. The overall sensitivity measure is based on a least squares objective function

computed on the normalised Jacobian elements;

Bk =

Ni∑

n=1

(
[Xk]

ω̇n

∂ω̇n

∂[Xk]

)2

. (3.16)

The higher the value of the parameter Bk, the greater is the direct influence of the species k on the

production/consumption of the important species of the system. An iterative procedure is required to

capture the species that affect the important ones not through a direct coupling but by influencing other

necessary species. To do so, the species found to be necessary are taken into account for the summation

of each subsequent iteration, thus providing new values for the Bk parameters.

3.3.1.2 Finding redundant reactions

The participation of a given reaction to the production of important species is characterised by the param-

eter Bj . It measures the ratio of the global production rate of the considered species k to the production

rate of species k through the reaction j (noted ω̇kj) using a least squares objective function. This measure
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and products resulting from their combination will necessarily be included in the dependence. A deep

first search is applied to look for the set SA of each starting species ‘A’. All the reactions which do not

contain any of the species present in SA are removed so as to build the skeletal mechanism. The obtained

skeletal mechanism is bounded by the defined error scalar ǫ. To create a skeletal mechanism valid on

a large range of conditions (equivalence ratio, temperature, pressure...), sub-skeletal mechanisms are

constructed, adapted to given operating points. The union of these application-specific sub-mechanisms

form the final skeletal chemical scheme.

3.3.3 Directed relation graph-aided sensitivity analysis

A first improvement of the DRG methodology has been proposed by Zheng et al. [87] in 2007 using

the name of DRG-aided sensitivity analysis. With this methodology, the DRG estimation proposed for

the group of redundant species is verified through simulations. To do so, the redundant species are first

removed using a conservative threshold value. A second group of species is subsequently considered with

a tighter threshold. Simulations are then performed to assess the relevance of removing these species one

by one. The DRG-ASA approach is more effective than the simple DRG approach in the sense that

it investigates directly the error introduced by the reduction procedure. Less species then appear to be

necessary than when using the original DRG approach.

3.3.4 Directed relation graph with error propagation

The DRG approach assumes that the species are equally important and that the coupled set of species

has to be entirely kept, which may not always be necessary. An improvement of this methodology has

been proposed by Pepiot et al. [88] to address that problem. For every species ‘A’, a set of primary

species which are directly related to ‘A’ is defined and the interaction coefficient rA-B is estimated for

each of them. Note that if a species ‘B’ is not in this primary set, rA-B = 0. Let us consider a species

‘C’ interacting with the species A through a species ‘B’. The species ‘C’ is important to ‘A’ only if it

is important to ‘B’ and that ‘B’ has a significant influence on ‘A’. This more sophisticated coupling is

quantified through the use of a path-dependent coefficient noted rA-B,i. For instance, on figure 3.4, if the

path #1 is A → B → D, the obtained coupling coefficient is:

rA-D,1 = rA-B rB-D . (3.19)

Thus, if an error on the calculation of species ‘D’ is made, it propagates through species ‘B’ and it is

seen by species ‘A’. The generalised interaction coefficient for species ‘A’ with species ‘B’ is noted r⋆A-B

and it is defined to be the maximum path-dependent coefficient between ‘A’ and ‘B’.

r⋆A-B = max
all paths i

{rA-B,i} . (3.20)

The species A depicted within the Figure 3.4 depends on the species C through the definition of the

coefficient r⋆A-C = max {rA-B rB-C, rA-C}. With this new approach, the selected species are not equally

important since the species that are farther from the targets are more important to the species they are

related to, than to the targets themselves. Target species should thus be carefully chosen since they are

the only species that will be guaranteed to be accurately reproduced.

The paths taken by conserved atoms, in relation with a given species and the overall atomic balances

through the detailed schemes, are also examined with the coefficient αE-A, which is computed as the

number of atoms (E ≡ C, H, O) in ‘A’ times its chemical rate, normalised by the rate of ‘E’ atom
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Figure 3.4: Interaction graph between four chemical species. Extracted from Pepiot and Pitsch [88].

exchanged over all forward reactions. The importance of a species ‘C’ is measured with the parameter

TC, defined from the combination of the atom and species interactions. The species ‘C’ will be kept into

the reduced mechanism if this combination is such that:

TC = max (αE-A r⋆A-C) > TS ∀ ‘E’ , (3.21)

where TS is a threshold to be defined.

After removing the elementary reactions in which the species kept are not involved, the number

of reactions may be further reduced by computing rC,j , as the contribution of the jth reaction to the

net chemical rate of ‘C’ normalised by the maximum between consumption or production of ‘C’. The

importance of the jth reaction is measured with the parameter Tj . Reaction j stays in the scheme if:

Tj = max (αE-A r⋆A-C rC,j) > TR , (3.22)

with TR another threshold, controlling the overall prediction capability of the reduced scheme. There is

a direct link between these parameters and the number of species and reactions that will appear in the

reduced scheme. Obviously, too large values of TS and TR would lead to a too drastic reduction, and the

scheme would not perform well. In practice, they have to be chosen so that the precision of the reduced

scheme is acceptable for the set of target chemical species defined prior to the reduction.

3.3.5 Path flux analysis

The path flux analysis is similar to the DRG methodology and was first introduced by Sun et al. [89] in

2010 and further studied by Gou et al. [90]. The production and consumption rates are seen separately.

They are computed for target species A through:

PA =

Nr∑

j=1

max
(
νAjQ̇j , 0

)
and CA =

Nr∑

j=1

max
(
−νAjQ̇j , 0

)
, (3.23)

where νAj is the stoichiometric coefficient of species ‘A’ in the jth reaction similar to the one defined in

Section 2.2.1 and where Q̇j is the rate of reaction j. Then the fluxes of production and consumption of

the target ‘A’ via the intermediate species noted ‘B’ are computed from:

PAB =

Nr∑

j=1

max
(
νAjQ̇jδBj

, 0
)

and CAB =

Nr∑

j=1

max
(
−νAjQ̇jδBj

, 0
)
, (3.24)
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where δBj
is the Kronecker symbol defined like for the DRG approach i.e. it equals 1 if species ‘B’ is

involved in reaction j otherwise it equals 0. The ratio of the fluxes of target species ‘A’ via the interaction

with other species ‘B’ reported to the fluxes of production/consumption of species ‘A’ is then computed

as:

rPAB =
PAB

max (PA, CA)
and rCAB =

CAB

max (PA, CA)
. (3.25)

The reduction is initiated with the target species and identifies wether or not the species ‘B’ should be

retained by measuring the species flux of ‘A’ via the production or consumption of species ‘B’. It is

defined from max (rPAB, r
C
AB) > ǫ where ǫ is a threshold value. The process is iterated in order to follow

the path flux of every selected species. The species present along the tested paths are tagged as necessary

and the process is repeated until no more necessary species are found.

3.3.6 Optimisation-based reduction

Genetic algorithm-based methodologies have recently been proposed for the derivation of skeletal mech-

anisms. The potential solutions are commonly defined from binary vectors of 0s and 1s. In the context

of mechanisms reduction, a 0 represents a species (or a reaction) that is removed while a 1 refers to a

species (or a reaction) that is kept within the reduced mechanism. For instance, the procedure to reduce a

12 species mechanism in order to get a 6 species scheme may be initiated with the following population

composed of four individuals:

Individual 1: 110101001001

Individual 2: 110010110010

Individual 3: 111001010001

Individual 4: 110001110100 .

In the example, the first and second species are forced to 1 hence being always present in the reduced

schemes that are evaluated. Each step of the optimisation process starts with the calculation of the error

associated to the individuals. A mechanism is first constructed from the list of 1s of a chromosome,

and trajectories representative of the evolution of the chemical system are computed with the obtained

scheme in order to compare with the reference data. The analysis is repeated for each individual. Then,

the best chromosomes are selected to perform crossover and mutation operations, hence providing a new

list of individuals (a new generation). A child is constructed by selecting two parents and by keeping the

species (or reactions) which are common to both parents. New 1s are also randomly added from unused

positions in the chromosome to maintain diversity. The procedure is repeated for several generations up

to convergence of the population of solutions.

The earlier work of Edwards et al. [91] relied on a reduction performed to find the minimum number

of species and reactions for an user-specified error instead of the minimisation of the error for a fixed

number of species. The above formulation has been employed by Mauryaa et al. [96] for the reduction

of mechanisms in the context of biochemical networks and by Elliott et al. [73, 74] for the combustion of

aviation fuels using a fixed number of species. An interesting extension was recently proposed by Sikalo

et al. [92] in which the fitness function also accounts for the speed of solution.

GA are flexible tools in the sense that they allow for reducing chemical schemes for any type of

conditions without specific knowledge on the combustion kinetics. However, the primary disadvantage

with such optimisation-based methodologies is associated to the number of functional evaluations to

perform which increases to a non-negligible extent the computational expense.
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3.3.7 Species lumping

Chemical lumping has been largely studied in the literature and an important amount of publications is

found on the subject. Whatever the methodology, the key aspects to be considered for species lumping

are (1) to classify which chemical species are to be lumped together, (2) to quantify the contribution of

a species to the lumped group and (3) to estimate the thermodynamic parameters for the lumped species

and for the associated reactions. Depending on the approach, these steps for lumping are either based on

chemical [97–99] or algorithmic considerations. For the latter, the selection of the groups for lumping

and the definition of the associated reaction rates may be addressed by solving for a linear [100, 101]

or a non-linear [80] system that may also rely on the chemical timescales analysis. Interestingly, all of

these approaches may be performed in addition to one of the above reduction methods. It is reported

that the quality of the results is fairly insensitive to the order into which the lumping methodology and

the other reduction approaches are performed. The present section is not intended to provide a detailed

description of these techniques for lumping. Such an analysis may be found in a recent review proposed

by Turányi and Tomlin [61]. Only the work published by Pepiot et al. [102] for the lumping of isomer

species is presented here, since a similar approach is employed for large mechanisms reduction in this

thesis.

3.3.7.1 An automatic linear lumping procedure for isomers

The model proposed by Pepiot-Desjardins and Pitsch [102] is now introduced:

• Lumped species concentration: An initial set of Nsp chemical species referred as S is considered.

This set of species is sub-divided into NLs lumped groups annotated LS
Ls

. A new chemical species

representative of the lumped group is defined from a linear combination of the concentrations [Xk]

of the species of the group through the formulation:

[XLs ] =
∑

k∈LS
Ls

[Xk] . (3.26)

• Rate of reactions containing lumped species: The relative contribution of species k to its lumped

group is measured from αk using:

αk =
[Xk]

[XLs ]
. (3.27)

The formulation:

Q̇j = Kfj

Nsp∏

k=1

[Xk]
ν
′

kj , (3.28)

initially presented in Equation 2.39 is rewritten with the lumped variables using the relative con-

tribution of each chemical species of the group selected for lumping and using the associated

lumped concentrations. For simplification, only the forward rate is considered although the same

formulation also applies to the backward chemical rates. The corrected formulation now reads:

Q̇j = Kfj

Nsp∏

k=1

(αk[XLs ])
ν
′

kj = Kfj

Nsp∏

k=1

α
ν
′

kj

k

NLs∏

Ls=1

[XLs ]
ν
′

Lsj , (3.29)

where ν
′

Lsj
refers to the stoichiometric coefficient of the lumped species Ls in the reactants of the

jth reaction.
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• Rate of lumped reactions: Most of the reactions that become identical after the lumping proce-

dure on the chemical species may also be lumped together. The set of R reactions is now sub-

divided into NLr groups of reactions to be lumped and are referred as LR
Lr

. The new formulation

for the reaction rate of the lumped reactions reads:

Q̇Lr =
∑

j∈LR
Lr

Q̇j = KfLr

NLs∏

Ls=1

[XLs ]
ν
′

LsLr , (3.30)

where KfLr refers to the reformulated Arrhenius term in relation 3.29:

KfLr =
∑

j∈LR
Lr

Kfj

Nsp∏

k=1

α
ν
′

kj

k . (3.31)

The transformation that is proposed is exact only if the evolution of the αk terms are known in

terms of space and time for k ∈ [1 : Nsp]. Because this is never the case, Pepiot and Pitsch

introduce a model based on an Arrhenius formulation to represent the Arrhenius term KfLr .

fKfLr (T ) = ALrT
βLr exp

(
−ELr

RT

)
. (3.32)

The constant of the model ALr , βLr and ELr are adapted to fit with the reference computed with

the detailed chemistry using a least-square regression algorithm. Using this definition, the relative

contributions αk of each species k are now expressed as functions of temperature.

In the formulation proposed by Pepiot-Desjardins and Pitsch, only isomer species are selected into

lumped chemical groups. First simulations are performed using the detailed chemistry. Statistics are

extracted from these computations in terms of isomers relative contribution and temperature, each point

being weighted by the DRGEP coefficient of the isomer species. This DRGEP correction ensures that

the contributions for unimportant regions of the state space are dumped. The selection of a group defines

the list of reactions to be lumped together. The lumping procedure depicted in the above paragraphs is

then applied.

There has been many discussions in the literature in regard to the definition of the thermodynamic

properties of the lumped species. In the present case, the relative contribution of each isomer is aver-

aged over the full range of temperature and the thermodynamic coefficients are computed as a weighted

average of the species thermodynamic properties.

3.4 Reduction based on analytical expressions

Analytical expressions are derived either from the introduction of partial equilibrium (PEA) or quasi-

steady state (QSS) approximations. Very few information is found on the use of the partial equilibrium

assumption and from author’s knowledge, no automatic methodology to implement this approach ex-

ists. On the contrary, the quasi-steady state assumption has been extensively studied and its automatic

implementation is reported in several widely recognised publications including papers derived from the

seminal work of Chen [103] and Lu and Law [104]. It is therefore decided to focus only on a review of

the concepts derived for the implementation of the QSS hypothesis.
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Several problems arise from the use of the quasi-steady state assumption. For instance, it appears

difficult to select all the species that respect the QSS hypothesis and that, at the same time, remain free

from the stiffness introduced by the discontinuities or the non-convergence of the obtained non-linear

set of analytic expressions. Furthermore, the high costs associated to the iterative methods used for the

resolution of the deduced non-linear system have brought people to think about the linearisation of the

system and about its simplification accounting for the large number of null elements present within the

matrix to be solved. A review of the existing solutions is proposed within this section.

3.4.1 Selection of QSS species

Regarding the QSS assumption, it is possible to sort the chemical species into three categories, a first

category of species which definitely respects the QSS characteristics, one category for the species which

are definitely not adapted to this assumption and a category in between for which it is hard to say if

the species should be added or not to the QSS list. Most of the existing criteria easily handle the two

Definitely in Definitely out

• Low concentration • High concentration

• Low life time • High life time

• The system is insensitive to it • The system is sensitive to it

Table 3.1: Categories of species in regards to the QSS characteristics

extreme cases, and thus the selection of the definitely in and definitely out species is straightforward.

Difficulty arise when it comes to the choice of whether or not a species from the remaining set should be

algebraically expressed through the QSS assumption. Indeed, depending on the used criterion, the list of

species selected within this intermediate category can be very different.

3.4.1.1 Comparison of creation and destruction rates

Apart from iterative tests, the first approach employed for the selection of QSS species was based on the

definition of the error ǫk introduced by assuming species k to be in steady state [103]. ω̇C
k and ω̇D

k are

respectively the rates of creation and destruction of species k and Xk represents its mole fraction.

ǫk = Xk
|ω̇C

k − ω̇D
k |

max(|ω̇C
k |, |ω̇

D
k |)

(3.33)

More recently, a similar criterion has been proposed by Zambon et al. [105]. For each potential chemical

species, an analysis of the creation and destruction molar rates is performed to establish whether or not

it respects (within a certain limit) the criteria ω̇C
k ≃ ω̇D

k necessary to satisfy the QSS approximation.

An index IQSS,k is thus defined, where δQSS,k is used to avoid numerical problems and represents the

smallest threshold value allowable for the estimation of the index.

IQSS,k =
max (ω̇D

k , δQSS,k)

max (ω̇C
k , δQSS,k)

(3.34)

This δQSS,k is estimated for each chemical species considering the maximum value in time or space on

both forwards and backwards coefficients.

δQSS,k = ǫcut max(max(ω̇C
k ),max(ω̇D

k )) (3.35)
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Validity of the QSSA

5% 10% 15% 20% 25%

H2 - - - - -

H - - - - -

O - ⋆ ⋆ ⋆ ⋆

O2 - - - - -

OH - ⋆ ⋆ ⋆ ⋆

H2O - - - - -

HO2 - ⋆ ⋆ ⋆ ⋆

CH2(S) ⋆ ⋆ ⋆ ⋆ ⋆

CH3 - - - - ⋆

CH4 - - - - -

CO - - - - -

CO2 - - - - -

HCO ⋆ ⋆ ⋆ ⋆ ⋆

CH2O - - - ⋆ ⋆

Total QSS

species

2 5 5 6 7

Table 3.2: Validity of the QSS assumption for the most important species appearing within a stoichio-

metric premixed methane-air flame computed at atmospheric conditions with the GRI-1.2 [106, 107].

Using the criterion proposed by Zambon et al. [105]

A cutoff parameter ǫcut is introduced. It is not explicitly written within Zambon’s paper but from expe-

rience, it seems that ǫcut = 0.2 would be an acceptable value. The kth chemical species is assumed to

satisfy the quasi-steady state approximation if the criterion 3.36 is respected over all the studied points

(in time or space).

|IQSS,k − 1| < ǫQSS (3.36)

This criterion has been studied here for a stoichiometric methane-air flame at atmospheric conditions.

The validity of the quasi-steady state assumption (ǫQSS) is shown within table 3.2 using a skeletal mech-

anism build on a set of 14 chemical species. It is observed that the QSS assumption is valid within a

reasonable limit for 7 chemical species i.e. O, OH, HO2, CH2(S), CH3, HCO and CH2O. To get an in-

sight of what is measured by this criterion, the creation, destruction and net rates of two chemical species

is represented within the figure 3.5 with the grey line representing a cutoff value of 0.2. Within these

species, O is one species that totally fit the QSS assumption, and CO is one species that should definitely

not be set to a QSS. Although it is consistent with the definition of the QSS approximation, this criterion

is questionable in its ability to provide the best list of QSS species for a few reasons [108]. First, it does

not account for the reduction of the stiffness of the system. Second, some species are strongly linked and

should ideally be added or removed together from the list of species assumed in QSS (this is not some-

thing considered when simply using a cutoff point). This is explained by the fact that if the concentration

of one of these species is calculated through an analytic expression, the small error introduced through

the QSS assumption may have a strong impact on the source term of the other species and may hinder

the convergence of the entire system.
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Figure 3.5: Species chemical rates computed with the GRI-1.2 [106, 107]. Net rate (dashed-dotted line),

creation rate (solid line), destruction rate (dashed line).

3.4.1.2 Time scale analysis

Approaches based on the calculation of times scales are used to identify the fast and slow chemical

species. The goal is here to estimate how fast a given chemical species is consumed after it is produced.

Species with a short life time are potential QSS species. On the other hand, species with large life times

cannot be set into quasi-steady state since these would lead to large instantaneous errors. This kind of

approach has been extensively used over the past and are at the basis of ILDM and CSP reductions.

The life time of a species is varying in time and space since the species concentrations and the reaction

rates vary in time and space. The life time analysis appears to give good results when performed at the

maximum concentration of the species [109]. The characteristic times are estimated from the diagonal

elements Jkk of the Jacobian matrix which can be seen as the ratio of the concentration of the studied

species k by the sum of the consuming reactions of this chemical species.

τk = −
1

Jkk
= −

1

∂ω̇k

∂[Xk]

=
[Xk]∑Nr

j=1 νkjQ̇j

(3.37)

Diffusion has a non-negligible impact on the concentration of the species present within flames. Hence,

the chemical time scales estimated for each species should be compared to their respective diffusion

timescales. To account for this, Løvas [110] proposed a diffusion weighted species lifetime τCW
k that is

estimated by multiplying the species characteristic time by the ratio of the diffusion coefficient of species

k divided by the diffusion coefficient of the inert species N2.

τCW
k = τk

Dk

DN2

(3.38)

A normalisation of τCW
k with the characteristic flame time τf (computed from the ratio of the flame

thickness by the unburned gas velocity i.e. SL for a perfectly premixed flame) is performed, thus provid-

ing a measure that is valid for all flames in the considered range of conditions.

τf =
lf
SL

(3.39)
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ϑk =
τCW
k√

(τCW
k )2 + (τf )2

(3.40)

This ratio tends to unity when the chemical time scale of the considered species is much larger than the

flame time. On the contrary it becomes very low if the chemical time scale is short.

3.4.1.3 LOI - Sensitivity

Long Life Time Short Life Time

High sensitivity High LOI Medium LOI

non-appropriate QSS species hard to classify

Low sensitivity Medium LOI Low LOI

hard to classify appropriate QSS species

A sensitivity analysis consists of determining the influence of a parameter on another selected one.

In the present case, this analysis is performed to quantify the effects induced by a change in a species

concentration (the error introduced by the assumption of QSS) on another species concentration or on

the temperature of the system. For instance, the effect of a concentration variation of species A on the

concentration of a species B is quantified by;

SA
B =

∂[B]

∂[A]
. (3.41)

The Level Of Importance approach [110] is a combination of a lifetime analysis with a sensitivity

measure. The LOI index for a species k with a sensitivity taken with respect to a quantity Q is;

(LOI)Qk = τkS
Q
k , (3.42)

where τk stands for the time scale of species k and SQ
k for the sensitivity of species k when varying the

quantity Q.

3.4.1.4 LTC - Concentration

Whenever a chemical species is added to the QSS list, it is removed from the ODE system. This means

that the element mass fraction of all the species with atoms identical to the excluded one will increase so

as to compensate for the removed species and thus still fulfil the atom conservation, that reads:

Nsp∑

k=1

ηE
kYk = const , (3.43)

where ηE
k stands for the number of E elements contained within species k. In turns, from the introduction

of the QSS assumption, the chain of events affects also the temperature through the enthalpy and inter-

nal energy conservation. Moreover, a species with a large concentration is a more frequent collisional

partner than one with a low concentration. The conclusion is that species with a high mass fraction (i.e.

concentration) have a non-negligible effect on the system of ODE and shouldn’t therefore be assumed as

quasi-steady state species.
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A coupling of the Life Time analysis and of the measure of the species concentration is proposed

through the LTC approach. This parameter simply corresponds to the product of a species characteristic

time with its concentration.

(LTC)k = τk[Xk] . (3.44)

Long Life Time Short Life Time

High concentration High LTC Medium LTC

non-appropriate QSS species hard to classify

Low concentration Medium LTC Low LTC

hard to classify appropriate QSS species

3.4.1.5 Selecting the optimum QSS set using optimisation

As stated earlier, the existing criteria are not perfect and usually fail to properly sort the species when

these do not either perfectly match the QSS characteristics or do not match those characteristics at all.

To ensure a proper selection, Montgomery [108] proposed a procedure based on a genetic algorithm for

the selection of the optimum set of QSS species. Within this approach, the genetic algorithm seeks to

minimise the error calculated between the reduced analytic scheme and the reference detailed mechanism

based on simple reactor calculations. The algorithm receives as inputs: the parameters of the reduced

mechanism to be optimised (number of chemical species, definitely in and definitely out species) and the

operating conditions (temperatures, pressures and equivalence ratios). In the present case, a chromosome

(a potential solution to the problem) is a given combination of quasi-steady state species.

The optimisation procedure is resumed in four steps. (1) The algorithm is initiated with a random

population. Each chromosome is obtained by selecting random species up to the defined number of non-

QSS species. Promising QSS combinations can be added to the initial population. (2) Each chromosome

is tested through a reactor calculation for each defined conditions and the total error is estimated in

comparison to the trajectories of the detailed mechanism that serves as reference.

ǫ =
|Odet −Ored|

max {δ,min[max(Odet, 0),max(Ored, 0)]}
, (3.45)

where Odet and Ored respectively stands for results from the detailed and the reduced mechanism (either

mole fractions, temperature or ignition delay time) and δ refers to a small value defined to avoid achieving

large relative errors for very small quantities. (3) A pair of parents (chromosomes) is then selected with

respect to a user’s defined law in order to produce one child. This new chromosome is created by selecting

all the species present within the two parents and then randomly picking species within the remaining

pool up to the required number. (4) Step 3 is repeated until a population of chromosome of the same size

is obtained.

The procedure employed to create a child is different from the typical crossover approach. A classic

approach would indeed define chromosomes which contain as many digits as there are species to be

tested. Then it would randomly define a cutoff point defining the part that is exchanged between the

parents. The typical approach does not guarantee that the number of QSS species are the same between

parents and children. The employed approach enables the algorithm to test many more combinations

which is especially beneficial when the procedure is close to convergence.
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Note that to improve the performance of the method, the species from the initial mechanism are

first sorted into three groups. As explained earlier, some of the species are categorised into a definitely

transported group and a group of species which is definitely set into analytic expressions. The remaining

set of species is the one that is optimised since it is harder to treat.

3.4.2 Implementing the QSS assumption

Automated approaches have been developed [103, 111] to write subroutines able to solve the algebraic

equations obtained through the QSS assumption. These solutions provide the concentration of the non-

transported species which are used to either estimate directly the chemical source terms of the transported

species or in a more complex way the rates of a created set of global reactions.

3.4.2.1 Output global reaction rates

The following lines review the computer-code implementation of the quasi-steady state assumption

which has first been proposed by Chen [103]. All the implementations of the QSS hypotheses that

have been proposed later are based on similar operations. The output of the presented implementation

are the rates of some created global reactions that are constructed from the initial full set of reactions.

T, [XK1
], . . . , [XKNsp,tr

] =⇒

Analytic scheme

=⇒ Q̇1, . . . , Q̇Nr,global

Figure 3.6: Illustration of the analytic file inputs and global reaction rates outputs.

The initial chemistry description links the chemical source terms of the species to the entire set of

chemical reactions from the detailed mechanism through the relation ω̇ = A Q̇. First, from the list of

species selected for the application of the QSS assumption, a decomposition of the species net production

rates into transported terms ω̇tr and terms that should be algebraically solved ω̇QSS is performed, leading

to the relations:

ω̇QSS = A
QSS

Q̇ ≃ 0 , (3.46)

ω̇tr = A
tr
Q̇ . (3.47)

The underlying principle of the QSS assumption is to filter out the fast reaction steps in order to

remove the small time scales from the system to be solved. The fast reactions are selected from the

ranking of the associated reaction rates. The selected fast reactions are then grouped together into a

contracted vector Q̇
fast

and the remaining steps regrouped into the vector Q̇
slow

. The formulations 3.46

and 3.47 are then rewritten, leading to the following relations:

ω̇QSS = A
QSS,fast

Q̇
fast

+A
QSS,slow

Q̇
slow

≃ 0 , (3.48)

ω̇tr = A
tr,fast

Q̇
fast

+A
tr,slow

Q̇
slow

. (3.49)

Expressing Q̇
fast

from the relation 3.48 (which formulates the algebraic equations) and substituting it

within the equation 3.49 provides an expression which directly links the chemical source terms of the

transported species ω̇tr to the rates of the slow reactions. Introducing the term:

B
tr,slow

= −A
tr,fast

A−1
QSS,fast

A
QSS,slow

+A
tr,slow

, (3.50)
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the following relation is therefore obtained,

ω̇tr = B
tr,slow

Q̇
slow

. (3.51)

This last expression is sufficient to compile the chemical source terms of the transported species however

it is of interest to compact the reaction rate vector Q̇
slow

to a global reaction vector Q̇
global

, hence giving;

ω̇tr = B
tr,global

Q̇
global

(3.52)

This global reaction rate vector is correlated to the rate of the slow reactions through the relation 3.53,

where the transfer matrix R
global,slow

is estimated by reducing B
tr,slow

into a row echelon form using a

Gauss elimination and by removing the last Nel rows which contains only zero elements (since atom

conservation introduces new constraints for the system of elementary reactions).

Q̇
global

= R
global,slow

Q̇
slow

(3.53)

Finally the matrix B
tr,global

is estimated by equating both right terms of 3.51 and 3.52 and by using the

expression for Q̇
global

in equation 3.53.

B
tr,global

= B
tr,global

RT
global,slow

(
R

global,slow
RT

global,slow

)−1
(3.54)

This leads to a set of Nr,global = Nsp −Nsp,QSS −Nel global reactions whose stoichiometric coefficients

are deduced from the transpose of the matrix B
tr,global

.

3.4.2.2 Output chemical source terms

As stated within the previous subsection it is not necessary to go through the creation of a reduced set

of global reactions. Indeed, in most cases, the output of the system are directly the source terms of the

transported chemical species ω̇tr estimated from the relation 3.51.

T, [K1], . . . , [KNsp,tr ] =⇒

Analytic scheme

=⇒ ω̇1, . . . , ω̇Nsp,tr

Figure 3.7: Illustration of the analytic file inputs and species source terms outputs.

One should note that a non-linear coupling of the concentrations to be solved through the algebraic

relations is often observed (see next section for more details) thus explicit relations cannot be deduced

and the solving of the system needs special attention.

3.4.3 Non-linearity of the algebraic system

As stated earlier, the algebraic equations to be solved are usually non-linear in regard to the concentration

of the QSS species since there are often reactions which contain more than one QSS reactant. This results

in a non-linearity of the associated rate Q̇fj (and Q̇rj for two QSS products).
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3.4.3.1 Iterative procedure to solve a non-linear set of equations

The initial approach employed by Chen [103] relied on a non-linear procedure to solve for the coupled

non-linear set of algebraic equations. Functional or Newton-based iteration schemes were used. The

iteration procedure stopped when all the species were satisfying the following convergence criteria:

max
k

(
|[Xk]

n+1 − [Xk]
n|

max([Xk]n+1, [Xk]n)

)
≤ ǫ (3.55)

where [Xk] refers to the concentration of the kth species, and the superscripts n and n+ 1 respectively

stands for the solution at previous and present iteration. The default setting for ǫ was 10−5.

3.4.3.2 Truncation of the non-linear direct or reverse part of the reactions

A truncation procedure has been developed by Peters and Rogg [112] and employed by Zambon and

Chelliah [105]. A similar approach proposed by Lu and Law is [111] shown here. The concentrations of

the QSS species are in general small such that the collision frequency of two QSS species is small. As a

consequence the reactions with more than one QSS reactants (mostly two) may be unnecessary in most

cases. Moreover QSS species are known to be negligible in the third body concentration and in the other

correction terms of the Arrhenius expressions. The normalised contribution of the non-linear terms to

the destruction of species k and to its creation is computed to assess the importance of these non-linear

terms using:

αk =

Nr∑
j=1

ν
′

kjQ̇jδj

ω̇D
k

βk =

Nr∑
j=1

ν
′′

kjQ̇jδj

ω̇C
k

(3.56)

where δj =

{
1 if reaction j has more than one QSS reactants

0 otherwise
(3.57)

The same should be applied to the products when dealing with reverse reactions. The non-linear terms

are removed from the QSS relations if αmax < ǫ and βmax < ǫ with

αmax = max
k=1,N

(αk) βmax = max
k=1,N

(βk) (3.58)

where ǫ is a threshold value defined by the user. If this condition is satisfied for all the reaction states,

the non-linear terms can all be removed from the QSS expressions. then the system is approximated by

a set of linear equations. The obtained linear set of equations can be resolved with Gaussian elimination.

Note that the time complexity to solve for this matrix is a cubic function of the number of QSS species.

The computation is facilitated by deriving an analytical solution based on the sparse coefficient matrix.

3.4.3.3 Lower the number of QSS species to linearise the system

To avoid non-linear coupling of the system of equations, Pepiot [113] simply removes the species which

do not allow a proper fulfilment of this criterion. This is adapted to her method, since after the DRGEP

reduction she removes all the unnecessary reactions (see chapter 3.3.4). This includes the ones that

contains two QSS species as reactants that have a low probability of collision i.e. the ones detected by

using the criteria proposed by Lu and Law described within the previous subsection. This would not

properly work with the entire initial set of reactions since the number of species that can be put into QSS

would be considerably limited.
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3.4.4 QSS matrix simplification

Once linearity is ensured, it is of interest to minimise the number of steps necessary to inverse the

system to be solved. The matrix associated to the system of equations obtained for the calculation of the

QSS species is said to be sparse since a majority of its elements are zeros. To minimise the number of

operations, the matrix is re-ordered by swapping columns and rows so as to get as close as possible to

a lower or upper triangular matrix. This re-ordering of the matrix corresponds to a different ordering of

the species concentration vector.

3.4.4.1 Optimisation procedure to diagonalise sparse matrices

An optimisation approach based on a simulated annealing algorithm has been proposed by Arvidsson et

al. [109] to lower the number of operations associated to the resolution of a sparse matrix. First, the

place of two randomly selected species is changed within the concentration vector to be solved. This is

illustrated on Figure 3.8. The number of operations necessary to solve the obtained matrix is calculated

s5

s4

s3

s2

s1

Old sparseness pattern 

of the Jacobian for the 

New sparseness pattern 

of the Jacobian for the 

NAE system

Switch places of 

two species in 

the QSS species 

order vector

Old QSS species order vector

s5

s2

s3

s4

s1

New QSS species order vector

Figure 3.8: Illustration of the procedure to test new sparseness patterns. Two species in the QSS list are

switched giving a new pattern. Extracted from Arvidsson [109].

for both elimination and back substitution. The difference in the number of operations between the old

concentration vector and the new one is computed (∆O). If this difference is less than zero, the new

vector is accepted. If not, a Metropolis algorithm1 is used to accept or decline the new QSS vector

relying on the computation of the following probability function.

P (∆O,PT ) = exp

(
−
∆O

PT

)
(3.59)

The value for PT is decreased before the next iteration which is an essential feature of the simulated

annealing methods. Through this, the algorithm is expected to first cover a wide array of the function

landscape and ignore small features present within the research area. While the parameter PT decreases,

the algorithm should drift towards deep minima and in the end, simply move downhill when PT reaches

zero.

1A Metropolis algorithm is a methodology proposed to randomly select an element from a normal distribution.
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3.4.4.2 Identification of inter-dependent chemical species

An algorithm to re-order linear systems of equations has been derived by Lu and Law [111]. The pro-

posed methodology relies on a directed graph to divide the QSS list of species in several subgroups. The

x1

x2 x3

x6

x4 x5

A B

C

a b

A

B C

12

3

Figure 3.9: Scheme of the QSS graph (QSSG) approach illustrating: (a) the presence of strongly con-

nected components (SCC) and (b) the relation graph derived from (a). The numeration given in (b)

indicates the order of the sequence to solve for the problem. Extracted from Lu and Law [104]

species inside a subgroup are strongly connected components (SCC) i.e. cyclically or implicitly related.

On the contrary the subgroups are weakly connected to each other and may be explicitly solved. The list

of QSS species can then be reordered so that the system is solved explicitly group after group. The con-

cept for the creation of the subgroups is illustrated on Figure 3.9. In this example, six chemical species

are to be solved using the QSS assumption. These species are coupled cyclically into three subgroups

referred as gA = (x1, x2, x3), gB = (x4, x5) and gC = (x6). The species inside each subgroup require

the information about the other species of the group, thus there is no specific order to solve for them. On

the other hand, some of the subgroups do not require any information about the other subgroups which

may therefore be solved in an explicit manner. In the present case the groups are to be solved in the

sequence gC, gB, gA. Finally, within the implicitly coupled subgroups, a spectral method is employed to

solve the species by variable elimination through substitution. The approach first eliminates the species

which are weakly related, so that the matrix remain as sparse as possible.

The approach proposed by Lu has been extensively validated. A simplification of the sparse matrix

using a similar methodology is illustrated on Figure 3.10 for a problem solved by Pepiot [113] and

composed of 6 QSS relations. After optimising the order in which the species are solved, the matrix
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Figure 3.10: Illustration of the linear system of equations to be solved so as to get the QSS species

concentrations. Black squares represent non-zero entries. Extracted from Pepiot [113].
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becomes block triangular, hence it requires less operations to be inverted.

3.5 Application: Methane-air combustion modelling

It is now decided to illustrate the most employed methodologies by presenting the development found

on the oxidation of methane since the first works on the kinetics of methane back in the seventies up to

recent publications. The idea is to give the basic information about the type of mechanisms developed

up to now and about the associated performances.

3.5.1 The history of methane chemistry modelling for flame simulation

During the seventies, pioneer works paved the way for simulating numerically the physical properties of

turbulent flames under the hypothesis of fast or very fast chemistry [115–125]. At that time, aside from

a few attempts [126–129], the introduction of finite chemical rates into the modelling of turbulent flames

# Reaction Oxidising pathway

1 CH4 + OH ⇌ CH3 + H2O

CH4 → CH32 CH4 + H ⇌ CH3 + H2

3 CH4 + O ⇌ CH3 + OH

4 CH3 + O ⇌ CH2O + H

CH3 → CH2O
5 CH3 + O ⇌ CH2O + H

6 CH3 + O2 ⇌ CH2O + OH

7 CH3 + O2 ⇌ CH2O + OH

8 CH2O + M ⇌ CO + H2 + M

CH2O

HCO → CO

CO

9 CH2O + OH ⇌ HCO + H2O

10 CH2O + O ⇌ HCO + OH

11 CH2O + H ⇌ HCO + H2

12 HCO + O2 ⇌ CO + HO2

13 HCO + OH ⇌ CO + H2O

14 HCO + O ⇌ CO + OH

15 HCO + M ⇌ CO + H + M

16 CO + OH ⇌ CO2 + H
CO → CO2

17 CO + O + M ⇌ CO2 + M

18 HO2 + O ⇌ O2 + OH

Hydrogen

oxidation

19 HO2 + OH ⇌ O2 + H2O

20 HO2 + H ⇌ 2 OH

21 HO2 + H ⇌ O2 + H2

22 H + O2 + M ⇌ HO2 + M

23 H + O2 ⇌ OH + O

24 O + H2 ⇌ OH + H

25 OH + H ⇌ H2O + H

26 2 OH ⇌ H2O + O

27 H + OH + M ⇌ H2O + M

28 O + H + M ⇌ OH + M

29 2 H + M ⇌ H2 + M

30 2 O + M ⇌ O2 + M

Table 3.3: The first detailed chemistry for atmospheric methane-air combustion in a premixed regime.

Proposed by Smoot et al. [114] in 1976.
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was carefully avoided. Indeed, chemical schemes were not that reliable and introducing the asymptotic

limit of infinitely fast chemistry appeared as a safer choice. The gap between turbulent flame simulations

and finite rate chemistry was, however, soon closed thanks to further works providing predictive chemical

models to progress in the simulation of turbulent flames [130, 131], along with strategies to model the

reaction zones in the case of unresolved fluctuations of species and temperature [132–135].

In the light of this situation, the oxidation of methane turned out to be a canonical problem in which

the great majority of the combustion research groups positioned their efforts. Accordingly, the number of

methane combustion schemes available today in the literature exceeds by far the number of mechanisms

found for any other molecule which still makes it, one of the most relevant species to study, theoreti-

cally. Figure 3.11 provides an overall idea about the evolution from 1970 up to now of the size of the

methane combustion mechanisms; reported here as the number of chemical species involved. This figure

is discussed in the next sections considering respectively detailed and reduced chemistries.

3.5.1.1 Detailed kinetics

The earliest detailed kinetics governing premixed laminar, one dimensional methane-air flames were

introduced by Smoot et al. [114] in 1976 and by Tsatsaronis [145] in 1978. Both mechanisms were

composed of 13 species interacting together over respectively 30 and 29 chemical reactions. The mech-

anism by Smoot et al. is given in Table 3.3 along with the associated oxidation pathways. Overall the

mechanism is developped so that methane is oxidised along the standard pathway:

CH4 → CH3 → CH2O → HCO → CO → CO2

It is constructed from a well known set of hydrogenated steps to which carbonated reactions are added

from an extended literature survey of possible pathways. For each reaction, the rate constants were

adapted on the basis of comparisons between the predicted trajectories and the available experimental

data for the flame velocity, the temperature and species profiles.

From this early work, it is already known that the concentrations of the radical species O, H and

OH were primary factors in the reproduction of the flame characteristics associated to the combustion

of hydrocarbons. Increasing their concentrations eventually lead to an increase of the flame speed. It is

also reported that hydrocarbons flames behave similarly in terms of flame speed, in terms of normalised

profiles and also in terms of reactants and main products essentially because of the predominant influence

of the two chemical paths:

H + O2 → OH + O (3.60)

CO + OH → CO2 + H (3.61)

which are non specific reactions for the hydrocarbon considered.

A few years later, Warnatz proposed a mechanism with 23 species and 50 reactions [136] introducing

the C2 species which he claimed were important for the modelling of flames in rich and near stoichio-

metric conditions. Dixon-Lewis and Islam [146] also agreed with Warnatz on the introduction of C2

chemistry and proposed another mechanism including 18 species. Both schemes were relying on the

following oxidation pathway for the C2 chemistry:

C2H6 → C2H5 → C2H4 → C2H3 → C2H2

CO

CH3
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is then consumed mainly by H and OH with products 
whose oxidation has been discussed before. CH 2 

forms CO in the reaction with O atoms and CO~ 

in the reaction with O~. This latter fact is demon- 

strated in Fig. 3b: The reaction CHz + O~ ~ CO~ + 

2H correctly predicts mole fraction and temperature 

profiles in a lean CzHz--O~ flame within the limits 

of experimental errors. 
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profiles of CO 2, OH and T. Figure 3a compares 
experimental and calculated flame velocities in the 

C~H2-air system to show the reliability of the C2H 2 

oxidation mechanism given above. 

The mechanism for the oxidation of C,- and 

C2-hydrocarbons presented here should predict 

experimental results in lean and rich CH4 flames 

and in lean C2H 6 flames. In fact, within the limits 

of experimental error, there is agreement between 

experiments and calculations for free flame veloci- 

ties in the CH4-air system (see Fig. 4), for concentra- 

tion and temperature profiles in a burner-stabilized 

lean CH4--O 2 flame, (see Fig. 5), and for a burner- 

stabilized lean C~Hs--O 2 flame (see Fig. 6). 

Oxidation of Higher Alkanes and Alkenes 

CH3 recombination was mentioned as a very 

important reaction in CH 4 flames. Similarly, recom- 

bination of CH 3 and C2H~ to form C3H8 and C4H1o 
must be considered in CH 4 and C2H 8 flames. For 

instance, about 25% of the C2H~ forms C3H 8 and 

C4H~o in stoichiometric CH 4- and C2H~-air flames 

at atmospheric pressure. Consequently the oxidation 

reactions of CaH8 and C4H~o must be considered. 
(The formation of higher alkanes by recombination 

of C3H7, C4H9 etc. can be neglected due to the 

fast thermal decomposition of these alkyl radicals, 

see below.) This complicates the problem considera- 

bly, but on the other hand this extension of the 
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Warnatz [136]. Broken lines: calculations by Smoot et al. [114] and by Tsatsaronis [145].

Figure 3.12 gives a comparison of the flame speed as a function of the equivalence ratio obtained for the

three chemical mechanisms of Smoot et al. [114], Tsatsaronis [145] and Warnatz [136]. The importance

of the introduction of the C2 chemistry for the reproduction of the flame speed in the rich region is

here, readily understandable. The mechanism proposed by Warnatz has been largely employed in the

following years. In 1984, Coffee [137] proposed two new models relying on the same assumptions and

based respectively on 14 chemical species and 38 reactions; and on 20 species with 63 reactions including

the C2 chemistry. Both of the chemistries proposed by Coffee also served as reference for the next years.

By that time, the main reaction paths for the detailed chemical modelling of methane combustion

were introduced. The next step became related to the improvement of the existing mechanisms. Since

then, a tremendous amount of larger combustion schemes have been proposed relying on more and more

intermediate species and reactions which are added to the set of chemical species introduced in the above

discussion. Indeed, the primary target of combustion kinetic specialists aimed and still aims at enlarging

the range of conditions to which the schemes apply including a wider variety of temperatures, pressures

and equivalence ratios but also expanding the capabilities of the mechanisms to the prediction of other

flames properties, as for instance, the auto-ignition delays.

It is beyond the scope of this thesis to provide an exhaustive list of publications for the detailed

modelling of methane combustion. Yet, the detailed mechanisms that are used in the manuscript for the

description of methane-air combustion are: the UC San Diego mechanism [144] released in 2014, the

GRI-1.2 mechanism [106, 107] as well as the GRI-3.0 chemical scheme [140] which are two extensively

used versions of the mechanisms funded by the Gas Research Institute, the RAMEC mechanism [139]

which is an extension of the GRI-1.2 mechanism designed for high pressures and finally the Lindstedt

mechanism [151].
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3.5.1.2 Reduced kinetics

As for detailed chemistry, it would be too long to provide an exhaustive list of the reduced chemical

schemes designed for the combustion of methane with air. Therefore, only, the major release for methane-

air combustion are now given.

# Reaction A
∗ β E∗ n1 n2

1 CH4 + 1.5O2 → CO + 2H2O 5.000e11 0.00 47800 0.70 0.80

2 CO + 0.5O2 ⇋ CO2 2.240e12 0.00 40700 - -

Table 3.4: Arrhenius coefficients for the two steps chemical scheme [66] proposed by Westbrook and

Dryer in 1981. ∗Units are mol, s, cm3, cal and K.

Westbrook and Dryer two steps global scheme The first global scheme for the oxidation of methane

ready for CFD was proposed by Westbrook and Dryer [66] in 1981 and relying on 5 chemical species

and 2 global steps constructed from the slow CO oxidation limit of premixed combustion. The reaction

parameters of the mechanism were especially chosen to fit with the flame speed measurements. These

coefficients are given in Table 3.4 along with the reactions they are associated to.

Jones and Lindstedt four steps global scheme In 1988, Jones and Lindstedt published a different

global scheme for methane-air premixed and diffusion flames at atmospheric conditions (300 K, 1 atm).

The chemical scheme is constructed this time with 4 chemical steps [67] and introduces a relevant inter-

mediate species for hydrocarbon combustion, namely H2. The mechanism relies on the assumption that

the flame structure comprises two reaction zones. The first one operates the oxidation of methane CH4

to produce CO and H2 and the second reaction zone enables the production of the final products CO2

and H2O. The oxidation of species CH4 is achieved through reaction 1 for premixed flame and through

the reaction 2 for flames piloted by diffusion. The present scheme demonstrates that global reactions in-

volving only the major species can provide quite a reasonable prediction as the species and temperature

equilibrium values are well reproduced.

# Reaction A
∗ β E∗ n1 n2

1 CH4 + 0.5O2 → CO + 2H2 4.400e14 0.00 30000 0.5 1.25

2 CH4 + H2O → CO + 3H2 3.000e11 0.00 30000 - -

3 H2 + 0.5O2 ⇋ H2O 6.800e18 -1.00 40000 0.25 1.5

4 CO + H2O ⇋ CO2 + H2 2.750e12 0.00 20000 - -

Table 3.5: Arrhenius coefficients for the four steps chemical scheme proposed by Jones-Lindstedt [67].
∗Units are mol, s, cm3, cal and K.

Peters analytic scheme Another major release in the field of reduced chemistry came from Peters

which introduced the coupling between a reduced number of elementary steps and an analytical part in

which a large number of intermediate species are expressed from those transported with the flow via

quasi-steady state and equilibrium hypotheses [130]. The approach he depicted forms the basis of a
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number of methodologies employed today in chemistry reduction including the one proposed in this

thesis. The main lines of the paper he published in 1985 are therefore given in the present section.

• Selection of key reactions A complete picture of the methane oxidation requires the introduction

of approximately a hundred elementary reactions including the C2 branching. However, a ”short

mechanism” relying on about a dozen of elementary reactions and using only the C1 hydrocarbon

species may be sufficient to capture the basic information about lean methane-air flames including

the flame extinction, the flame speed, the maximum of temperature and the major species profiles.

To build such a reduced scheme, Peters first examined numerical solutions of a stoichiometric

methane-air flame, hence deducing the major reacting steps for methane oxidation. The results of

the analysis are depicted within the following lines;

1. The CH4 breakup into CH3 occurs primarily from the elementary steps:

CH4 + H → CH3 + H2 (R1)

CH4 + OH → CH3 + H2O (R2)

The reaction CH4 + O → CH3 + OH appears negligible in comparison to those with H and

OH radicals. Moreover, fuel dissociation CH4 + M → CH3 + H + M is rather insignificant

in premixed flames.

2. Reaction R3 continues the C1-chain with the formation of formaldehyd CH2O;

CH3 + O → CH2O + H (R3)

The reactions of recombination CH3 + CH3 → products are the one associated to the pro-

duction of C2-species which are important in the rich region. Because the present reduction

aims at solving for lean and stoichiometric conditions this path is not retained.

3. Formaldehyd then reacts with radical species H and OH to form HCO from the reactions:

CH2O + H → HCO + H2 (R4)

CH2O + OH → HCO + H2O (R5)

Again, the reaction with the radical species O is comparatively negligible.

4. The HCO is then converted into CO from the relations:

HCO + H → CO + H2 (R6)

HCO + M → CO + H + M (R7)

HCO + O2 → CO + HO2 (R8)

The reaction of dissociation R7 prevails at high temperature.

5. The predominant reaction for the oxidation of the carbon monoxide CO is;

CO + OH ⇌ CO2 + H (R9)

with a non negligible reverse reaction rate. Reactions of CO with radical O and species O2

are neglected. The reaction R9 is known to be one of the key steps describing premixed

combustion. The slow rate to which it is associated indeed determines the slow oxidation of

the product CO2 through which the majority of the flame energy is released.
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6. The oxygen consumption is attached to the reaction R10. This step is essential as a chain

branching since it provides more radical species than it consumes. The remaining three other

steps are also important reactions for radicals production.

H + O2 ⇌ OH + O (R10)

O + H2 ⇌ OH + H (R11)

OH + H2 ⇌ H2O + H (R12)

2OH ⇌ H2O + O (R13)

7. The last steps are for the recombination which leads to the production of water either directly

from the radicals H and OH or through the intermediate HO2.

H + O2 + M ⇌ HO2 + M (R14)

H + OH + M ⇌ H2O + M (R15)

The hydroperoxyl HO2 produced from the reaction R14 is then consumed through the chem-

ical paths given by:

H + HO2 ⇌ H2 + O2 (R16)

H + HO2 ⇌ H2 + O2 (R17)

OH + HO2 ⇌ H2O + O2 (R18)

This set of 18 reactions is complete in the sense that the oxidation of CH4 leads to the creation

of the stable products CO2 and H2O. Interestingly, the important reactions deduced here from a

larger mechanism compare very well with the ones first introduced by Smoot et al. [114] and by

Tsatsaronis et al. [145] from experimental considerations. Within these 18 steps, Peters tried to

remove the maximum number of fast reactions using the steady state assumption. The slow ones

were preserved because they are rate-determining.

• The Steady State Assumption As explained earlier, this assumption applies when the reactions

that form an intermediate species are slower than the reactions by which the species is consumed.

In that case the concentration of the intermediate is small and the associated source term is low in

comparison to the reaction rates. From an analysis of the species mole fractions, Peters selected

species OH, O, HO2, CH3, CH2O and HCO to be good candidates for the steady state assumption.

He then formally expressed the source terms of the transported species from a recombination of

reaction rates.

ω̇H = −2Q̇1 − 2Q̇2 − 2Q̇6 − 2Q̇8 + 2Q̇10 − 2Q̇14 + 2Q̇16 − 2Q̇15 , (3.62)

ω̇H2
= 4Q̇1 + 4Q̇2 + Q̇6 + Q̇8 + Q̇9 − 3Q̇10 + Q̇14 − 3Q̇16 + Q̇15 , (3.63)

ω̇O2
= −Q̇10 − Q̇16 , (3.64)

ω̇H2O = −Q̇1 − Q̇2 − Q̇9 + 2Q̇10 + 2Q̇16 , (3.65)

ω̇CO = Q̇1 + Q̇2 − Q̇9 , (3.66)

ω̇CO2
= Q̇9 , (3.67)

ω̇CH4
= −Q̇1 − Q̇2 . (3.68)
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A further analysis led to a set of 4 global steps computed from the rate of nine elementary reactions.

The other reaction rates being transformed into analytical expressions thanks to the steady state

formulation. These analytical formulations are required for the computation of the concentrations

of species OH, O, HCO and HO2 that are present in most of the reactions R1-R16. From the steady

state assumption for species CH3 and CH2O, the relation ω̇CH3
= ω̇CH2O = 0 gives:

k1[CH4][H] + k2[CH4][OH] = k6[HCO][H] + k7[HCO][M] + k8[HCO][O2] , (3.69)

k8[HCO][O2] + k14[H][O2] = (k16 + k17) [HO2][H] + k18[HO2][OH] . (3.70)

The global steps are given in Table 3.6 along with the associated rates. After the analytical re-

duction, the chemistry may be solved by transporting only 8 chemical species (including the non

reacting species N2).

# Reaction Rate

I CH4 + 2H + H2O → CO + 4H2 Q̇I = Q̇1 + Q̇2

II CO + H2O ⇋ CO2 + H2 Q̇II = Q̇9

III 2H + M ⇋ H2 + M Q̇III = Q̇6 + Q̇8 + Q̇14 + Q̇15

IV O2 + 3H2 ⇋ 2H + 2H2O Q̇IV = Q̇10 + Q̇16

Table 3.6: Peters reduced scheme [130].

• Equilibrium Assumption The rates expressions in which species OH and O are involved appear

to be related to other steady state species. This render the system of algebraic equations non-

linear hence complicating the procedure for its solving. To address this issue, Peters observed that

in the burned gases region of the flame, the forward and backward rates of reaction R11 to R13

are at equilibrium despite their large values. Assuming partial equilibrium, he then expressed the

concentrations of species OH and O from the linear algebraic relations:

[OH] = [H]
[H2O]

[H2]KC12

, [O] =
[H][OH]

[H2]KC11

=
[H]2[H2O]

[H2]2KC11
KC12

. (3.71)

where KC11
and KC12

are expressed from Arrhenius relations. Introducing the concentrations of

species OH and O computed from 3.71 into the relations 3.69 and 3.70 allows for solving the entire

problem, hence deducing the source terms of the transported species.

BFER two steps with functions of corrections The global mechanism developed by Franzelli et al.

[70] and published in 2012 is now introduced. The chemical steps employed for its computation are the

same as the one proposed by Westbrook and Dryer (see Table 3.4). Methane is first oxidised in a thin

layer within which CO and H2O are produced. Then, a slow oxidation of CO into CO2 is achieved within

a thicker flame layer. The equations for the computation of both reaction rates are given below:

Kf1 = A1 f1(φ) exp

(
−

E1

RT

)
[CH4]

0.5[O2]
0.65 (3.72)

Kf2 = A2 f2(φ) T
0.7 exp

(
−

E2

RT

)
[CO][O2]

0.5 (3.73)

Kb2 =
A2

Keq,2
f2(φ) T

0.7 exp

(
−

E2

RT

)
[CO2] (3.74)
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where Keq,2 refers to the equilibrium constant of the second reaction. A Pre-Exponential Adjustment

(PEA) approach is proposed to properly recover the flame speed in the rich flame region. This adjustment

is performed through the definition of two correction functions f1(φ) and f2(φ) which depend on the

local equivalence ratio.

3.5.2 Assessment of global and analytical reduced methane-air mechanisms
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Figure 3.13: Flame speed distribution versus equivalence ratio. Line: detailed chemistry GRI-3.0 [140].

(×): Two-step global mechanism Franzelli et al. [70]. (⊙): Four-step global mechanism Jones and

Lindstedt [67]. (N): Four-step mechanism Peters [138].

Three simplified kinetics of the turbulent combustion literature are first considered for methane-air

combustion: the two-step mechanism by Franzelli et al. [70], the four-step mechanism by Jones and

Lindstedt [67] and the four-step analytical mechanism proposed by Peters [138]. The objective of this

section is to illustrate the typical level of accuracy reached with such reduced schemes, which have been

widely used in the simulation of turbulent flames.

Five species, CH4, O2, CO, H2O and CO2 are involved in the two-step mechanism [70]; H2 is added

in the first four-step kinetics, leading to six transported species [67]; one more species H is transported

with the flow in the second four-step mechanism, whereas OH, O, HO2, CH3, CH2O and HCO are addi-

tional species, which are obtained from quasi-steady state and equilibrium algebraic relationships (ana-

lytical part) [138]. Freely propagating methane-air premixed flames are computed at various equivalence

ratios with the Cantera [152] chemistry solver. The detailed GRI-3.0 mechanism serves as reference,

since it has been optimised under such conditions [140], with 53 species and 325 elementary reactions.

In all the simulations of premixed flames, molecular differential diffusion between species and between

mass and heat, is included following the Curtiss and Hischfelder approach [153, 154].

The flame speed response versus equivalence ratio is particularly well-captured with the two-step

mechanism (Fig. 3.13). This scheme contains in its rates a correction that is function of the equivalence

ratio, to properly follow the flame speed variations and therefore the overall burning rate through the

flame. The Jones and Lindstedt four-step mechanism lacks of prediction capabilities for equivalence

ratios above unity, while the Peters four-step mechanism reproduces the flame speed over the full range

of equivalence ratios. These observations may be put in perspective with the temperature profiles shown

in Fig. 3.14 for the stoichiometric condition. Far in the burnt gases, all schemes return the correct

equilibrium temperature (not shown in the graphs), however, only the Peters’ scheme, which accounts

for the H2/O2 radicals pool, perfectly matches the specific shape of the profile, with a slowly growing



A review on chemistry reduction methodologies 95

 0

400

800

1200

1600

2000

2400

−2 −1  0  1  2

T
 (

K
)

x (mm)

− −

− −
x (mm)

0.0000

0.0005

0.0010

0.0015

0.0020

−2 −1  0  1  2

Y

x (mm)

H2

(a) Four-step & analytical Peters [130]

 0

400

800

1200

1600

2000

2400

−2 −1  0  1  2

T
 (

K
)

x (mm)

− −

− −
x (mm)

0.0000

0.0005

0.0010

0.0015

0.0020

−2 −1  0  1  2

Y

x (mm)

H2

(b) Four-step Jones and Lindstedt [131]
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Figure 3.14: Temperature and H2 profiles in a stoichiometric premixed methane-air flame (φ = 1). (×):

Detailed chemistry GRI-3.0 [140]. (Solid line): Reduced chemistry.

temperature after the strong gradient at the peak heat release, to asymptotically approach the burnt gases

temperature.

The H2 profiles (Fig. 3.14) confirm the importance of the analytical part of the scheme, which pro-

vides the proper decay of H2 towards burnt gases (Fig. 3.14(a)), decay which is overestimated in a global

scheme not accounting for intermediates of the H2/O2 chemistry (Fig. 3.14(b)). It is seen once more

that it may be crucial to keep these intermediate species in the modelling loop of turbulent flames, still

without transporting them, when they can be obtained from quasi-steady state assumptions, therefore for

a negligible additional computing cost.

In terms of major species, the two-step mechanism captures the fuel (CH4) and the oxidiser (O2)

responses, but the products, CO, CO2 are not well predicted (Fig. 3.17). The four-step mechanism by

Jones and Lindstedt is accurate on the lean side (Fig. 3.16(a)), but less precise under the stoichiometric

condition for CO2 (Fig. 3.16(b)), in line with the temperature profile (Fig. 3.14(b)). Under rich condition
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Figure 3.15: Species profiles in freely propagating premixed flame for various equivalence ratios. Line:

Detailed chemistry GRI-3.0 [140]. Symbols: Four-step analytical mechanism Peters [138]. In subfigure:

Left, solid line and (×): O2, dashed line and (⊙): H2O. Right, solid line and (×): CH4, dashed line and

(⊙): CO, dotted line and (N): CO2.
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Figure 3.16: Species profiles in freely propagating premixed flame for various equivalence ratios. Line:

Detailed chemistry GRI-3.0 [140]. Symbols: Four-step global mechanism Jones and Lindstedt [67]. In

subfigure: Left, solid line and (×): O2, dashed line and (⊙): H2O. Right, solid line and (×): CH4, dashed

line and (⊙): CO, dotted line and (N): CO2.
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Figure 3.17: Species profiles in freely propagating premixed flame for various equivalence ratios. Line:

Detailed chemistry GRI-3.0 [140]. Symbols: Two-step global mechanism Franzelli et al. [70]. In subfig-

ure: Left, solid line and (×): O2, dashed line and (⊙): H2O. Right, solid line and (×): CH4, dashed line

and (⊙): CO, dotted line and (N): CO2.

φ = 1.3, the temperature profile is better predicted (not shown for brevity), then species are also in better

agreement (Fig. 3.16(c)). For higher equivalence ratios, results move away from the reference detailed

chemistry solution (Fig. 3.16(d)). The Peters’ scheme with its analytical part for intermediates, is overall

quite accurate at all equivalence ratios, with an almost perfect reproduction of the detailed scheme up to

φ = 1.3 (Fig. 3.15). Far away from the reaction zones, in the burnt gases all schemes deliver the proper

equilibrium composition and temperature, whatever the equivalence ratios.

This preliminary exercice illustrates the potential of reduced schemes including an analytical part,

which somehow globalises the complex and key role played by intermediates. In order to simplify the

development of such reduced schemes for any fuel and flow conditions from well-established detailed
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kinetics, it is desirable to design a fully automated procedure, which could easily be integrated as a pre-

processing tool in computational fluid dynamics software. The reduced scheme could then be created

for the operating conditions under study, in terms of boundary conditions, temperature, pressure, flow

residence time and even global intensity of turbulent mixing. In this quest for a reduced scheme, it is

reported below that not only the choice of the sets of species and reactions is crucial, but also that an

optimisation of the rates is required to reproduce at the same time species profiles, flame speed and

quenching point of diffusive-reactive layers.

3.6 Conclusion

Over the last decades, a tremendous amount of chemistry reduction approaches have been developed

in order to lower the costs arising from the use of complex mechanisms. In spite of the clear progress

on this topic, it appears that there is no straightforward process to create simplified mechanisms, nor is

there any unique reduced chemical scheme able to cover all at once a sufficiently wide range of operating

conditions. Moreover since reduced chemical schemes directly result from a trade-off between cost and

accuracy, they are highly user-dependent. The conclusion to this lack of generic character is that reduced

mechanisms must always be derived for specific computational conditions which clearly motivates the

need for an automated reduction tool.

The oxidation of hydrocarbon fuels predominantly leads to the creation of water vapour and carbon

dioxide through a number of chemical reactions heavily influenced by the operating conditions, the tur-

bulence levels and the fuel to oxidiser ratio at which the combustion takes place. This complex set of

reactions can be reduced to a single step or to a few global reactions, however doing so, the informations

about key chemical paths are lost. These global schemes have been extensively used due to the very

reduced costs to which they are associated. Thanks to the introduction of correction functions, global

mechanisms are able to recover a good description of the flame velocity and of the equilibrium tempera-

ture over a large range of conditions. As such, they are still interesting today. Nevertheless, the prediction

of the pollutants such as CO, NOx, SOx and unburned hydrocarbons requires a more detailed description

of the chemistry that pilots the reactive process.

For given operating conditions, mechanisms relying on the removal of the unnecessary species and

reactions of a detailed chemical scheme (skeletal) and on the introduction of a few kinetic assumptions

(analytical) have demonstrated their ability to recover a very detailed description of flames characteris-

tics. Although these chemical descriptions are always much larger than the global schemes, great levels

of reduction can be achieved with good accuracy. The levels of the intermediate species are also often

well recovered. Figure 3.18 provides a resume of the methodologies available in the literature for the

derivation of such mechanisms. The optimised reduced chemistry (ORCh) procedure that is proposed

in this thesis relies on the highlighted steps i.e. the approaches employed are (1) the Directed Rela-

tion Graph with Error Propagation coupled with the aided-sensitivity analysis, (2) the isomers lumping

strategy proposed by Pepiot and Pitsch and (3) the Quasi-Steady State assumption for which species are

selected from a comparison of the consumption/production rates and with a linear solving of the QSS

expressions.
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Species reduction:•

Isomers lumping [102]−

DRG, DRG-ASA [86, 87]−

DRGEP, DRGEP-ASA [88]−

Path flux analysis [89]−

Reaction rate analysis [81, 82]−

Jacobian-based analysis [80]−

Optimisation [74, 92]−

...−

Reactions reduction:•

DRGEP, DRGEP-ASA [88]−

Jacobian-based analysis [80]−

Optimisation [74]−

...−

Partial equilibrium•

Quasi-steady state assumption [130]•

Selection of QSS species−

Production/consumption [105]∗

Time scale analysis [110]∗

LOI [110]∗

LTC [110]∗

Optimisation [108]∗

...∗

Non-linearity of the system−

Truncation [111]∗

Less QSS species [113]∗

Non-linear solver [103]∗

Matrix simplification−

QSS graphs [111]∗

Optimisation [109]∗

Detailed mechanism

Skeletal mechanism (sec. 3.3)

Analytical mechanism (sec. 3.4)

Figure 3.18: A resume of the major methodologies for the reduction of detailed mechanisms to the form

of skeletal and analytical schemes.
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4.1 Introduction

This chapter is intended to assess the relevance of some of the methodologies presented in the literature

review for the reduction of chemical mechanisms. First a procedure is proposed for the optimisation of

the Arrhenius constants of global systems. The suggested approach relies on two methodologies: (1) the

reactions of a given mechanism are optimised separately using a gradient-based algorithm, to restrict the

initial research area and then (2) a genetic algorithm is employed to refine the values of the Arrhenius

constants considered all together for the full set of reactions.

The proposed optimisation procedure is tested in the simple case of a global mechanism proposed in

1988 by Jones and Lindstedt [67]. This optimisation is performed to check wether or not an automatic

optimisation of this global scheme is capable of giving a better description than with the ad hoc coeffi-

cients initially proposed by the authors. Although the gradient-based procedure performs very well for

the coefficients associated to the carbonated reactions of the global mechanism, a limitation is found on
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the description of the H2-O2 chemical interactions. To address this problem, the single hydrogenated

step considered in the global scheme proposed by Jones and Lindstedt is replaced with a more detailed

chemistry including a few relevant intermediate species such as H, O and OH. The same optimisation

procedure is applied. This results in an 11 steps mechanism capable of accurately predicting the levels

of major species, the temperature profile and the flame velocity of atmospheric premixed methane-air

flames over a range of equivalence ratios from lean conditions (φ = 0.6) up to stoichiometry.

Although the procedure is established for lean/stoichiometric conditions, the selection of the reacting

paths is not straightforward. Therefore the extension of the present mechanism to rich conditions and to

the prediction of pollutants levels is hardly conceivable, and the derivation of mechanisms for other fuels

necessitates to restart the procedure from scratch. For this reason, it is decided to assess the relevance of

the DRGEP method for the removal of unnecessary species and reactions and of the QSS assumptions

for the reduction in the number of transported species. Interestingly, the discrepancy introduced by

pushing the limits of the threshold levels of both DRGEP and QSS approaches is easily corrected with

optimisation of the remaining reactions Arrhenius constants. This is further demonstrated on a methane-

air stoichiometric flame.

4.2 Optimisation strategy

Optimisation is a branch of mathematics and of computer sciences that serves to estimate the solution or

the group of solutions that best satisfies a user defined quantitative objective while eventually respecting

specific constraints. It is employed in the present context to modify a reduced chemical mechanism so

that its physical and chemical behaviours get as close as possible to the one of a detailed chemistry that

is used as reference.

4.2.1 Single-step optimisation methodology

Automatic tools for the definition of Arrhenius constants for global schemes and for large ranges of

operating conditions have been widely discussed in the literature using various optimisation based ap-

proaches. Among those, Polifke [71] first proposed a genetic algorithm strategy directly using the chem-

ical sources distribution as targets for optimisation. This approach is further explored in this section.

4.2.1.1 Target profiles and chemical sources

Freely propagating one-dimensional premixed flames are simulated at various equivalence ratios with

detailed chemistry, to provide reference species mass fractions profiles, Y ⋆
k (x). The Hirschfelder and

Curtiss approximation [5] is used to estimate the transport coefficients.

Formally, Nsp species are involved in the detailed mechanism and nsp < Nsp in the reduced one,

which represent the large majority of the mass involved through the detailed computation. Target species

source terms ω̇◦
k are reconstructed for the reduced scheme from Y ⋆

k (x) for the nsp species, to ensure that

mass budgets are properly closed for the reduced number of transported species:

ω̇◦
k =

∂ρY ⋆
k

∂t
+

∂

∂xi

(
ρ
(
ui + V ⋆

k,i

)
Y ⋆
k

)
, (4.1)

where the density ρ of the mixture corresponding to the reduced scheme is computed from the equation
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of state and the velocity ui associated to the nsp species is corrected to verify mass conservation,

ρ =
P

R
∑nsp

k=1(Y
⋆
k /Wk)T ⋆

, (4.2)

ui =
ρ⋆

ρ
ui

⋆ . (4.3)

The diffusion velocity reads:

V ⋆
k,i = −

DH
k

X⋆
k

∂X⋆
k

∂xi
+ V ⋆

c,i . (4.4)

where the exponent ⋆ refers to terms computed with the reference chemistry. As for the detailed chemistry

simulation, a diffusive velocity correction noted V ⋆
c,i is used in Eq. (4.1). It is expressed through the

relation:

V ⋆
c,i =

nsp∑

k=1

DH
k

Wk

W

∂X⋆
k

∂xi
(4.5)

The reaction rate Q̇j of the jth reaction reads:

Q̇j = AjT
βj exp

(
−

Ej

RT

)
[A]n1j [B]n2j , (4.6)

with Aj the pre-exponential factor, Ej the activation energy, the temperature exponent βj , and, the

exponent of concentrations n1j and n2j . [A] and [B] denote the concentration of the species involved in

the chemical reaction step. Given the high values associated to the pre-exponential factor, aj = logAj

is defined to conduct the optimisation process.

The number of reactive steps involved with global chemistry is usually smaller than the number of

species, therefore the problem is overdetermined in terms of reference reaction rates (Q̇◦
j ) to be deter-

mined from the chemical rates of the nsp species (ω̇◦
k), known from Eq. (4.1). In the following, a number

of species equals to the number of reaction steps nr to be optimised, are selected to compute the reaction

rates Q̇◦
j from:

ω̇◦
k = Wk

nr∑

j=1

νk,jQ̇
◦
j , (4.7)

where the exponent ◦ is given to terms associated to the global mechanism and where νkj = ν
′′

kj − ν
′

kj

expresses the difference between the backward and forward stoichiometric coefficients (see section 2.2.1)

of the kth species in the jth reaction rate. This implies that we formulate at this stage the hypothesis that

the reaction rates obtained while reproducing nr = n selected species, are not so different from the rates

that would be obtained while trying to fairly distribute the error over all the species. At the end of this

preliminary step a set of species profiles Y ⋆
k (x) and of reaction rates Q̇◦

i (x) are available.

4.2.1.2 Fitness function definition

The error between the reference rate Q̇◦ and the rate to be optimised Q̇ is calibrated as:

E1(xi; c
p) =

∣∣∣ln(Q̇(xi; c
p))− ln(Q̇◦(xi))

∣∣∣ . (4.8)

where xi denotes a point of the target profiles and cp, a given set of the chemical Arrhenius parameters.

(The jth indice in Q̇j , denoting the reaction number, is omitted in this section for sake of clarity.) A
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fitness function is defined cumulating the error over the NG points of the profiles:

f1(c
p) =

NG∑

i=1

E1(xi; c
p) , (4.9)

=

NG∑

i=1

(−1)σ(xi;c
p)

[
a(cp) ln(10) + β(cp) ln(T ⋆(xi))−

E(cp)

RT ⋆(xi)

+ n1(c
p) ln([A]⋆(xi)) + n2(c

p) ln([B]⋆(xi))− ln(Q̇◦(xi))

]
.

Where the temperature is computed from the local enthalpy and species concentration. The function

σ(xi; c
p) is introduced to ensure summation of the errors, σ(xi; c

p) = 0 if Q̇(xi; c
p) > Q̇◦(xi) and

σ(xi; c
p) = 1 otherwise.

4.2.1.3 Uncorrelated reactions solving

A preliminary estimation of all the parameters of the reaction scheme is obtained by considering every

reaction step independently. As illustrated on figure 4.1, the source term fitness function given by (4.9)

behaves linearly versus a(cp), β(cp), E(cp), n1(c
p) and n2(c

p), with a constant slope that changes its

sign according to (−1)σ. Within this context, a direct approach based on a Newton algorithm is suitable

a(cp)ln(Q(xi; c
p)) = ln(Qo(xi))
•

f1(c
p)

0

Figure 4.1: Theoretical evolution of the f1(c
p) error function. Solid line: Profile of the error function for

a perfect solution. Dotted line: Profile of the error function for a non-perfect solution.

to obtain a set of parameters for the reduced chemical rates.

4.2.2 Genetic algorithm

A genetic algorithm applies the principles of natural selection and of evolution so as to look for the

optimal solution of a problem initialised by a population of potential solutions. Although it is associated

to a random research, it uses the informations present in the group of potential solutions to move towards

the zone where the performance is the highest. Deterministic methods have the tendency to get stuck

in local optimums and are therefore not adapted to solve problems linked to a fitness function which is
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Mutation 1100110 1100001 0100101 −→ 1110111 1100001 0000101

Table 4.3: Mutation operation on 2 binary digits.

(iii) Third, to avoid damaging the best solution during these processes, an elitism operation is

applied that consists of simply copying the best solution (e.g. Ib(c
p) = M and also called ‘elite’)

to the next generation.

A new set of chemical parameter is then available, which is used to repeat the process from point

2. The normalised variance of the fitness,

Sf =

∑M
p=1 f

+2(cp)− 1
M

(∑M
p=1 f

+(cp)
)2

4
∑M

p=1 f
+(cp)

(
1− 1

M

∑M
p=1 f

+(cp)
) , (4.14)

where f+ = (f −fmin)/(fmax −fmin) is monitored and the solution is considered converged when

its variation between two iterations is below a few percent.
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Figure 4.4: Flowchart of the genetic algorithm-based procedure for the optimisation of the Arrhenius

constants of any set of reactions. The optimisation procedure is coupled with a canonical flame generator

to assess the relevance of the potential solutions.
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The full procedure is illustrated on Figure 4.4 which provides a flowchart of the optimisation loop. In

the present thesis the flame canonical generator is CANTERA. Although the procedure is illustrated in

this section with premixed flames, any canonical problem may be used as reference. This point will be

addressed in the next chapter.

4.3 Global chemistry for methane-air flames

As a first approach for optimisation, it is decided to study global combustion mechanisms. Two cases are

here considered for methane-air combustion.

4.3.1 Optimisation of a 3-step mechanism

A first attempt to improve the global 3 steps Jones and Lindstedt mechanism [67] for the simulation

of premixed stoichiometric methane-air flames is here presented using the strategy depicted within the

previous section. The three steps considered for the optimisation are:

CH4 + 0.5O2 → CO + 2H2 (C1)

H2 + 0.5O2 ⇋ H2O (H⋆)

CO + H2O ⇋ CO2 + H2 (C2)

To illustrate the selection of the chemical targets for a separated optimisation of the steps, the re-

lations between the species source terms and the rates of the three chemical reactions are given from

equation 4.15 to equation 4.20.

ω̇H2
= 2WH2

Q̇1 −WH2
Q̇2 +WH2

Q̇3 (4.15)

ω̇O2
= −0.5WO2

Q̇1 − 0.5WO2
Q̇2 (4.16)

ω̇H2O = WH2OQ̇2 +WH2OQ̇3 (4.17)

ω̇CH4
= −WCH4

Q̇1 (4.18)

ω̇CO = WCOQ̇1 −WCOQ̇3 (4.19)

ω̇CO2
= WCO2

Q̇3 (4.20)

As introduced earlier, the system of equations appears to be overdetermined since there are 6 equations

to be solved for only 3 unknown variables. Using the procedure proposed in Section 4.2.1, a set of 3

species source terms is selected as target, to form a 3×3 system to be inverted for the estimation of the

rates of the reactions Q̇1, Q̇2 and Q̇3. The following explicit formulation is deduced:

Q̇1 = −
ω̇CH4

WCH4

, Q̇2 =
ω̇H2O

WH2O
−

ω̇CO2

WCO2

, Q̇3 =
ω̇CO2

WCO2

. (4.21)

First a computation of a stoichiometric methane-air flame at atmospheric conditions is performed

using the GRI-1.2 mechanism [106, 107] to get reference chemical profiles. These profiles are then used

to deduce the reference rates for the three reactions as given by 4.21. The optimisation procedure is
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finally applied separately optimising the Arrhenius relations given by:

Q̇1 = A1T
β1 exp

(
−

E1

RT

)
[CH4]

n11 [O2]
n21 (4.22)

Q̇2 = A2T
β2 exp

(
−

E2

RT

)
[H2]

n12 [O2]
n22 (4.23)

−
A2T

β2 exp
(
− E2

RT

)

Keq,2
[H2O][H2]

1−n12 [O2]
1−n22

Q̇3 = A3T
β3 exp

(
−

E3

RT

)
[CO]n13 [H2O]n23 (4.24)

−
A3T

β3 exp
(
− E3

RT

)

Keq,3
[CO2][H2][CO]1−n13 [H2O]1−n23

For each reaction, 5 terms are to be optimised, namely the As, the βs, the Es, as well as the exponents

on the concentrations n1s and n2s. As explained earlier, a gradient-based approach is employed to find

the optimum values since a deterministic approach is more suited to this linear optimisation problem.

The results for each of the three reactions are given in Figure 4.5. It is observed that the rate associated

to reaction 1 properly captures the effects describing the consumption of CH4. The slow oxidation

of CO to form the stable product CO2 is also well captured using the third reaction. It is however

observed that reaction 2 is not capable of properly reproducing the H2O rate. Note that the optimisation

is here performed using the temperature profile of the detailed chemistry. The difference observed in

the optimisation of the rate of reaction 2 indicates that the reference temperature evolution cannot be

reproduced. This explains why the temperature profile obtained with the Jones and Lindstedt mechanism

provided on Figure 3.14(b) for similar conditions is much stiffer than the reference and rapidly reaches

equilibrium.
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Figure 4.5: Comparison of the rates of the 3 reactions for a stoichiometric methane-air premixed flame.

Solid lines: Optimised. (×): Reference obtained from the source terms of species CH4, H2O and CO2

computed with the GRI-1.2 mechanism [106, 107].

4.3.2 Optimisation of a mechanism with 11 reactions

Because the second step of the global mechanism studied in the previous section fails to reproduce the

H2-O2 interaction, it is decided to use a larger set of reactions for the hydro-oxygenated chemistry.
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Compared to the previous mechanism, this set of reactions introduces the H, OH and HO2 species which

are known to have a non-negligible effect on the heat release, and hence on the temperature profile. This

new mechanism is reported within Table 4.4. It includes, one oxidation reaction for methane (C1 in

Table 4.4), a set of 9 reactions for the description of the hydro-oxygenated combustion (Hα in Table 4.4)

and a water-gas shift reaction (C2 in Table 4.4).

# Reaction A
∗ β E∗ n1 n2

C1 CH4 + 0.5 O2 → CO + 2 H2 2.592e15 -0.50 32099 0.799 0.732

H1 H + O2 ⇋ OH + O 3.520e16 -0.70 17069 - -

H2 H2 + O ⇋ OH + H 5.060e04 2.67 6290 - -

H3 H2 + OH ⇋ H2O + H 1.170e09 1.30 3635 - -

H4 H + O2 + M → HO2 + M k0 5.750e16 -1.40 0 - -

k∞ 4.650e12 0.44 0 - -

H5 HO2 + H → 2 OH 7.080e13 0.00 294 - -

H6 HO2 + H ⇋ H2 + O2 1.660e13 0.00 822 - -

H7 HO2 + OH + M → H2O + O2 + M k0 7.000e09 0.00 -1094 - -

k∞ 4.500e14 0.00 10929 - -

H8 H + OH + M ⇋ H2O + M 4.000e19 -2.00 0 - -

H9 2H + M ⇋ H2 + M 1.300e15 -1.00 0 - -

C2 CO + H2O ⇋ CO2 + H2 3.325e16 -0.60 32914 1.107 1.102

Table 4.4: Arrhenius coefficients for the reduced scheme. ∗Units are mol, s, cm3, cal and K. n1 and n2

take stoichiometric values in the Hα reactions. Three body reactions see [157].

The same strategy is applied, again to build a reduced mechanism for lean methane-air combustion.

The parameters for both oxidation and the water-gas shift reactions are optimised. The constants of the

H2-O2 mechanism (Hα in Table 4.4) are directly taken from [157]. To focus on the optimisation of the

hydrocarbons reactions, no steady-state hypothesis is introduced in the H2-O2 mechanism, hypothesis

that could however be used to reduce even more the mechanism size. An initial condition for the chem-

ical parameters is obtained with the procedure reported above as a first guess for the genetic algorithm
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Figure 4.7: Species mass fractions, flame velocity and temperature for equivalence ratios φ = 0.7 and

φ = 1.0. Symbols: GRI-mech [140]. Solid lines: Present global 11-step scheme (Table 4.4).
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optimisation procedure to be used afterwards. As for the previous study, the source terms of the species

CH4 and CO2 are used within Eq. (4.7). Figure 4.6 shows that a good match with the detailed mechanism

is reached already for chemical sources of major species.

Moving on to the optimisation of the full mechanism using a genetic algorithm coupled with the

computation of perfectly premixed flames. A restricted research area is considered and defined from the

parameters estimated with the first guess. The number of chromosome is set to M = 25 (24 plus one

elite). The precision is ∆a = ∆β = ∆n1 = ∆n2 = 0.001 and ∆E = 1, leading to chromosomes of

approximatively 100 bits. The method converges after about 15 iterations, which implies the simulations

of about 375 flames. The required CPU time is about 1hour on a laptop.

The profiles of the major species and of the intermediates are given in Fig. 4.7 along with the tem-

perature and flame velocity lines. The magnitude and the slopes of the major species profiles are well

captured by the reduced mechanism. Although the description of the temperature evolution is much

better than with the Jones and Lindstedt mechanism (see Figure 3.14(b) for comparison), there is still a

short difference in the slope of the curves explained by the poor reproduction of the intermediate species

profiles. The resulting flame speed response versus equivalence ratio is shown in Fig. 4.8. The reduced

scheme appears to properly capture the flame velocity for the range of equivalence ratio considered.
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mechanism.

As a conclusion, for a target composed of major species profiles and flame speed, no optimal values

of the parameters of the chemical rates could be found from automated optimisation, without adding at

least 9 elementary steps for the hydro-oxygenated species. Thus jeopardising the option which would

consist of simply running an optimisation tool over existing three-step reaction mechanisms, even under

a case restricted to premixed flames. An automated approach based on a genetic algorithm has been

proposed to obtain chemical parameters from reference detailed chemistry sources and species profiles.

The reduced mechanism is based on three parts: a global-step for fuel oxidation, a more detailed sub-

mechanism for H2-O2 reactions and a global-step for water-shift. This method will be improved by

coupling it with an additional automated approach to generate the reduced mechanism itself, prior to the

optimisation of its constants.
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4.4 Skeletal and analytical chemistry for methane-air flames

The results obtained with the global approach introduced in the above section are satisfactory regard-

ing the reproduction of the major species, temperature and velocity profiles. Nevertheless, the poor

prediction for the intermediates suggests that the use of global chemical schemes is not adapted for cap-

turing the levels of pollutants emissions. Moreover, the derivation of such a scheme requires some basic

knowledges about combustion kinetics since the selection of the global steps is not straightforward. As

introduced in the review of the literature on chemistry reduction; methodologies relying on the removal

of unnecessary species and reactions and on the introduction of a few kinetic simplifications have demon-

strated their ability to recover the majority of the flames properties including the capture of intermediate

chemical rates. This approach is assessed in the present chapter, again for the modelling of methane-air

combustion.

Using the evolution of the species concentrations and temperature from computations performed with

the reference detailed chemistry, three steps may be applied to end-up with an optimised and reduced

chemical kinetics. The first two are the direct application of well-established procedures available in the

literature, in order to reduce the number of species and chemical reactions. The third one is based on

the use of the genetic algorithm-based procedure, which was depicted earlier in this chapter. The three

steps require the iterative calculation of trajectories with the reduced scheme, up to convergence of the

chemical rates.

4.4.1 DRGEP for species removal

The DRGEP procedure is initiated with the selection of a set of target chemical species, for which mass

fraction profiles should be well reproduced by the reduced mechanism. As a reminder, the generalised

interaction of a species ’C’ with a target species ’A’ is quantified from the term r⋆A-C and the partici-

pation of the target species ’A’ to the overall atomic balances is given by αE-A. The species are then

ranked according to the value of TC that is computed from the coupling of the species and of the atoms

interactions:

TC = max (αE-A r⋆A-C) ∀ ‘E’ , (4.25)

The larger TC, the more important the species. The reader is redirected to the literature review and to

the paper of Pepiot and Pitsch [88] for more details on the DRGEP approach. In the present thesis, it

is decided to systematically recompute the trajectories, progressively removing species starting from the

less important ones. ϕNs

k (x) denotes the kth thermochemical property at the point x. A trajectory that

was obtained with a number Ns of species. ENs

k , a measure of the accumulation of the error along the

trajectories for a number Ns of species kept in the kinetics, is defined as:

ENs

k =



∑Np

x=1

(
ϕRef
k (x)− ϕNs

k (x)
)2

∑Np

x=1

(
ϕRef
k (x)

)2




1/2

, (4.26)

where Np is the number of points along the trajectories, ϕRef
k (x) is the trajectory obtained with the

reference detailed chemistry. The mean of the error over all the species are defined for the trajectories

with Ns species:

Emean(Ns) =
1

Ns

Ns∑

k=1

ENs

k . (4.27)
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A threshold value Eo
smean

is defined and the number of species Ns is diminished as long as Emean(Ns) <

Eo
smean

. For instance, Eo
smean

= 0.05 would mean that, before optimisation of the constants of the chemical

rates, 5% of error in mean in the species mass fraction and temperature is fine. An error that will be

reduced by the subsequent optimisation step using a genetic algorithm.

4.4.2 DRGEP for reactions removal

The mechanism is further reduced removing unnecessary reactions. The importance of the jth reaction

to the production of the species ’C’ linked to the target ’A’ is measured with the parameter Tj from the

relation:

Tj = max (αE-A r⋆A-C rC,j) , (4.28)

As for the number of species, trajectories are systematically re-computed, progressively removing re-

actions starting from the less important ones (smaller Tj). The variable ENr

k representing the cumul of

the error along the trajectory ϕNr

k (x) of the kth species (or temperature) for a number Nr of reactions, is

computed from:

ENr

k =



∑Np

x=1

(
ϕRef
k (x)− ϕNr

k (x)
)2

∑Np

x=1

(
ϕRef
k (x)

)2




1/2

, (4.29)

Emean(Nr) is defined as in (4.27). A number Nr of elementary reactions is kept according to Emean(Nr) <

Eo
rmean

, where Eo
rmean

is a threshold value linked to the required precision of the reduced scheme.

4.4.3 Quasi-steady state assumption

The computing cost in reactive flow simulations is mainly controlled by the number of transported

species. As discussed above, to avoid carrying on a too large number of species balance equations, an

analytical part may be systematically generated in reduced schemes [105, 158]. The concentrations of a

subset of species are then obtained from algebraic relations derived from quasi-steady state assumptions.

In the present approach, if the integral over the trajectory of the net variation rate of a species is suffi-

ciently small compared to the integral of the maximum between the production rate and the consumption

rate of that species, then the species is assumed in quasi-steady state, namely:

Ik =

∣∣∣∣
∞∫
0

ω̇k(t)dt

∣∣∣∣

max

(
∞∫
0

ω̇P
k(t)dt,

∞∫
0

ω̇C
k (t)dt

) < TQSS , (4.30)

where TQSS controls the precision of the quasi-steady state assumption that returns linear or non-linear

algebraic relations between species concentrations. To avoid the cost of solving iteratively a non-linear

system, only the chemical species featuring a linear relationship are assumed in quasi-steady state, others

are kept within the transported ones. To preserve the automated character of the method, the algebraic

system is cast by the code into a matrix form.

4.4.4 Application

The GRI-1.2 [106, 107] mechanism is used as reference and as a starting point for the present reduction.

It is composed of 32 chemical species and 177 reactions. The targets defined to be properly reproduced



A reduction and optimisation strategy applied to premixed methane-air flames 115

by the reduced mechanism are the major species namely O2, CH4, H2O, CO and CO2. Flame speed and

temperature are also properties to be accurately predicted by the reduced scheme.

As described above, the DRGEP approach is first applied to remove the species which are poorly

related to the targets. The relation graphs for the 5 targets are given on Figure 4.9, at the point of

maximum heat release. For all targets, the interactions of primary importance are with radical species

H, O and OH as well as with HCO notably for the production of CO. Obviously, it is observed that

CH4 is strongly related to CH3 while CO2 is also strongly connected to the CO species. The error for the

reduction is monitored with Emean(Ns). The mechanism is reduced to 15 species, since Emean(15) < 5%,

while the error goes far above 5% for lower Ns values.

The reactions involving removed species are also eliminated leading to a mechanism composed of

54 reacting steps. It is of interest to further reduce the mechanism in terms of reactions, first because

it reduces the calculation time and second because it allows for introducing more quasi-steady state

relations while maintaining the system linear, hence easy to solve. To illustrate this last comment, the

non-linear interactions between the intermediates of the 54 reactions mechanism are given in Figure

4.10(a). The red numbers refer to a non-linear term introduced because of a concentration exponent

different from unity. For instance, the red number for the O-O interaction refers to the forward term of

the reaction:

2O + M ⇌ O2 + M . (4.31)

Likewise, the black numbers refer to the non-linear interaction that would appear while introducing

quasi-steady state hypotheses for two intermediates coupled within the same forward (or reverse) reaction

rate. As another example, the number 1 associated to the HO2-HCO interaction within Figure 4.10

corresponds to the right term of reaction:

O2 + CH2O ⇌ HO2 + HCO . (4.32)

Because, of this coupling, adding species HO2 and HCO into quasi-steady state would necessitate the use

of a non-linear solver. The error introduced while reducing the number of steps is again controlled so that

the mean error stays below 5%. Doing so, the final skeletal mechanism is composed of 15 species and

26 reactions. The list of reactions for this reduced mechanism is given in Table 4.5. The non-linear in-

teractions between the intermediates involved in the 26 reactions mechanism are given in Figure 4.10(b).

Interestingly, the number of non-linear limitation is substantially reduced. As introduced by Lu and Law

[111], this results from the fact that, because of the low concentrations of the intermediate species, the

associated collision frequency is small and the participation of these reactions to the combustion pro-

cess is often relatively unimportant. Note that, the introduction of quasi-steady state hypotheses requires

careful attention, since there are still quite a few restrictions.

The number of transported species is now further reduced, using the quasi-steady state hypothesis.

The criteria provided in 4.30 is used to assess the relevance of the application of the QSS assumption

for each radical species. It states that the consumption rate of species k must equal its production rate.

The evaluation for the entire set of intermediates gives for each Ik: HCO (0.3%), OH (0.9%), O (1.2%),

HO2 (1.2%), CH3O (2.8%), H (3.7%), H2 (4.2%), CH2O (5.6%), CH3 (19.1%). Three species are se-

lected, namely HCO, HO2 and CH3O which respect Ik < 5% and which are linearly coupled within

the remaining 26 reactions. The final mechanism necessitates the transport of 12 chemical species (in-

cluding the inert species N2), which are involved within 26 steps and require the use of 3 QSS relations.

The results with this mechanism are given with the dashed lines of Figure 4.11(a) for the stoichiometric

condition of the reduction. The trajectories for the major species are properly recovered, there is how-

ever a gap in the reproduction of the levels for the intermediates. An optimisation procedure is finally
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ing to their amplitude.
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Figure 4.10: Number of non-linear coupling between the intermediate chemical species. Comparison of

the interactions before (left) and after (right) the removal of unnecessary reactions.

employed to correct this difference using the Arrhenius terms. The parameters are allowed to vary with

∆aj = ∆βj = ∆Ej = 3%. The crossover rate is fixed to 75%, the mutation rate to 2%, and a popula-

tion of 100 chromosomes is considered. The Arrhenius parameters obtained after optimisation are given

for each reaction in Table 4.5. The results for the stoichiometric condition used for both reduction and

optimisation of the GRI-1.2 mechanism are given with solid lines on Figure 4.11(a). A slightly better

reproduction of the major species profiles is now available, while a perfect reproduction of the interme-

diates is also obtained. Flame velocity along the trajectories and temperature are now also very well

reproduced. Although the reduction was perform only for the stoichiometric condition, the properties

of a premixed flame at φ = 0.7 are also given in Figure 4.11(b). The profiles for major species and

temperature are satisfactory. However, the levels for the intermediates such as H and OH are slightly

under predicted hence leading to a lower flame velocity in the burned gases. The equilibrium condition

(far from the reactive layer) are nevertheless acceptable.

4.5 Conclusion

By construction, reduced mechanisms cannot be generic and must therefore be created for specific con-

ditions. An attempt to derive a mechanism for premixed methane-air stoichiometric and lean conditions

has been proposed to assess the capabilities of some of the methodologies depicted in the literature re-

view. First an optimisation procedure is used to arrange a 3 steps chemical scheme from the literature.

No further improvement of the mechanism could be achieved without adding a more detailed chemistry

for the interactions with hydro-oxygenated species. Indeed, as reported in the review, the inclusion of

the radical species H and OH is of primary importance for recovering the proper flame temperature and

velocity. Although the results obtained with this first analysis were encouraging, creating from scratch

a reduced mechanism appeared as a complex task. Indeed, selecting the global chemical steps capa-

ble of properly describing a process necessitates a detail understanding about kinetics. This is hard to

automate. Moreover a poor reproduction of the intermediate species levels was obtained with global
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(b) Premixed trajectories at φ = 0.7

Figure 4.11: Species mass fractions, flame velocity and temperature for equivalence ratios φ = 0.7 and

φ = 1.0. Symbols: GRI-1.2 [106, 107]. Dashed lines: Present analytical scheme before optimisation.

Solid lines: final analytical scheme (Table 4.5).
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# Reaction A
∗ β E∗

1 O + CH3 ⇋ H + CH2O 1.79e11 0.00 0

2 O + CH4 ⇋ OH + CH3 8.81e05 1.48 8695

3 H + O2 + M ⇋ HO2 + M 2.40e12 -0.80 0

4 H + 2 O2 ⇋ HO2 + O2 8.71e13 -1.64 0

5 H + O2 + H2O ⇋ HO2 + H2O 1.52e13 -0.69 0

6 H + O2 + N2 ⇋ HO2 + N2 2.03e14 -1.70 0

7 H + O2 ⇋ O + OH 8.83e10 0.00 14500

8 H + HO2 ⇋ 2 OH 1.71e11 0.00 640

9 H + CH3 (+ M) ⇋ CH4 (+ M) k0 5.35e13 -0.59 386

k∞ 2.47e27 -4.76 2440

10 H + CH4 ⇋ CH3 + H2 7.06e05 1.60 11019

11 H + CH2O (+ M) ⇋ CH3O (+ M) k0 9.48e08 0.45 2600

k∞ 2.20e24 -4.80 5560

12 H + CH2O ⇋ HCO + H2 3.84e07 1.06 3243

13 H + CH3O ⇋ OH + CH3 3.20e10 0.00 0

14 OH + H2 ⇋ H + H2O 2.07e05 1.53 3435

15 2 OH ⇋ O + H2O 3.70e01 2.40 -2055

16 OH + HO2 ⇋ O2 + H2O 5.00e10 0.00 -503

17 OH + CH4 ⇋ CH3 + H2O 9.46e04 1.57 3238

18 OH + CO ⇋ H + CO2 4.26e04 1.21 70

19 OH + CH2O ⇋ HCO + H2O 4.35e06 1.17 -447

20 HO2 + CH3 ⇋ OH + CH3O 1.32e10 0.00 0

21 CH3 + O2 ⇋ O + CH3O 2.35e10 0.00 29441

22 CH3 + O2 ⇋ OH + CH2O 5.12e07 0.00 8580

23 HCO + H2O ⇋ H + CO + H2O 2.60e15 -0.97 17187

24 HCO + M ⇋ H + CO + M 6.06e14 -0.94 17336

25 HCO + O2 ⇋ HO2 + CO 7.02e09 0.00 403

26 CH3O + O2 ⇋ HO2 + CH2O 4.28e-16 7.66 -3640

Table 4.5: Skeletal mechanism with the Arrhenius coefficients optimised to reproduce trajectories com-

puted with the GRI-Mech 1.2 [106, 107]. ∗Units are mol, s, cm3, cal and K. The Chaperon efficiencies

of the GRI-1.2 are preserved for both three-body and fall-off reactions.

chemistry, hence limiting the capabilities of prediction for specific pollutants such as NOx, and soots.

For these reasons, a strategy to create first skeletal and then analytical schemes was proposed fol-

lowing the conclusions provided in the literature review. A few details about the criterion to select the

necessary species and to choose the ones to set into quasi-steady state was then given. To push the re-

duction further ahead, the limits of traditional DRGEP and QSS approaches were extended. Indeed, it

is proposed to correct the introduced error using optimisation. This approach was tested over the same

application, and the results showed very good agreement with the reference for both major species, inter-

mediates, flame speed and temperature. This strategy is retained for the rest of the thesis to end up with

Optimised Reduced Chemistries (ORChs).



120 A reduction and optimisation strategy applied to premixed methane-air flames



Chapter 5

A new canonical problem for turbulent

combustion
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5.1 Introduction

To set up an automated reduction procedure for chemistry, the reference detailed chemistry must be

probed over evolutions from fresh to burnt gases conditions. As already discussed in the literature re-

view, this is usually done following the time or space evolution of the chemical composition in the

simulation of homogeneous reactors, one-dimensional premixed or diffusion flames. A slightly different

approach is proposed in this chapter, in which it is formally possible to accommodate an unlimited num-

ber of inlets and boundary conditions, to cover a wide range of temperatures, equivalence ratios and flow

chemical compositions. A stochastic methodology is proposed to generate simulation-relevant trajecto-

ries in composition space to be used for both model reduction and validation of the resulting reduced

models. This is done aside from any flow simulation.
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5.2 Formalism

5.2.1 Lagrangian framework

At initial time, the total mass flow rate Q̇m is broken down to Np stochastic particles, each corresponding

to an elementary mass flow rate q̇m.

Q̇m = q̇mNp (5.1)

Within this representative set of particles, Npj ones are initiated to the local chemical composition and

temperature of the jth inlet according to the mass flow rate Q̇mj
of the inlet j.

NPj
=

Q̇mj

q̇m
(5.2)

Moreover, some particles are set at the stoichiometric conditions, or other conditions representative of

recirculating burnt gases to secure ignition and/or mimic dilution by burnt gases.

Using a Lagrangian framework, the composition of a fluid particle in terms of mass fractions Yk and

sensible enthalpy hs evolves according to:

dρY L
k (t)

dt
= ∇ ·

(
λth

CpLek
∇Y L

k

)
+ ρω̇L

k ∀k , (5.3)

dρhLs (t)

dt
= ∇ ·

(
λth∇TL

)
+ ρω̇L

hs
, (5.4)

where for each Lagrangian particle, λth represents the thermal diffusivity, Cp the heat capacity, Lek and

ω̇L
k are respectively the Lewis number and the chemical source term of species k and ω̇L

hs
is the heat

source term.

5.2.2 Stochastic mixing of elementary particles

In a turbulent environment, this Lagrangian formalism can take different forms depending on how the

molecular diffusion fluxes are modelled. A stochastic modelling of the diffusion fluxes is first introduced,

considering a set of particles for each of the jth inlet. It is illustrated on figure 5.1 in which Nf fuel

particles are mixed with No oxidiser particles and Nb burned gases ones introduced to secure ignition.

The time evolution of the composition of each stochastic particle is piloted by equations (5.5) and

(5.6) obtained defining a stochastic turbulent micro-mixing closure referred thereafter as MIX, and pa-

rameterised by τt, a characteristic turbulent mixing time.

dY p
k (t)

dt
= MIX

p
k(τt) + ω̇p

k ∀k, (5.5)

dhps(t)

dt
= MIX

p
hs
(τt) + ω̇p

hs
. (5.6)

In a first attempt the micro-mixing term is modelled using the Curl closure [159]. A pair of particles is

selected randomly and their concentrations and enthalpies are estimated from the mean values, i.e.

φp1 = φp2 =
φp1 + φp2

2
. (5.7)

Molecular differential diffusion effects are thus not accounted for in these equations.
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Figure 5.1: Illustration of the stochastic particles distribution and initialisation.

5.2.3 Evaporation

To account for the impact of liquid fuel injection on chemistry reduction, the elementary mass flow rate

q̇m associated to the pth particle may be decomposed into a liquid and a gas phase following Farcy et al.

[160] so that,

q̇m = q̇pmL
(t) + q̇pmG

(t) . (5.8)

The liquid mass flow rate q̇pmL
(t0) = 0, for a particle initiated to the conditions of a gaseous inlet while

the gas mass flow rate q̇pmG
(t0) = 0, for a particle corresponding to the spray inlet. ω̇p

νk is introduced

to account for the contribution of the spray evaporation to the increase in the gaseous mass while ω̇p
νhs

quantifies the evaporation source of heat.

dY p
k (t)

dt
= MIX

p
k(τt) + ω̇p

k + ω̇p
νk

∀k, (5.9)

dhps(t)

dt
= MIX

p
hs
(τt) + ω̇p

hs
+ ω̇p

νhs
. (5.10)

The Curl closure introduced through equation 5.7, now accounts for the mass of gas mixed, hence species

mass fractions and enthalpies after mixing are such that:

φp1 = φp2 =
q̇p1mG

φp1 + q̇p2mG
φp2

q̇p1mG
+ q̇p2mG

. (5.11)

The spray going through a liquid inlet j is assumed to be composed of ṅj spherical droplets initiated to

the same diameter dj(t0). The amount of droplets ṅj carried by each stochastic particle is deduced from

the elementary mass flow rate q̇m, so that:

q̇m = ṅjρL
π

6
d3j (t0) , (5.12)

where ρL stands for the liquid density. Droplets are assumed to be above the liquid boiling point, hence

the decrease in diameter is computed through the d2-law [161] using a characteristic time τvj which

depends on droplets size and composition and on the ambient conditions.

dj(t) = dj(t0)

[
1−

t

τvj

] 1

2

. (5.13)
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Using the d2-law, the initial size of a droplet defines its lifetime. Each droplet has been given the same

initial size. This may be improved in the future by studying the impact of the size of the droplets on the

obtained trajectories, and reduced mechanism. A Probability Density Function may also be used to get a

more realistic distribution of the size of the particles. It is however expected that this would have a low

impact on the results and therefore it is not considered in this first approach.

The balance between the liquid and the gaseous mass flow rates for the particle p is expressed as a

function of the phase change for all the transported species:

q̇pmG
(t+ δt) = q̇pmG

(t) +

Nsp∑

k=1

ṅjẆ
p
νk
(t)δt , (5.14)

q̇pmL
(t+ δt) = q̇pmL

(t)−

Nsp∑

k=1

ṅjẆ
p
νk
(t)δt , (5.15)

where Ẇ p
νk(t) represents the mass of liquid of the kth component that is released during δt. It is expressed

from the variation of the volume of the droplets, through the relation:

Ẇ p
νk
(t) = Y p

k,L(t)ρL
π

6

[
d3j (t)− d3j (t+ δt)

δt

]
. (5.16)

For each pth particle associated to the jth inlet, the source term of gas release for the species k and for

the enthalpy are respectively expressed through the relations 5.17 and 5.18 (for more details, see [160]):

ω̇p
νk
(t) =

1

δt

[
q̇pmG

(t)Y p
k,G(t) + ṅjẆ

p
νk(t)δt

q̇pmG
(t+ δt)

− Y p
k,G(t)

]
, (5.17)

ω̇p
hs
(t) =

1

δt

[
q̇pmG

(t)hps(t) +
∑Nsp

k=1 ṅjẆ
p
νk(t)[hk(TB)− Lνk ]δt

q̇pmG
(t+ δt)

− hps(t)

]
. (5.18)

where TB refers to the boiling temperature of the liquid considered and Lνk is the corresponding latent

heat of evaporation.

5.2.4 Deterministic closure

The optimisation of a reduced chemistry over all the stochastic particles considered is not an option

because of obvious computing time limitations. Another model problem may be obtained from equations

(5.3) and (5.4) after expressing the diffusive budget with a deterministic micro-mixing closure, as the

linear relaxation model (IEM or LMSE), parameterised with τt [126, 162]:

dY L
k (t)

dt
=

〈Yk〉 (t)− Y L
k (t)

τt
+ ω̇L

k , (5.19)

dhLs (t)

dt
=

〈hs〉 (t)− hLs (t)

τt
+ ω̇L

hs
, (5.20)

where 〈·〉 (t) denotes a mean value seen at time ‘t’ by the traveling particles. When the time evolving

mean values are known, the deterministic chemical trajectories are obtained, starting from each inlet and

ending at the equilibrium condition (t → ∞). The time evolution of the mean gaseous composition

of the flow surrounding the deterministic reference trajectories is obtained by solving for the ensemble
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of stochastic particles. This mean composition is computed for each species mass fraction and for the

enthalpy considering only the gaseous phase. The subsequent relations are used:

〈Yk〉 (t) =

∑NP

p=1 q̇
p
mG

(t)Y p
k (t)∑NP

p=1 q̇
p
mG

(t)
, (5.21)

〈hs〉 (t) =

∑NP

p=1 q̇
p
mG

(t)hps(t)
∑NP

p=1 q̇
p
mG

(t)
. (5.22)

In the following, the two systems of equations, (5.19) to (5.20) for the reference trajectories, and, (5.5)

to (5.6) for the stochastic particles, are thus coupled through the relations (5.21) to (5.22) to be simulta-

neously advanced in time. Varying the inlet properties and the time evolution of the mean values, a large

range of operating conditions may be covered at once by chemical trajectories.

5.3 Test under the conditions of a methane-air jet flame in vitiated coflow

5.3.1 Problem settings

The building of the chemical trajectories are illustrated under the conditions of the Cabra et al. non-

premixed jet flame [163] (see Table 5.1), therefore in the simple form of a two-inlet single phase problem

to begin with. Two trajectories are obtained starting from a rich (φ = 4.4) premixed methane-air mixture

at 320K, and, the burnt products of a lean hydrogen/air combustion at 1350 K. The trajectory issued

from the fuel stream will cover an equivalence ratio range decreasing from φ = 4.4 to φ = 1, and the

one from the vitiated-air stream an equivalence ratio increasing from φ = 0 to φ = 1. This choice

of the two streams evolving up to the stoichiometric condition was made to focus on the dynamics of

fluid particles that would travel from the fuel and the co-flow streams to mix and react in the vicinity

of the flame surface. At initial time, to secure ignition, particles are added at the chemical equilibrium

T (K) YO2
YN2

YH2O YCH4

Fuel jet 320 0.194 0.589 0.00211 0.214

Coflow 1350 0.142 0.757 0.100 0.000178

Table 5.1: Conditions for the methane-air jet flame in vitiated coflow study [163]. T: Temperature, Yk:

Species k mass fraction.

condition at φ = 1, for a number of particles of about 4% of the total number NP . Varying this number

up to 8% of NP does not affect the results. Figure 5.2(a) depicts this initial composition of the particles

in a temperature versus mixture fraction diagram. The time evolution of the stochastic particles and

of the associated deterministic trajectories is then showed on plots 5.2(b)-5.2(d) following respectively

Eqs. (5.5) to (5.6) for the particles and Eqs. (5.19) to (5.20) for the reference trajectories. Both the

theoretical mixing and the equilibrium lines appear to be followed by the stochastic particles. Figure 5.3

shows the scatter plots of major species and temperature built from the stochastic particles. These scatter

plots contain particles sampled every millisecond. As also reported experimentally [163], the particles

undergo a large variety of equivalence ratios, flow composition and temperature.
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Figure 5.2: Time evolution of the particles (Eqs. (5.5) to (5.6)) coloured by temperature and of the as-

sociated deterministic trajectories (Eqs. (5.19) to (5.20)). Both are expressed in a temperature versus

mixture fraction diagram. Solid line: oxidiser trajectory. Dashed line: fuel trajectory. GRI-3.0 mecha-

nism, non-premixed methane vitiated-air conditions of Table 5.1. Grey crosses show the history of the

conditions faced by the particles.

5.3.2 Impact of mixing time and number of particles

Information on the time-history of turbulent micro-mixing has been extracted from previous LES of the

same burner [164], leading to an average value of the micro-mixing time τt = 2 ms. The impact of

varying the value of the mixing time is shown in Fig. 5.4, for representative trajectories issued from

the fuel-jet. As expected, decreasing the mixing time leads to faster ignition. Nevertheless, the major

ingredient for chemistry reduction, i.e. the range of values covered by the species concentrations, weakly

varies with τt. In the following, the value τt = 2 ms is retained for performing the chemistry reduction.

It is subsequently verified that varying this value does not impair the prediction of the reduced scheme,

when compared to the detailed one. The number of stochastic particles has also been varied, it is shown

in Fig. 5.5 that above 500 particles, increasing further the number of particles does not impact much on

the results, this value is then retained.
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Figure 5.3: Scatter plots of major species mass fractions and temperature versus mixture fraction

(Eqs. (5.5) and (5.6)). GRI-3.0 mechanism, non-premixed methane vitiated-air conditions of Table 5.1.

φ: Equivalence ratio.
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Figure 5.4: Trajectories mass fractions vs time issued from fuel-jet (Eqs. (5.19) to (5.20)). Solid line: τt
= 0.8ms. Dashed line: τt = 2 ms. Dotted line: τt = 4 ms. Dashed-dotted lines: τt = 8 ms.

5.3.3 Global mechanism tests

The evolution of major species are presented in Fig. 5.6 for the reference detailed mechanism [140] and

the four-step global mechanism by Jones and Lindstedt [67], both trajectories issued from fuel-jet and

vitiated-air are displayed. Interestingly, this global mechanism, which was performing quite well in the

one-dimensional premixed flame (Fig. 3.16), loses its prediction capabilities along the trajectories. In

particular, for CO and CO2, the trajectories which should be very close to each other, due to micro-

mixing effects (bottom of Fig. 5.6), become separated due to too early ignition. This could be expected,

since this mechanism was calibrated against laminar premixed flames. Moreover, with the four-step
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Figure 5.6: Trajectories (Eqs. (5.19) and (5.20)), four-step Jones and Lindstedt [67] and GRI-3.0 de-

tailed mechanism [140]. Fuel-jet trajectory, solid-line: Four-step, (×): GRI-3.0. Coflow-jet (vitiated-air)
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mechanism by Peters considered in the literature review [138], along the trajectories, it was found that

the concentration in H radical present in the quasi-steady state relations was always too small, leading to

spurious quenching. Hence, it is legitimate to wonder:

1. Whether a reduced mechanism could be derived fitted on such trajectories, which intend to be

representative of the interaction between turbulent-mixing and reaction?

2. How the resulting mechanism would respond applied back to the simulation of the same trajecto-

ries?

3. How the resulting mechanism would respond applied to the simulation of laminar premixed flames,

for fresh gases at various equivalence ratios?
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4. How the resulting mechanism would respond applied to the simulation of laminar diffusion flames,

in counter-flowing jets of methane against vitiated-air and for various strain rates, up to diffusion-

flamelet quenching?

5. In the case of departure from the reference premixed flame or/and micro-mixing solutions, is it

possible to automatically optimise the rate of the reduced scheme, to match the detailed chemistry

response?

These five questions are now addressed.

5.3.4 Automated reduction with optimisation of the chemical rates

Starting from the detailed mechanism and the evolution of the species concentrations and temperature

as defined above, three steps are now performed to end-up with an optimised and reduced chemical

kinetics. DGREP and QSS are applied to the one-dimensional trajectories only ((Eqs. 5.19) and (5.20)),

but during the re-computation of the trajectories with less and less species and reactions and also during

the optimisation loop discussed thereafter, the reduced model is applied to all the stochastic particles

((Eqs. 5.5) and (5.6)), which drive the deterministic trajectory. For large reductions, in the case of lack

of convergence of the optimisation loop, it is observed that the chemistry is in fact not adapted for a too

large number of the considered NP stochastic particles.

5.3.4.1 Application of DRGEP and QSS

Once defined a set of target chemical species, whose concentrations should be well approximated by

the reduced scheme, the Directed Relation Graph with Error Propagation approach (DRGEP) is applied.

To stay within the context of the chemical schemes discussed so far, the target species retained here are:

CH4, O2, CO, CO2, H2O and H2. Figure 5.7 illustrates the behavior of the rA-B coefficients by displaying

the species related to CH4 at two representative times. Whatever the starting point of the trajectory (fuel-

jet or vitiated-air), it is seen that the species in the first layer of interaction are the same, i.e. OH, H2O

and CH3. While the relative position of other species, such as HCO, moves between t = 2.5 ms and

t = 5 ms, from an outer layer (i.e. a weak interaction zone, rA-B < 0.05 in Fig. 5.7(c)) to an intermediate

layer of interaction (rA-B ≈ 0.1 in Fig. 5.7(d)).

The two steps (DRGEP and QSS) are applied to the chemical response along the trajectories (Equa-

tions (5.19) and (5.20) with Emean(NS) = 8%, Emean(NR) = 4% and TQSS = 7%), leading to a reduced

scheme with 16 species, among which 13 are transported with the flow: the six target species, CH4, O2,

CO, CO2, H2O and H2, to which H, O, OH, CH3, CH2O and C2H6, N2 are added; while HO2, HCO

and CH3O are obtained from analytical relationships. These species participate to 46 elementary reac-

tions, which are given in Table 5.2. At this stage, the constants of the rates are still those of the GRI-3.0

mechanism. Figures 5.8(a) and 5.8(b) (dotted line) compare the chemical trajectories obtained with this

preliminary reduced scheme (DRGEP+QSS) against the detailed chemistry response (symbols). The

reduced scheme overestimates the ignition delay and peak values of intermediates are not captured, see

dotted lines in Figs 5.9(a) and 5.9(b).

Because high temperature chemistry is correctly described, the very same reduced scheme applied to

freely propagating premixed flames, does quite well for the stoichiometric case, as seen in Fig. 5.10(a)

(dotted-line). The fresh gases composition of these flames results from the premixing of the two, methane

and vitiated-air, inlet conditions. Lean cases are not considered for premixed flames because of the
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Figure 5.7: Visualisation of species interrelations for the two trajectories. Direct rA-B paths are plotted

according to their amplitude.

occurrence of fast auto-ignition with vitiated-air. However, for larger equivalence ratios, the departure

is more pronounced, see for instance dotted line in Fig. 5.10(c) for major species and in Fig. 5.11 for

the minor ones. Moreover, the velocity profiles through the flame, and thus the flame speed, are not

captured by this preliminary scheme, see dotted line in Fig. 5.10. Indeed, there is nothing in the species

trajectories based on the turbulent micro-mixing closures to account for the existence of an eigenvalue

giving the speed of propagation of the laminar flame into the unburned gases.

Diffusion flames are shown in Fig. 5.13 for the same reduced kinetics. The simulation of counter-

flowing jets of methane against vitiated-air is performed with the one-dimensional flame solver RE-

GATH [165]. A very low level of strain rate aT = 20 s−1, corresponding to an almost unstrained diffusion

flame, and, a higher level aT = 769 s−1, are considered. Quite good predictions are already reported with

this preliminary mechanism, with only some departure on the max level of CO (Fig. 5.13).

This suggests that the stochastic problem with micro-mixing, covering a large range of equivalence

ratios and temperatures, and the prediction of the flame speed are more demanding than the counter-

flowing diffusion flamelets, at least for these methane/vitiated-air conditions. An additional optimisation

step is thus required, to perfectly match the detailed chemistry response, in terms of flame speed and for
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Figure 5.8: Deterministic trajectories (Eqs. (5.19)-(5.20)). τt = 2 ms. Major species. Symbols: De-

tailed reference (GRI-3.0). Dotted-line: Preliminary reduced mechanism (DRGEP+QSS). Dashed-

line: Micro-mixing optimised (DRGEP+QSS+GA micro-mixing trajectories). Line: Fully optimised

(DRGEP+QSS+GA micro-mixing trajectories+premixed flames, Table 5.2).
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Figure 5.9: Deterministic trajectories (Eqs. (5.19)-(5.20)). τt = 2 ms. Minor species. Symbols: De-

tailed reference (GRI-3.0). Dotted-line: Preliminary reduced mechanism (DRGEP+QSS). Dashed-

line: Micro-mixing optimised (DRGEP+QSS+GA micro-mixing trajectories). Line: Fully optimised

(DRGEP+QSS+GA micro-mixing trajectories+premixed flames, Table 5.2).
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all the conditions of the micro-mixing trajectories. This optimisation step is now completed using the

genetic algorithm approach depicted earlier.

5.3.4.2 Optimisation of the chemical rates

The optimisation of the parameters of the chemical rates (Aj , βj and Eaj in relation (4.6)) is now

applied to the scheme of Table 5.2 derived after DRGEP and QSS. For the micro-mixing optimised

scheme (DRGEP+QSS+GA micro-mixing trajectories), the reference solution is composed of the two

micro-mixing trajectories obtained above with the GRI-3.0 mechanism (see symbols in Figs. 5.8(a) and

Fig. 5.8(b)). For the fully optimised scheme (DRGEP+QSS+GA micro-mixing trajectories+premixed

flames), the premixed flame profiles (species, temperature and velocity) are added (symbols in Figs. 5.10).

The fitness function

f(Cm) = −

nI∑

n=1

Nℓ∑

ℓ=1

[
Nv∑

k=1

∣∣∣∣
ϕRef
k (tℓ, n)− ϕk(t

ℓ; Cm, n)

ϕRef
k (tℓ, n)

∣∣∣∣

]
, (5.23)

is computed for every chromosome Cm, where ϕk(t
ℓ) denotes the values of Nv variables (concentra-

tions, enthalpy, or any useful quantity) computed in the model problem and that should be reproduced

by the reduced scheme. In the present case, the parameters entering the fitness function are the mass

fractions and the temperatures along the micro-mixing trajectories, to derive a first micro-mixing op-

timised reduced scheme (DGREP+QSS+GA micro-mixing trajectories). The species and the velocity

profiles across the premixed flames are then added to the fitness function, to generate a second and fully

optimised scheme (DGREP+QSS+GA micro-mixing trajectories+premixed flames). For these premixed

flames, xℓ, the position through the flame replaces tℓ in above equations. (The diffusion flame profiles

are not included.) ϕRef
k are the detailed chemistry reference values.

5.3.5 Results in stochastic micro-mixing, premixed and strained diffusion flame

The genetic algorithm is parallelised and it takes about 2 hours to get a perfectly converged solution on

an IBM iDataPlex type machine using 96 processors. The number of chromosomes equals the number of

processors, M = 96, and for this case 2M trajectories are computed simultaneously over M processors.

5.3.5.1 Application to the two-inlet methane/vitiated-air problem

The application of the genetic algorithm to optimise the rates of the reduced scheme derived from directed

relation graph with error propagation and quasi-steady state leads to the values of the chemical param-

eters given in Table 5.2, when both the micro-mixing trajectories and the premixed flames are included

as target of the genetic algorithm. As already indicated above, another scheme was also derived without

including the premixed flames as target. These simplified chemistries reproduce well the two trajectories

from the fuel-jet and vitiated-air inlets (dashed and solid lines in Figs. 5.8(a) and 5.8(b)). Intermediate

radical species, which were not included as target species during the reduction nor in the fitness function

(relation 5.23), are also reasonably captured, as seen in dashed and solid lines of Figs. 5.9(a) and 5.9(b).

The reduction and optimisation procedure was conducted for a fixed value τt = 2 ms. It is therefore

necessary to test the obtained chemical kinetics with a different mixing time, this is done in Fig. 5.12 for

τt = 8 ms. For this four times larger mixing time, the two trajectories issued from the fuel and vitiated-air

inlets behave differently. The mixing time being larger, the relative influence of micro-mixing is lessened

and the trajectories stay separated longer in time, but all species are still very well reproduced.



134 A new canonical problem for turbulent combustion

# Reaction A∗ β E∗

1 O + H2 ⇌ H + OH 4.1065e+04 2.685 6166.28

2 O + HO2 ⇌ OH + O2 3.3374e+13 0 0

3 O + CH3 ⇌ H + CH2O 1.3273e+14 0 0

4 O + CH4 ⇌ OH + CH3 5.3275e+08 1.449 8356.70

5 O + HCO ⇌ OH + CO 2.4038e+13 0 0

6 O + HCO ⇌ H + CO2 5.7415e+13 0 0

7 O + CH2O ⇌ OH + HCO 3.9937e+13 0 3687.39

8 O + CH3O ⇌ OH + CH2O 1.2294e+13 0 0

9 O2 + CH2O ⇌ HO2 + HCO 5.2658e+13 0 41441.70

10 H + O2 + M ⇌ HO2 + M 5.2064e+18 -0.819 0

11 H + 2 O2 ⇌ HO2 + O2 9.1249e+18 -1.252 0

12 H + O2 + H2O ⇌ HO2 + H2O 6.4145e+18 -0.700 0

13 H + O2 + N2 ⇌ HO2 + N2 8.1196e+18 -1.198 0

14 H + O2 ⇌ O + OH 2.7173e+16 -0.638 16837.10

15 H + OH + M ⇌ H2O + M 3.2807e+22 -1.953 0

16 H + HO2 ⇌ O + H2O 2.3618e+12 0 677.85

17 H + HO2 ⇌ O2 + H2 4.1616e+13 0 1073.36

18 H + HO2 ⇌ 2 OH 9.3909e+13 0 630.28

19 H + CH3 (+M) ⇌ CH4 (+M) 1.5329e+16 -0.489 517.21

20 H + CH4 ⇌ CH3 + H2 6.9485e+08 1.627 10518.70

21 H + HCO ⇌ H2 + CO 7.2434e+13 0 0

22 H + CH2O (+M) ⇌ CH3O (+M) 9.0024e+11 0.441 2564.83

23 H + CH2O ⇌ HCO + H2 7.9533e+07 1.887 2806.22

24 OH + H2 ⇌ H + H2O 2.3163e+08 1.557 3375.07

25 2 OH ⇌ O + H2O 3.6103e+04 2.374 -2190.14

26 OH + HO2 ⇌ O2 + H2O 2.1018e+13 0 -499.91

27 OH + CH4 ⇌ CH3 + H2O 8.5838e+07 1.629 3069.97

28 OH + CO ⇌ H + CO2 3.9376e+07 1.241 68.97

29 OH + HCO ⇌ H2O + CO 2.1461e+13 0 0

30 OH + CH2O ⇌ HCO + H2O 6.0662e+09 1.188 -448.27

31 OH + CH3O ⇌ H2O + CH2O 6.5742e+12 0 0

32 HO2 + CH3 ⇌ O2 + CH4 9.8826e+11 0 0

33 HO2 + CH3 ⇌ OH + CH3O 6.9779e+13 0 0

34 HO2 + CO ⇌ OH + CO2 1.2290e+14 0 23365.70

35 CH3 + O2 ⇌ O + CH3O 8.9666e+13 0 30530.50

36 CH3 + O2 ⇌ OH + CH2O 1.4800e+12 0 20758.90

37 2 CH3 (+M) ⇌ C2H6 (+M) 1.0249e+17 -1.121 657.91

38 CH3 + HCO ⇌ CH4 + CO 7.7865e+12 0 0

39 CH3 + CH2O ⇌ HCO + CH4 3.0030e+03 2.737 5598.00

40 HCO + H2O ⇌ H + CO + H2O 3.1001e+17 -0.948 17111.00

41 HCO + M ⇌ H + CO +M 4.6278e+16 -0.959 17305.40

42 HCO + O2 ⇌ HO2 + CO 2.6664e+13 0 397.03

43 CH3O + O2 ⇌ HO2 + CH2O 4.2800e-13 7.597 -3351.89

44 O + CH3 → H + H2 + CO 9.5832e+13 0 0

45 OH + HO2 ⇌ O2 + H2O 6.1266e+15 0 17622.10

46 OH + CH3 → H2 + CH2O 1.1982e+10 0.501 -1730.78

Table 5.2: Units are mol, s, cm3, cal and K. Reduction by DRGEP and QSS and parameters of rates

optimised by genetic algorithm over micro-mixing trajectories and premixed flames. The Chaperon

efficiencies of the GRI-3.0 mechanism are preserved for both three-body and fall-off reactions.
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Figure 5.10: Freely propagating premixed flames. Velocity, temperature and major species. Sym-

bols: Detailed reference (GRI-3.0). Dotted-line: Preliminary reduced mechanism (DRGEP+QSS).

Dashed-line: Micro-mixing optimised (DRGEP+QSS+GA micro-mixing trajectories). Line: Fully opti-

mised (DRGEP+QSS+GA micro-mixing trajectories+premixed flames, Table 5.2).
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Figure 5.11: Freely propagating premixed flames. Minor species. Symbols: Detailed reference (GRI-

3.0). Dotted-line: Preliminary reduced mechanism (DRGEP+QSS). Dashed-line: Micro-mixing opti-

mised (DRGEP+QSS+GA micro-mixing trajectories). Line: Fully optimised (DRGEP+QSS+GA micro-

mixing trajectories+premixed flames, Table 5.2).
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Figure 5.12: Trajectories (Eqs. (5.19)-(5.20)). τt = 8 ms. Fuel-jet trajectory. Line: Micro-mixing

optimised (DRGEP+QSS+GA micro-mixing trajectories). ×: GRI-3.0. Coflow-jet trajectory (vitiated-

air). Dashed-line: Micro-mixing optimised. ⊙: GRI-3.0.

The predictions, already acceptable before optimisation in the case of the stoichiometric premixed

flame (dotted line Fig 5.10(a)), are left unaffected by the optimisation of the rates (solid line in Fig. 5.10(a)).

After optimisation, other equivalence ratios are now properly captured by the reduced scheme (solid line

in Fig. 5.10), along with the temperature and velocity profiles (and therefore flame speed) under various

equivalence ratios (solid line in the upper part of Fig. 5.10). The minor species are shown in Fig. 5.11.

Overall, the approximation of OH and O radicals, as also CH3 to a lesser extent, are reasonable, with a

departure growing on the rich side. Would one intermediate species be essential for the simulation of a

specific physical phenomena, as for instance soot production, it could be added as an additional target in

the optimisation loop.

In the configuration of the counter-flowing jets of methane against vitiated-air, the impact of the

optimisation of the chemical rates with the genetic algorithm lies in the improvement of the peak CO

prediction. Indeed, in Fig. 5.13 showing the major species distribution before optimisation, the peak

CO was underestimated. The optimised chemical rates provide a better approximation of CO, as seen

in Fig. 5.14, in particular for the high level of strain-rate (Fig. 5.14(b)). For intermediate species in the

diffusion flamelet, overall the scheme performs better at high-strain (Fig. 5.15), but for C2H6 that is

overestimated, even at high-strain.

The maximum temperature in the diffusion flamelet versus strain-rate up to quenching, hence the

upper part of the S-curve [117], is reported in Fig. 5.16. Before reaching the quenching limit, the error

in the maximum temperature within the flamelet stays below 2%. It is important to note that the diffu-

sion flame was not included in the optimisation loop. The preliminary reduced scheme (DRGEP+QSS)

underestimates the quenching limit (dotted line in Fig. 5.16). With the scheme optimised over the micro-

mixing trajectories, the quenching point value gets above the reference one (dashed line). The addition
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Figure 5.13: Major species and temperature distribution in diffusion-flamelets for two strain-rate levels.

Solid-line: preliminary reduced mechanism (DRGEP+QSS). Symbols: GRI-3.0.
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Figure 5.14: Major species and temperature in diffusion-flamelets for two strain-rate levels. Symbols:

GRI-3.0. Solid-line: Fully optimised (DGREP+QSS+GA micro-mixing trajectories+premixed flames).

of the premixed flames in the optimisation loop leads to an analytical reduced chemistry that repro-

duces the response of temperature at quenching (solid line in Fig. 5.16). Hence, it is observed that a

scheme featuring the correct laminar flame speed also provides the quenching point of the corresponding

diffusive-reactive layer, which is not the case with a scheme only optimised against micro-mixing. This

observation may be put in perspective with the derivation by Norbert Peters of a relation between, χq,

the quenching scalar dissipation rate and SL, the flame speed [166, 167]:

χq ≈
Z2
s (1− Zs)

2

D/S2
L

, (5.24)

where D denotes a mean molecular diffusion coefficient. This relation demonstrates the intricate links

between the time scale imposed by the flow to the diffusion flame (calibrated by χq) and the time scale

of the premixed laminar flame D/S2
L, both interacting with the chemical time scale driven by the same
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Figure 5.15: Minor species in diffusion-flamelets for two strain-rate levels. Symbols: GRI-3.0. Solid-

line: Fully optimised (DGREP+QSS+GA micro-mixing trajectories+premixed flames).

kinetics. Relation (5.24) was extended to diffusion edge-flame quenching in [168].
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Figure 5.16: Response of the maximum temperature versus strain-rate up to diffusion flamelet quenching.

Symbols: Detailed reference (GRI-3.0). Dotted-line: Preliminary reduced mechanism (DRGEP+QSS).

Dashed-line: Micro-mixing optimised (DRGEP+QSS+GA micro-mixing trajectories). Line: Fully opti-

mised (DRGEP+QSS+GA micro-mixing trajectories+premixed flames, Table 5.2).

The pre-exponential factor log(Aj), the temperature exponent βj and the activation energy Eaj have

thus been optimised for every reaction in the context of the reduced scheme and the operating condi-

tions, leading to the values of Table 5.2. It is important to note that one should not expect any physics

behind a specific response of the elementary reactions to the optimisation process, other than the need to

counterbalance the loss of many other elementary reactions and species. Also, modifying the operating

conditions may lead to a fully different set of optimised parameters. The need for non-trivial, and some-

how not based on any first principal, adjustments to match the various canonical problems, underlines the

importance of relying on fully automated approaches for chemical scheme reduction and optimisation,

in view of their application to turbulent flow simulations.
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5.4 Application to a four-inlet methane/vitiated-air/hydrogen-air/steam

problem

Adding inlets to the automated method discussed above is straightforward, since the representation of

the inlets is achieved through the initial conditions of the stochastic particles. A group is defined from

particles having the same initial conditions, then N groups of particles at initial time leads to the simula-

tion of a N-inlet problem. As required in the combustion chambers with secondary cooling air-injection,

or in furnaces with recirculating burnt gases that have undergone cooling in wall boundary layers.

In order to demonstrate the potential of the method for addressing a multiple-inlet practical case, the

automated reduction method is applied to a four-inlet problem. To the two-inlet considered above, two

more are added, which inject stoichiometric H2/Air mixture and steam, respectively. These conditions

and the corresponding mass flow rates, all being arbitrary chosen here for demonstrating the method, are

summarised in Table 5.3. At initial times, the particles are distributed over the inlet according to their
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Figure 5.17: Scatter plot of particles position in mixture fraction space in a four-inlet problem (Table 5.3)

coloured by normalised temperature. Four times: t = 0, 5, 10, 15 ms.

mass flow rate and, as previously, to secure ignition 20 particles are added at the chemical equilibrium

conditions for φ = 1. Figure 5.17 shows a representative evolution of the particles in mixture fraction

space coordinates (where Z1 and Z2 are mixture fractions initially set to unity respectively in the inlet 1

and 2 and set to zero in the other inlets), for τt = 2 ms.

Inlet RQ̇m
in % T (K) YO2

YN2
YH2O YCH4

YH2

Inlet 1 8.00 320 0.194 0.589 0.00211 0.214 0.926

Inlet 2 60.00 1350 0.142 0.757 0.100 0.000178 0.240

Inlet 3 15.19 500 0.1478 0.5562 0.0 0.0 0.2958

Inlet 4 16.81 800 0.0 0.0 1.0 0.0 0.0

Table 5.3: Conditions for methane-air combustion in vitiated coflow with four inlets. T: Temperature, Y:

Mass fraction. RQ̇m
: fraction of total mass flow rate.
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First, four reference trajectories are computed using the GRI-3.0 detailed mechanism. In a first ap-

proach it is tried to proceed from the reduced scheme derived with only two-inlet and to further optimise

the chemical parameters according to the four-inlet trajectories. Therefore, the optimised scheme of Ta-

ble 5.2 is used as a starting point, to apply the genetic algorithm to the four-inlet case of Table 5.3. A

new set of chemical parameters is obtained (not given for brevity). Results are presented in Fig. 5.18, a

good agreement is seen for major species. Some departure exists for the peak of CO along the trajectory

issued from the pure steam inlet, possibly the result of the direct application of the genetic algorithm

without revisiting the chemical scheme through the DRGEP and QSS steps for this particular trajectory.

This demonstrates, once more, the need to reduce the chemical schemes in line with the burner condi-

tions targeted. However, other species and trajectories are perfectly captured (Fig. 5.18) and the results

confirm the feasibility of the automated method to derive reduced chemical schemes fit for the simulation

of real combustion systems.
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Figure 5.18: Species mass fractions in a four-inlet problem. Lines: reduced mechanism. Symbols: GRI-

3.0. Solid-line and (×): Inlet 1. Long-dashed-line and (⊙): Inlet 2. Short-dashed-line and (N): Inlet 3.

Dotted-line and (�): Inlet 4. (See Table 5.3).

5.5 Conclusion

To systematically cover the full range of chemical compositions observed downstream of flow injec-

tion, reference composition space trajectories are obtained with a detailed chemistry, prior to any flow

simulation. These trajectories, issued from the various inlets of the combustion system, are computed

combining a stochastic mixing closure with a deterministic approach, to follow a set of paths in com-

position space. Along these trajectories, the reduction and optimisation approach depicted in Chapter 4

may be used to obtain a reduced chemical scheme.

The method is applied to the conditions of a methane/vitiated-air burner [163], with a good repro-

duction of the major species along the reference trajectories and also in one-dimensional premixed and
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strained diffusion flames for the same fresh gases compositions. The response up to the flame quenching

point is also examined for the latter. These one-dimensional flames are simulated before and after apply-

ing the genetic algorithm, with or without including premixed flames as target of this optimisation loop

(they are not considered in the first reduction steps based on the micro-mixing trajectories only).

In terms of rate optimisation to get as close as possible to the detailed chemistry response of chemical

species, for this case with vitiated-air, it is seen that the one-dimensional flames are less demanding than

the composition-space trajectories, at least up to an equivalence ratio of 1.3 for the premixed flame. But

the optimisation based on the micro-mixing trajectory only, does not allow for reproducing the flame

speed. Adding the flame speed as target of the genetic algorithm provides a scheme performing well for

all canonical problems, including the quenching point of diffusion flames (upper part of the so-called

‘S-curve’), as expected from flame theory [166, 167].

Many combustion systems operate with staged air-injection, as gas turbines, or with numerous inlets

at various compositions, as in gas production units based on methane reforming. To demonstrate the

potential of the proposed strategy, the rates of the reduced chemical scheme are further optimised after

adding two more inlets: another fuel (hydrogen), and, a separated steam flux, thus considering a four-

inlet problem.

Potential improvements of the method exist, for instance most advanced micro-mixing closures [169–

171] could be considered in the construction of the reference composition-space trajectories. A distribu-

tion of mixing-times [172] could also be introduced in the reduction/optimisation loop.
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6.1 Introduction

6.1.1 Syngas production

Syngas or synthesis gas is a gaseous mixture primarily composed of CO and H2 and very often of

some CO2 that serves in a variety of petrochemical and metallurgical industries. For instance, syngas is

essential to process many chemicals, as methanol or ammonia, and it is at the core of one of the options

for converting natural gas into liquid fuels. While the production of syngas relies on numerous strategies

[173–177], the usual processes being used to manufacture it are steam methane reforming (SMR), non-

catalytic partial oxidation (POX) and auto-thermal reforming (ATR). Steam reforming [176] consists of

a preheated mixture of natural gas and steam that travels through a series of tubes filled with catalyst

and immersed within a fired-heater. While travelling through the tubes of the reformer, the mixture is

catalytically converted into hydrogen, carbon monoxide and carbon dioxide undergoing reactions that
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can be summarised through two global steps, the endothermic reforming reaction 6.1 and the slightly

exothermic water gas shift reaction 6.2:

CH4 + H2O ⇋ CO + 3H2 ∆H◦ = 206 kJ.mol−1 , (6.1)

CO + H2O ⇋ CO2 + H2 ∆H◦ = −41 kJ.mol−1 . (6.2)

Overall the SMR results from an endothermic conversion, heat being provided by external burners. With

non-catalytic partial oxidation [178], steam is replaced by pure oxygen to oxidise the natural gas from

mixing and burning conditions achieved by creating a turbulent diffusion flame. The exothermic global

reaction describing a partial oxidation process is:

CH4 +
1

2
O2 ⇋ CO + 2H2 ∆H◦ = −38 kJ.mol−1 . (6.3)

Auto-thermal reforming [179] combines both partial oxidation and adiabatic steam reforming in a single

reactor. Figure 6.1 provides an illustration of the ATR reactor. A mixture of natural gas, steam and

oxygen first reacts into a combustion zone and the burned products then travel through a catalyst bed

where reforming reactions occur. Table 6.1 provides orders of magnitudes of the range of temperature

Figure 6.1: Illustration of an ATR reactor [180].

and pressure covered for each process as well as the standard H2/CO ratio of the exiting mixture. Typical

ATR reactors operate above the atmospheric pressure (up to 40 bar) and feature characteristic length of

Method
Operating conditions

H2/CO
Temperature (K) Pressure (bar)

SMR 1000 - 1200 15 - 40 3.0 - 5.0

POX 1100 - 1300 20 - 150 1.6 - 1.8

ATR 1500 - 1800 20 - 40 1.6 - 2.6

Table 6.1: Characteristics of syngas production processes
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many meters. The high levels of temperature reached within the combustion area is a critical parameter

for the design of the equipments in ATR systems and for their durability. The main elements concerned

by this thermal load are: the burner, the refractory vessel and the catalyst bed.

6.1.2 Canonical modelling of the flow in an ATR reactor

One-dimensional laminar flames are usual model configurations on which the development, calibration

and validation of detailed and reduced chemistry is based [158, 167]. However in the ATR case, for at

least three reasons, this canonical problem may not be the most relevant one. Firstly, one-dimensional

flames are one- (premixed) or two- (diffusion) inlet problems and ATR burners have at least three inlets

carrying three different flow compositions. Very intense mixing occurs between these three streams

right downstream of injection, which jeopardises the concept of a sequential pattern of two-inlet mixing

problems (e.g. methane would first mix with steam and then the resulting mixture would react with

oxygen). Secondly, one-dimensional flames are not well suited to study reacting flows featuring large

residence times. The ATR chemical process is a combination of fast and slow reactions, fuel oxidation

occurs close to the burner with short time scales, whereas the reactions typical of syngas productions

are slower and develop in a convective mode over much larger time scales. Thirdly, ATR operates at

about 40 bar in the presence of very intense micro-mixing, with burnt products recirculating in a swirling

flow motion in the stabilisation zone of the flame, thus in a regime which is most probably far from a

one-dimensional laminar diffusive/reactive layer.

The coupled stochastic and deterministic approach depicted in the previous chapter allows for cov-

ering a large variety of inlet conditions which may also include recirculating burned products, hence

allowing for the creation of reference trajectories representative of the mixture composition faced by

ATR systems. Moreover, the use of elementary particles interacting together over a defined mixing time

scale τt enables to account for the sequential structure of the reactive flow. In this context, the intro-

duced new canonical approach is applied in this chapter to the reduction of a chemical mechanism for

the auto-thermal reforming of methane.

6.1.3 Mechanisms reduction

The stability of the reaction zones where combustion starts in the turbulent flow, and the overall effi-

ciency of the chemical processes involved in ATR systems, strongly depend on the complex interaction

between the turbulent flow fluctuations and the non-linear chemical response. The application of nu-

merical simulations to systems of large dimensions is a rapidly growing field [181, 182] leading to a

modelling framework useful to progress in the design of industrial processes involving strong interac-

tions between chemistry and turbulence. However, the existence of a chemical scheme of moderate size

is mandatory to perform any of these simulations.

6.2 Conditions for the study and for the reduction

6.2.1 Flow composition

The present study focuses on the development of a reduced mechanism able to account for the principal

chemical behaviour faced by the partial oxidation (POX) part of an auto-thermal reforming system. The

studied POX reactor is illustrated on Figure 6.2. It is made up of a three-inlet concentric burner composed

of (1) oxygen plus steam (2) steam and (3) methane plus steam. The flow rates and compositions of the
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Figure 6.3: Equilibrium analysis performed for different compositions obtained through the mixing of

the three inlets of the ATR system. The temperature, ignition delay and main species mass fractions are

expressed in a mixture fraction space. The computations are made from perfectly stirred reactors.
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fresh conditions of the associated Z1 and Z2 mixtures. The RAMEC mechanism [139] is employed for

this preliminary analysis.

The results should be tempered by the fact that in the real system, the ignition is greatly accelerated

by the mixing with the burned gases. Yet, using this simple representation, it is observed that overall,

the compositions that properly ignite correspond to dilution levels by inlet 2 that are lower than 25%.

It also appears that because of the high rate of H2O dilution in the fuel mixture entry i.e. inlet 1, the

burning limit is for equivalence ratios greater than 1. As already reported, overall the system operates

at φo = 3.35 which appear to be in the region of maximum H2 levels. Regarding the temperature, the

maximum levels are achieved close to stoichiometry with values of the order of 3500 K. The temperature

in the region of interest is of approximately 2000 K.
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Figure 6.4: Time evolution of the NT stochastic particles (Eqs. 5.19-5.20) coloured by temperature nor-

malised by its adiabatic value under stoichiometric conditions. Top left: Line delineating in % the degree

of dilution by Inlet 2 (Inlet 1: Z1 = 1, Inlet 3: Z2 = 1, Table 6.2) and particles at t = 0 (red and blue

circles), φ = 1: Stoichiometric condition. Other graphs: particles at t > 0 and projection of trajectories

in Z-space. Dotted line: Inlet 1. Dashed line: Inlet 2. Solid line: Inlet 3.
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6.3 Reduced mechanisms for ATR reactors

To serve as target for both reduction and optimisation, it is proposed to construct composition-space

trajectories of species mass fraction following the formulations proposed in 5.19-5.20. As a reminder,

a stochastic model problem is first designed to probe the dynamical response of a detailed chemical

scheme, over a large range of chemical compositions of the mixture. Reference composition space

trajectories are built, featuring turbulent micro-mixing governed by a characteristic time τt suited to the

studied ATR system and reactions.

6.3.1 Reduction of the RAMEC

To authors knowledge, no detailed mechanisms have been validated under ATR conditions. The RAMEC

chemical scheme has been retained for a first reduction attempt. It is composed of 35 species in the case

of oxy-combustion (without N2, He and Ar) and 186 elementary reactions [139]. Its validation involved

shock tube experiments for several methane-air mixtures with equivalence ratios between 0.4 and 6,

pressures from 40 to 260 bar and temperatures ranging between 1040 K and 1500 K.

6.3.1.1 Reference trajectories

The time evolution of a set of NT = NP + NB stochastic particles is considered to compute for the

deterministic trajectories that will be used for both reduction and optimisation. At initial time, the NP

particles are divided into three groups, according to the relative contribution of the mass flow rates of

the three inlets i.e. NPG
= NP × Q̇mG

/
∑3

g=1 Q̇mg for G = 1,2,3. In each of these groups, at t = 0,

the particles take the concentration and enthalpy of their respective inlet. To this, NB particles are added
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Figure 6.5: Representative reference trajectories mass fractions vs. time (Eqs. 5.19-5.20). Dotted line:

Inlet 1. Dashed line: Inlet 2. Line: Inlet 3.
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which are taken at chemical equilibrium and under the stoichiometric condition (6.4 top left). These

additional particles represent the effect of some stoichiometric burned gases recirculating in the swirling

flow and contributing to the ignition of the mixture. All these particles are allowed to evolve in time.

Various values of turbulent micro-mixing time τt have been tested in the interval [0.01 ms, 0.3 ms].

The initial part of the trajectories slightly varies with τt, but the variations with τt of the parameters of

the chemical mechanism derived stay below a few %, because in all cases, by construction of the model

problem the full range of equivalence ratios and dilution by the steam flux are covered and contribute

to the optimisation process. All the results are then presented for τt = 0.3 ms, corresponding to typical

characteristic micro-mixing times for burners of large dimensions (i.e. τt ≈ 0.5ℓt/u
′, with a turbulent

Reynolds number Ret = u′ℓt/ν ≈ 2000, the integral length scale ℓt ≈ 5 mm and velocity fluctuations

u′ ≈ 7 m·s−1), values confirmed by Reynolds Average Navier Stokes Simulation (RANS) of the burner

configuration [184]. Varying NP, the total number of stochastic particles, it was found that increasing

it above NP = 80 has a negligible impact on the trajectories, the value NP = 100 was then selected.

NB = 4 was found sufficient to ignite the reference problem.

Figure 6.4 shows the evolution of the particles in time and illustrates the large range of equivalence

ratios and temperatures covered at once by the model problem, i.e. by the three trajectories which are

given in Fig. 6.5. Ignition occurs in the flammability region that is depicted within Figure 6.3. The

diffusion of the energy provided by the burned gases particles appears to be the dominant effect for the

ignition of the rest of the particles. After t = 2.0 ms, the set of particles appears to be well mixed, hence

showing a mixture that tends to the global point of equilibrium of the burner.

6.3.1.2 DRGEP and QSS reduction

As for the other cases studied, the skeletal/analytical reduction strategy is used. First the chemical

response is examined in order to reduce the number of species and elementary reactions to be transported

with the flow. The DRGEP approach is employed to recover the proper mass fractions for the species

CH4, O2, CO, CO2, H2O and H2. Figure 6.6 illustrates the relation graph analysis for methane at

t = 1 ms for the inlet 3 trajectory. Again, the interrelations between species are displayed according
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Figure 6.6: Visualisation of species relations at t = 1 ms for the Inlet 3 trajectory. Direct rA-B paths are

plotted according to their amplitude.

to the ratio rA−B, measuring the amplitude of the rate of variation of species ’A’ when ’B’ is involved,

relatively to the total rate of variation of species ’A’. It is seen that the relation coefficient rCH3−CH4
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# Reaction A∗ β E∗
a

1 O2 + CH2O ⇀ HO2 + HCO 9.08e+13 0.0 39331

2 H + O2 + H2O ⇌ HO2 + H2O 1.10e+16 -0.76 0

3 H+ O2 ⇌ O + OH 7.37e+13 0.0 14087

4 H+ CH3 ⇌ CH4 7.98e+29 -4.75 2448

5 H+ CH4 ⇌ CH3 + H2 6.03e+08 1.58 10912

6 H+ CH2O ⇌ CH3O 8.51e+26 -4.77 5588

7 H+ C2H2 ⇌ C2H3 9.41e+36 -7.29 7248

8 H+ C2H4 ⇌ C2H5 3.81e+38 -7.63 6952

9 H+ C2H6 ⇌ C2H5 + H2 1.09e+08 1.85 7554

10 H+ CH2CO ⇌ CH3 + CO 1.14e+13 0.0 3375

11 OH+ H2 ⇌ H + H2O 2.17e+08 1.47 3362

12 2 OH ⇌ H2O2 6.93e+14 -0.90 -1693

13 2 OH ⇌ O + H2O 3.50e+04 2.35 -2129

14 OH+ HO2 ⇀ O2 + H2O 1.95e+13 0.0 -512

15 OH+ H2O2 ⇌ HO2 + H2O 1.60e+12 0.0 317

16 OH+ H2O2 ⇀ HO2 + H2O 5.58e+14 0.0 9157

17 OH+ CH3 ⇌ CH2 + H2O 5.98e+07 1.60 5384

18 OH+ CH4 ⇌ CH3 + H2O 9.79e+07 1.57 3120

19 OH+ CO ⇌ H + CO2 4.64e+07 1.21 69

20 OH+ CH2O ⇌ HCO + H2O 3.18e+09 1.18 -441

21 OH+ C2H2 ⇀ H + CH2CO 2.18e-04 4.54 -979

22 OH+ C2H4 ⇌ C2H3 + H2O 3.49e+06 2.00 2492

23 OH+ C2H6 ⇌ C2H5 + H2O 3.34e+06 2.09 874

24 2 HO2 ⇀ O2 + H2O2 1.37e+11 0.0 -1630

25 2 HO2 ⇀ O2 + H2O2 5.20e+14 0.0 11653

26 HO2 + CH3 ⇀ OH + CH3O 1.68e+13 0.0 0

27 HO2 + CO ⇀ OH + CO2 1.22e+14 0.0 24165

28 HO2 +CH2O ⇀ HCO + H2O2 8.55e+11 0.0 8070

29 CH2+ O2 ⇀ OH + HCO 1.06e+13 0.0 1504

30 CH2+ CH3 ⇀ H + C2H4 4.50e+13 0.0 0

31 CH2+ CH4 ⇌ 2 CH3 2.35e+06 2.04 8136

32 CH2 + CO ⇌ CH2CO 7.43e+29 -5.09 7042

33 CH3 + O2 ⇀ O + CH3O 2.97e+13 0.0 28315

34 CH3+ O2 ⇀ OH + CH2O 3.83e+10 0.0 8866

35 CH3+ OH ⇀ CH2O + H2 8.66e+12 0.0 0

36 CH3+ H2O2 ⇌ HO2 + CH4 2.40e+04 2.48 5198

37 2 CH3 ⇌ C2H6 4.06e+46 -9.69 6216

38 2 CH3 ⇀ H + C2H5 6.64e+12 0.10 10312

39 CH3+ CH2O ⇀ HCO + CH4 3.00e+03 2.81 5906

40 CH3+ C2H4 ⇌ C2H3 + CH4 2.34e+05 1.98 8909

41 CH3+ C2H6 ⇌ C2H5 + CH4 6.38e+06 1.74 10209

42 HCO+ H2O ⇌ H + CO + H2O 1.71e+18 -0.98 17029

43 HCO+ M† ⇌ H + CO + M† 1.53e+17 -1.00 17056

44 C2H3+ O2 ⇀ HCO + CH2O 4.87e+12 0.0 -241

Table 6.3: Reduced scheme. Transported species: H2, O2, OH, H2O, HO2, CH3, CH4, CO, CO2, C2H2.

Quasi-steady state: H, O, H2O2, CH2, HCO, CH2O, CH3O, C2H3, C2H4, C2H5, C2H6, CH2CO. ∗Units

are mol, s, cm3, cal and K. †Chaperon efficiencies are 2.0 for H2, 0.0 for H2O, 2.0 for CH4, 1.5 for CO,

2.0 for CO2 and 3.0 for C2H6.
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is close to unity and species CH3, OH and H2O are present within the first layer of the CH4 relation

graph. The error is monitored again with the threshold values Eo
smean

= Eo
rmean

= 10%. Reduction is also

performed ensuring that the equilibrium is conserved for all trajectories allowing the profiles to deviate

in the reacting layer. As a result, 13 species (C, CH, CH2(S), CH2OH, CH3OH, C2H, HCCO, HCCOH,

CH3O2, CH3O2H, C2H5O, C2H5O2, C2H5O2H) and 142 reactions are removed with this first step. The

first guess of the reduced mechanism contains 22 species (H2, H, O, O2, OH, H2O, HO2, H2O2, CH2,

CH3, CH4, CO, CO2, HCO, CH2O, CH3O, C2H2, C2H3, C2H4, C2H5, C2H6, CH2CO) and a total of 44

reactions from which 17 are non-reversible (including 1 three-body).

Regarding the introduction of QSS assumptions, in the present ATR case for TQSS = 0.10, species

H, OH, O, HO2, H2O2, CH3, CH2, CH2O, HCO, CH3O, C2H3, C2H4, C2H5, C2H6 and CH2CO may be

assumed in quasi-steady state. However species OH, HO2 and CH3 must be kept within the transported

species, for the algebraic QSS system to be linear versus all species, leading to a mechanism with 10

transported species: H2, O2, OH, H2O, HO2, CH3, CH4, CO, CO2 and C2H2. The results obtained

with this preliminary mechanism are illustrated in Figures 6.7(c) for the trajectory issued from inlet 3.

Because of the reduction in the number of species and reactions, and because of the introduction of

the QSS hypothesis, the chemical rates of the transported species do not match those of the detailed

mechanism, then the Arrhenius coefficients for the remaining 44 reactions are optimised.

The number of chemical parameters is 3 × 44 = 132. A set of M = 96 chromosomes (potential

solutions) is built with an allowed variation of ±5% for A, the pre exponential factor, ±3% for β, the

temperature exponent and for E, the activation energy. The M trajectories are computed simultaneously

over M processors with the set of equations 5.19-5.20 and the departure from the detailed chemistry

response is measured with a fitness function based on species mass fractions. The population is advanced

in time according to the genetic algorithm procedure depicted in Chapter 4 and the process is repeated

up to convergence (minimisation of the fitness function). The rates of the resulting optimal mechanism

are given in Table 6.3.

Running each of the three steps, it takes less than 8 hours to get a perfectly converged solution on

an IBM iDataPlex type machine. Figures 6.7(a), 6.7(b) and 6.7(d) are showing comparisons between the

responses obtained with the detailed mechanism and the reduced one for the target species H2, O2, H2O,

CH4, CO, CO2. The maximum difference is observed on the trajectories of CH4 with an error of about

3% in the prediction of methane consumption.

6.3.2 Other reductions

Other mechanisms have been reduced from the GRI-3.0 [140] and the Lindstedt [151] chemical schemes

following the procedure employed for the RAMEC mechanism. The only modification for the creation

of the reduced schemes regards the definition of the composition of the burned gases. These are here

initiated to the equilibrium condition for the perfect mixing of the three inlets instead of being set to

the equilibrium of the stoichiometric condition. This new assumption appears more realistic for the

simulation of the ATR system. Table 6.1 resumes the list and the size of the mechanisms reduced for the

conditions of the ATR process.

Figures 6.8 and 6.9 provide a comparison of the target species mass fractions between the three

detailed mechanisms, GRI-3.0, Lindstedt and RAMEC and their respective reduced versions for the

conditions of the ATR system. The results of inlets 1, 2 and 3 presented on these figures are obtained

considering a larger set of burned gases initiated with the composition corresponding to the equilibrium

of the perfect mixing for the three inlets. Since the GRI-3.0 and the RAMEC mechanisms are both
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Figure 6.7: Mass fraction trajectories. Lines: Reference detailed mechanism [139]. Symbols: Reduced

mechanism. Left plots: Line and (×): H2*10, Dashed line and (⊙): O2, Dotted line and (N): H2O. Right

plots: Line and (×): CH4, Dashed line and (⊙): CO, Dotted line and (N): CO2.
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(a) Symbols: GRI-3.0 detailed mechanism [140]. Lines: Analytical mechanism derived from the GRI-3.0 with 17 species and

95 reactions. Left plot: inlet 1, centre plot: inlet 2, right plot: inlet 3.
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(b) Symbols: Lindstedt detailed mechanism [151]. Lines: Analytical mechanism derived from the Lindstedt with 16 species

and 68 reactions. Left plot: inlet 1, centre plot: inlet 2, right plot: inlet 3.
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(c) Symbols: RAMEC detailed mechanism [139]. Lines: Analytical mechanism derived from the RAMEC with 16 species and

44 reactions. Left plot: inlet 1, centre plot: inlet 2, right plot: inlet 3.

Figure 6.8: Comparison of the mass fraction trajectories for inlets 1, 2 and 3. Computations are per-

formed using the GRI-3.0, Lindstedt and RAMEC mechanisms and their respective reduced versions.

Symbols: Reference detailed mechanisms. Lines: Reduced mechanisms. Line and (×): H2*10, Dashed

line and (⊙): O2, Dotted line and (N): H2O.
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(a) Symbols: GRI-3.0 detailed mechanism [140]. Lines: Analytical mechanism derived from the GRI-3.0 with 17 species and

95 reactions. Left plot: inlet 1, centre plot: inlet 2, right plot: inlet 3.
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(b) Symbols: Lindstedt detailed mechanism [151]. Lines: Analytical mechanism derived from the Lindstedt with 16 species

and 68 reactions. Left plot: inlet 1, centre plot: inlet 2, right plot: inlet 3.
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44 reactions. Left plot: inlet 1, centre plot: inlet 2, right plot: inlet 3.

Figure 6.9: Comparison of the mass fraction trajectories for inlets 1, 2 and 3. Computations are per-

formed using the GRI-3.0, Lindstedt and RAMEC mechanisms and their respective reduced versions.

Symbols: Reference detailed mechanisms. Lines: Reduced mechanisms. Line and (×): CH4, Dashed

line and (⊙): CO, Dotted line and (N): CO2.
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 400

 600

 800

 1000

 1200

 1400

 1600

 1800

 2000

 2200

 0  0.5  1  1.5  2  2.5

T
 (

K
)

Time (ms)

 400

 600

 800

 1000

 1200

 1400

 1600

 1800

 2000

 0  0.5  1  1.5  2  2.5

T
 (

K
)

Time (ms)

 800

 1000

 1200

 1400

 1600

 1800

 2000

 0  0.5  1  1.5  2  2.5

T
 (

K
)

Time (ms)

(b) Symbol: Lindstedt detailed mechanism [151]. Line: Analytical mechanism derived from the Lindstedt with 16 species and

68 reactions. Left plot: inlet 1, centre plot: inlet 2, right plot: inlet 3.
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Figure 6.10: Comparison of the temperature trajectories for inlets 1, 2 and 3. Computations are per-

formed using the GRI-3.0, Lindstedt and RAMEC mechanisms and their respective reduced versions.

Symbols: Reference detailed mechanisms. Lines: Reduced mechanisms.
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6.4 Reduced schemes assessment using RANS simulations

The mechanisms derived from the GRI-3.0, Lindstedt and RAMEC detailed schemes have all been as-

sessed with RANS computations of an ATR reactor. For each reduction, three computations have been

performed: (1) a calculation with the detailed scheme for comparison, (2) a calculation with the skeletal

mechanism and (3) a calculation with the analytical routine. The simulations have been performed by

R. Xin in the Air Liquide’s premises and under the supervision of G. Lodier and B. Labegorre. The

flow solver Fluent is used with EDC modelling [185, 186] for the turbulent flame. This model is based

on a description where the fine structures with Kolmogorov characteristic size are folded by the largest

turbulent structures. The Eddy-Dissipation Concept introduced by Magnussen states that molecular mix-

ing and chemical reactions take place within these small structures. Within each computational cell, the

proportion of fine structures is quantified from a mass fraction of the total flow modelled in accordance

with the ratio of kinetic energy between these two regions. These small structures exchange mass and

energy with the surrounding environment according to a transfer rate, and reaction is solved within these

fine scales for a modelled residence time and using a PSR description. The details about the implemen-

tation are not given in the present lines. Only the performances of the reduced chemistries are assessed

in comparison to the reference used for the reduction.

Table 6.4 gives the computational time associated to a direct integration of the species source terms

for each mechanism tested. Note that only 6 QSS expressions are used for the RAMEC analytical mech-

anism. Indeed, the convergence of the RANS simulations was not reached with the 12 QSS relations

formulated earlier, a point that must be clarified in the near futur. Figures 6.11 and 6.12 provide a com-

Combustion mechanism Nsp Nr NQSS Computational time Decrease (%)

GRI-3.0 [140] 35 217 - 34.2s/it -

GRI-3.0 skeletal 26 95 - 13.9s/it 59.3

GRI-3.0 analytical 17 95 9 10.5s/it 69.3

Lindstedt [151] 29 141 - 14.0s/it -

Lindstedt skeletal 22 68 - 8.0s/it 42.8

Lindstedt analytical 16 68 6 5.4s/it 61.4

RAMEC [139] 35 186 - 21.3s/it -

RAMEC skeletal 22 44 - 7.6s/it 64.3

RAMEC analytical 16 44 6 5.4s/it 74.6

Table 6.4: Mechanisms reduced for the auto-thermal reforming of methane.

parison of the simulations respectively for the GRI-3.0 and RAMEC with their deduced skeletal versions.

The computational results for the Lindstedt are not given. It is observed that the difference introduced

with the skeletal mechanism derived from the GRI-3.0 is almost imperceptible. Same applies for the

reduced mechanisms achieved with the Lindstedt mechanism (not shown). Interestingly the variation

with the introduction of the QSS assumptions is negligible in all cases. The largest discrepancy observed

is for the RAMEC mechanism (Figure 6.12). Two effects may explain these differences (1) the reduction

in the number of species and reactions has been pushed towards larger extent than for the GRI-3.0 and

Lindstedt mechanisms and (2) the reduction of the RAMEC was performed with a composition of the

burned gases based on the stoichiometric mixing of the three inlets of the burner, instead of respecting

the rich mixing composition corresponding to ZFM
1 and ZFM

2 .
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the reference species and temperature profiles for the conditions of the reduction. The impact of the

composition selected for the definition of the burned gases particles appeared to have a non-negligible

impact on the reduced chemistry. It led to differences for the mechanisms reduced with the RAMEC (see

Figures 6.8(c), 6.9(c) and 6.10(c)) which was initially studied with a stoichiometric composition.

The derived mechanisms have been studied by Air Liquide using RANS simulations of an ATR

reactor. Depending on the mechanisms, the skeletal schemes demonstrated a 40% to 60% reduction in

computational time while adding analytical expressions led to a further 30% reduction. In terms of preci-

sion, the mechanisms derived with the GRI-3.0 and Lindstedt mechanisms did not show much difference

with the reference computed with the same simulations parameters. The simulations performed with the

skeletal RAMEC showed a short discrepancy although this difference should again be tempered by the

different composition for burned gases particles.

Although the 1D simulations performed with CANTERA allowed for the introduction of 12 QSS

relations, no more than 6 QSS assumptions could be employed with Fluent. The same applied for the

other schemes but to a lower extent i.e. even though the criteria Ik < 10% appeared to work in 1D

computations for the setting of the species under the assumption that production equals consumption,

with the RANS simulations no convergence could be achieved for Ik > 5%. This point must be further

investigated.
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7.1 Introduction

This chapter presents an application of the reduction methodology to the conditions of an aeronautical

combustion chamber designed in the context of NOx reduction. A detailed chemical mechanism is first

reduced for the operating conditions of the study using the full surrogate composition and accounting

for the description of both CO and NOx levels in diffusion and premixed regimes. The mechanism is

then further reduced by introducing a simplification in the composition of the studied fuel. To assess
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the emissions of NO and NO2 (commonly referred as NOx), carbon monoxide and unburned hydrocar-

bons (HC) for a standard landing take-off (LTO) cycle (see Figure 7.1).

Each engine certification is performed on a test bed going through the thrust settings given in Figure

7.1 to collect the fuel flow and pollutants emissions for the defined standard modes. Table 7.1 provides

the 2006 ICAO standard values for the certification of an aero-engine when burning 1 kg of jet fuel.

Much of the efforts for future engines are focusing on the NOx reduction. The CAEP has a target of 45%

NOx reduction for medium term (2016) and a reduction goal of 60% for the long term (2026) compared

to the standard emissions of 2006 at a reference operating pressure ratio (OPR) of 30. On another hand,

Emission Limit Emission Limit

CO2 3160.0 g CO < 0.60 g

H2O 1290.0 g Particulates < 0.05 g

NOx 15.0 g Hydrocarbons < 0.01 g

SOx 1.2 g

Table 7.1: 2006 ICAO standards for emissions certification of aircraft engines.

the Advisory Council for Aeronautics Research in Europe (ACARE) targets an 80% reduction of the NOx

emissions by 2020 in comparison to the levels of 2000. In addition, ACARE imposed a 20% reduction

of the fuel consumption of the engine and of the associated CO2 emissions.

7.1.2.2 CO formation

The creation of the intermediate species CO happens in the flame region through the interaction with

highly reactive precursors such as HCO. It then oxidises to form CO2 but through slower chemical

processes which are initiated in the flame region and ended in the post-flame region far from the reactive

layer. Because of this slow recombination, the levels of the CO concentrations at the exit of aeronautical

combustion chambers are always above the equilibrium values.

• The higher levels of CO concentrations are found in the fuel rich regions of the combustion

chambers because the lack of O2 reduces the rates of the reactions allowing the CO recombination

into carbon dioxide CO2. Rich regions are typically encountered in the non-premixed or partially

premixed flames that develop in configurations where the fuel is injected in its liquid form.

• Flame quenching close to the walls or because of poor air-cooling design also reduces the rates

of the CO recombination, hence locally and globally increasing the CO concentrations [188].

• A poor combustion efficiency is also associated to an incomplete oxidation of the carbon monox-

ide. This is for instance seen in lean blow-off conditions [189].

7.1.2.3 Influence of the operating conditions on the CO levels

A high inlet temperature results in a high flame temperature which has the tendency to provoke more

chemical dissociations. In turns, the CO-CO2 equilibrium is shifted towards CO. In contrast, an increase

of the pressure inside the combustor favours the recombination of CO into CO2. At full power, the CO

emissions are far below the restrictions thanks to the high levels of combustion efficiency associated to

today’s aeronautical chambers. Nevertheless, CO emissions become an issue at low power levels for

which a much higher CO production is observed.
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7.1.2.4 NOx formation

The reaction mechanisms describing the formation of NO are commonly split into two families asso-

ciated to different characteristic times; (1) fast processes relying on the carbon chemistry and (2) slow

reactions that appear in post-flame regions where carbonated species have reached chemical equilibrium.

The chemical paths proposed in the literature result from recent studies which are still subject to debate.

Nitrogen origin

Nitrogen from air

Nitrogen from fuel

Reaction medium

Combustion gases

Flame front

Formation mechanism

Thermal NOx

Fuel NOx

Prompt NOx

Figure 7.2: NOx formation paths [190].

• Front flame NO

As introduced in Figure 7.2, two reacting paths have been considered to model the production of

nitric oxide within the flame, namely the prompt NO and the fuel NO.

– Fenimore [191] first introduced the prompt NO by noticing the presence of high NO concen-

trations in regions too close to the flame front to be attributed to the slow post-combustion

processes. He proposed a mechanism that relies on the N2 decomposition by combustion

radicals such as the intermediate CH. At that time, Fenimore attributed this process to the

production of the HCN radical:

N2 + CH ⇋ HCN + N . (7.1)

Because it provides a satisfactory prediction of the NO formation for several applications,

this path has been retained for the derivation of numerous mechanisms including the Luche

[65] and the GRI-3.0 [140] schemes used as reference in the present thesis. It is however

accepted today that the radical NCN is the proper species to model the prompt NO since

unlike radical HCN it agrees with the quantum mechanics principle of spin conservation.

N2 + CH ⇋ NCN + H . (7.2)

The formation of prompt NO is essentially observed in the flame front of stoichiometric and

slightly rich flames due to the higher temperature levels encountered and to larger hydrocar-

bon radicals concentrations. Typically, the time scale for the prompt NO are of the order of

10−4 s for a 10 bar combustion and of about 10−2 s for an atmospheric pressure.

– The fuel NO results from the degradation of a fuel which contains azote bonds. For instance,

this is encountered for the combustion of coal that contains at least 1% of azote in atomic

fraction, even for the purest types. This is however never the case for kerosene or methane

which are pure hydrocarbons fuels.

• NO production in the post-flame region
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– Thermal NO formation essentially happen in the burnt gases. It is described by the extended

version of the Zeldovich mechanism [192],

O + N2 ⇋ NO + N , (7.3)

N + O2 ⇋ NO + O , (7.4)

N + OH ⇋ NO + H . (7.5)

Reaction 7.3 is associated to a high activation energy. As such, it is the rate limiting reaction

of the Zeldovich chain. Moreover, the concentration of the species O exponentially depends

on the temperature of the gases, so that the rate of the reaction 7.3 becomes significant only

for temperatures that are higher than 1800 K. For both reasons the production of NO happens

essentially in the burned gases region. It is reported that the level of NO produced with these

slow post-flame reactions is of the order of 35% to 70% of the total NO production. This

chemical process is slow in comparison to the other reacting mechanisms. The concentration

of NO at the exhaust of the combustors are therefore often below equilibrium and the levels

of emissions strongly depend on the residence time.

– The N2O mechanism is added to the Zeldovich description through the reactions:

N2 + O + M ⇌ NO + M , (7.6)

N2O + O ⇌ NO + NO , (7.7)

N2O + O ⇌ N2 + O2 . (7.8)

It contributes to a large extent to the formation of NOx for lean premixed flames at high

pressures [193]. Such conditions are typically found in recent gas turbines combustors.

– Two steps are added for the production of NO through the intermediate species NNH;

N2 + H ⇌ NNH , (7.9)

NNH + O ⇌ NO + NH . (7.10)

This chemical pathway frequently appears for flames at low temperatures.

– Finally the production of NO via reactions with NO2 is given by;

NO + O + M ⇌ NO2 + M , (7.11)

NO2 + O ⇌ NO + O2 , (7.12)

NO2 + H ⇌ NO + OH . (7.13)

which appears to be obtained for moderate temperatures. The concentrations in NO2 are

usually small at the combustor exit.

7.1.2.5 Influence of the operating conditions on the NOx production

The impact of the fuel burning conditions (temperature, pressure, mixing, equivalence ratio...) on the

production of NOx has been largely studied in the literature. A few information is given below on this

matter:
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• Temperature significantly impacts the formation of NOx. Higher inlet temperatures lead to in-

creased flame and post-flame temperatures hence raising to a large extent the production of thermal

NO and to a smaller one, the formation of prompt NO.

• Pressure is known to significantly influence the production of NOx however there are large in-

consistencies in the literature on its impact depending on the considered formation pathway. It

is usually agreed that thermal NO have a square root dependence to pressure P0.5. For the other

pathways, it is much more difficult to conclude. Some analysis demonstrated a decrease of the NO

concentration in the inner flame region for higher pressures and an increase in the post flame zone

while results at lean well premixed conditions indicated the contrary and others at very well mixed

conditions showed no clear dependence on pressure. As a result, the pressure dependence on the

formation of NOx seems to be largely influenced by the conditions of the study and in particular

by the mixing and the overall equivalence ratio.

• Liquid fuel plays a major role in the production of NOx since the evaporation of fuel droplets

leads to large inhomogeneities in the flow, as for instance, the creation of rich pockets of fuel-

air mixtures. Baessler et al. [194] conducted a study of the NOx levels depending on the pre-

vaporisation of the fuel. They demonstrated that there is a clear dependence of the NOx production

on the combustion regime which is driven by the quality of the spray.

7.1.2.6 Constraints

Figure 7.3 illustrates the levels of pollutants emissions as a function of the equivalence ratio. The window

for the lowest CO emissions is restricted to lean conditions and centred around φ = 0.8. Unfortunately,

the figure shows that there is no ideal condition for the lowering of the pollutants levels i.e. diminishing

the NOx production eventually results in an increase of the CO emissions and vice versa. The best com-

promise between the production of both CO and NOx is depicted in the graph 7.3 for very lean conditions
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Fig. 4. ~ Conventional Combustor. 

Schmidt [27] has discussed an intercooled UHBR 
turbofan with an exhaust heat exchanger. Light weight 
heat exchangers do not yet possess the necessary 
reliability for aircraft engines. 

The principle of pressure rise combustion would 
improve the core engine cycle. However, the necessity 
for a large amplitude intermittent combustion has 
prohibited practical research to date. Kentfield and 
O’Blenes [28] review the potential alternatives of 
combustion-driven pressure-gain in gas turbines. 

Summing up, only the conventional turbofan engine 
appears to offer potential improvements in the 
foreseeable future. This would require a major 
investment in component technology and could 
improve performance including size and weight by 
about 10 %. 

THE EMISSIONS PROBLEM 
OF THE CONVENTIONAL COMBUSTOR 

The combustor of a modern turbofan engine, in the 
configuration shown in Figure 4, has to fulfil a variety 
of requirements. 

- efficient combustion 

- low pressure losses 
- wall cooling 

- exit temperature pattern 
- adequate extinction limits 
- relight capability 
- resistance to rain and hail 

ingestion 

- low pollutant emissions 

thermodynamic cycle 
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One severe requirement for the combustion is 
the extremely wide operating range. Gas turbine 
combustors have a rather low overall equivalence 
ratio CD at maximum power of about 0.3 (Fig. 5) 
as opposed to 1.0 for reciprocating piston engines. 
This is due to the fact that the turbine is exposed 
continuously and not intermittently to the combustor 
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exhaust temperatures. Thus the cooling capability of 
the turbine determines the allowable maximum overall 
equivalence ratio. 

The idle condition, on the other end of the operating 
range, is at a very low equivalence ratio of about 
0.1 and the weak extinction limit, encountered during 
deceleration transients at altitude with low pressure, 
is even at still lower values. In fact this range of 
overall equivalence ratios cannot be covered by any 
single combustor. The conventional approach is to 
use only part of the available air for combustion. 
This amount of air is introduced into the primary 
zone (Fig. 4) where fuel is mainly burned. This 
results in equivalence ratios of approximately 1.0 
(stoichiometric) at high power and acceptable low 
values at idle. In this concept the idle condition 
and the weak extinction limits prohibit lean flames 
at higher power settings because with fixed geometry 
the air split between the primary and the downstream 

Figure 7.3: Pollutants emissions (NOx, CO, unburned hydrocarbons, smokes) as a function of the equiv-

alence ratio, for standard combustors [195].
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approximately from φ = 0.4 up to φ = 0.6. This observation is at the origin of the development of Lean

Partially Premixed (LPP) combustion systems which encompasses the conditions of the present study.

7.1.3 LEMCOTEC project

The design of today’s gas turbines points towards an increase of the Overall Pressure Ratio (OPR) which

leads to higher pressure and temperature levels. Unfortunately this favours NOx production, hence novel

models are necessary. In this context, the tendency is to move away from stoichiometry, since large reduc-

tions in the NOx emissions are achievable coupling local rich conditions to an overall lean combustion.

As a partner of the European project called Low Emissions Core-Engine Technologies (LEMCOTEC),

Safran is currently developing a prototype for an ultra-low NOx combustion chamber. Different designs

of the combustor and of the associated components have been proposed and experimentally studied by

the company. The present chapter focuses on the simulation of one of the proposed design for the in-

jection system. The performances in terms of overall CO and NOx emissions are known for different

operating conditions.

7.2 Studied configuration

A series of experimental studies have been conducted at Onera to assess the performance of the various

designs proposed by Safran for the injection system. They used a test rig that is composed of a mono-

sector combustion chamber to discriminate between the different models. The exact operating conditions

cannot be described for confidentiality reasons, however the configuration under study is a kerosene-air

flame operating under a pressure of the order of 10 bar. Probes are placed at the exit of the combustor

to measure the pollutants levels. Unfortunately because of the high pressures and temperatures achieved

within the chamber, optical measurements are difficult to perform and quite expensive. In this respect,

the use of LES allows for better understanding the phenomena that drive the pollutants formation within

the combustion chamber.
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Figure 7.4: LEMCOTEC multipoint injection system. Image extracted from [17].
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7.2.1 Multipoint injection

The geometry that is studied in the present chapter is given in Figure 7.4 for two different views. The

injection system is divided into two parts that are radially staged: (1) the pilot injection system that is

composed of two co-rotating swirlers associated to a hollow-cone central injector and (2) the multipoint

injection system that is composed of 16 swirler vanes installed into a radial swirler. The injection of

liquid fuel is achieved thanks to 16 plain holes placed in the inner wall.

The principle that lies behind the creation of such a design is illustrated on Figure 7.5. The pilot

flame is attached in the centre of the geometry surrounding the Primary Recirculation Zone (PRZ). Its

main function is to provide hot combustion gases to allow for a correct stabilisation of the main flame. In

addition, the high level of swirling in the multipoint injection system is expected to guarantee a correct

atomisation and evaporation of the liquid jets as well as an efficient mixing with the carrying air flow. In

principle, this leads to the creation of a lean premixed flame hence allowing for lower NOx emissions.

CRZ

PRZ

LRZMain

Fuel

Pilot

Fuel

Main

Air
Main Flame

Pilot Flame

Pilot

Air

Mixing Layer

Figure 7.5: Illustration of a multipoint injection system [196].

7.2.2 Previous LES study

The same configuration has been studied at CERFACS by T. Jaravel [17] using the LES code AVBP with

a mechanism composed of 27 species and 452 chemical reactions. This mechanism is reduced from the

JetSurf chemical scheme composed of 120 species and 977 reactions to which is added the 17 species

and 245 reactions that describe NOx formation in the Luche chemical scheme. The list of species used

in his simulation is given in Table 7.2.

Transported species Analytically resolved species

N2, H, H2, O, OH, O2, H2O, HO2, CO, CH2O, CH3, CO2,

CH4, C2H6, C2H4, CH2CO, C2H2, C3H6, C4H8, C4H6,

C5H10, C6H12, NC12H26

H2O2, CH, CH2, CH2(S), HCO, C2H5, C2H3, CH3O,

HCCO, C2H, AC3H5, CH2CHO, NC3H7, C4H7

NO, NO2, HCN, N2O N, NH, NCO, NH2, HNCO, HNO

Table 7.2: Species of a n-dodecane (NC12H26) reduced mechanism (by T. Jaravel [17]) composed of 27

transported species associated to 20 QSS relations and 452 reactions.
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7.3 Reduced chemical schemes for kerosene combustion

The reduction and optimisation strategy that has been introduced all along this thesis is now applied

for the derivation of chemically reduced mechanisms for aeronautical applications. In particular, the

methodology is employed for the creation of kinetics for the prediction of the NOx and CO emissions

and of two other schemes further reduced to only apply to CO prediction while maintaining reasonable

flame speed and equilibrium temperature profiles for a large range of equivalence ratios.

7.3.1 Kerosene oxidation detailed mechanisms

Several detailed mechanisms are found in the literature for the combustion of kerosene surrogates. A few

important releases are the mechanism by Dagaut [197] that is composed of 225 chemical species and

3493 reactions and a version that derives from of this mechanism, developed by Luche [65] accounting

for 91 species and 991 reacting steps. Because of its reasonable size in comparison to other detailed

schemes for kerosene-air combustion, the Luche mechanism often serves as a standard reference. It is

employed as a starting point for both reduction and optimisation in the present chapter. The surrogate

composition that is used is the one proposed by Luche [65] and given in Table 7.3.

Name Formula Mass fraction Molar mass (g/mol)

N-decane NC10H22 0.767388 142.284

Propylbenzene PHC3H7
1 0.131402 120.194

Propylcyclohexane CYC9H18 0.101210 126.241

Kero Luche C9.73957H20.0542 1 137.195

Table 7.3: Liquid Kerosene composition as proposed by Luche [65].

7.3.2 ORCh for kerosene

The ORCh strategy is used to derive four chemically reduced mechanisms for a large range of conditions

and for various sets of targets and precisions. First, a mechanism that properly gets most of the physic

of kerosene-air flames in diffusion and premixed regimes is proposed. It is created to recover the proper

equilibrium temperature, the flame speed and the production of CO and NOx. A second version is

derived with the exact same targets but using n-decane (NC10H22) instead of the full kerosene surrogate

description. A third mechanism with 22 transported species is achieved by removing the NOx from the

N species N reactions N QSS Fuel composition Targets

Reference mechanism 91 991 - Surrogate -

Mechanism A 32 419 27 Surrogate NO, NO2, CO, T, SL

Mechanism B 26 338 24 N-decane NO, NO2, CO, T, SL

Mechanism C 22 222 14 N-decane CO, T, SL

Mechanism D 16 95 7 N-decane CO, T, SL

Table 7.4: Description of the characteristics of the four mechanisms reduced from the Luche reference

scheme for the conditions of the LEMCOTEC application.

1PH is a phenyl group; a cyclic group of atoms with the formula C6H5.
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list of targets. Finally to look for the smallest mechanism possible a further reduction is performed. It is

observed that keeping 16 transported species is enough to get a proper description of the diffusion regime

and most of the physics that describe perfectly premixed flames.

7.3.2.1 Stochastic particles definition and deterministic trajectories construction

A total amount of 880 particles is divided into three groups, each corresponding to a certain mass of air, of

kerosene and of recirculating burned gases. The particles of a given group are initiated to the conditions

of the fluid they represent. Kerosene is considered in its liquid form so that the particles that are initiated

to the fuel condition represent a certain amount of kerosene droplets that will undergo evaporation. A

mixing characteristic time τt = 0.1 ms is defined from the ratio k/ǫ of a RANS simulation performed

by Safran on the geometry of the LEMCOTEC burner. The initial size of the droplets is estimated from

the mean of the Sauter Mean Diameter associated to the studied injection systems (pilot and multipoint).

As a first attempt the same diameter is fixed for every droplet and every kerosene particle. The time

evolution of the droplets diameter pilots the fuel release. It is computed using the d2-law [161]. The

problem is solved in time considering mixing, evaporation and reaction according to the equations 5.9-

5.10. The deterministic trajectories that will serve for the reduction analysis and for the optimisation are

constructed from the computation of the mean properties of the gaseous phase 5.21-5.22 of the particles

and from the relaxation to these mean values 5.19-5.20.

7.3.2.2 Impact of the mixing on particles trajectories

It is first necessary to ensure that the size of the equivalence ratio area that is covered by the stochastic

problem is large enough i.e. ensure that the particles are facing very rich to very lean conditions, as is the

case in the studied combustion chamber. Figure 7.6(a) gives a scatter plot of the kerosene, air and burned

gases particles distributed in a temperature vs mixture fraction diagram for a mixing characteristic time

τt = 0.1 ms. Although a few amount of particles appear to react in the rich region, it is observed that

the great majority of the particles are mixed together before reacting. Kerosene particles are therefore

rapidly diluted by the large amount of air, hence leading to overall lean reacting conditions. To examine

this issue, an analysis of the impact of the mixing time on the range of equivalence ratios covered by
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Figure 7.6: Scatter plots of particles temperature as a function of their mixture fraction for several micro-

mixing times. Particles are coloured depending on the initial condition they are given: (•): air, (•):

kerosene and (•): burned gases.
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the particles of the simulated process is proposed on all the plots of Figure 7.6. Although it appears that

increasing the mixing characteristic time slightly enlarges the range of equivalence ratios faced by the

particles, it does not allow for covering sufficiently the rich region. Therefore, it appears necessary to

account for the effects induced by the staged combustion and by the additional air. In principle, more

complex mixing laws may be implemented relying, for instance, on separated groups of particles repre-

senting the pilot flame region and the conditions faced by kerosene and air particles within the multipoint

injection system. These separated groups may be mixed together along with a large quantity of burned

gases and of dilution air after a certain time. Such an implementation may be the final extent of the

methodology. However, as a first attempt to account for the injection of cooling and dilution air, a sim-

plified approach is employed. At initial time, an arbitrary amount of 60% of the air elementary particles is
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Figure 7.7: Scatter plot of particles temperature as a function of their mixture fraction. The air is pro-

gressively allowed to participate in the mixing. Particles are coloured depending on the initial condition

they are given: (•): air, (•): kerosene and (•): burned gases.

allowed to mix with the kerosene and burned gases particles, the rest being released progressively along

the simulation time. Figure 7.7 illustrates the distribution of the particles in the same diagram using this

delayed characteristic. Thanks to the lowering of the initial amount of air, the range of equivalence ratios

that is covered by the reacting particles now includes the rich region. Adding the remaining amount of

air progressively translate the equilibrium line to the global lean condition of the LEMCOTEC burner.

7.3.3 Mechanism reduction

Figure 7.12(a) shows the deterministic trajectories computed with the Luche [65] reference mechanism

for some of the major reactants (namely NC10H22, O2), major pollutants products (CO, CO2) of the

kerosene oxidation and for the target species NO and NO2. It is possible to distinguish between four

zones in the NO profiles for the simulated process. (1) For t < 0.50 ms, the hot burned gases are mixed

with the fresh air and the fuel. This leads to a large production of thermal NO as described by the

Zel’Dovich mechanism, (2) For t ∈ [0.50 : 1.20 ms], the fuel is decomposed because of the energy

provided by the burned gases, this increases furthermore the temperature and provoke the creation of

the firsts intermediates. The temperature level reached leads to a decrease in the concentration of NO

through its recombination into NO2. (3) The flame front is observed for t ∈ [1.20 : 1.30 ms]. As

expected it is associated to an increase in the NO mass mass fraction due to the production of prompt

NO. (4) Within the post-flame region (t > 1.30 ms) there is again a production of NO through the mixing

with the remaining air.

As usual, the reduction procedure is initiated with the DRGEP approach. The methodology for
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lumping is applied for the first time in this section, because there are some isomers within the Luche

mechanism. Again the QSS assumption and the proposed optimisation strategy will be used to end up

with a reduced chemistry. Targets are obviously to reproduce the CO and NOx levels and to recover

flame speed and temperature. Both premixed and diffusion regimes are considered.

7.3.3.1 DRGEP analysis

Relation graphs for the production/consumption of NO are given on Figure 7.8 at times t = 1.25 ms

and t = 1.50 ms, and the graph for species CO is given on Figure 7.9 at t = 1.25 ms. The number of
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Figure 7.8: Directed relation graphs for species NO at various time of the reacting process. Only inter-

actions greater than rAB = 0.10 are represented.

chemical species interacting with species NO reduces significantly in the post-flame region compared

to that in the flame layer. Interestingly, although the analysis is done for kerosene-air combustion and

using the Luche mechanism, the species strongly related to CO are almost the same as for methane-air

combustion.
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Figure 7.9: Species CO directed relation graph at t = 1.25 ms. Only interactions greater than rAB = 0.10

are represented.

A small threshold error is first defined so as to remove the most unnecessary species while main-

taining a good reproduction of the species profiles Eo
smean

= Eo
rmean

= 3%. The obtained mechanism is

composed of 64 chemical species.
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7.3.3.2 Isomers lumping

The present section focuses on the application of the linear lumping procedure proposed by Pepiot and

Pitsch [102] that was reported in the review chapter. Large detailed mechanisms are often composed

of several species that share the same molecular formula but with a different chemical structure. These

groups of species are called isomers. They are given in Table 7.5 for the 64 species mechanism previously

reduced with DRGEP. As introduced in the review of the literature, some of these isomers may be cast

Brut Isomers

C10H21 AC10H21, CC10H21, DC10H21 and EC10H21

C9H17C CC9H17C, EC9H17C and FC9H17C

PHC3H6 APHC3H6 and CPHC3H6

Table 7.5: Isomers of kerosene in the Luche mechanism [65].

in the form of a single molecule that is given properties linearly computed from the ones of the species

it represents. This relies on the hypothesis that each of the isomers behave similarly. This assumption

is verified for the C10H21 isomers on the centre plot of the Figure 7.10 which shows the mass fraction

of the involved species normalised by their respective peak value. It appears that each of the normalised

isomers fall on the same profile and therefore they may be expressed with a single species involved within

similar reactions. All the isomers do not respect this assumption. For instance the normalised profiles
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Figure 7.10: Lumping analysis of the C10H21 isomers. Left and centre plots; solid line: AC10H21,

dashed: CC10H21, dotted: DC10H21 and dashed-dotted: EC10H21. Right plot; dots: YAC10H21
+

YCC10H21
+ YDC10H21

+ YEC10H21
and solid red line: lumped C10H21(L). Trajectory starting from the

air inlet.

for species APHC3H6 and species CPHC3H6 are given in Figure 7.11. It is observed that these isomers

are definitely not self-similar and as such, they cannot be linearly lumped together.

The contribution of an isomer to the lumped chemical species is quantified from the ratio of the

concentration of this isomer by the sum of the isomers concentrations. For instance, at time t and for

the profile associated to the inlet L, the contribution of species AC10H21 to the lumped chemical species

C10H21(L) is given by:

αL
AC10H21

(t) =

[
XL

AC10H21

]
(t)[

XL
AC10H21

]
(t) +

[
XL

CC10H21

]
(t) +

[
XL

DC10H21

]
(t) +

[
XL

EC10H21

]
(t)

(7.14)

Locally, at time t and for the inlet L, the formulation is exact, however small variations are observed
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along the profiles, so that the contribution of each isomer is averaged in time and on the inlets i.e.

αAC10H21
=

Nt∑

t=1

NL∑

L=1

αL
AC10H21

(t)

NtNL
(7.15)

A group of isomers is selected for lumping if the difference in local contribution of the isomer with its

averaged contribution stays below an user-defined threshold value Tl. For instance, the isomer species

AC10H21 is selected if:

|αL
AC10H21

(t)− αAC10H21
|

αAC10H21

< Tl ∀ t, ∀ L (7.16)

The lumping contribution for the two groups of isomers of the studied mechanism that are linearly linked

together are given in Table 7.6. Overall, it is seen that the isomer species participate to the combustion

process with a contribution of the same order of magnitude.

Lumped species Composition of the lumped species

C10H21(L) 18% AC10H21 29% CC10H21 22% DC10H21 31% EC10H21

C9H17(L) 29% CC9H17 41% EC9H17 30% FC9H17

Table 7.6: Lumping groups

The mechanism is now further reduced replacing each isomer species by the associated lumped

chemical species. The pre-exponential factor of the reactions within which an isomer involved as a

reactant is replaced by its associated lumped species, is corrected according to the formulation 3.29. As

an example, the lumping procedure for the isomers of C10H21 is now presented considering the sets of

reactions 7.17 and 7.20 where the isomer species are respectively involved in the products and in the

reactants:

• Lumped species into products: The initial set of reactions 7.17 is related to the isomer species

AC10H21, CC10H21, DC10H21 and EC10H21 that are grouped together to form the single lumped
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species C10H21(L).

NC10H22 → AC10H21 + H

NC10H22 → CC10H21 + H

NC10H22 → DC10H21 + H

NC10H22 → EC10H21 + H





Q̇f1 = Af1T
βf1 exp

(
−Ef1

RT

)
[XNC10H22

]

Q̇f2 = Af2T
βf2 exp

(
−Ef2

RT

)
[XNC10H22

]

Q̇f3 = Af3T
βf3 exp

(
−Ef3

RT

)
[XNC10H22

]

Q̇f4 = Af4T
βf4 exp

(
−Ef4

RT

)
[XNC10H22

]

(7.17)

Because the lumped species does not participate to the estimation of the rate associated to the four

reactions, the Arrhenius relation of each reaction is unchanged, so that:

NC10H22 → C10H21(L) + H

NC10H22 → C10H21(L) + H

NC10H22 → C10H21(L) + H

NC10H22 → C10H21(L) + H





Q̇f1 = Af1T
βf1 exp

(
−Ef1

RT

)
[XNC10H22

]

Q̇f2 = Af2T
βf2 exp

(
−Ef2

RT

)
[XNC10H22

]

Q̇f3 = Af3T
βf3 exp

(
−Ef3

RT

)
[XNC10H22

]

Q̇f4 = Af4T
βf4 exp

(
−Ef4

RT

)
[XNC10H22

]

(7.18)

The reactions of the system 7.18 are then lumped together to form a single reaction whose chemical

rate equals the sum of the rates of the initial reactions Q̇fL = Q̇f1 + Q̇f2 + Q̇f3 + Q̇f4. The

problem to be solved in then again non-linear and may not satisfy the equality. It is resolved

using the Genetic Algorithm procedure reported above in 4.2.2. Since the concentration of species

NC10H22 is involved in each reaction, the optimisation problem is simplified to the minimisation

of the error ǫfL that quantifies the difference between the Arrhenius estimation for the lumped

reaction and the sum of the Arrhenius equations of the four initial reactions;

ǫfL = AfLT
βfL exp

(
−EfL

RT

)
−Af1T

βf1 exp

(
−Ef1

RT

)
−Af2T

βf2 exp

(
−Ef2

RT

)
(7.19)

−Af3T
βf3 exp

(
−Ef3

RT

)
−Af4T

βf4 exp

(
−Ef4

RT

)

where AfL, βfL and EfL are respectively the pre-exponential factor, the temperature exponent

and the activation energy associated to the lumped chemical reaction.

• Lumped species into reactants: As for the above example, the same set of chemical species is

studied. In this case, the reverse reactions are considered and the isomers to be lumped are now in

the reactants side. Hence the concentrations of the isomers is now involved in the calculation of

the reactions rates.

AC10H21 + H → NC10H22

CC10H21 + H → NC10H22

DC10H21 + H → NC10H22

EC10H21 + H → NC10H22





Q̇1 = A1T
β1 exp

(
−E1

RT

)
[XAC10H21

][XH]

Q̇2 = A2T
β2 exp

(
−E2

RT

)
[XCC10H21

][XH]

Q̇3 = A3T
β3 exp

(
−E3

RT

)
[XDC10H21

][XH]

Q̇4 = A4T
β4 exp

(
−E4

RT

)
[XEC10H21

][XH]

(7.20)

Again, the lumped species C10H21(L) takes the isomers place. The reactions rates must be cor-

rected introducing the contribution of the isomers αAC10H21
, αCC10H21

, αDC10H21
and αEC10H21

so
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as to account for the higher concentration of the lumped species.

C10H21(L) + H → NC10H22

C10H21(L) + H → NC10H22

C10H21(L) + H → NC10H22

C10H21(L) + H → NC10H22





Q̇r1 = A⋆
r1T

βr1 exp
(
−Er1

RT

)
[XC10H21(L)][XH]

Q̇r2 = A⋆
r2T

βr2 exp
(
−Er2

RT

)
[XC10H21(L)][XH]

Q̇r3 = A⋆
r3T

βr3 exp
(
−Er3

RT

)
[XC10H21(L)][XH]

Q̇r4 = A⋆
r4T

βr4 exp
(
−Er4

RT

)
[XC10H21(L)][XH]

(7.21)

where the introduced pre-exponential terms are

A⋆
r1 = αAC10H21

Ar1 , A⋆
r2 = αCC10H21

Ar2 ,

A⋆
r3 = αDC10H21

Ar3 , A⋆
r4 = αEC10H21

Ar4 .
(7.22)

Then again, the chemical reactions being similar can now be lumped together. The procedure

depicted earlier for isomer species within the products also applies to the present reduction. The

coefficients ArL, βrL and ErL are optimised as well following this procedure.

This procedure is employed to reduce the mechanism through the creation of the lumped species C10H21(L)

and C9H17C(L). The mechanism is then further reduced by 5 species. About 60 reactions are also re-

moved. After lumping the mechanism is therefore composed of 59 species involved over 419 reactions.

The concentration profile resulting from the lumping of the isomers C10H21 is given on the right graph

of Figure 7.10. The profile that is obtained agrees quite well with the profile that represents the sum of

the initial isomer species.

7.3.4 QSS species and optimisation

As usual, the reduction procedure is completed with the use of quasi-steady state relations. Following

the same selection methodology as for the other applications proposed in this thesis, 27 species are

expressed analytically including 10 species exclusively for capturing the NOx levels. The list of species

that is finally retained is given in the Table 7.7 separated in groups referring to the transported species

and to the analytically solved species and subdivided into lists of species including or not, a nitrogen

atom and therefore directly involved in the production of NOx.

Transported species Analytically resolved species

H2, O2, CO, CO2, CH4, C2H6, CH2O, C2H2, C2H4, C3H6,

C4H6, NC10H22, PHC3H7, TOLUEN, CYC9H18, H, O,

OH, HO2, H2O, CH3, C3H3, AC3H5, BC6H13, CPHC3H6,

PHCH2, C6H5O, N2

HCO, CH3OH, C2H5, CH3O, CH2OH, CH2CO, C2H3,

CH2HCO, HCCO, NC3H7, PC4H9, AC6H13, AC8H17,

C10H21(L), APHC3H6, C6H5, C9H17(L)

NO, HCN, N2O, NO2 HNO, HONO, H2CN, NNH, NH2, NH, N, CN, NCO,

HNCO

Table 7.7: Mechanism A. Species of a kerosene surrogate (77% NC10H22, 13% PHC3H7, 10%

CYC9H18) reduced mechanism composed of 32 transported species associated to 27 QSS relations and

419 reactions.

Again, a genetic algorithm is employed for the optimisation of some of the reactions chemical rates in

order to reproduce the targets CO, NO and NO2 along the stochastic/deterministic trajectories. The reac-

tions involving nitrogen species being almost all conserved after the DRGEP reduction, their Arrhenius

constants are maintained to their original values to reduce the size of the research area.
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(a) Oxidation of the kerosene surrogate (77% NC10H22, 13% PHC3H7, 10% CYC9H18). Comparison between detailed

chemistry computation and reduced chemistry (mechanism A) using the species of Table 7.7
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(b) Comparison of the oxidation of the kerosene surrogate (77% NC10H22, 13% PHC3H7, 10% CYC9H18) using detailed

chemistry with the oxidation of the n-decane (100% NC10H22) computed with the reduced mechanism B (Table 7.8).

Figure 7.12: Deterministic trajectories (Eqs. (5.19)-(5.20)). τt = 0.2 ms. Target species. Symbols: De-

tailed reference (Luche [65]). Lines: Preliminary reduced mechanism (DRGEP+Lumping+QSS). Solid-

line: Air inlet trajectory. Dotted-Line: Fuel (kerosene or n-decane) inlet trajectory.
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7.3.5 Results and comparison between a surrogate composition and n-decane

7.3.5.1 Deterministic trajectories

A comparison of the trajectories computed with the detailed chemical scheme and the obtained reduced

and optimised mechanism is given in Figure 7.12(a). Both the kerosene and air inlets are considered

for the major reactants i.e. O2 and n-decane NC10H22 that represents 77% of the kerosene surrogate

composition as well as for the major pollutants CO, CO2 and NO, NO2. The trajectories computed with

the reduced mechanism are in good agreement with the trajectories of the detailed chemical scheme.

The mechanism is constructed to recover the proper description for the production of NOx which are

very sensitive species. As such, it appears that the number of species involved is important. Transporting

32 species is still prohibitive and a further reduction of the mechanism size would be appreciable. Trying

to further reduce the mechanism, the initial composition of the fuel is simplified to 100% n-decane

NC10H22. The DRGEP procedure is repeated in order to remove unnecessary species and reactions

considering this new composition. After reduction, the new mechanism relies on the transport of 26

chemical species and on the solving of 24 quasi-steady state relations involved within 338 reactions.

Transported species Analytically resolved species

H2, O2, CO, CO2, CH4, C2H6, CH2O, C2H2, C2H4,

C3H6, C4H6, NC10H22, H, O, OH, HO2, H2O, CH3, C3H3,

AC3H5, BC6H13, N2

HCO, CH3OH, C2H5, CH3O, CH2OH, CH2CO, C2H3,

CH2HCO, HCCO, NC3H7, PC4H9, AC6H13, AC8H17,

C10H21(L)

NO, HCN, N2O, NO2 HNO, HONO, H2CN, NNH, NH2, NH, N, CN, NCO,

HNCO

Table 7.8: Mechanism B. Species of a n-decane (NC10H22) reduced mechanism composed of 26 trans-

ported species associated to 24 QSS relations and 338 reactions.

The new list of species is given in Table 7.8 and the associated trajectories are displayed on Figure

7.12(b). The impact of the modification of the fuel composition on the trajectories appears negligible

since the results, again, well agree with the computations performed with the detailed chemical scheme
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(a) Mechanism A: 32 species, 27 QSS.
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(b) Mechanism B: 26 species, 24 QSS.

Figure 7.13: Deterministic trajectories (Eqs. (5.19)-(5.20)). τt = 0.2 ms. Temperature profiles for 32

transported species and 26 transported species. Symbols: Detailed reference (Luche [65]). Lines: Prelim-

inary reduced mechanism (DRGEP+Lumping+QSS). Solid-line: Air inlet trajectory. Dotted-Line: Fuel

(kerosene or n-decane) inlet trajectory.



Application to kerosene-air combustion: CO and NOx levels prediction 179

and considering the full composition of the fuel.

The temperature trajectories associated to the mechanism for the full kerosene description and to the

mechanism for the combustion of n-decane are given in Figure 7.13. In both cases and for both air and

kerosene deterministic trajectories, no difference is reported in comparison to the trajectories obtained

from the initial detailed mechanism.

7.3.5.2 Premixed response

Although the mechanisms are reduced considering only the stochastic problem which, as explained ear-

lier refers to a diffusion combustion regime, it is of interest to verify that the description in a perfectly

premixed regime is still correct. For instance, the flame velocity is known to significantly impact on

the position of the flame, indeed within aeronautical combustion chambers, many regions are usually

subjected to partially premixed conditions. Figure 7.14 provides a comparison of the flame velocity, the

equilibrium temperature and the equilibrium levels for species CO and for NO obtained from perfectly

premixed kerosene-air flame computations at about 10 bar. A short difference is observed on the estima-

tion of the flame speed SL for equivalence ratios from φ = 1 up to φ = 2, but overall the description

is acceptable. Both reduced mechanisms perfectly capture the equilibrium temperature and equilibrium
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Figure 7.14: Flame speed, temperature and CO and NO equilibrium mass fractions at various equiva-

lence ratios computed from premixed flames (Eqs. (2.54)-(2.56)). Symbols: Detailed reference (Luche

[65]). Lines: Reduced mechanism (DRGEP+Lumping+QSS). Solid-line: kerosene oxidation mechanism

(A) with 32 transported species (Table 7.7). Dashed-Line: n-decane oxidation mechanism (B) with 26

transported species (Table 7.8).



180 Application to kerosene-air combustion: CO and NOx levels prediction

CO level for every equivalence ratio. A large over prediction of the NO levels is achieved using the

reduced mechanisms for conditions around the stoichiometric point. It appears that the mechanisms that

have been reduced for the conditions of the stochastic problem are not generic enough to reproduce the

levels of NO at very high temperatures as encountered in premixed stoichiometric flames.

7.3.5.3 QSS matrix simplification

As reported in the review of the literature, it may be expensive to solve for the analytical system when

a large number of QSS species is involved. Figure 7.13(a) shows the non-zero entries in the matrix that

must be inverted to estimate the concentration associated to the 24 species expressed in quasi-steady

state. It is estimated that 216 operations are necessary to solve for the problem using a Gaussian Elim-

ination procedure. As observed, there is a great majority of zeros within the system which may easily

be simplified by defining a new order for the solving of the concentrations. A procedure similar to that

proposed by Arvidsson et al. [109] is employed here to lower the number of operations for solving the

system. This results in the sorted matrix that is shown on Figure 7.13(b) which only necessitates 85

operations to be solved.
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Figure 7.15: Reduction of the number of steps for solving the QSS matrix associated to the mechanism

B using a Gaussian elimination solving. The reduction is achieved by optimising the order of the species

within the matrix [109].

7.3.6 Reduction limits

Transported species Analytically resolved species

H2, O2, CO, CO2, CH4, C2H6, CH2O, C2H2, C2H4,

C3H6, C4H6, NC10H22, H, O, OH, HO2, H2O, CH3, C3H3,

AC3H5, BC6H13, N2

HCO, CH3OH, C2H5, CH3O, CH2OH, CH2CO, C2H3,

CH2HCO, HCCO, NC3H7, PC4H9, AC6H13, AC8H17,

C10H21(L)

Table 7.9: Mechanism C. Species of the reduced mechanism composed of 22 transported species asso-

ciated to 14 QSS relations and 222 reactions.
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(a) Comparison between the reference computations and the results computed with the reduced mechanism (C) of Table

7.9 with 22 transported species, 14 QSS relations and 222 reactions.
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(b) Comparison between the reference computations and the results computed with the reduced mechanism (D) of

Table 7.10 with 16 transported species before optimisation (blue lines) and after optimisation (black lines).

Figure 7.16: Deterministic trajectories (Eqs. (5.19)-(5.20)). τt = 0.2 ms. Target species. Symbols: De-

tailed reference (Luche [65]). Lines: Preliminary reduced mechanism (DRGEP+Lumping+QSS). Solid-

line: Air inlet trajectory. Dotted-Line: Fuel (kerosene or n-decane) inlet trajectory.
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Transported species Analytically resolved species

H2, O2, CO, CO2, CH2O, C2H4, C3H6, NC10H22, H, O,

OH, HO2, H2O, CH3, BC6H13, N2

HCO, C2H5, CH3O, C2H3, NC3H7, AC6H13, AC8H17

Table 7.10: Mechanism D. Species of the reduced mechanism composed of 16 transported species

associated to 7 QSS relations and 95 reactions.

To assess the reduction capabilities over such large mechanisms, it is decided to remove the NOx

from the list of target species. Indeed, most day to day simulations do not require the estimation of

the pollutants levels but only necessitate to recover the proper flame speed and equilibrium temperature.

As reported by Franzelli et al. [64], the use of 7 species is enough to capture the proper equilibrium

temperature. This list includes as pollutants only the species CO and CO2. Since CO is part of these

necessary species, the 26 species mechanism that was derived in the previous section is now further

reduced accounting only for the reproduction of the CO level.

A new reduced version is obtained with 22 species, 14 QSS relations and associated to 222 chemical

reactions. The list of species for this reduced chemical scheme is given in Table 7.9. The deterministic

trajectories computed with this mechanism are given in Figure 7.16(a) for n-decane NC10H22, O2 and

pollutants CO and CO2.
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(a) Comparison between the reference computations and the results computed with the reduced mechanism (C) of Table 7.9

with 22 transported species, 14 QSS relations and 222 reactions.
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(b) Comparison between the reference computations and the results computed with the reduced mechanism (D) of Table

7.10 with 16 transported species before optimisation (blue lines) and after optimisation (black lines).

Figure 7.17: Flame speed, temperature, and CO equilibrium mass fraction at various equivalence ra-

tios computed from premixed flames (Eqs. (2.54)-(2.56)). Symbols: Detailed reference (Luche [65]).

Lines: Reduced mechanism (DRGEP+Lumping+QSS).
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All the species trajectories are very well reproduced as for the temperature profile also given on

Figure 7.16(a). The flame speed, equilibrium temperature and CO level at equilibrium are given in Figure

7.17(a) for a premixed combustion regime. The prediction for the CO level and for the temperature at

equilibrium are again well reproduced. Nevertheless, a larger discrepancy regarding the prediction of the

flame velocity is observed, again for equivalence ratios around φ = 1.

The reduction is further pushed towards its limitation, looking for the minimum number of species

and reactions that still capture the tendency of the analysed properties. The lists of 16 transported species

and 7 analytical ones that are given in Table 7.10 correspond to this very reduced version. This higher

level of reduction is associated to larger differences with the reference. The introduced error is again

corrected with an optimisation procedure. Because the difference for the prediction of the flame velocity

also appears important, the fitness function that is used by the genetic algorithm is now constructed

with both the trajectories of the stochastic/deterministic problem and premixed one-dimensional flames

for several equivalence ratios ranging from 0.5 to 2.5. The results for the deterministic trajectories

associated to the target species and to the temperature are given on Figure 7.16(b) before and after the

optimisation of the reactions rates constants. Again the reduced chemical scheme appears to provide a

correct description of the trajectories constructed with the stochastic problem. Figure 7.17(b) shows that

because of the high reduction level, the reduced scheme does not properly capture the flame speed in the

rich region of the flame. Although optimisation allows for reducing the gap with the detailed chemistry

response in terms of flame speed, this is not sufficient enough to capture the real shape of the profile.

Interestingly, temperature and CO equilibrium levels are not so much impacted by either the reduction

or the optimisation.

7.4 Large-Eddy Simulation of an ultra-low NOx combustor

7.4.1 Numerical settings

The domain that is considered for the calculation is showed on Figure 7.18. The injection system is

placed in a square cross section combustion chamber with a converging section at the exit allowing for

an acceleration of the flow. Approximately 30% of the injected air in terms of mass flow is used for film

cooling (see Figure 7.18) to lower the temperature at the walls and at the access windows. The mesh has

been provided by Safran Tech. It is composed of about 64 million of cells associated to 11.6 million of

Figure 7.18: Representation of the computational domain. Image extracted from Jaravel [17].
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7.4.1.2 TFLES settings

The interactions between the turbulence and the chemistry are accounted for using the dynamic TFLES

model. The thickening of the flame is performed following the procedure introduced in section 2.4.6.4

i.e. the thickening is computed from the local mesh size using the relation 2.107 and the Charlette

efficiency function [38]. The evolution of the flame thickness depending on the equivalence ratio of the

mixture for perfectly premixed conditions is given on the left plot of Figure 7.21. The thickening factor

is plotted on the right graph of Figure 7.21 depending on the local size of the LES mesh, with 5 points

in the flame layer and assuming δthL = 100µm. The local thickening factor and the efficiency function is

 0

 50

 100

 150

 200

 250

 0  0.5  1  1.5  2  2.5  3

ø

δ
th L

(µ
m
)

 0

 20

 40

 60

 80

 100

 400  800  1200  1600

F

∆LES (µm)

Figure 7.21: Left: Thermal flame thickness computed with the mechanism of Table 7.8 for the conditions

of LEMCOTEC combustion chamber as a function of the equivalence ratio. Right: Thickening factor

evolution against the cell size for n = 5 points within the flame and with δthL = 100 µm.

piloted by the flame sensor relying on the source term ω̇ provided with equation 2.117. The threshold ω̇S

to capture the position of the flame is fixed to 10% of the maximum of ω̇ on the domain. No propagation

step is used while 2 filtering steps are employed as illustrated on Figure 2.9.

7.4.2 Simulation

Within this section, the results of the reactive computation are given. First, the flow simulation is initiated

with pure air so as to install the velocity field. The liquid n-decane droplets are then added. Evaporation

settles itself, because the air entering the combustion chamber is at a higher temperature than the boiling

temperature of the n-decane . Combustion is then established introducing 16 ignition kernels distributed

around the combustion chamber in front of the injectors of the multipoint system plus a kernel inside

of the large recirculation zone created by the swirl in the pilot region. These kernels correspond to an

additional source term of enthalpy defined to reach of specified temperature of 2400 K. They are all set

during 0.5 ms with a ramping time of 0.1 ms.

7.4.2.1 Characteristic time of the flow

The convective time τconv is estimated from the flow velocity u computed within the largest cross-section

of the combustion chamber and from the length of the combustor Lc. It is given below for both the
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7.4.2.3 Pollutants levels: comparison with experimental measurements

Figure 7.24(a) provides the location of the 6 probes employed for pollutants measurements in an exper-

iment conducted at Onera. Statistics have been accumulated from additional simulations performed by

Safran Aircraft Engines (A. Figuer). The emissions in terms of CO, NO and NOx are evaluated from the

LES using respectively, the formulations 7.26, 7.27 and 7.28 averaged over the 6 probes and over the 15

ms used for statistics.

< IECO >probes=
∑

t

∑6
i=1 YCOi∑6
i=1 Zi

(7.26)

< IENO >probes=
∑

t

∑6
i=1 YNOi∑6
i=1 Zi

(7.27)

< IENOx >probes=
∑

t

∑6
i=1 YNO2i

+ WNO

WNO2

YNOi

∑6
i=1 Zi

(7.28)

The comparison between the experimental results and the averaged LES emissions (in g/kg of fuel)

are given in table 7.11. Overall, the CO emissions are well predicted by the simulation, with a relative

error of about 7%, while a larger overestimation of the NO and NOx levels is achieved with the simulation

compared to the experimental values.

Experiment (g/kg of fuel) LES (g/kg of fuel) Relative error

< EICO >probes 51.47 55.30 7.4%

< EINO >probes 1.21 2.30 90.0%

< EINOx >probes 2.85 4.17 46.3%

Table 7.11: Comparison between the experimental and simulated pollutants emission averaged in time

and over the 6 probes.

7.5 Conclusion

The stochastic mixing problem introduced earlier is evaluated in the context of pollutants emission for

the aeronautical industry. A multi-point injection system is studied on a mono-sector operating at about

10 bar. The system has been derived recently for NOx reduction in the context of the LEMCOTEC Eu-

ropean project. The settings of the evaporation of the liquid droplets is defined and the trajectories are

computed considering a separated injection of kerosene and air to which a large amount of particles rep-

resenting recirculating burned gases is added. Analysing the distribution of the particles in a temperature

versus mixture fraction diagram, it is observed that the particles essentially react in a partially premixed

lean regime. To increase the range of equivalence ratios covered by the stochastic/deterministic prob-

lem, a part of the air is released progressively. This is done to dissociate the combustion air from the

introduced cooling air. As a result, the combustion first takes place in a rich/stoichiometric environment

and is gradually diluted with air, hence reaching the overall lean condition that characterises the burner

condition. Following the constructed deterministic trajectories, several mechanisms are derived from an

initial chemical scheme composed of 91 species and 991 reactions. The first mechanism rely on the full

kerosene composition and is developed for reproducing the CO and NOx levels. It is further reduced
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simplifying the fuel composition to pure n-decane. To assess the limitation of the proposed reduction

methodology, NOx are then removed from the list of targets. Two new mechanisms are obtained com-

posed respectively of 22 and 16 transported species. Both mechanisms appear to provide an accurate

description of the profiles for deterministic trajectories and for the reproduction of the CO and temper-

ature equilibrium against a large range of equivalence ratios in comparison to the levels computed with

the initial detailed chemistry. Nevertheless, in the rich region, the flame speed computed with both re-

duced schemes shows higher levels in comparison to the reference. The input settings of a Large-Eddy

Simulation (LES) performed with the LEMCOTEC mono-sector are then provided along with a qualita-

tive analysis of the flow. Finally, a comparison between experimental and numerical data of the CO and

NOx emissions averaged over probes placed in the exit plane of the combustion chamber shows a good

reproduction of the CO levels while NOx levels are overall over predicted.
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Chapter 8

Conclusions and perspectives
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8.1 Conclusions

This thesis aims at developing an automated approach for the derivation of reduced chemical mechanisms

ready for Computational Fluid Dynamics (CFD) simulations. A wide variety of methodologies is found

in the literature for the reduction of detailed combustion schemes. These either rely on the definition

of a few global steps or may be derived from the removal of the least important chemical paths and

from the introduction of quasi-steady state hypothesis. The work outlined in this manuscript suggests

an approach relying on the coupling of existing reduction techniques with optimisation. The procedure

is combined with a novel canonical problem customised for turbulent combustion applications featuring

multiple inlets. The novel reduction approach is applied to many theoretical and industrial applications

and validated over one-dimensional profiles and in computations based on a Reynolds Averaged Navier

Stokes (RANS) formulation and on Large-Eddy Simulation (LES).

8.1.1 Global chemistry assessment

First the capabilities of global mechanisms are assessed. Using a genetic algorithm, the chemical con-

stants of a reduced set of reactions for methane-air combustion are optimised in order to capture the

correct flame speed, equilibrium temperature, and major species profiles in a perfectly premixed regime.
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The limits of a 3 steps chemistry are demonstrated and a solution relying on the introduction of an addi-

tional set of reactions for the hydrogenated chemistry is proposed. The results obtained after optimising

once again the constants of the global steps are in good agreement with the target profiles that are ob-

tained with the reference mechanism. Nevertheless, intermediate species profiles are poorly reproduced

with the proposed set of reactions. Moreover, the selection of the global chemical steps appears not to be

a straightforward exercise. It is therefore concluded that global chemistry is not suitable for proposing an

automated approach for the derivation of reduced chemistries. This conclusion includes the fact that the

obtained reduced mechanisms would not be capable of capturing the correct levels for the radical species

of interest in this thesis.

8.1.2 Reduction strategy relying on skeletal and analytical formalisms

Building on the extensive work carried out to date, a reduction methodology relying on the construc-

tion of a skeletal mechanism and on the introduction of analytical relations is proposed. The approach

is employed for the derivation of another chemical mechanism for methane-air premixed combustion.

First the well-known Directed Relation Graph with Error Propagation (DRGEP) method is used for the

selection of the species and of the reactions that can be removed without significantly modifying the

solution. Next, species respecting the Quasi-Steady State (QSS) hypothesis are expressed analytically as

a function of the other transported species. The procedure is completed with the use of optimisation, so

that the reduction is pushed towards larger extents in comparison to the threshold levels of the traditional

DRGEP and QSS approaches. Indeed, the larger error that is introduced while reducing furthermore

the mechanism is corrected by the optimisation of the reactions Arrhenius constants. The methane-air

premixed trajectories, recomputed with the achieved reduced mechanism are in very good agreement

with the profiles of the detailed chemistry for all targets and also for the remaining set of intermedi-

ates. Thanks to these concluding results which are associated to the possible automation of the reduction

process, this strategy is chosen for the next steps of the manuscript.

8.1.3 A new canonical problem for reduction

The great majority of the reduced combustion schemes are constructed and validated using perfectly pre-

mixed and homogeneous reactors simulations. Yet, a substantial proportion of the industrial applications

do not operate under such theoretical conditions. For instance, a separated injection of the fuel and of

the oxidiser is almost always recommended for safety reasons. In most applications, the presence of an

intense turbulent mixing between these separated flows jeopardises the concept of a sequential pattern of

perfectly premixed problems.

To cover at once a given range of chemical compositions, equivalence ratios and temperatures, the

chemical properties of stochastic particles, submitted to micro-mixing and chemical reactions, are com-

bined with the computation of deterministic one-dimensional composition-space trajectories, issued from

an arbitrary number of inlet conditions. The discussed strategy is applied to the combustion of methane

with vitiated-air and a analytical mechanism is derived for these conditions. It is demonstrated that the

trajectories of the resulting reduced scheme well agree with the reference for the simulation of freely

propagating one-dimensional premixed flames, at various equivalence ratios, and of strained diffusion

flames in a one-dimensional counter-flowing jet configuration, up to the quenching point. This proce-

dure is retained for the subsequent applications.
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8.1.4 Applications

The developed automated reduction tool is employed to derive analytical mechanisms for two industrial

applications. The first application concerns a large chemical system employed by Air Liquide for the

production of syngas and the second one relates to the simulation of aeronautical pollutants emissions

using a geometry provided by Safran.

• Auto-Thermal Reforming (ATR) of methane: The proposed stochastic mixing problem is par-

ticularly well suited to the analysis of the combustion process that is involved in the large reactors

employed for syngas production. Indeed, ATR systems are relying on three separated injection of

fuel, oxidiser and steam. Reactions occur primarily thanks to the very intense mixing of the three

streams with the recirculating burned gases. Three detailed mechanisms from the literature are re-

duced for the conditions proposed by Air Liquide. The results of the obtained analytical schemes

demonstrate a good reproduction of the deterministic trajectories computed with the corresponding

reference mechanisms. The obtained chemistries have been assessed by Air Liquide using Fluent

simulations with the Eddy Dissipation Concept (EDC) modelling. Using the analytical schemes,

they reported a reduction of at least 60% of the computational time in comparison to the reference

mechanisms. The results for two of the detailed mechanisms are in perfect agreement with the

reference. A difference is nevertheless observed with one mechanism, probably due to the compo-

sition considered for the burned gases particles of the canonical problem which is different from

the composition used for the two other schemes.

• CO and NOx prediction for aeronautical combustion chambers: The strategy is then applied

to the derivation of several mechanisms for the prediction of pollutants emissions. First, the set of

stochastic particles is adapted to the conditions of the problem using evaporation and introducing

a delay in the inclusion of the air particles. Then, the reference large chemical scheme is reduced

with the full kerosene composition and for the reproduction of both CO and NOx levels. To push

further the reduction, the fuel composition is then simplified to n-decane. The achieved mechanism

is validated with trajectories computed with the deterministic problem and with perfectly premixed

one-dimensional flames. Finally to push the reduction towards its limits, two mechanisms with

respectively 76% and 82% less species in comparison to the initial mechanism are proposed for

only the reproduction of the CO emissions, flame speed and temperature equilibrium. Accurate

results are achieved for both the species levels and the temperature compared to deterministic and

premixed trajectories. Discrepancies increasing with the level of reduction are however observed

for the flame speed with equivalence ratios above unity. A chemistry reduced to 26 transported

species associated to 338 reactions is then assessed over a Large-Eddy Simulation performed on a

novel multi-point injection system placed within a mono-sector. The analysis of the results shows

a very good agreement with experimental data for the production of CO. Yet, a larger discrepancy

is observed for the NOx levels and must be further investigated.

The proposed automated reduction strategy allows for deriving tractable mechanisms for turbulent

reactive combustion problems. The capabilities of the methodology have been assessed against a variety

of complex academic and industrial applications. For instance, the skeletal and analytical mechanisms

reduced using this procedure have been used for the simulation of large industrial systems employed (1)

for syngas production and (2) for the manufacture of steal in blast furnaces (thesis by D. Midou [202]),

(3) for the prediction of the pollutants emissions in aeronautical combustion chambers as well as for
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a diversity of theoretical applications including (4) the study of flame propagation and stabilisation in

micro-scale burners (thesis by K. Bioche [203]).

8.2 Perspectives

Some of the aspects studied during this thesis may be further explored in particular regarding (1) the

enhancement of the stochastic modelling approach, (2) the improvement of the reduction strategy and

(3) the extension to other combustion related applications. These three points are addressed in the present

section.

8.2.1 Stochastic modelling

The formulation proposed for the solving of the mixing between elementary particles, of their evapora-

tion and of their reaction offers great modularity. Nevertheless this formalism is simple regarding many

subjects and may easily be improved.

8.2.1.1 Enhancing the mixing model

The mixing between the particles is performed using a stochastic selection approach and the Curl closure

[159] is employed to define the new composition for the selected particles. This formulation allows for

covering a large range of thermochemical compositions. However, because of its simplicity, it is obvious

that there are particles facing compositions which are not representative of the simulated application. As

a result, there might be a few species and reactions which are conserved within the reduced mechanism

because they are important for these unrealistic compositions while they have a negligible impact on

the real system. This point is currently addressed at CORIA in the thesis of A. Seltz. In addition, the

analysis that is given in 7.3.2 regarding the delayed injection of air is very simple and was performed

only to ensure the covering of a sufficiently wide range of equivalence ratios. In this specific context,

a more realistic description may be proposed regarding the mixing of the inlet streams. For instance

the pilot and multipoint region of the studied staged injection system may be seen separately so that the

kerosene injected through the pilot region would mixed and react only with the air going through the

same area. The same would be applied for the multipoint region. Then the two sets of particles could be

assembled to simulate the mixing and burning behaviour within the combustion chamber.

8.2.1.2 Analysis of the impact of evaporation, dilution and staged combustion on the chemical

reduction

Evaporation is introduced for the creation of reference trajectories in aeronautical combustion chambers

but its impact on the reduced chemistry is not studied. It is of interest to perform a further analysis of the

evaporation phenomena on the composition faced by the mixing particles so as to measure its influence

on chemistry. Moreover, a multi-component evaporation formulation may be developed. Note that the

procedure applies to any combustion system; it may also be used for burning the volatiles ejected from

coal during the pyrolysis process.

The procedure would also gained from a further analysis of the impact of dilution and staged com-

bustion on the obtained trajectories and on the reduced chemical schemes that are obtained.
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8.2.2 Reduction methodology

8.2.2.1 Optimisation limits for large mechanisms

The DRGEP methodology, the lumping and the introduction of QSS hypothesis are efficient and fully au-

tomated approaches to derive reduced chemical mechanisms. The genetic algorithm procedure depicted

in this thesis is also automated. Nevertheless, its use for optimising large reduced chemical mechanisms

is substantially complicated by the size of the research area i.e. by the number of parameters to be op-

timised. For such conditions, selecting the most relevant steps for optimisation would greatly accelerate

the process. As a first attempt, this selection may be based on a DRGEP analysis.

8.2.2.2 Correction function to recover flame speed for very reduced schemes

In Chapter 7, starting from a mechanism composed of 91 species and 991, an analytical mechanism based

on 16 transported species and 95 reactions is derived for kerosene-air combustion. The reduction appears

to be limited by the reproduction of the correct flame velocity for rich equivalence ratios. Interestingly

the optimisation of the chemical constants of the mechanism have a negligible impact on the levels of CO

and temperature equilibrium but strongly influences the flame speed distribution against the equivalence

ratio of the mixture. It is believed that introducing a few correction functions [64] based on the local

equivalence ratio could allow for recovering the proper flame speed without impacting so much the other

thermochemical properties. Hence the reduction could be pushed towards larger extents.

8.2.3 Flame-turbulence interaction

The thickened flame model is employed here as a first approach for non-premixed combustion. The va-

lidity of this combustion model must be further evaluated for diffusion flames with complex chemistries.

8.2.4 Other applications

The method is currently used at CORIA by A. Bouaniche for the derivation of a kerosene-air mechanism

for the prediction of the soot precursors.
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[198] B. Fiorina, A. Vié, B. Franzelli, N. Darabiha, M. Massot, G. Dayma, P. Dagaut, V. Moureau,

L. Vervisch, A. Berlemont, et al. Modeling challenges in computing aeronautical combustion

chambers. AerospaceLab, (11):19–pages, 2016.
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multi-points. PhD thesis, Rouen, INSA, 2015.

[200] N. K. Rizk and A. H. Lefebvre. Internal flow characteristics of simplex swirl atomizers. Journal

of Propulsion and Power, 1(3):193–199, 1985.

[201] S. Freitag and C. Hassa. Spray characteristics of a kerosene jet in cross of air at elevated pressure.

In ILASS-Europe, Italy, 2008.

[202] D. Midou. Optimisation d´une lance d´injection de charbon pulvérisé. Phd thesis, Rouen, INSA,
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